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Preface

This book is a part of the Proceedings of the Eighth International Conference on
Intelligent Systems and Knowledge Engineering (ISKE 2013) held in Shenzhen,
China, during November 20-23, 2013. ISKE is a prestigious annual conference on
ISKE with the past events held in Shanghai (2006, 2011), Chengdu (2007),
Xiamen (2008), Hasselt, Belgium (2009), Hangzhou (2010), and Beijing (2012).
Over the past few years, ISKE has matured into a well-established series of
international conferences on Intelligent Systems and Knowledge Engineering and
related fields over the world.

ISKE 2013 received 609 submissions in total from about 1,434 authors from 18
countries (United States of American, Singapore, Russian Federation, Saudi
Arabia, Spain, Sudan, Sweden, Tunisia, United Kingdom, Portugal, Norway,
Korea, Japan, Germany, Finland, France, China, Argentina, Australia, and
Belgium). Based on rigorous reviews by the Program Committee members and
reviewers, among 263 papers contributed to ISKE 2013; high-quality papers were
selected for publication in the proceedings with an acceptance rate of 43 %.
The papers were organized into 22 cohesive sections covering all major topics of
intelligent and cognitive science and applications. In addition to the contributed
papers, the technical program included four plenary speeches by Ronald R. Yager
(Iona College, USA), Yu Zheng (Microsoft Research Asia), and Hamido Fujita
(Iwate Prefectural University, Japan).

As organizers of this conference, we are grateful to Shenzhen University,
Science in China Press, Chinese Academy of Sciences for their sponsorship,
grateful to IEEE Computational Intelligence Society, Chinese Association for
Artificial Intelligence, State Key Laboratory on Complex Electronic System
Simulation, Science and Technology on Integrated Information System Labora-
tory, Southwest Jiaotong University, University of Technology, Sydney for their
technical co-sponsorship. We would also like to thank the members of the
Advisory Committee for their guidance, the members of the International Program
Committee and additional reviewers for reviewing the papers, and members of the
Publications Committee for checking the accepted papers in a short period of time.
Particularly, we are grateful to the publisher, Springer, for publishing the
proceedings in the prestigious series of Advances in Intelligent Systems and
Computing. Meanwhile, we wish to express our heartfelt appreciation to the
plenary speakers, special session organizers, session chairs, and student helpers.



vi Preface

In addition, there are still many colleagues, associates, and friends who helped us
in immeasurable ways. We are also grateful to them all. Last but not the least, we
are thankful to all the authors and participants for their great contributions that
made ISKE 2013 successful.

November 2013 Zhenkun Wen
Tianrui Li
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Knowledge-Based Expressive
Technologies Within Cloud Computing
Environments

Sergey V. Kovalchuk, Pavel A. Smirnov, Konstantin V. Knyazkov,
Alexander S. Zagarskikh and Alexander V. Boukhanovsky

Abstract Presented paper describes the development of comprehensive approach
for knowledge processing within e-Science tasks. Considering the task solving
within a simulation-driven approach a set of knowledge-based procedures for task
definition and composite application processing can be identified. These proce-
dures could be supported by the use of domain-specific knowledge being for-
malized and used for automation purpose. Within this work the developed
conceptual and technological knowledge-based toolbox for complex multidisci-
plinary task solving support is proposed. Using CLAVIRE cloud computing
environment as a core platform a set of interconnected expressive technologies
was developed.

Keywords Domain-specific language - Composite application - Complex system
simulation - Cloud computing

1 Introduction

Today a lot of complex e-Science [1] tasks are solved using computer simulation
which usually requires significant computational resources usage. Moreover the
solutions, developed for such tasks are often characterized by structural com-
plexity which causes a lot of different resources (informational, software or
hardware) to be integrated within a single solution. The complexity of the solu-
tions grows as the multidisciplinary tasks are considered. Today’s common
approach for building composite solutions is based on Service-Oriented Archi-
tecture [2] which forms the basis from interconnection of services and hiding their
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complexity behind their interfaces. Interconnection of the services within complex
tasks is usually implemented in a form of workflow (WF) structures [3] which
exploits graph-based structures to describe interconnection of used services. On
the other hand, today the Cloud Computing [4] concept is developed as a business
framework for providing on-demand services supporting resources’ consolidation,
abstraction, access automation and utility within a market environment. To support
the consolidation and abstraction description of available resources should be
provided; automatic services composition requires the tool for composite appli-
cation management; utility and market properties should be supported with
semantic domain-specific description. Thus cloud computing platforms should
provide the domain-specific user-oriented tools for expression of descriptive
artifacts.

Finally, today Problem Solving Environment (PSE) [5] brings a set of domain-
specific tools together to solve the proposed domain problems. Still this approach
requires a set of knowledge from different domains being available for the user of
a PSE. Intelligent PSE (iPSE) [6] tries to extend the PSE concept with knowledge-
based using formalized knowledge within these domains.

In the presented work the conceptual and technological solution for compre-
hensive knowledge-based support of human-computer interaction within the pro-
cess complex e-Science task solving is described. The key goal of the work is to
organize different knowledge-based technologies within a continuous solution
which support the integration process within cloud computing environment and
enable automatic solving of technological issues.

2 Knowledge-Based e-Science Technologies

The process of solving e-Science tasks is strongly related to the knowledge pro-
cessing. This point of view (see Fig. 1) can discover a set of features:

1. Today the development of global networking technologies within the Internet
makes the international scientific society an important source of knowledge.
This trend causes to appear a concept of Science 2.0 [7] which gives the
important role to the global collaboration of scientists. As a result all the
knowledge which is used to define the e-Science tasks can be considered as the
knowledge of society. Moreover all the results obtained during the task solving
process also could belong to the society and extend its knowledge.

2. The implicit set of knowledge can be obtained for the further utilization using
different approaches. The most important of them are: explicit knowledge
formalization performed by or within collaboration with experts and automatic
analysis of tests, data and experiments published by the society.

3. Formalized knowledge within e-Science tasks can be divided into three main
groups: (a) domain-specific knowledge, which describes the specificity of the
task within the particular problem domain(s); (b) IT-related knowledge which
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Fig. 1 Knowledge-based view to e-science tasks

is used for the automation services searching, tuning and calling; (c) system-
level knowledge which supports the organization of simulation and data
analysis. Today the idea of system-level science [8] appears which is focused
more on comprehensive exploration of the system rather than on running
particular procedures. Thus all these knowledge should be interconnected and
coordinated around the process of simulation-based exploration of particular
system.

4. The formalized knowledge can be used to automatic support of different
procedures during the problem solving process. This knowledge allows
designing human—computer interaction process in a way most suitable for the
user, allowing to obtain all the necessary information to build, execute the
composite application and analyze its results. Considering a WF-based tech-
nology there should be (a) a set of tools for building and monitoring the WF
using domain-specific concepts; (b) a set of technologies which simplify the
interpretation and execution of the WF by the use of knowledge on service
usage.

5. As a result there should be a set of technological tools (domain-specific lan-
guages (DSL), editors, knowledge bases) which allows different users of the
system (end-users, experts, developers, IT specialists etc.) to express their
knowledge in a form which (a) can be easily used by the user; (b) will be
understandable to any other user with the same knowledge background; (c) can
be interpreted automatically by the software which performs computing.

The proposed knowledge-based expressive toolbox can be defined as a set of
technologies which supports the process of composite application building, exe-
cution and results’ analysis. The knowledge base which incorporates the knowl-
edge of different kind is a core of this technological toolbox. The toolbox includes
the following classes of technology available for the users of different classes: (a)
knowledge bases as a core integration technology; (b) a set of DSLs; (c) graphical
user interfaces; (d) performance models describing the execution of services.
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3 Expressive Technologies

Presented approach is developed as an extension to the iPSE [6] concept which
provides knowledge-based support of the problem solving process. Considering
main operation which requires knowledge expression and interpretation the fol-
lowing procedures and modules can be defined within the computational envi-
ronment built within a framework of this concept (Fig. 2a). Each of these
procedures can be associated with a specific descriptive language (with textual or
graphical notation) which can provide (a) support of the expression process by the
use of knowledge-based tools; (b) interpretability for the purpose of underlying
simulation automation. These languages (Fig. 2b) can be interconnected within a
continuous stack with relation (a) to the domain-specific entities within knowledge
base; (b) objects on different abstraction levels of the complex e-Science solutions.
The expressive technology for each level includes a pair of tools: (a) for expression
of knowledge on corresponding level; (b) for interpretation of these expressions.

1. Services (including computing services, data services, interfaces to the specific
devices, observation sources etc.), available within computational environment
might be described with a set of knowledge which defines the interface of
service, its domain-specific interpretation and usage of support procedures.
This description can be implemented using declarative DSLs. As the main WF
representation is usually implemented using abstract service description, the
mapping of abstract workflow (AWF) onto particular services should be done
during the WF interpretation. Also the description of the services might support
the execution monitoring. Still the most significant meaning of this part of
expressive toolbox is providing domain-specific information on the user level.
The descriptive language on this level should include structures for service and
data structures semantic description.

2. Composition of the services is usually implemented in a form of AWFs, where
particular services call is specified by the description of service’s type and
input/output flows. The interpretation of the WF includes mapping to the
particular services, calling of these services and execution monitoring. The WF
development requires set of new technologies to be developed. E.g. WF
management systems (WFMS) provide different tools for service discovery and
usage. Also the language for composition of abstract services should be
developed.

3. The process of system’s exploration is usually focused on the properties of
specific domain objects which can be explored through the simulated model.
The description of such object can be translated into AWF form. Nevertheless
the semantic structure of simulated object can be considered as a separate entity
which can be defined by the domain expert and used for further model-based
exploration and hiding the complexity of the underlying WF. Thus, this
structure (predefined simulation WF and its semantic interpretation) could be
considered as a part of domain-specific knowledge. This level presents inter-
connection between domain-specific and IT knowledge.
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4. The description of domain-specific object is a core entity for the simulation-
based system exploration. The composition of such object can be interpreted
(a) as a semantic description of the system which is explored within the current
task; (b) as a basic structure for complex simulation WF composition which
can be further translated through the levels 3 to 1. Moreover the semantic
description of the system can be used in conjunction with the spatial/temporal
basis of the simulation. This type of integration allows switching from the
procedural point of view (where procedures are equivalent to the service calls)
to the simulation-based point of view with automatic construction of the pro-
cedural WFs.

High-level tasks description define additional techniques which can be applied
to the system’s structure, described earlier. Processing of the system’s structure
can be performed for the different purposes: visualization, parameters opti-
mization, decision support etc. The simplest way of this technique imple-
mentation is development of heuristics or rule-based extension to the basic
knowledge base.
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4 Implementation Details

The proposed architecture was implemented on the basis of CLAVIRE cloud
computing platform [9], which allows building composite applications using
domain specific software available within the distributed environment. The plat-
form implements the iPSE concept, thus, the knowledge based solution for com-
posite application development and execution can be integrated into existing
solution.

4.1 Basic Knowledge Structure

The core conceptual and technological solution for continuous integration is
hierarchy of concepts within simulation process:

1. Simulated object, which represents the main entity being explored. The object
can be considered as a composite entity, or system of objects.

2. Simulated model, which describes a set of static and dynamic characteristics of
the object and can be used to explore it.

3. Method can be defined as an imperative description of the model usage process.
Methods are implemented in different simulation software.

4. Software packages are used as algorithmic implementations of the defined
methods. Usually this software is developed by the domain specialists.

5. Service within a distributed computational environment (in case we are using
SOA) can be considered as the software deployed on computational resource.

This hierarchy is developed to integrate the domain-specific concepts (1-3) and
technological concepts (4-5). It is the core concept for development of knowledge-
based solutions, which support high-level task definition, which in turn can be
automatically translated using interconnection between concepts of the hierarchy.

To implement the proposed conceptual hierarchy the knowledge base in a form
of ontological structure was developed within a framework of Virtual Simulation
Objects (VSO) technology [10]. This ontological structure implements domain-
specific concept of the hierarchy (1-3) and their interconnection. The technolog-
ical concepts (4-5) were described as links to corresponding knowledge expressed
using a set of DSLs (see Sect. 4.2). The objects can be interconnected with a help
of VSO technology to form the system’s semantic description. The VSO tech-
nology presents instrumental environment with graphical interface (see Sect. 4.3)
for building a system’s description using the library of objects. Thus, the VSO
presents an expressive technology for objects description; composition and high-
level task definition (see Fig. 2b). The expressive technology includes: (a)
descriptive languages with graphical notation for objects description and compo-
sition; (b) tools to design a composite solution for complex system’s simulation;
(c) interpretation engine for translation the descriptions into the AWF form.
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4.2 Domain-Specific Languages

Domain-specific languages [11] present a powerful technology for building
expressive tools within different problem domains. CLAVIRE environment uses a
couple of related DSLs [9]:

EasyPackage—a language for services description based on Ruby language. It
is used to define the knowledge on software services: input and output parameters,
used data and files structures etc. A specific part of knowledge, expressed using
this language is parametric performance models, used to estimate and to optimize
performance characteristics of the services within cloud computing environment
[12]. Also the language provides the user with ability to describe semantic
meaning of defined entities within the problem domain. Considering the concep-
tual hierarchy presented in Sect. 4.1 this language describe the knowledge of level
4. The knowledge on last level (5) of this hierarchy is described by the means of
ResourceBase system within CLAVIRE environment which includes the
description of particular services (using JSON format) linked with the software
description in the EasyPackage language and used within the knowledge base.

EasyFlow—a language for composite application description in a form of
AWF. The WF is a central object within the CLAVIRE environment which defines
the structure of composite application. It is developed using ANTLR framework
and uses the software description presented using EasyPackage language to define
software calls. So, the language presents expressive tool for composite application
description. The interpretation of the AWF described by the language includes
searching for appropriate services, processing of the incoming and outgoing data,
tuning services’ execution parameters. These procedures also can be performed
using the knowledge presented using EasyPackage language.

4.3 User Interfaces

A knowledge-based approach can be used to develop user interfaces (UI) which
support human—computer interaction with required level of abstraction. Several
classes of UI were developed using CLAVIRE environment:

Ul 1 The high-level interfaces can be developed using VSO technology.
Knowledge on the simulation of particular objects can be used to develop domain-
specific graphical language to define simulated objects and systems. Figure 3a
presents the Ul of VSO-based workspace which can be used to define simulated
system as a composition of objects available within a library. The designed
description can be translated into a WF and executed as a regular composite
application.

UI 2 The domain-specific support of composite application development can be
performed using the interfaces which provide the user with qualitative comparison
of available solutions. Figure 3b shows a tree-based Ul which uses the concepts of
levels (2-4) within conceptual hierarchy to compare different solutions for
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Fig. 3 Knowledge-based user interfaces

particular domain tasks [13]. The user can define the parameters of the task and the
system will compare available solutions using a set of qualitative criteria.

UI 3 WEMS usually provide the user with an interface for graphical (typically
in a form of graph) or textual description of WF. Most WFEMSes have interfaces
common to Integrated Development Environments (IDEs) including the capability
to manage project files, run the WF, monitor the execution process, view the
results, etc. CLAVIRE environment also uses graphical Ul based on EasyFlow
language (both with textual and graphical notation) to define the AWF structure.

UI 4 Problem-oriented interfaces (Fig. 3c) allow the user to input all the
required parameters for running particular task within cloud computing environ-
ment. The system performs automatic input checking; fulfill all the necessary
procedures to translate input data into required format. Also the results of the
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execution can be obtained and viewed using the same interface. This UI is gen-
erated automatically using the EasyPackage description.

UI 5 The lowest level of the Ul is provided by a command-line interface and
API library to access the computational environment. This type of interface is
rarely used (mainly for the purpose of software integration).

4.4 Touch Table Application: An Example

Among the other tasks, which require simulation, decision support system can be
mentioned as a complex example which involves different type of users interacting
with the system and with each other. An application for collaborative decision
support for the task of surge floods prevention in St. Petersburg [14] was devel-
oped using touch table hardware for collaboration (Fig. 4a). While the main
interface of this application presents geographic information system based on the
map of sea near the St. Petersburg city (Fig. 4b) the decision making process can
be supported by the mean of additional expressive technologies mentioned earlier:
(a) WEMS (UI 3) is used to run simulation and decision making WFs, which
provide the analysis of the forecast of sea level and possible plans to prevent the
flood; (b) problem-oriented interfaces (UI 4) is used for more detailed simulation
using the available software; (c) high-level knowledge-based interfaces (UI 1-2)
are used to build, extend and analyze different scenarios of the situation devel-
opment during the collaborative decision making; (d) finally the API (UI 5) is used
to integrate the parts of the solution (touch table, decision makers Uls) with
CLAVIRE environment. The DSLs are used within the application to express the
knowledge of experts (in form of predefined simulation WFs) and description of
available cloud services, while ontological structure can be used to support
semantic integration of different parts within the solution.

5 Discussion and Conclusion

Solving contemporary e-Science tasks requires involvement of knowledge from
different domains: a set of problem domains should be extended with IT domain
(as the underlying software often is characterized by a complex usage), simulation
domain (as a lot of techniques for complex system simulation require specific
knowledge). All these knowledge needs to be formalized and dynamically inte-
grated because the parts of knowledge might be updated separately. Today the
ontology is often used as an integration technology (see, e.g. [15]). On the other
hand, DSLs [11] present powerful technology for declarative and imperative
knowledge expression using graphical of textual notation. As a result, the com-
bination of these technologies can be used as a core technological solution for
comprehensive knowledge-based support of human—computer interaction.
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(b)

Fig. 4 Touch table application a collaborative decision making; b main user interface

Presented work is devoted to development of the expressive toolbox which will
support the processes of expression and interpretation in the most convenient and
easiest way for the user. The continuous integration of different technologies using
core ontological structure allows automatic interpretation and translation of the
information provided by the user on different levels of abstraction. The developed
expressive toolbox was implemented using CLAVIRE cloud computing
environment.
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Video Texture Smoothing Based
on Relative Total Variation and Optical
Flow Matching

Huisi Wu, Songtao Tu, Lei Wang and Zhenkun Wen

Abstract Images and videos usually express perceptual information with mean-
ingful structures. By removing fine details and reserving important structures,
video texture smoothing can better display the useful structural information, and
thus is significant in the video understandings for both human and computers.
Compared with the image texture smoothing, video texture smoothing is much
more challenging. This paper proposes a novel video texture smoothing method
through combining existing Relative Total Variation (RTV) and optical flow
matching. By considering both special relationship and color/gradient similarity
between adjacent frames, we build an optimization framework with two novel
regularization terms and solve the smoothed video texture via iterations. Con-
vincing experiment results demonstrate the effectiveness of our method.

Keywords Texture - Structure - Smoothness - Relative total variation - Optical
flow - Probability model

1 Introduction

Video contents usually contain more or less natural or artificial textures, such as
the grasses on the grounds or repeated patterns on the buildings. Such textural
contents make the video more attractive. However, humans normally perceive
video content by capturing the meaningful large scale structures. Thus, video
texture smoothing becomes extremely important in computer vision and video
pattern recognition, especially for video abstraction and object tracking.
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To smooth the fine texture from image, most existing methods define the texture
region based on total variation of the gradient fields [1, 2], and use an optimization
algorithm to filter out fine details. Recently, Xu et al. [3] proposed a method for
texture smoothing based on Relative Total Variation (RTV), where better
smoothed effects can be obtained. Compared with the studies carried out on the
image texture smoothing, video smoothing is more challenging and none of the
existing methods can obtain favorable results. For video smoothing, not only the
main structures should be persevered in each frame image, but also the corre-
spondences between frames should be considered to solve stable-smoothed video
results.

In this paper, we propose a novel video smoothing method based on RTV and
optical flow matching. Since RTV is a well-validated method in the separation of
texture and structure, it provides better effects compared with other methods. As an
important method in the analysis of visual motion, optical flow method provides
dense correspondences for large scale structures between two frames. By esti-
mating the displacement for each pixel via optical flow, we formulate an inter-
frame constraint to optimize video smoothing. Compared to existing methods,
which only consider the video smoothing frame by frame, our method achieves a
more stable smoothing effect by preserving the video continuity. Specifically, we
applied optical flow to describe a constraint between two adjacent frames in both
original and smoothed video. Based the combination of RTV and optical flow, we
propose a graph model to express the spatial and temporal relation between the
adjacent frames. The probability model is analyzed to form an object function.
Finally, we obtain the smoothed video by solving the object function. Experi-
mental results show that our method outperforms the existing RTV in terms of
main structures preserving and texture details smoothing.

2 Related Work

Since texture smoothing can extract salient structures from textures, it has been a
hot research topic in computer vision and pattern recognition. Rudin et al. [4] first
proposed TV-L2 model, which can be easily expressed through fidelity data term
and regularization term. Aujol et al. [5] had studied four kinds of TV models and
come to the conclusion that TV-L2 had best effects in dealing images without
knowledge of its texture model in advance, but it had some demerits in distin-
guishing the strong structural textures and edges. Farbman et al. [6] and Xu et al.
[71, respectively, proposed WLS and LO gradient minimization. Different from the
regularization term and optimized procedure in TV-L2 model, their models have
some disadvantages in dealing texture of different scales, and they still rely on
gradient. Kass and Solomon [8] pointed out that local histogram-based filtering
can well resist image details and maintain the structure edges at the time. But this
method is not designed to process texture, and the direct usage of this method will
not get desirable effects. Xu et al. [3] proposed the Relative Total Variation (RTV)
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method, which is based on the TV-L2 model, and this method can better remove
image texture, while maintaining the structural edge. However, we cannot directly
use RTV to smooth video textures because RTV can only smooth singe image and
does not consider the inter-frame relationship if it is used to smooth video.

Optical flow is state-of-the-art technique in calculating the pixel-wise corre-
spondences between two images, especially for the neighboring frames in a video.
The computation of optical flow field was first discussed by Horn and Schunck [9]
in 1981. Based on the optical flow constraint equation, they supposed that the
speed filed is smooth, and then they get a dense optical flow field. Nagel [10]
comes up with the idea that second derivative can be used to deal with the optical
flow field. With the application of an oriented smooth constraint to deal with the
occlusion problem, the computation of the reciprocal value of second derivative
can be easily impacted by the noise. Ghosal and Vanek [11] proposed that smooth
constraints of different natures in speed fields can be used to compute the optical
flow field. Lucase and Kanade [12] researched and developed many new concepts
for dealing with shortcomings of previous models.

In this paper, we present a simple and yet effective model based on Relative
Total Variation and optical flow matching to realize video texture smoothing. By
adding spatial constraint to RTV based on optical flow, we can obtain a better
result than only smoothing video frame by frame using RTV. The combination
between RTV and optical flow turns out a nonlinear optimization problem. So we
also propose an optimization solution to obtain the video smoothing results.

3 Approach

3.1 Model

For the video to be soothed, obviously, there are spatial and temporal relations
between the original image and the smoothed one, which is shown in Fig. 1.

Suppose p; is the pixel in the original image while s, in the smoothed one,
respectively. Both of them are in the same frame. The same position pixels in
adjacent frame connect with each other through optical flow, for example, the
connection between p,_; and p;, as well as s,_; and s,. The original image and the
smoothed one in the same frame connect with each other through Relative Total
Variation [6], for example, the connection between s, and p,. From Fig. 1, it can be
assumed that:

P(plpi1) = exp(=llp = pii]]) M

P(sisi1) = exp(=[ls: s ) @
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time —

Fig. 1 From left to right display constrain relation between previous frame and the current
frame, from bottom to top display constrain relation between original images and smoothed

P(pi|s:) = exp(—u(s:,p:)) 3)
Assume:
2 2
A= pr = petl|sB = [Ise — 51|73 € = ulse, pi)

It can be concluded:

P(Pnstvpt—hst—l) = P(pt—l)P(Stfl)P(st|st—1)P(pt|pt—1;st)

— P(ppr)P(s s )P PG Ps)

From Bayes function:
P(Pz|5tapz—lasz—1) = P(pt,St,p;_hst_])/P(P;—l,St,St—l) (5)
From (4) and (5):

P(pilsi, pi—1,5i-1) o< P(pelpi-1)P(s:|s:-1)P(palsi) (6)
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IOgP(pl|Stvpl—lvsl—l) :_(A+B+C) (7)

To maximize the probability, we should minimize the value of
A + B + C. And we can obtain (Ax, Ay) according the constraint conditions of
optical flow

pi(x,) = pr1(x — Ax,y — Ay) (8)

If t denotes any time, p, (x,y) can be effectively estimated by
Di—1(x — Ax,y — Ay). Thus we assumes:

pi(x,y) — pro1(x — Ax,y — Ay) x N(O7 02) 9)

Similarly, s,(x,y) — s,—1(x — Ax,y — Ay) is also Gaussian distribution. As the
original image and the smoothed one take Relative Total Variation as constraint
condition [6], it can be said:

D= ; (Pp— Sp)* + - (q))?"p()pl -+ q)yD(;()pl 8) (10)

From (9) and (10), the objective function is finally expressed as:
. 2 2
afgmgnz (Pe (%, 3p) = Pt (5 — Ax,yp = AY)) " + (P —5p)
p

()
(503 2) = 511 (3 — A yp = Ay)) 4 (@;fj(xp()pl : @?;()pi s)

3.2 Numerical Solution

It is not easy to solve the target equation (11) as it is nonlinear. It contains three
constraints: Item A, Item B, and Item C. Its solution thus cannot be obtained
trivially. Therefore, we proposed a segmenting method to optimize the equation.
Firstly, we use Item A and Item B to optimize it. Secondly, Item C will be applied
to deal with the result got from last step. Finally, the whole target equation will get
optimized. The Fig. 2 showed the flow chart. This method is clear in structure and
simple in processing. Besides, after the process of optical flow matching, it will be
very close to the result we want. Hence, the number of iterations will be reduced
when we utilize Item C.
The steps involved are as follows:

(a) In Item A, p(x, y) and p,(x, y) refer to the original image pixels, t means
time. Ax and Ay can be accessed through p,(x, y) and p,_(x, y) by optical
flow matching. Item A can be viewed as a constant.
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frame i

frame i+1

output

Fig. 2 The framework of our system

(b) Take Item C as the initial condition, through optimization, we get S;_;.

(c) Optimize Item B through optical flow matching. The gray level of certain
image point w = (x, y)T on time t is I(x, y, ). After a timeslot of At, the
correspond value for gray level is : I(x+ Ax,y + Ay,t + At). Because
the video image is continuous, the image changes slowly with x, y, t. With the
Taylor series expansion and ignorance of the second-order infinitesimal
items, we get

o o, ol
Tt Loy L 12
x Ty Ty (12)

It can be supposed that u = % V= d—“; Jo =21, = g—; .1, = < then function

(12) can be rewritten as Iu + I,y + I, = 0, v,, = (u, v) is the optical flow for
point w. Besides the gray value constancy assumption, we also consider color
and gradient constancy assumption. After the above optimization, we get
Six, y).

(d) Utilize Item C to constrain the equation to get the optimized solution. Taking
the result got from step c as input, we apply the numerical solution in [3] to
optimize the equation and get the final result.

4 Results

We collected a video datasets to evaluate our method, which contains 20 videos
with different kinds of textures. Typical video smoothing results are as shown in
Figs. 3 and 4. From the results shown in Fig. 3, we can clearly see that our method
not only preserves the salient structures for each frame in the video, but also
maintains the video consistency when smoothing a sequence of images, including
color consistency and lighting consistency for the corresponding pixels along the
time dimension.



Video Texture Smoothing Based on Relative Total Variation... 19

frame 1 frame 2 frame 3 frame 4

Fig. 3 Video smoothing results using our method. The fop row is the original video from frame
14, and the smoothed results are shown in the bottom row

X
&

(b)

Fig. 4 Comparison between our method and the RTV. The original frames are shown in the
upper row of (a). Corresponding results of RTV and our method are as shown in the middle row
and the bottom row, respectively. Detail comparisons with blow-up resolutions are shown in (b)

In addition, we also implemented the existing RTV method for video smoothing
and compared it with our proposed method. Figure 4 shows the videos smoothed
using RTV and our method, respectively. For detail comparison, we selected one
frame with dense textures to compare our method with RTV. As shown in Fig. 4a,
the images in the top row are selected from the original videos. The middle row
and the bottom row which are in Fig. 4a are the smoothed results with RTV and
our method, respectively. From the visual comparisons, we can see that our
smoothed results obviously are much better than the RTV results, especially for
the regions marked with red boxes. From the blow-up results shown in Fig. 4b, we
can even clearly observe that our method outperforms the existing RTV method, in
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Fig. 5 Average running time 10
comparison between RTV
and our method for video
with different resolutions

running time (minutes)

i i
1 156 2 2.5
resolution x 10

terms of salient structure preserving and fine detail smoothing, which points out
that the combination of RTV and optical flow matching is effective in video
smoothing.

On the other hand, we also performed a running-time statistics to compare our
method and the RTV. In our experiments, we applied RTV and our method to 20
videos, which are about 10 s (250 frames). Each of them is up-sampled or down-
sampled to be different resolutions, and we collected the average running time of
RTV and our method applied on them. Figure 5 plots the average running time
comparison between RTV and our method. The blue line in Fig. 5 indicates the
average running time of RTV on the datasets, while the red line in Fig. 5 is ours.
From the results shown in Fig. 5, we can see that our method generally faster than
the RTV method, because the optical flow provides accurate correspondences and
makes the optimization quickly converged. With the additional constraint of
optical flow, our method turns out efficient by reducing iteration times.

5 Conclusion

In this paper, we present a novel model to handle the video texture smoothing
based on RTV and optical flow matching. We contribute mainly in the following
two aspects. Firstly, we set up a new probability model combined RTV with
optical flow. Based on this probability model, we can easily realize the inner
structure of the problem to be solved, and therefore bring up the objective function
to be optimized. Secondly, we come up with an optimizing scheme to transform
the original nonlinear problem to a set of subproblems that are much easier and
faster to be solved. Experiments show that our method outperforms the existing
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RTV method, in terms of both spatial-temporal consistency and efficiency. In the
future, we plan to implement our method in GPU to achieve a real-time
performance.
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Gas Recognition Under Sensor Drift
by Using Deep Learning

Xiaonan Hu, Qihe Liu, Hongbin Cai and Fan Li

Abstract Machine olfaction is an intelligent system that combines cross-sensi-
tivity chemical sensor array and an effective pattern recognition algorithm for the
detection, identification, or quantification of various odors. Data collected by the
sensor array are multivariate time-series signals with complex structure, and these
signals become more difficult to analyze due to sensor drift. In this work, we focus
on improving the classification performance under sensor drift by using the deep
learning method, which is popular among these years. Compared with other
methods, our method can effectively tackle sensor drift by automatically extracting
features, thus not only removing the complexity of designing the hand-made
features, but also making it pervasive for a variety of application in machine
olfaction. Our experimental results show that the deep learning method can learn
the features that are more robust to drift than the original input and achieves high
classification accuracy.

Keywords Sensor drift - Deep learning - Machine olfaction
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1 Introduction

The principle of Machine olfaction is: (i) sensor array produces electrical signal
response by absorbing the odor molecules; (ii) various methods are used to process
these signals; (iii) pattern recognition system analyzes the input data and make
decisions, accomplishing scheduled tasks, for instance, gas recognition and con-
centration measurement [1, 2]. In practical applications, sensor signals tend to
show a significant variation due to changes in the experimental operating envi-
ronment, aging of the sensor materials, and poisoning effects [3]. Sensor drift will
change the cluster distribution in the data space and degrade the classification
accuracy gradually [3, 4].

In the field of signal processing, the most effective methods for drift com-
pensation are periodic recalibrations [4], whose main idea is using a reference gas
to correct drift direction for individual sensor or for the entire array [5-7].
However, these techniques are all based on the assumption that the drift model is
linear, which has not been confirmed yet, and they mostly need a reference gas that
is chemically stable and highly correlated with the target gas in terms of sensor
behavior, which is undoubtedly harsh in practical applications [4, 7].

Recently, machine learning methods are also applied to cope with drift [3, 8, 9].
In Vergara et al. [3], authors used ensemble learning methods to adapt a classifier
to drift. This ensemble method is expensive in practice because it requires a large
number of labeled data to dynamically train the classifiers. Semi-supervised
methods used unlabeled data to improve performance of classification [8]. Com-
pared with the ensemble methods, the semi-supervised methods are cheap because
they only use unlabeled data to tackle drift. However, the above methods are not
pervasive in real world applications because they need kinds of hand-designed
features. In Langkvist and Loutfi [9], the authors proposed the e-nose data clas-
sification using deep learning, but they did not consider constructing suitable
network structure to handle drift.

Keeping the research line based on machine learning methods, we present a
new method to handle gas recognition under sensor drift using deep learning. The
main idea of our method is automatically extracting unsupervised features by using
deep learning and then training a gas classifier based on these features. Motived by
the characteristics of gas signal response, we designed two network structures,
Deep Belief Networks (DBNs) based on Restricted Boltzmann Machines (RBM)
and stacked Auto-Encoders (sAE) stacked by Auto-Encoders, to extract abstract
features. Secondly, the softmax classifiers are constructed by using these features.
Finally, we simulate both the network structures and experimental results show
that they outperform support vector machine (SVM).

Compared with other methods, the advantages of our method are in the fol-
lowing three aspects. First, our method is pervasive. Since this method does not
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use hand-extracted features, it can be applied to process signals sampled by any
sensor and identify any type of gas. Second, our method is cheap. The method does
not need reference gas to correct the drift direction of original data and only uses
unlabeled data to learn features. Finally, our method is efficient for complex data.
The feature extraction step in deep learning always implies a nonlinear process of
dimensionality reduction, which not only increases efficiency but also improves
the ability of expression for complex data. Based on these advantages, our method
can effectively cope with gas recognition and sensor drift.

Our main contributions are: (i) to the best of our knowledge, we first used deep
learning to handle sensor drift; (ii) we designed DBNs and sAE to tackle sensor
drift and gas recognition, and empirical results prove that our method can effec-
tively process sensor drift.

The rest of this paper is organized as follows: We first introduce deep learning
and propose our method in Sect. 2. Then we simulate the proposed method and in
detail describe our experimental results in Sect. 3. Finally, conclusions are given
in Sect. 4.

2 Methods

In this section, we demonstrate two types of deep networks, namely DBNs and
sAE, and how we use them for gas recognition.

An auto-encoder can be seen as a neural network with three layers, as shown in
Fig. 1, including one input layer, one hidden layer, and one output layer. The aim
of this kind of network is not classification or regression, but reconstructing the
input in the output layer to obtain the activations of the hidden layer, which are
thought to be the better representation than the original input. Except the input
layer, activation of each unit is calculated as:

o=a(Wv+b) (1)

where o(x) = H% is the logistic function, the cost function to be minimized is:
J:LZ (v(i) —G(i)> +&ZZW,~2 —I—BZ plogﬁ—&- (1 —p)log L=
2N 7 2 7 ; v ; pj 1 — pj

(2)

The first term is the reconstruction error term indicating the difference between
the input and the output, the second is the weight decay term aiming at decreasing
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Fig. 1 An auto-encoder with
one hidden layer

the magnitude of the weights in case of overfitting, and the others are the sparse
penalty terms whose purpose is enforcing the average activation of all the hidden
units to be close to a small number p. The parameters A and f§ control the relative
importance of the three terms.

A stacked auto-encoder is a neural network consisting of multiple layers of
auto-encoders in which the outputs of each layer is wired to the inputs of the
successive layer. There are usually too many parameters for such a deep network
to be trained effectively and therefore it is easy to converge to some bad local
optima. Greedy layer-wise training has proved to be an algorithm effective to solve
the above problem [10, 11]. The main idea was to train the parameters of each
layer individually, then unroll all the layers into the architectures shown in Fig. 2
and fine-tune all parameters at the same time.

Since our task is to classify gasses but not simply generate features, we use the
architectures with a softmax layer on the last layer of the encoder part, see Fig. 2b.
The probability that the predicted class y belongs to class j given input vector x and
weight matrix 0 is given by:

T
exp 0; x;

S R 3
S exp O] x; ©)

P(y; = jlxi; 0)

We can minimize the cost function to train the weight matrix 0:

m k

10 =~ LSSt =heer = | +533 6 @

i=1 j=1 i=1 j=1
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() o m)

Fig. 2 Stacked auto-encoder with two hidden layers a Unsupervised and b supervised fine-
tuning for different purposes

where 1{-} is the indictor function, whose value is 1 if the statement is true and
otherwise 0.

For gas data, the input vector of a single example is given by
v =(s1,82,...,5,), where s; is the ith feature (or raw signal). So the entire input
matrix is V = (v{,v],...,v). We scale each element of this matrix to [0,1] by
using the following normalization method:

Vi_‘ — min,-
;J:m*[U—L]—i—L (5)
where L and U denote the desired bound, namely 0 and 1, min (max) is a vector
containing the minimum (maximum) of each row.

Assuming that we use an SAE with n hidden layers, now we present a detailed
description of our method, see Algorithm 1. We use conjugate gradient [12] to
train each layer or the entire network.
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Algorithm 1 A gas recognition algorithm by sAE

T

Input: Train dataV=(v,,v,".---,v,"), corresponding labels ¥ = (y,.y, -y, )
and a new input v,

Output: y,: the label of v,

Method: sAE

1: Normalize V by equation (5)
/I Pre-training
2. 1=V’
3:for (i=1ton)do
4:  Randomly initialize W,b,W,b
5:  Train layer i (an auto-encoder) on data [
6
7

W, =W.,b, =b
=0 (WI+D)
8: end for

9: Randomly initialize 6
10: Train softmax classifier on data [ and labels Y

11: W, =86
// Fine-tuning
12: 1=V’

13: Train the entire network on data / and labels Y
/I The predict steps

14: Normalize [ = vp'
15:for (i=1ton)do
16: I=0(WI+b,)

17: end for
18: Compute probability vector P ondata [ and parameter €

19: y, = max(P)
20: Return y,

A Restricted Boltzmann Machine consists of the following elements: Visible
units v with bias vector ¢, hidden units # with bias vector b, and a weight matrix
W connecting the hidden and visible units. Although its aim is the same as AE, an
RBM can reconstruct the input by the transposition of W because it is a generative
model, so that there is no actual output layer and the corresponding weights, see
Fig. 3a.

The parameters W, b, and c are trained using contrastive divergence [13]. DBNs
is formed by stacking several RBMs, see in Fig. 3b. For our experiment, we use
DBNSs with a softmax layer to classify gas data. The steps are very similar to sAE,
except that we train an RBM instead of an auto-encoder in each layer.
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Fig. 3 Graphic depiction of a RBM and b unrolling two RBMs to form DBNs

3 Experiment

The experimental dataset comes from the UCI machine learning repository [14].
The collection period lasted for 36 months, which made sure that sensor drift
happened over a long time. Authors divided the dataset into 10 batches, and each of
them contained data of one or several successive months. More details refer to [3].

In our experiments, we consider two settings: (i) we trained a classifier on batch
1 and tested it on the reminder batches; (ii) we trained a classifier on batch r—1 and
tested it on batch t. For reference, we use SVM [15] as a baseline method, we
deploy LibSVM [16] to classify our data under the two settings, and the results are
shown in Fig. 4.

Under setting 1, after trained on batch 1, the classifier is not adjusted and tested
on the successive batches. Usually, we intuitively believe the more faraway from
batch 1 a batch is, the larger senor drift is. Therefore, performance of classifiers
will degrade when the batch ID increases. In fact, as the dotted line in Fig. 4
indicates, there is an overall degradation of performance over time due to sensor
drift. The merit of this setting is that we only provide labeled data on the initial
time (batch 1).

Under setting 2, as opposed to setting 1, the training batches are dynamically
changed according to the test batches. Since batch ¢ — 1 is close to batch ¢, we
think sensor drift quantity is small between the two batches, and the classifiers
should obtain good performance. Figure 4 proves our view, and performance of
setting 2 is better than that of setting 1 except batch 10. The drawback of this
setting is that we must provide new labeled data after time interval, so it is more
expensive and laborious than setting 1.

In what follows, we used DBNs and sAE to extract features from data,
respectively, and then applied a softmax layer to construct classifiers. We took
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Fig. 4 Performance of SVM 100 ¢
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some efforts to achieve a better comparison and reference. On the one hand, we
fixed the number of iterations and initialized a set of default parameters. For
instance, in SAE we set 600 iterations for both pre-training and fine-tuning, and the
default parameters are A = 3e — 3, f = 3e — 4 and p = 0.1. On the other hand,
we chose some fixed values for the random initialization in the pre-training step so
that the networks were trained with the same initialization sequence every time.

The size of input layer and output layer is 128 and 6 due to the dataset. For
simplicity, we describe the architecture of a deep network as (hy — hy — -+ — hy),
where h; denotes the number of units in hidden layer i. First, we used a sAE(40-40)
and a DBNs(40-40) to run our experiments. The classification accuracy details on
every batch are shown in Fig. 5.

We clearly see that the deep networks performed better than SVM under setting 1,
which indicates that, by using deep learning, we can automatically extract new
features from batch 1. The new features are robust to sensor drift. As opposed to
setting 1, under setting 2, sAE and DBNs did not improve performance. We analyzed
and found that different features caused this result. SVM used the same hand-
features on different batches. However, deep networks learn to automatically extract
features from these batches, and these features are unreliable because of sensor drift.
Naturally, classifiers trained on the unreliable features did not improve performance.
On the contrary, under setting 1, data from batch 1 had almost no drift because it was
the first collection. Therefore, features extracted from batchl are reliable. It is
necessary to further research how to extract features from drifted data.

Next we attempted to improve the performance further by changing the
parameters and the architecture of deep networks. We recorded the minimum and
maximum of classification accuracy on every batch and listed them in Table 1.
Notice that these results were under either setting 1 or setting 2, and we did not
describe the parameters and network architecture corresponding to every single
value for the sake of brevity.
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Fig. 5 Performances of SVM, sAE and DBNs under a setting 1 and b setting 2

Table 1 Min and max classification accuracy (%) on every batch

ID 2 3 4 5 6 7 8 9 10

Min 69.21 64.31 60.25 62.94 44.70 45.89 43.20 30.85 15.22
Max 80.68 92.75 86.34 87.82 78.65 82.93 94.22 72.13 48.05

In terms of the maxima, we see the improvement of performance on these
batches. However, we found that the minima would reach a very low level. All this
indicates that most of the batches were sensitive to the adjustment of parameters
and network architecture, and we could not find a set of parameters or a kind of
network to achieve good results on all the batches simultaneously. Moreover, there
is no effective method for parameter selection in deep learning presently, so it is
not practical to optimize especially parameter and network structures for data in
different periods of time. Therefore, it is not meaningful to seek high accuracy on
individual batch, and we only consider the average accuracy on the entire dataset
under setting 1.

As shown in Table 2, we modified the default parameters for the previously
used sAE(40-40) in the way of changing one parameter, while fixing the other two
parameters. And we adjusted the network architecture for both sAE and DBNs,
and the results are shown in Table 3.

Although there was a large fluctuation of classification accuracy on individual
batch, the average performance was maintained at a certain level (around 65 %)
throughout our experiments and much more superior to that of SVM (39 %),
which suggests that the deep learning method is very appropriate and robust to
mitigate the sensor drift.
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Table 2 Performance (%) of sAE by different parameters
p = 0.05 p=0.1 p=3e-3 p=3e—-5 A=3e —4 A=3e -5
63.01 65.28 64.94 63.94 63.01 63.60

Table 3 Performance (%) of different network structure

DBNs(40)  sAE(80)  DBNs(40-40)  sAE(40-40)  DBNs(80-40-40)  sAE(80-40-40)
67.49 63.20 66.65 62.75 67.17 65.71

4 Conclusions

In this work, we first applied deep learning to handle gas sensor drift. The main
idea of our method is automatically extracting unsupervised features by using deep
learning and then training a gas classifier based on these features. Since auto-
matically extracted abstract features can cope with very complex data and non-
linear transformation, our method is not only robust to gas sensor drift, but also
pervasive. In addition, this method is cheap because it does not need many labeled
data and reference gas, but only need suitable labeled data and unlabeled data.
Concretely speaking, we designed two network structures, DBNs and SAE to
extract abstract features, and then the softmax classifier are constructed by using
these features. Finally, we simulate the both network structures and experimental
results show that they outperform SVM. This turns out that deep learning is a
simple and effective solution to sensor drift and gas recognition.

In the future work, we will investigate how to dynamically optimize parameters
of deep networks according to the training data. It is also necessary to research
how to use deep learning to extract features on data with drift.
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Abstract This article conducts a research on wheel slip ratio control for
distributed drive electric vehicles. In consideration of wheel rotation dynamics and
its strong nonlinear properties, a proportional—integral controller is designed in this
paper aimed at regulating the wheel slip ratio to a constant value regardless of the
road adhesion conditions. At the same time, an online road coefficient estimator is
proposed to provide optimal slip ratio for the designed wheel slip ratio controller.
The global asymptotic stability of the system is proved by the Lyapunov stability
theory. In addition, a distributed drive electric vehicle model is established for
performance assessment due to its precise and fast-response torque control. Sim-
ulation results show that the proposed controller adaptively regulates the wheel
slip ratio to the optimal value of current road with fast convergence speed and high
accuracy. Generally, the proposed adaptive controller greatly improves the driving
performance of the electric vehicle.
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1 Introduction

As global energy crisis and environmental pollution is worsening, electric vehicles
(EV) become vigorous. Distributed drive EV has been an issue in research now
because electric wheels have properties of fast torque control and quick response
[1]. It makes possible for electric wheel to regulate slip ratio to the optimum value
under different road adhesion conditions which contributes to the driving
efficiency.

In terms of wheel rotate dynamics, the object of wheel slip ratio control is a
nonlinear system with uncertainty of road adhesion coefficient. Anti-slip regulation
system is a mature technique in traditional vehicle wheel dynamics control which
is trying to keep the wheel from drifting by limiting the wheel slip ratio in a region
[2, 3]. The common controller attached in traditional vehicles uses wheel rotation
speed and acceleration as logic thresholds [2]. A sacrifice of driving efficiency is
premised on this method and it behaves differently under different adhesion
conditions. Recently, some approaches based on fuzzy method [4-6], PID control
[2, 7], and sliding mode control [8, 9] are used in this field. When it comes to
wheel slip ratio adaptive control, an online road estimator for the identification of
optimal wheel slip ratio cannot be ignored which remains to be a difficult problem.
Methods to estimate the road coefficient today [10—12] have several problems such
as lack of accuracy, long time computation, and unsatisfied real-time performance.
As shown in Fig. 1, this article proposes a brand new wheel slip ratio adaptive
controller for distributed drive EV. Presented with theoretical strict proof and
simulation results, this approach can significantly improve the driving performance
of distributed drive EV.

2 Wheel Slip Ratio Control
2.1 Description of Wheel Rotating Dynamic

Electric wheel torque control works independently for distributed drive electric
vehicle. A single wheel model is established to design the slip ratio controller.
As shown in Fig. 2, the single wheel model can be described as:

Iy =T, — F,r. (1)
Definition of wheel slip ratio (accelerating):
= (owr—v)/or > 0. (2)

Wheel slip ratio dynamic can be described as:
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2.2 Proof of Proportional-Integral Control
Consider the first-order nonlinear system:

=) +u 4)

where x € R, u is control input and f is an unknown zero-axial function. f is
Lipchitz with Lipchitz constant L.

To stabilize the system, an input of u = —kjx — k» fé xdt is introduced into it
which can make the system asymptotically stable.

Proof In order to use Lyapunov stability theory to analyze the system, an
extended order method is applied:
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X =ga) +u=fla)+b+u i =x. (5)
Proportional—-integral control input of u = — (Lx; + kx,) leads to:
X —f(x])—|—Lx1 —|—k/x1dt:b. (6)

Consequently, this system is equivalent to a spring-damper system which can
reach an equilibrium point. To prove that, we usually set the equilibrium point to
the origin:

X=X
. "
Constructing a Lyapunov function as:
V(%) =%/2 +ki3/2>0. (8)
We can see that:
V(X) =% X + k¥ X = —(Lx — f(%1)) - % <0 9)

1. V(x) >0, with equality if and only if x = 0, positive definite;
2. V(x) <0, with equality if and only if x = 0, negative definite;
3. For x € R, when ||x|| — oo, V(X) — oc.

It is concluded that this first-order system is globally asymptotically stable in
the sense of Lyapunov.

2.3 Wheel Slip Ratio PI Controller

The tracking error is defined as ¢ = 4 — Ay, and its dynamics:

. r wl,
o= va —ru(e)F, — rpg(Awes)F; + Ty — wr;) . (10)

Obviously, when e = 0, ¢(e) = 0.
The proportional—integral control method is applied to this physical system,
from which we can obtain the output controlling electric wheel torque:
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Table 1 Parameters of k &
designed PI controller

1.5 12

i,
Tm_w—rFZ<kle+k2/edt>. (11)

wr?

Theoretically, the system is Lyapunov stable and the wheel slip ratio can be
regulated to the preset value regardless of the road uncertainties.

2.4 Simulation Verification

2.4.1 Simulation Configuration

To verify the PI controller’s viability and effectiveness, a distributed drive EV
model is established with an inner Magic Formula tire-road model. A series
simulation tests were conducted on different road coefficients. Through repeated
simulation experiments, tuning parameters of PI controller are shown in Table 1.
Simulation settings:
The distributed drive EV starts with a velocity of 2 m/s; three different road
adhesion coefficients (0.2, 0.5, and 0.8); optimal wheel slip ratio is set to 0.2.

2.4.2 Simulation Results
As it is shown in Fig. 3, the proposed wheel slip PI controller for distributed drive
EV can regulate the wheel slip to the preset value with fast and accurate con-

vergence. Therefore, the reliable guarantee is provided for wheel slip ratio adap-
tive control due to its independent properties.

3 Design of Road Estimator

3.1 Problem Formulation

The wheel slip ratio dynamic control can be modeled as:
o = [g(t,w,0) + Ty /1y (12)

where g(t, w, 0) is specified as —F_ru(0, ) which stands for the wheel longitu-
dinal force.
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Fig. 3 Slip control results under different adhesion road

Table 2 Parameters of
improved Burckhardt model

8 0.11 0.25

The fitting parameters of tire-road model are shown in Table 2 where road
coefficient u can be evaluated by 6 as:

u(0,7) = 0 — 0el=TUHe ) _ ciisen(2) + 402 (13)

3.2 Parameter Estimation

Thus, a full estimator of road coefficient is introduced:

§= Kl Tt §) = 1 f(60,8,0) - (~Fr 2

1 .
o=y+Kw——F;r- ul,o)
I(l)

0 =£(t, 0, ¢,0) = [0+ (1, w, §) — 0],
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Table 3 Estimator K.
parameters -

100 10

The estimator generally consists of two parts: an estimator for ¢ and an update
law for 0.

Where K; and y are positive gain coefficients, 0 * (¢, w, qES) denotes the solution
of the inversion problem found from ¢ = w0, ) - For/l,.

3.3 Simulation Verification

3.3.1 Simulation Configuration

A distributed driving electric vehicle model is established and the slip ratio control
system is turned off in order to see if the road estimator works correctly in different
conditions. The tuning parameters for estimator are shown in Table 3.

Simulation settings: Initial speed 5 m/s; different throttle accelerating (0.25,
0.5, 0.8); constant road adhesion coefficient (0.2, 0.5, 0.8).

3.3.2 Simulation Results

As shown in Fig. 4, the designed road coefficient estimator gains a fast conver-
gence to the real value under different circumstances. Furthermore, it obtains
accurate estimated results of the real road conditions. The throttle is varying in
order to get the proper wheel slip ratio on different road condition. Thus, a good
wheel slip ratio controller is necessary to keep the property of designed estimator.

4 Wheel Slip Ratio Adaptive Control
4.1 Adaptive Controller Modeling

From the referred tire-road model, we can get the optimal slip ratios on different
road conditions, as shown in Fig. 5.

We assume that the designed estimator obtains the adhesion coefficient and
outputs a real-time optimal slip ratio to the designed PI slip controller. Thus, we
can get an adaptive controller for slip ratio and it is applied to the distributed
driving electric vehicle. The simulation model is shown in Fig. 6. Here we list the
tuned parameters of the slip ratio adaptive controller, shown in Table 4.
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Fig. 7 Performance of adaptive slip ratio controller on constant adhesion road
4.2 Simulation Verification

In order to check out the performance of the designed wheel slip ratio adaptive
controller, we conduct a constant road test and changing road test.

4.2.1 Constant Road Simulation

1. Simulation settings:
Initial speed 5 m/s; full throttle; constant road adhesion coefficient u = 0.5.

2. Simulation results:

As shown in Fig. 7, the designed road adhesion coefficient estimator converges
to the true value within 1 s which sets up an accurate and stable property. Dis-
tributed driving EV with wheel slip ratio adaptive controller accelerates quicker
than the one without control. As a result, the adaptive controller dramatically
improves the driving efficiency of the vehicle.

4.2.2 Changing Road Simulation

1. Simulation settings:
Full throttle accelerating; changing road adhesion coefficient (Fig. 8).

2. Simulation results:

As shown in Fig. 9, simulation results show that the designed wheel slip ratio
adaptive controller has a sensitive perception of road changes which owes to the
uniform asymptotic stability of the designed estimator. When road changes, the
wheel slip ratio will adaptively converge to the optimal value which greatly
improves the driving performance of distributed driving electric vehicles.
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Fig. 9 Performance of adaptive slip ratio controller on changing adhesion road

5 Conclusions

This article proposes a self-tuning adaptive control method for electric wheel slip
ratio. Compared to the thresholds or fuzzy logic controllers done before, the new
adaptive controller claims a more stable property. The stability of the controller is
guaranteed by Lyapunov stability theory which is essential for adaptive control of
a real physical system.

The proposed wheel slip ratio adaptive controller for distributed drive EV
consists of PI controller and online road estimator. Both of them are verified under
different conditions, respectively. Furthermore, constant and changing road
adhesion coefficients are simulated with the proposed adaptive controller based on
a distributed drive EV model. The simulation results show that wheel slip ratio can
be regulated to the optimum point of the real road quickly, accurately, and
adaptively. It contributes to an excellent drive performance in the view of driving
efficiency.

For the further work, tire-road demarcating experiments are necessary for the
proposed controller and it remains to be verified on our distributed drive electric
vehicle in practice

Acknowledgements This work was supported by National Basic Research Program of China
(No. 2011CB711200).
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Active Disturbance Rejection Control
for Tension Regulation of Stainless Steel
Strip Processing Line

Wei Zhang, Yin Cai, Bo Deng and Xiaolan Yao

Abstract To describe sagging dynamics of processing stainless steel strip, the
concept “equivalent elastic modulus” is introduced in this paper. Based on which,
a tension dynamic model of steel strip is then built. Considering the nonlinear
nature and the rapid change in operating conditions of the stainless steel strip
processing line, and industrial controller cannot resist disturbance effectively, a
tension control method based on active disturbance rejection control (ADRC)
strategy is presented. Meanwhile, the parameter tuning method for this ADRC is
also proposed. Simulation results show the effectiveness of the proposed strategy.

Keywords Web winding system - Stainless steel strip processing line - Sagging -
Tension control - Active disturbance rejection control - Nonlinear

1 Introduction

Stainless steel strip processing line is a typical winding system. It usually includes
unwinder, rewinder, bridle, looper, processing segment, skin pass mill, etc. The
main control objective of processing line is to keep strip tension stable during the
production process, especially in the processing segment. However, the tension
problem is crucial because of its nonlinear dynamics and coupled relationship with
velocity.

In the past few decades, various advanced control strategies and methods have
been proposed and applied to solve tension control problem of winding system,
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such as fuzzy logic [1], optimal control [2], neural network [3], robust control
approaches [4], etc. But most of them are difficult to implement in the real world.
In addition, due to large density of stainless steel and far distance between two
transporting rolls in stainless steel strip processing line, the impact of strip sagging
on tension dynamic cannot be ignored. While the impact has not been considered
in the foregone papers, these methods cannot be directly applied to the stainless
steel strip processing line. In this area, PI control is the only strategy that has been
applied in industry applications. But PI control cannot meet all the requirements of
the control objects and specifications: (1) PI control cannot solve the conflict
between rise time and overshoot; (2) PI controller cannot reject tension disturbance
quickly and effectively. Therefore, to further improve the quality and efficiency in
industry, researchers and engineers alike to explore better methods for tension
control.

The emergence of active disturbance rejection control (ADRC) brings a new
way to solve the tension control problem [5, 6]. The proposed control strategy
actively estimates and rejects the effects of both dynamic changes in the system
and external disturbances, which is more suitable for tension regulation theoreti-
cally. Wankun and Zhigiang [7] applied ADRC to the tension control of looper
firstly. Based on it, this paper applies ADRC to stainless steel strip processing line.
Considering the characteristics of the processing line, the paper first uses research
method of cable dynamics [8] to describe strip sagging dynamics and put forward
the concept of “equivalent elastic modulus” in modeling tension dynamics of
stainless steel strip processing line. Then deign ADRC to this tension dynamic and
give the tuning method of ADRC. In order to validate the efficiency of the pro-
posed strategy, we apply ADRC to industrial simulation model of pickling section
of stainless steel strip processing line, and compare with the industrial PI controller
in tracking and disturbance rejection performance.

2 Tension Dynamics Model

Figure 1 is an n-span stainless steel strip processing line, which consists of the
unwinder/rewinder and (N — 1) intermediate-driven rollers. Each roller is asso-
ciated with r;, v;, t4;, and each strip span is associated with Fi. r, v, t,, F denote the
radius of roll, roll surface velocity, motor torque, and strip tension, respectively.

2.1 Equivalent Elastic Modulus

To discuss sagging dynamics of processing stainless steel strip, consider a steel
strip span between two successive rollers in processing line as shown in Fig. 2. For
the sake of simplicity, the following three assumptions are made on system as
follows.
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0 n

Fig. 1 Schematic of an n-span stainless steel strip processing line

Fig. 2 Sagging steel strip
model

Assumption 1 When the curvature of steel strip is moderate, the shape of sagging
strip can be treated as a second-order parabolic.

Assumption 2 There is no slippage between roller and steel strip.

Under Assumption 1, the length of sagging strip can be expressed as

273

al)
L=14+"— 1
+24J§ (1)

where L and [ are the length of sagging and without sagging strip, respectively.
y = gp ~ 9.8p is bulk density of strip. g and p are acceleration of gravity and the
density of strip, respectively. oy is the normal stress in the center of the sagging
strip.

Definition 1 When sagging dynamics of strip between two consecutive rolls
changed, define the concept “equivalent elastic modulus” as:

E, = do/(AL/L) )

where do is the incremental of the normal stress in the center of the sagging strip.
As shown in Fig. 2, AL is elongation of strip. L is the length of strip in original
sagging state.
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Theorem 1 The impact of strip sagging on strip tension dynamic can be taken as
the change of equivalent elastic modulus of strip.

Proof Suppose the end point of strip moves from A to A’ when the normal stress in
the center of the sagging strip increases to gy + do, while the total elongation of
strip is as follows:

AL = AL, + AL, (3)

where AL, AL,, and AL, are total elongation of strip, elongation caused by elastic
deformation, and elongation caused by the change of sagging state, respectively.
Based on Hooke’s law, we have

ALe =—d 4
o )
where Ej is elastic modulus of strip.
From Eq. (1), we have
AL. = L.(6¢) — L.(09 + do) (5)

Since magnitude of o is generally as big as 107 and do can be ignored com-
pared to gy, using (1) and (5), the following expression of AL.can be obtained:

2B (260do + (do)? 2P
AL, — UL (200dot(da)) ) 7T 4, (6)
24 (0'0 —+ do') O'% 120'0

Substituting (3), (4), (6) to (2), and we can get:

1
E, = 7E0 :fvEO (7)
1+ %Eo
0
where f; is stiffness coefficient of sagging strip.
Thus, the effect of strip sagging on tension dynamic can be equivalent to the
change of equivalent elastic modulus. The theorem is proved.

2.2 Mathematical Model of Strip Tension Dynamics

Based on reference [7], the equations of strip tension behavior between two
consecutive rollers and the equations describing the velocity of roll are presented
as
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dFT. Ess dV,’ dV,;l 1
i i i — Vi d - —F; i— _F-i 8
& =L {(v vii1) + p<dt 0 >}+LI-( T, Viel rvi)  (8)
dV,‘ ri
a = 7 [r,»(FTM - FT,) + Tqi - quossi} (9)

where Es, and S are equivalent elasticity modulus and the cross-section area of the
strip, respectively. L; is the length of the strip span between two adjunct rollers. d,,
is damping coefficient. J; is the inertia. T¢; is the input motor torques. Tgjossi 1S 10ss
torque main of which is friction loss and bending loss.

There is product of the tension and speed in Eq. (9), which shows the tension
dynamics are highly nonlinear and sensitive to velocity variations.

3 ADRC Design

In industrial site, strip tension is commonly adjusted by regulating the speed of the
adjacent rollers. The reference [7] designed ADRC for both speed loop and tension
loop of winding system, respectively. From velocity dynamic expression (10), it is
known that the velocity dynamic has a good linearity, so it is relatively easy to
control. Practices in industrial site also show that it has met the requirements of the
rapidity and control accuracy that applying PI to speed regulation. Therefore, this
paper will focus on the ADRC design for tension regulation.

To design the ADRC, linearize the nonlinear tension dynamic (9) at stable
operating point (Fr,, v;)

Fri = fi(t) + biu (10)

where u = v; is the control signal, and b; = (Es.S — Fr,)/L; is the coefficient of the
control input. f;() = d + f;(t) denotes the total uncertainty including external
disturbance d and unknown internal dynamic fi:

EsS — Fr, d,Es.S . Vi d,Eg Sr;
d=-= L v - pLél Viet pFr [LSj “(riFr,,, + Tgi — Tyiossi)
(11)
ﬁ(l) = 7(d,,ES,.SI"l~2 -+ J[vi)FTi/(L[J[) (12)

Due to parameter Ej, is time-varying in the process, the value of b; cannot be
determined. Introduce the adjustable parameter b that is the estimated value of b;.
Taking fi(t) = fi(t) + (b; — bo)u as the total disturbance, the Eq. (11) can be
rewritten as:
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Fr; = fi(t) + bou (13)

Equation (13) shows the internal dynamic of strip tension system is first-order
and coupled with velocity. So the first-order ADRC is adopted.

3.1 Expand State Observer Design

The key to the control design is to compensate for f;(t), and the job will be much

simpler if its value can be determined at any given time. To this end, an extended

state observer (ESO) is designed to achieve the online estimation of f;(z).
Writing the plant in (14) in a state space form:

X1 = x3 + bou
h=h (14)
y=x
Let x; = Fr;, xo = fi(t), where x, is the augmented state variable, and & = f;(t)
as unknown disturbance.
Now f;(#) can be estimated using a state observer based on the state space model

(15). A state observer, referred to as linear extended state observer (LESO), can be
constructed as to estimate both x; = Fr; and x, = f;(¢):

{21 =2+ bou+1i(y—z1) (15)

H=hly—2u)

where L= [, b ]T is observer gain vector. With a functioning LESO, Z, and Z,
are closely track x; and x,, respectively.

3.2 State Error Feedback Law Design

If the total disturbance f; can be estimated, the control law is
u = (—z2+uo)/bo (16)
Then the system is reduced to a simple first-order integral plant:
Fri =fi(t) — 22 + uo ~ ug (17)

The control design is now standardized to that of a simply integral plant. For
this first-order integral plant, the control problem is become much easier, where
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can be easily controlled using a proportional term. Because the tensions of
stainless steel strip processing line are measured by load cells, we can take the
output as a feedback signal directly:

uo = ky(Fri_ret — Fri) (18)

where Fr;_r is tension reference, and k, is proportional gain.

3.3 ADRC Parameters Regulation

by is the approximate value of b;, so the smaller the error of estimate is, the better
the control effect of ADRC is. From linearized dynamic model (11), the expression
of b; is

b; = (Es,S — Fr.) /L (19)

If tension can be controlled, the tension expected value should be the reference
tension when system is stable. Therefore, let strip tension at stable operating point
is the reference tension, that is F 7, = Fri_rt. Then by is obtained as follows:

by = (EsiS — Fri_ref)/Li (20)

The key element of ADRC is LESO, so the key to make the ADRC work well is
LESO tuning. According to literature [9], by setting characteristic polynomial of
observer:

S+ lis+h =5 +2w, + o} (21)

The observer gains are [} = 2{w,, [, = w% w, and & are realized the rough and
fine adjustment of observer, respectively.

With a functioning LESO, which results in z, — f;. The closed-loop transfer
function is Gc(s) = k, /(s + k,). According to the definition of system regulation
time, k,, can be tuned according to the desired regulation time, k, ~ 3/1,.

In sum, the tuning rules of first-order ADRC is below:

—_

. The value of b, is determined by Eq. (21);
2. In the premise of ensuring the stability of system, tune w, and & to make LESO
estimate output and total disturbance as accurately and quickly as possible;

3. k, is determined by the desired regulation time and generally not more than
®,/3.

The values of w,, &, and k, are through repeated adjustment to get.
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Fig. 3 Structure of pickling section

Table 1 Parameters of stainless steel strip

Cross-section area Elastic modulus Density Span
Value 1.6E-03 m’ 2.06E + 11 Pa 8710 Kg/m’ 3m

4 Simulation Results

As a real industrial example of stainless steel strip processing line will be studied
in ADRC in this chapter. In this processing line, the number of rolls contacted with
the surface of the strip is over 130. All driven rolls have been done friction loss test
respectively, which as the basis of friction load compensation in controlling. In this
simulation example, all mechanical and electrical parameters of the module are
completely from the production line and the module was validated same with the
site. For the sake of simplicity, this simulation example selected pickling section
between third bridle and fourth bridle. Structure of pickling section is shown in
Fig. 3. The third bridle is speed master of the whole pickling section; tension is
adjusted by changing the speed of the fourth bridle. The parameters of stainless
steel strip are shown in Table 1.

The reference tension in picking section is 62,000 N. Following the parameters
tuning procedure described in the third part, the parameters of ADRC are shown in
Table 2.

4.1 Tracking Performance

If the thickness and width of strip changed during the manufacturing process, the
reference tension must make the corresponding adjustment. When the tension
reference changed from 62,000 to 63,000 N, the simulation results are shown in
Fig. 4. From Fig. 4a, the rise time of ADRC and PI are 0.34 and 1 s, respectively.
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Table 2 Parameters of

Values of the gains used in the simulation
ADRC and PI controller

PI ky=1.0x10"%k =1.0x 10"°
ADRC @y =90 {=0.01 k, =10 by = 1.2 x 108
Fig. 4 Step response of (a) x10°
ADRC and PI controller.
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And there is no tension overshoot under the control of ADRC. Their impacts on
transmission of fourth bridle are shown in Fig. 4b. Compared with PI, ADRC has
no impact on transmission. So ADRC is superior to PI in tracking performance.

4.2 Disturbance Rejection Performance

Pickling section tension disturbance are usually come from acceleration and
deceleration of processing line and the exit looper after fourth bridle. When the
processing line decelerates, the original velocity—tension balance has been broken,
so the tension must be disturbed. A typical speed disturbance is depicted in
Fig. 5a. The simulation results shown in Fig. 5b indicate that ADRC is much
better than PI.

When tension reference of the adjacent exit looper changed from 28,000 to
36,000 N, looper tension tends to generate large fluctuations shown in Fig. 6a,
which directly causes velocity fluctuations of the fourth bridle and thus affects
pickling section tension. From the simulation results shown in Fig. 6b, it can be
seen that ADRC has a much better disturbance rejection performance.
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Fig. 5 Speed disturbance
and simulation results.

a Velocity disturbance.

b Tension of stainless steel
strip

Fig. 6 Looper tension
disturbance and simulation
results. a Tension
disturbance. b Tension of
stainless steel strip

5 Conclusion

W. Zhang et al.
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This paper established dynamic tension model to describe sagging dynamics of
strip, then designed first-order ADRC for tension loop, and gave parameters tuning
procedure. Take pickling section of stainless steel strip processing line as an
example, we compared the control effect of ADRC and traditional industry
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controller in tracking performance and disturbance inhibition performance.
Tracking experiments show that ADRC solved the conflict between rise time and
overshoot. And the disturbance rejection experiments show that ADRC does a
much better job at rejecting the disturbances. Thus, to the time-varying and cou-
pling nonlinear system, the ADRC has much better performance than the con-
ventional industry controller.
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An Improved Coupled Metric Learning
Method for Degraded Face Recognition

Guofeng Zou, Shuming Jiang, Yuanyuan Zhang, Guixia Fu
and Kejun Wang

Abstract In this paper, to solve the matching problem of elements in different
sets, we proposed an improved metric method based on coupled metric learning.
First, we improved the supervised locality preserving projection algorithm, and
then the within-class and between-class information of this algorithm are added to
the coupled metric learning, so an improved coupled metric learning method is
proposed. This method can effectively extract the nonlinear feature information,
and the operation is simple. The experiments based on two face databases show
that, our proposed method can get higher recognition rate in low-resolution face
recognition, and it can reduce the computing time; it is an effective metric method.

Keywords Metric learning - Coupled metric - Degraded face recognition

1 Introduction

Distance metric is an important basis for similarity measure between samples, and
it is one of the core issues in pattern recognition. The essence of distance metric
learning is to obtain another representation method with better class separability
by linear or nonlinear transformation. In recent years, some researches about
distance metric have been done by researchers [1-7]. They learn a distance metric
by introducing sample similarity constraint or category information, the distance
metric is used to improve the data clustering or classification. These researches can
be concluded to two categories: linear distance metric learning and nonlinear
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distance metric learning. The linear distance metric learning is equivalent to
learning a linear transformation in sample space, including a variety of common
linear dimensionality reduction method, such as PCA, LDA, and ICA. The non-
linear distance metric learning is equivalent to learning a nonlinear transformation
in sample space, such as locally linear embedding [8], isometric mapping [9],
Laplace mapping [10], in addition, there is a more flexible distance metric learning
algorithm, which is based on kernel matrix [7].

These traditional distance metric learning methods are defined on the set of
single attribute, which are incapable for the metric of elements in different set with
different attribute. Aiming at the shortage of traditional distance metric, the cou-
pled metric learning [11-13] is proposed. The goal is to find a coupled distance
function to meet the specific requirement. First, the data in different set is projected
to same coupled space, and then the elements with a correlation should be as close
as possible in the new space after projection, and then further metric learning is
performed in this common coupled space. Therefore, this new distance metric
should have broader application scope and better recognition effect.

In this paper, we improved the supervised locality preserving projection algo-
rithm and added supervised locality preserving information to coupled metric
learning. Then the supervised locality preserving projection kernel coupled metric
learning (SLPP-KCML) is proposed. This method can solve the matching problem
of different faces and extract the nonlinear feature, the operation is simple and the
training speed is fast. The experiments based on two face databases show that, a
higher recognition rate can be achieved in the proposed algorithm.

2 Related Works

The traditional distance metric algorithm is to learn a distance function d(x;, x;):

d(xix) = |5 —5,= \/ (x —x) A — ) (1)

The distance metric aims to find a distance metric matrix A, it is required that
A is a real symmetric and positive semidefinite matrix, namely A = PT P, where
P is a transformation matrix.

dy (x1,x;) = dp (x;,x7) = \/(Pxi - ij)T(Pxi — Px;)) (2)

Obviously, the distance metric learning is realized by learning a transformation
matrix P. So the process of distance metric learning is equivalent to the process of
obtaining another representation form through some transformation of samples.

If X C RP:, Y C R represent two different collections respectively, the data
x € X and data y € Y. The elements of collections X and Y are mapped from
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original space to a common coupled space RP¢ by using the mapping functions f,
and f,. Then the distance metric is performed in the coupled space.

& (x.y) = ) = VW —A0) AGD -40)  6)

where A is a real symmetric and positive semidefinite matrix. Letting A = W, W~
we can get:

)=\ (0 — A0 WaWI (50) — 50)) = W () —£00)]| (@)

The goal of coupled metric learning can be achieved by minimizing the dis-
tance function, the objective function is as follows:

minJ = min 3 | W (o) = £,0)) | (5)

(ij)eC

where C is a correlation matrix of elements in collection X and Y.

3 SLPP-KCML

The coupled distance metric learning must be used under the constraints of
supervised information. We improved the SLPP algorithm [14] and proposed the
supervised locality preserving projection coupled metric learning (SLPP-CML)
based on improved SLPP, The SLPP-CML includes the following steps:

Step 1: Building the neighborhood relation in same collection. We use the
k nearest neighbor method. First, building within-class adjacency graph in
same collection: if the data point x{y;), is one of the k within-class nearest
neighbors of data point x,(y;), we connect these two data points; then,
building between-class adjacency graph in the same collection: if the data
point x;(y;) is one of the k between-class nearest neighbors of data point
x;(y;), these two data points are connected.

Setp 2: Building the connected relation between two collections. If the data points
x; and y; in two different collections belong to the same class, then these
two points are connected, otherwise not connected.

Step 3: Constructing the relation matrix in same collection. According to the
neighborhood relation collections, the relation matrixes (similarity
matrixes) of within-class and between-class are constructed in same
collection, respectively.

Within-class similarity matrix is W corresponding to within-class adja-
cency graph and the within-class similarity value is W;;. The definition is
as follows:
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Step 4:

Step 5:

Step 6:

G. Zou et al.

W — exp(—||x; — xsz/t) if x; connected x; 6)
Y 0 otherwise
Between-class similarity matrix is B corresponding to between-class
adjacency graph and the between-class similarity value is Bj;. It can be
defined as follows:

B. — exp(—||x; — xsz/t) if x; connected x; (7)
v 0 otherwise
where parameter ¢ is the average distance between all sample points.

Constructing relation matrix S between two collections as follows:

(8)

S — 1 if x; connected y;

Y710 otherwise
Calculating the final similarity matrix C between two collections. As
shown in Fig. 1, the similarity relations between element x; € X and
elements of collection Y include the following several situations.

(a) The similarity between x; and y,. These two data points in different
collections belong to the same class and they are connected to each
other, so the similarity of which is C;; = S;; = 1.

(b) The similarity between x; and ys. These two data points belong to
different class, but the relationship between ys and y5 is the between-
class neighborhood relation in the same collection, and the similarity
B3s is the maximum similarity value, so similarity between x; and ys
is C15 = B35.

(c) The similarity between x; and ys. The ye does not have between-
class neighborhood relation with any element in collection Y of class
1. But there is a between-class neighborhood relation of same col-
lection between ys and y;, and within-class neighborhood relation
between ys and yg. So the similarity between x; and yg is defined as
the product of similarity B35 and similarity Wse, which is the max-
imum similarity between yg and ys, that is Cig = B35 Wse.

(d) The similarity between x; and yo. These two data points belong to
different class, there are not any between-class neighborhood rela-
tions between the elements of class 1 and class 3 in collection Y,
namely Cy9 = 0.

Constructing the optimal objective function:

DI LAGCRSAM)] fZZHWT(f %) =6 0))|Cy

(ij)eC
©)
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Set X

SetY

Fig. 1 The relationship between elements. [1 represents class 1, O represents class 2, <
represents class 3

where the functions f, and f, are considered to be linear, that is
fulx) = Wik, L) = WyTy. The optimal objective function can be
rewritten as follows:

7=3S W) — 00| €y
i
:ZZHW;W;X,‘—WIITW;”HZ.CU (10)
i
Letting P, = W,W,, P, = W,W,, we can get:

I :ZZHW,ITW)CTXI'—WaTWvasz.Cij:ZZ‘
T 2

2
Pyx; — P.‘Tny'H -G

(11)

Therefore, our method aims to learn two linear transformations P, and P,.
Equation (12) is an alternate matrix expression of Eq. (11):

J=Tr [P,{XFl (C)X"Py+ PLYF,(C)Y"P, — PIXCY"P, — PLYC"X"P,

( Px])
:Tr
P,
(12)

where Tr(X) represent computing the trace of matrix X, F(C) and
F>(C) are diagonal matrixes, their diagonal elements are the row or
column sums of similarity matrix C, respectively.

T T

P, X Fi(C) —-Cl|x

Y Y

P, —-Cc" F(0)
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P X Fi(C) -C
Assuming that P= | * |, Z = I = , Eq. (12
¢ [Py] [ Y} [—CT Fycy | B P
can be rewritten as follows:
J(P) =Tr[P'ZI'Z"P] (13)

The solution to make Eq. (13) minimized is obtained by generalized ei-
gen-decomposition of (ZI'Z')p = A(ZZ")p and taking the eigenvectors
P2, D3s --- Pma1 corresponding to the second to (m + 1)th smallest
eigenvalues 4y, 43, ... 4,41, and P = [ps, p3, ... Pmy1], its dimension is
(Dyx + Dy) x m - Dy and D, are the dimensions of samples in collection
X and Y, so the transformation matrix P, corresponds to the 1st to D,th
rows of P and P, corresponds to the (D, + 1)th to D,th rows.

Step 7: Bringing the matrix P, and P, to the Eq. (11), the distance metric of the
elements belonging to different collections can be realized

Assuming that the mapping functions f, and f; are nonlinear functions, namely

fr = ¢:(x), f, = ¢y(y), using the nonlinear mapping ¢: R" — F, x — ¢.(x),
y = ¢,(»), The sample data can be mapped to the high dimensional Hilbert space.
The criterion can be defined by:

2
=3 W) = Wi, ()] (14)
(ij)eC
An alternate matrix expression is as follow:
J = Te(Wy D (x) G @y (x) Wa + Wy @y (7) Gy (y) Wa
— WEB,(x)Cby () W — W, ()T b, () W)
(il
=Tr
W

@,(x) {Gx C} . (x) T[WaD
T g, W,

Dy () Dy(y)
where Tr represent computing the trace of matrix, G, and G, are diagonal
matrixes, their diagonal elements are the row or column sums of similarity matrix
C, respectively. Letting W, = ®,(x)A,, W, = D,(y)A,, we can get:

(G | | e R )

(16)

The kernel function Kj; = (¢(x;) - ¢(x)), Ki; = (¢(y;) - ¢(y;), the kernel

matrixes K* and K’ are real symmetric matrices. Equation (17) is an alternative
expression of Eq. (16):

(15)
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Obviously, the coupled metrics learning in kernel space is a process of calcu-

lating the transformation matrix A, and A,.
X

Assuming that A = {if}, K = [K Ky}’ I' = [_%T Gf}’ the general-
ized characteristic equation is Ea = AFa, and E = KI" K’ a is the eigenvector
corresponding to eigenvale A. The eigenvectors corresponding to the minimum to
the D th smallest eigenvalues construct the feature matrix A, the size of matrix A is
(Ny + N,) x D, where N, and N, are the number of training samples of collection
X and Y. Finally, we can get the feature matrix A, corresponding to X and the
feature matrix A, corresponding to Y.

4 Experiment and Analysis

The proposed coupled metric learning approach is tested on Yale face database
and CAS-PEAL-RI face database. The Yale face database contains 165 pictures of
15 people with the size of 100 x 100 and 256 gray levels. We used six images per
person for training, and the other images were used as test sample, a total of 75.
The face images per person in CAS-PEAL-R-accessory data set include six
different appendages; there are three images with different glasses and 3 images
with different hats. We selected 300 images corresponding to 50 people, the odd-
numbered images were training samples and other images were test samples.

4.1 Experiment 1: The Low-Resolution Face Recognition
Based on SLPP-CML

Traditional measure method can not calculate the distance between two images
with different resolution. So the general handling method is interpolation operation
for the low-resolution image, but it is easy to introduce false information. With the
increase of false information, the distortion degree increases, as shown in Fig. 2.
Aiming at the problem of recognition rate declining because of image distortion,
the researchers realized the low-resolution image compensation by restoration
preprocessing, but the image restoration algorithm is often more complex, and the
quality of restoration has great impact on final recognition results. The proposed
coupled metric learning method can directly realize the feature extraction and
measurement of two different resolution images, which do not need to do image
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Fig. 2 The normal face image, low-resolution image, and the result after restoration

restoration. This method not only saves computing time, but also avoids the
negative impact of image restoration on recognition performance.

In the experiment, the normal face is clear image with the size of 64 x 64
pixel, the low-resolution face image can be obtained through blurring and sam-
pling, which is corresponded to normal resolution face image. The size of low-
resolution face image is 16 x 16. The training set is consisted of normal training
face image and corresponding low-resolution face image. The test set is the low-
resolution face image generated by the normal test face image.

The SLPP—CML algorithm has two influence factors: (1) the neighbor number
k of supervised locality preserving projection; (2) the reserved dimensions D, of
the feature. Therefore, the recognition results based on different parameters should
be discussed and analyzed, as shown in Fig. 3.

The curve has a general change law, with the increase of feature dimensions, the
recognition rate kept a decreasing trend after increasing, and the best recognition
results can be achieved only in the optimal feature dimensions. In Yale face
database, the recognition rate kept a higher trend when feature dimensions remain
10-20. The optimal recognition rate is 86.67 % when feature dimension is 10 and
neighbor number is 5. In CAS-PEAL-R1 face database, the recognition rate can
reach the maximum value 86.67 %, when feature dimension is 40 and neighbor
number is 2.

Obviously, the neighbor number has some influence on recognition rate, but
does not change the overall trend of the curve. The training sample number is 6 in
Yale face database, and the recognition effect is optimal when the neighbor
number is 5; In CAS-PEAL-RI1 face database, the training sample number is 3, the
neighbor number k = 2 we can obtain optimal recognition rate. In addition, in
order to illustrate the effectiveness of the proposed method. Based on the face after
restoration, we used the principal component analysis for feature extraction and
recognition. And then the comparative experiments were carried out with Ref. [11,
13], respectively. The experiment results are shown in Table 1.

The experiment data illustrated that the recognition results of feature extraction
after restoration is not satisfactory. The method in Ref. [11] cannot overcome the
influences of within-class multiple modes, so the identification effect is not good.
The method in Ref. [13] is conducive to resolving within-class multiple modes; the
recognition effects have been greatly improved, but it does not fully consider the
between-class relationships of training samples. The proposed SLPP-CML takes
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Fig. 3 The recognition rate under different dimensions and different nearest neighbor numbers

Table 1 Experimental Method Yale face  CAS-PEAL-RI
comparison of our proposed database face database
method with other methods -

Image restoration [15] + PCA 61.33 55.33

CML [11] 77.33 74.67

CLPM [13] 82.67 80.67

Our method 86.67 86.67

advantage of the supervisory of category information, while the within-class and
between-class relationship information of training samples have been considered
into the metric learning, so we can get better recognition results.
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Fig. 4 The recognition rate under different dimensions and different adjustable factors

4.2 Experiment 2: The Low-Resolution Face Recognition
Based on SLPP-KCML

The SLPP-KCML algorithm is a nonlinear coupled metric learning algorithm,
there are three factors which affect the algorithm: (1) the neighbor number k of
supervised locality preserving projection; (2) the reserved dimensions D, of the
feature; and (3) the kernel function. The nearest neighbor number is the same as
that of SLPP—CML. The kernel function, we choose the Gauss function, the value
of adjustable factor affects the function performance. So in this paper, the
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experiments were carried out according to the different adjustable factors and the
change of feature dimensions on recognition rate, the results are shown in Fig. 4.

The curve indicated that, In Yale face database, the optimal recognition rate is
89.33 % when the value of o is 0.5 and the feature dimension is 20, compared with
the SLPP—-CML, the recognition rate increased by 2.66 %. In CAS-PEAL-R1 face
database, when o = 0.7 and D, = 40, recognition rate is 91.33 %, compared with
the SLPP-CML algorithm, the recognition rate increased by 4.66 %.

5 Conclusions

Aiming at the problem that the traditional metric method can not calculate the
distance of the elements in different data sets, we proposed the kernel coupled
metric learning method based on SLPP. The elements of different sets are mapped
to the same space combined with the within-class and between-class information,
and then the metric matrix learning is performed. This algorithm can effectively
extract the face nonlinear features. Low-resolution face recognition experiments
show that the proposed method can obtain a higher recognition rate, and has a high
computational efficiency.
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A New Phase Estimator of Single Sinusoid
by Restricted Phase Unwrapping

Fang Wang, Yong Chen and Zhiqing Ye

Abstract In order to estimate the original phase of a sinusoid corrupted by
additive noise accurately, this paper proposes a novel phase estimator which based
on restricted phase unwrapping and Tretter’s phase estimation algorithm. Using
appropriate linear combinations for observed phase, restricted phase unwrapping is
easily performed on the basis of the principle of minimum phase error. A formula
for evaluating the error probability of restricted phase unwrapping is presented.
Simulation results show that the SNR threshold of restricted phase unwrapping
method is much lower than that of traditional unwrapping methods, and the esti-
mator derived attains the Cramer—Rao lower bound (CRB) at high SNR, which has
better performance than the segmented DFT estimator developed in [10, 13] and
the all-phase FFT estimator in [14].

Keywords Phase estimation - Restricted phase unwrapping - Linear combina-
tion - Cramer—Rao lower bound

1 Introduction

Estimation of the frequency and phase of a single noisy sinusoid is a classic
subject in signal processing with application domains including radar, communi-
cation, etc. Converting the additive noise into an equivalent additive phase noise,
Tretter presented a method of least squares linear regression on the instantaneous
signal phase for estimating the frequency and phase [1]. In theory, the variances of
the estimates are identical to the Cramer—Rao lower bound (CRB) [2]. But actu-
ally, the range of observed signal phase is far greater than 27, that is to say, there
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exists the problem of ambiguity in phase measurement. Therefore, a variety of
methods have been proposed for overcoming the cumbersome ambiguity in phase
estimation by many scholars, which can be divided into two kinds.

One alternative method is called phase unwrapping. The difference of the
argument is calculated by adjacent signal samples in traditional unwrapping. If the
difference is greater than 7 or less than —m, it is considered as phase ambiguity,
then all the subsequent arguments should be increased or decreased by 27 [3]. This
method is easy to implement, but the error propagation always exists at low SNR.
An improved unwrapping algorithm was researched for achieving better perfor-
mance at low SNR by restricting the samples of each period [4]. In addition, the
least squares phase unwrapping algorithm based on the nearest lattice point
problem in algorithmic number theory was proposed, but the computational
complexity attains O(N° log N) [5]. A regression unwrapping algorithm was
presented via the result of iterative frequency estimation. Although the compu-
tational complexity is relatively low, the error propagation also occurs at low SNR
[6].

Another approach is to avoid processing the phase ambiguity. The frequency
estimation is carried on by the instantaneous phase difference of signal samples.
With the phase ambiguity avoided, the initial phase information is also lost [7].
Similarly, the difference of the argument of the sample autocorrelation function is
used for estimating the frequency, while the computing complexity and the SNR
threshold are both high [8]. Besides, in [9] the coarse frequency estimation based
on FFT is utilized for frequency shift. With the phase limited to a certain range, the
unwound sequence can be selected according to the principle of minimum phase
variance.

Apart from Tretter’s phase estimation method, there are several phase esti-
mation techniques for sinusoidal signal. The difference of phase of two-segmented
DFT spectrum in [10] is used to estimate the phase, and the root-mean-square error
(RMSE) of phase estimation is about 2 times of CRB. Since the variance of phase
estimation in [10] depended on the frequency of the signal, a modified algorithm
based on [10] was presented, in which the variance of phase estimation has better
stability during the whole dynamic range of frequency [11]. In [12] and [13], a
multi-segmented DFT phase averaging algorithm with optimal weighting coeffi-
cients was proposed, the phase estimation variance obtained is slightly lower than
that of [10]. Using all-phase FFT for phase estimation in [14] and [15], the phase
estimation accuracy can be enhanced double compared with the result of [10].
Additionally, a method based on Gauss—Newton iterative algorithm was proposed,
which was able to estimate the amplitude, phase, and frequency of a time-varying
sinusoid accurately at high SNR [16]. In this paper, we present a novel estimator
based on Tretter’s phase estimation algorithm, which using the technique of
restricted phase unwrapping. Simulation results show that the SNR threshold of
restricted phase unwrapping method is much lower than that of traditional
unwrapping methods, and the estimator derived achieves the CRB at high SNR,
which has better performance than the segmented DFT estimator developed in [10,
13] and the all-phase FFT estimator in [14].
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2 Tretter’s Phase Estimation Algorithm

The observed sequence is assumed to have the form
r(n) = Aexplj(wonT + 0)] + z(n),for n = ng,np+ 1,...,no + N -1 (1)

where z(n) is a white Gaussian complex noise sequence; var z(n) = E {lz()l?} =
02; A, wo, 0 are unknown constants; and T is the sampling period. The SNR is
defined as SNR, = Az/og. The additive noise z(n)can be converted into an
equivalent additive phase noise vy(n)

r(n) = Aexplj(wonT + 0 4+ vo(n))]. (2)

Using the method of least squares linear regression for the observed phase
¢(n) = wonT + 0 + v(n), the parameters @, and 0 can be estimated as

nop+N—1
_ > KTo(k)
o | 12 N —(P + Nno)T k=ny
[9 - N2(N2 — 1)T% | —(P + Nno)T (Q+Nng+2PnO)T2] no+N—1
b(k)
k=ny

3)
where P = ZnN:_OI n,Q = ZQ’;OI n?. These estimators have been proved to be
unbiased by [1], and the variances of the frequency and phase are exactly the same
as the CRB on condition that the observed phase should be unwrapped correctly
[2]. But the problem is that current phase unwrapping algorithms all need higher
SNR threshold, so it’s essential to study the issue of phase unwrapping at low
SNR.

3 Phase Estimation by Using Restricted Phase Unwrapping

The traditional process of phase wrapping and unwrapping are separately descri-
bed as below

b (n) = wlp(n)] = ¢(n) — 21 - ky 4)
bun(n) = w '[9, (0)] = $,,(n) + 21 -k, (5)
where ¢,,(n) is the ambiguous phase observed, ¢(n) is the original phase, ¢,,.(n) is

the unwrapped phase, k,, is the ambiguity number of whole cycle, w| - ] represents
the process of phase wrapping by using proper k,, to make ¢(n) — 2n - k, € [,
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7n]; and w™'[-] represents the process of phase unwrapping which means that we
should choose a certain k;q from the integer set Z to make k; =k,

We define a set of observed phase as { ¢,,(n1), ¢,.(12), ..., ¢,(n,,)}, and the linear
combination phase ®,,(n) = >~ | I; - ¢,,(n;), where [; is constant. The correspond-
ing original phase is defined as {¢(n;), ¢p(ny), ...¢(n,,)}, which has the same linear
combination form ®(n) = >"1" | I; - ¢(n;). we find that ®,,(n) = ®(n) — 27K, where
K= Z:n:l li ’ kni‘

It can be inferred that there still has the issue of phase unwrapping between
®,,(n) and @(n). But it is to be noted that K may be restricted in the subset Z, of
the integer set Z by choosing appropriate /; and n;. Apparently, we can have better
unwrapping performance for ®@,, with fewer elements in Zy. For the sake of dis-
tinction, we call this method as restricted phase wrapping and unwrapping which

are denoted as w,[ - ] and w,"'[ - ] respectively. Thus, we can describe the process
as below

®,,(n) = w,[®(n)] = ®(n) — 27K (6)

D, (1) = Wr_1 (@, (n)] = @y (n) + 27K’ (7)

In order to realize the initial phase estimation by using restricted phase
unwrapping, we let P 4+ Nng = 0, i.e. no = — (N — 1)/2, then (3) can be sim-
plified as

_ (N-1)/2
0=16(0) + Y (b)) +d(=n)]}. (8)
n=1

Itis evident that the linear combination of original phase is included in (8), then let
®(n) = ¢(n) + ¢(—n) and &, (n) = ¢, (n) + ¢,,(—n), where ¢, (n) = ¢p(n) —
27 - ky, ¢ (—n) = ¢p(—n) — 2w - k_. Substituting these into (6), we can derive
K = k, + k_, and the set Z, that K belonged to is just what we focus on in this paper.
The relationship between ¢,,(n) and ¢(—n)can be derived as below

$(=n) = =, (n) +20 +vo(n) +vo(—n) —ky - 2m ©)

Since 0 € [—n, 7], ¢,(n) € [—m, 7], and vy(n), vo(—n) is very small, there are
only three situations: k. = — k,, k. = — k, + 1 or k_ = — k, — 1, which can
make ¢(—n) wrapped to [—mx, =]. It appears that when the linear combination
coefficients [, = 1, I, = 1 and observation time n, = n, n, = —n, K can be
restricted in the subset Zo = {—1,0, 1} which is much smaller than the integer set
Z. According to the principle of least phase error between the unwrapping phase
®,,(n) and E[®(n)] = 20, K can be expressed as
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K' = arg min |®,(n) + 27K’ — 20| (10)
K'eZy

But actually, the initial phase 6 is unknown, K’ cannot be directly calculated by
(10). One attempt is to substitute ¢,,(0) for 6, but it is infeasible at low SNR.
Therefore, we should explain our coarse phase estimation method as below.

First, the former N-1 points are selected to make the length even with
T, = (N — DT, and then the sequence is divided into two parts. Not considering
the noise, the two subsequences are separately expressed as

ri(n) = ry(n) exp(—jwoT,/2), n=0,1,...,(N —3)/2 (11)
ra(n) = Aexplj(wonT + 0)], n=0,1,...,(N —3)/2 (12)

Performing FFT for r;(n) and r,(n), the discrete spectra are separately derived
as

Ri(k) = Ry (k) exp(—jwoT,/2), k=0,1,...,(N —3)/2 (13)
RZ(k>:Akexp(](pk)a k207]77(N_3)/2 (14>
where the amplitude A, and argument ¢, of R,(k) are as below

B Asinn(k — woT,/4m)]
“ 7 sin2n(k — woT, /4n) /(N — 1)]

(15)

¢ =0+ (1 —2/N)(woT,/4n — k)n (16)

From (15), the discrete frequency corresponding to the maximum amplitude is
given by ko = [woT,/4m], where [x] denotes the nearest integer to x, ¢ and ¢,
denote the argument corresponding to the maximum amplitude of R (k) and R,(k),
respectively, then the phase difference can be described as:

Ao = ¢, — @ = wT)/2 — 2kom (17)
Substituting (17) into (16), we obtain the coarse value of initial phase

G N-2  Ni2
cT TNy TN

®2 (18)

When N >> 1, the coarse value is approximately expressed as 0, = 0.5¢,+
0.5¢,. Substituting this into (10), K’ becomes

K' = arg min |®,(n) 4+ 27K — ¢, — ¢, (19)
K/EZ()
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Fig. 1 Phase estimation system based on the restricted phase unwrapping

Substituting (19) into (7), we can get the restricted unwrapping phase @,,,(n),
then the final phase estimation is obtained

n=1

Our phase estimation system based on the restricted phase unwrapping is shown
in Fig. 1, where Arg[-] denotes the process of computing observed phase ¢,,(n),

7" and w, ' means time-delay and restricted phase unwrapping respectively.

4 The Statistical Performance Analysis of Phase
Estimation

It is supposed that the process of restricted phase unwrapping given by (19) is
correct, that is to say K' = K, ®,,(n) = ®(n), then the phase is estimated as:

3 | W=n/2
0, =0+ > voln) (21)
n=—(N—1)/2

Here, vp(n) is the imaginary part of the noise with var[vy(n)] = 1/(2 - SNR,). It

can be easily proved that E(0,) = 0, var(0,) = 1/(2N - SNR,), so the phase esti-
mation 0, is unbiased, and the variance of 0, is the same as the CRB [2].
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Substituting (6) into (19), it results in wrong restricted phase unwrapping
provided that |®(n) — 2@6\ > ie., K # K. For N > 1, 0, ~ 0, the condition
above can be simplified as |®(n) — 20| > &, and the corresponding error proba-
bility of restricted phase unwrapping P, is

P, =2-P[\/SNR,(vo(n) +vo(—n)) > n\/SNR,] (22)

Since n # 0, vp(n) and vo(—n) are normally distributed and uncorrelated with
each other, and var[/SNR,(vo(n) + vo(—n))] = 1, then

P, = erfc(n+/SNR,/2) (23)

Since vp(n) and vo(—n) are normally distributed and uncorrelated with
each other, P(n<®(n)—20<3n) =P(—n > ®(n) —20> —3n), P(®(n)-—
20 > 3n) = P(®(n) — 20 < — 3x), then the error of ®,,(n) will be offset. That is

to say, when N > 1, 0, can also be estimated by (21) even though ®,,(n) is
different with the original phase ®(n), finally the variance of 0, still achieves the
CRB. But as a matter of fact, the data length N is finite, so the numbers of four
types above are not exactly the same. For example, the number of K’ = K — 1 is
probably different from that of K’ = K + 1, then the actual variance of phase
estimation is slightly higher than the CRB.

5 Computer Simulations

First, computer simulations have been carried out to compare the theoretical result
given by (23) with traditional phase unwrapping and restricted phase unwrapping
which are shown in Table 1. The simulations of phase unwrapping error proba-
bility were run with N = 1,023, SNR varied between —1 and 7 dB, and 1,000
trials were run for each SNR value. As it is shown in Table 1, the SNR threshold of
traditional phase unwrapping is about 6 dB, and the error probability is increased
seriously as the SNR reduces. In addition, the actual error probability of restricted
phase unwrapping basically agrees with the theoretical result, and the SNR
threshold is about 3dB or less than that. When SNR = 0 dB, the corresponding
error probability can reach level of 10>,

Second, simulation results of the proposed phase estimator have also been listed
in Table 2. The mean and RMSE of phase estimation were simulated under the
condition of SNR = 5 dB, N = 1,023, and 1,000 trials were run for each phase. It
is clear that the RMSE is close to the CRB, and the result remains almost the same
for each phase. For N = 1,023, the RMSE of phase estimation with SNR varied
between 0 and 20 dB is shown in Fig. 2. It appears that when SNR > 5 dB, the
RMSE attains the CRB, while it is higher than the CRB with low SNR. For
SNR = 5 dB, the RMSE of phase estimation with N varied between 10% and 10° is
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Table 1 Comparison of error probability of phase unwrapping (N = 1023)

SNR/dB Traditional phase Restricted phase Theoretical result
unwrapping unwrapping

—1 0.92794 0.00524 0.00511
0 0.87013 0.00166 0.00168
1 0.73564 0.00045 0.00042
2 0.49960 0.00006 0.00008
3 0.21837 0.00002 0.00001
4 0.06677 0 0

5 0.01328 0 0

6 0.00093 0 0

7 0 0 0

Table 2 Performance of the proposed phase estimator (CRB = 0.7123°)

0r° 0 30 60 90 120 150 180
E®©,)/° 0.0307 30.0419 60.0288 90.0575 120.0117 149.9316 179.8400
%, /° 0.8652 0.8199 0.7957 0.8155 0.8255 0.7969 0.8471
Fig. 2 RMSE in phase 2
versus SNR when N = 1023 —©— proposed estimator

q A CRB

RMSE / degree

0 5 10 15 20
SNR/dB

depicted in Fig. 3. The RMSE gradually approaches the CRB as N increases.
Therefore, the simulation results above agree with the theoretical analysis in
Sect. 4.

Finally, we have compared the performance of four phase estimators: the
proposed estimator based on restricted phase unwrapping (denoted as estimator 1);
the estimators based on the difference of phase of two-segmented and four-seg-
mented DFT spectrum in [10, 13] (denoted as estimator 2, 3, respectively); the all-
phase FFT estimator in [14] (denoted as estimator 4). The data length of estimator
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Fig. 3 RMSE in phase
versus N when SNR = 5 dB

79

RMSE / degree

—©— proposed estimator

CRB

Table 3 Comparison of RMSE in degrees among four phase estimators

6=0 0=01 06=02 6=03 6=04 6=05

SNR =5 dB Estimator 1  0.8057 0.8055 0.8335 0.8290 0.8067  0.8185
(CRB = 0.7123) Estimator 2 1.5920 1.6185 1.7018 1.8546 2.1035  2.5007
Estimator 3 1.4591 1.4834 15597 1.6998 1.9279 2.2919

Estimator 4 0.8221 0.8497 09394  1.1157 1.4353  2.0285

SNR = 10 dB Estimator 1  0.4246 0.4177 0.4196 0.4132 0.4096  0.4046
(CRB = 0.4006) Estimator 2 0.8952 0.9101 0.9570 1.0429 1.1829  1.4062
Estimator 3 0.8205 0.8342  0.8771  0.9559 1.0841  1.2888

Estimator 4 0.4623 0.4778 0.5283  0.6274 0.8071  1.1407

SNR = 15 dB Estimator 1  0.2257 0.2272  0.2300 0.2359  0.2345  0.2340
(CRB = 0.2253)  Estimator 2 0.5034 0.5118 0.5382 0.5865 0.6652  0.7908
Estimator 3 0.4614 0.4691 0.4932 0.5375 0.6097  0.7248

Estimator 4 0.2600 0.2687 0.2971  0.3528 0.4539  0.6415

1 and 4 should be odd and thus N = 1023 is selected, while it should be even for
estimator 2 and 3 and thus N = 1024 is selected. The RMSE simulation results of
four estimators above are shown in Table 3 with following conditions: the signal
should be a complex sinusoid sequence in AWGN; the window function is rect-
angular; 1,000 trials were run for each SNR and relative frequency deviation 9,
where 16l < 0.5 and ¢ is defined in [10]. From Table 3, we can see that the RMSE
of estimator 1 has no significant change as J increases, while other estimators
change a lot, and the RMSE of estimator 1 is much lower than the other three for

each SNR and 6.
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6 Conclusions

This paper proposes a novel phase estimator based on restricted phase unwrapping
and Tretter’s phase estimation algorithm, which is able to estimate the original
phase of a sinusoidal signal under noisy circumstances precisely. This new esti-
mator has the advantages of low SNR threshold and RMSE. When SNR = 0 dB,
the error probability of restricted phase unwrapping can reach level of 1073, while
it is high in traditional methods because of the error propagation. When
SNR > 5 dB, the RMSE of the proposed estimator is close to the CRB, with the
performance of phase estimation better than the segmented DFT estimator
developed in [10, 13] and the all-phase FFT estimator in [14].
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An Improved Concurrent Multipath
Transfer Mechanism in Wireless Potential
Failure Network

Wenfeng Du, Ligian Lai and Shubing He

Abstract To avoid unnecessary performance degradation coursed by accidental
packet loss in unreliable wireless network, a simple congestion distinguishing
mechanism is introduced to the CMT. This mechanism can distinguish an acci-
dental packet loss from a real congestion with a special system state and can
improve the performance of CMT in wireless potential failure network.

Keywords CMT - Congestion distinguishing « QoS

1 Introduction

The Stream Control Transport Protocol (SCTP) defined in RFC 4960 [1] is orig-
inally designed for signaling transport in telephony networks and can provide
attractive features such as multihoming and multistreaming. Multihoming binds
multiple IP addresses to a single association between two SCTP endpoints. Mul-
tistreaming means that multiple streams could be concluded in only one SCTP
association and each stream is logical, unidirectional data flow.

Concurrent Multipath Transfer (CMT) [2], which utilizes the multihoming
feature of SCTP protocol and distributes data across multiple end-to-end paths, is
the concurrent transfer of data from a multihomed source to a multihomed des-
tination via a SCTP association.

With the default congestion control algorithm, a time out event or fast
retransmit event reduces the throughput by decreasing the size of congestion
window, cwnd, or the slow start threshold, ssthresh.
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However, the nature of wireless radios makes wireless networks have much
more packet losses than wired networks, especially when the environment of
transmission is terrible. Since the packet loss is quite different in wired and
wireless scenes, an accidental packet loss cannot always indicate congestion in
transmission. How to improve the transmission performance of CMT in wireless
potential failure network has become an important research issue.

To avoid unnecessary congestion avoidance process incurred by accidental
packet loss, an improved congestion distinguishing mechanism has been intro-
duced to CMT in wireless potential failure network, CMT-PF, in which a possible
loss state has been introduced to avoid performance degrade when an accidental
packet loss happen.

2 Related Work

Since SCTP is originally designed for the wired network environment, it does not
consider the various situations happen in the wireless network. In wired network
environment, packet loss is a rare event and is considered to be a signal of con-
gestion. However, many reasons could frequently cause accidental packet loss in
the wireless network environment: (1) mobility, (2) link-layer contention, and (3)
transmission errors [3].

Currently, the SCTP sender does not identify whether the network is congested
or just considers it as an accidental packet loss. According to the default con-
gestion control algorithm in CMT, the ssthresh is set to 1/2 cwnd or 2MTU and the
cwnd is set 1 MTU when a time out happens or it is set to the changed ssthresh
value when a fast retransmission happens. And then, the SCTP returns to the stage
of slow start again. It can be found the performance of CMT, it is deteriorated
frequently in wireless scenario especially in packet loss prone case.

Currently, some research works have been presented to improve the perfor-
mance of CMT transmission, such as retransmission policies [2], Potentially Failed
(PF) destination state [4, 5], loss differentiation algorithm [6], dynamic CMT
enable algorithm [7], meanwhile, some research focus on improving TCP trans-
mission in wireless network [3, 8, 9]. To detect the route restoration and address
the issue of Multiconnection’s fairness in TCP, this paper [10] proposes a SCTP-
Fixed RTO mechanism from the TCP-Fixed RTO. It counts the number of suc-
cessive retransmission timeout events. When the number exceeds a certain
threshold, it adjusts the RTO value.

However, there is little work to discuss how to avoid unnecessary performance
reduction in wireless potential failure network for CMT in case of accidental
packet loss.
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3 Congestion Distinguishing Mechanism

With the principle of CMT, the receiver sends a Gap ACK to the sender and
informs a data chunk is like being potentially lost when it receives an out-of-order
data chunk. Gap ACK do not cause any change of cwnd and ssthresh. The sender
increases by a counter of potential missing reports for the data chunk. A fast
retransmission is enabled when the counter reaches the forth stroke and the data
sender retransmit the possible lost data chunk.

To distinguish an accidental packet loss from a real congestion, a Possible
Congestion state has been introduced in the proposed congestion distinguish
mechanism to represents the state of CMT association recently experiences a fast
retransmission. The sender counts recent fast retransmission and switch to different
working state. (1) If there is no fast retransmission happens, the sender holds the
Normal state; In this case, ssthresh and cwnd grow as normal. (2) If the counter
number is more than zero and does not exceed PMR threshold, the sender enters
the Possible Congestion state, in which the sender does not change its configu-
ration on cwnd and ssthresh. (3) Otherwise, the sender is in the Congestion state, in
which ssthresh and cwnd decrease as the original congestion control algorithm
mentioned.

To distinguish these three different working states, three additional variables are
introduced for each destination.

Congestion_state represents the working state of a CMT sender.

times_uninterrupted_ack keep the number of uninterrupted heartbeat ACK of
each destination when it leaves Possible Congestion state and enters Normal state.

times_uninterrupted_ack[i] represents the number of received uninterrupted
heartbeat ACK of the ith Possible Congestion state. It can be found this variable is
updated as follows.

times_uninterrupted_ack[1] = 1 (1)
times_uninterrupted_ack[2] = 2 (2)
if loss[i] > loss[i]—1
times_uninterrupted_ackli] = times_uninterrupted_ack[i — 1] + 1 (3)
else
times_uninterrupted_ackli| = times_uninterrupted _ackli — 1] — 1 (4)

times_current_loss keeps the number of recent fast retransmission or timeouts
event.
The detail of state transition of a CMT sender is shown in Fig. 1.
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Association
initialization

Heartbeat ACKs

=times_uninterrupted_ackl[i] Heartbeat ACK

CWND increase CWND increase

Possible Congestion Congestion

(FastRtx &&
Current_loss>PMR) Il
timeout

Timeout || FastRtx
(FastRtx && Current_loss< PMR) CWND decrease

Il (Heartbeat ACKs
<=times_uninterrupted_ack[i] )

Fig. 1 The working state of a CMT sender

The sender enters Normal state after its association initialization and begins
data transmission. However, the sender enters Possible Congestion state when a
fast retransmission event happens, instead of Congestion state. In Possible Con-
gestion state, the sender can only send and receive heartbeat chunks. The
times_uninterrupted_ack increases by 1, when receive a heartbeat ACK chunk.
When the received heartbeat ACK chunk reach a special threshold, the sender
leaves Possible Congestion state and enter Normal state.

In case of Possible Congestion, the special times_current_loss increases by 1
when a fast retransmit event happens. If times_current_loss > PMR, the sender
enters into Congestion state. The sender directly enters Congestion state when a
time out event happens.

4 Simulation

To evaluate the performance of CMT association with the proposed congestion
distinguish mechanism, a series of simulations results have been presented with
ns2 [11]. A random loss error model is applied to simulate the wireless potential
failure network.
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To achieve a random chunk lost list, the second random seed in ns2 is applied to
generate a lost event list. The loss rate is set as 0.01. The topology of our simu-
lation is shown in Fig. 2.

The whole simulation process last 60 s. A FTP application starts establishing an
association to transport data at 0.1 s. With the generated lost event list, the initi-
ation control chunk INIT is lost at 0.15 s. The HEARTBEAT chunk is lost at 3.3 s.
The data chunk transmission began at 6.4 s indeed.

Figures 3 and 4 present some simulation result of the standard CMT and CMT-
WPF mechanism on different performance metrics. Since the proposed CMT-WPF
mechanism can prevent spurious triggering of congestion control mechanism, the
CMT with congestion distinguishing mechanism can achieve better performance
than the standard CMT association in all metrics.
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5 Conclusion

To avoid performance degrade in wireless potential failure environment, a con-
gestion distinguishing mechanism for the CMT has been proposed in this paper.
A Possible Congestion state is introduced to distinguish the real congestion from
accidental packet loss due to link-layer contention or transmission errors and avoid
unnecessary cwnd and ssthresh reduction. A series of simulations in ns-2 is per-
formed and the results show the proposed mechanism performs better than the
standard one in wireless potential failure network.

References

. Stewart R (2007) RFC 4960, Stream control transmission protocol (SCTP) Sept 2007.

Available at http://www.ietf.org/rfc/rfc4960.txt

. Iyengar J et al (2006) Concurrent multipath transfer using SCTP multihoming over

Independent end-to-end paths. IEEE/ACM Trans Netw 14(5):951-964

. Fu Z, Luo H, Zerfos P, Lu S, Zhang L, Gerla M (2005) The impact of multihop wireless

channel on TCP performance. IEEE Trans. Mob Comput 4(2):209-221

. Natarajan P, Iyengar J, Amer P, Stewart R (2006) Concurrent multipath transfer using

transport layer multihoming: performance under network failures. In: IEEE MAILCOM,
Washington, Oct 2006

. Natarajan P, Ekiz N, Amer P, Iyengar J, Stewart R (2008) Concurrent multipath transfer

using SCTP multihoming: introducing the potentially-failed destination state. Networking
2008 Ad Hoc and Sensor Networks, Wireless Networks, Next Generation Internet. Springer
Berlin, Heidelberg pp 727-734

. Cen S, Cosman PC, Voelker GM (2003) End-to-end differentiation of congestion and

wireless losses. IEEE/ACM Trans Netw 11(5):1063-6692

. Kim T, Lee J, Eom YI (2010) Concurrent multipath transfer using SCTP multihoming over

heterogeneous network paths. In: International conference on control, automation and
systems 2010 in KINTEX. Gyeonggi-do, pp 27-30


http://www.ietf.org/rfc/rfc4960.txt

An Improved Concurrent Multipath Transfer Mechanism... 89

10.

11.

. Prasanthi S, Chung S-H, Kim W-S (2011) An enhanced tcp scheme for distinguishing non-

congestion losses from packet reordering over wireless mesh networks. In: IEEE
International conference on high performance computing and communications, pp 440-447

. Balakrishnan H, Padmanabhan VN, Seshan S, Katz RH (1997) A comparison of mechanisms

for improving TCP performance over wireless links. IEEE/ACM Trans Netw 5(6):756-769
Takemoto Y, Funasaka J, Teshima S, Ohta T, Kakuda Y (2009) SCTP performance
improvement for reliable end-to-end communication in ad hoc networks. In: International
symposium on autonomous decentralized systems. doi:10.1109/ISADS.2009.5207338
Network Simulator, NS-2 (2011) http://www.isi.edu/nsnam/ns/


http://dx.doi.org/10.1109/ISADS.2009.5207338
http://www.isi.edu/nsnam/ns/

Model-Based Testing of Web Service
with EFSM

Fuzhen Sun, Lejian Liao and Longbo Zhang

Abstract Web services are becoming more and more widespread as an emerging
technologys; it is hard to test Web services because they are distributed applications
with numerous aspects of runtime behavior that are different from typical appli-
cations. This paper presents a new approach to testing Web services based on
Extended Finite State Machine (EFSM). Web Services Description Language
(WSDL) file alone does not provide dynamic behavior information. This problem
can be overcome by appending the formal model of EFSM to standard WSDL, we
can generate a set of test cases which has a better test coverage than other methods.
Moreover, a procedure for deriving an EFSM model from WSDL specification is
provided to help a service provider augment, the EFSM model describing dynamic
behaviors of the Web service. To show the efficacy of our approach, we applied
our approach to Parlay-X Web services. In this way, we can test Web services with
greater confidence in potential fault detection.

Keywords Web service - Model-based testing - Extended finite state machine
(EFSM) - Fault detection
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1 Introduction

Some testing techniques that are used to test software components are being
extended to Web services [1-3]. A few papers have presented testing techniques
for Web services, but the dynamic discovery and invocation capabilities of Web
services bring up many testing issues. Existing Web service testing methods try to
take advantage of syntactic aspects of Web service rather than semantic, dynamic,
and behavioral information because standard Web Services Description Language
(WSDL) is not capable of containing such information. Therefore, they focused on
testing of single operations rather than testing sequences of operations. Further-
more, they heavily rely on the test engineers’ experience.

Heckel and Mariani [4] generate test cases for Web services with individual
rules by selecting “likely” inputs. Possible inputs are further restricted by the
preconditions of the graph transformation (GT) rules [5]. This suggests the deri-
vation of test cases using a domain-based strategy, known as partition testing [6].
The idea is to select test cases by dividing the input domain into subsets and
choosing one or more elements from each domain [7]. The execution of an oper-
ation can alter parts of service’s state that are used by other operations. GT rules
specify state modifications at a conceptual level. By analyzing these rules, we can
understand dependencies and conflicts between operations without inspecting their
actual implementation. In this method, data flow testing technique is used to test the
interaction among production rules if creation of nodes and edge is interpreted as
“definition” and deletion as “use” [8]. Test cases are derived from default
boundary values of XML schemas. Tests are created by replacing each value with
each boundary value, in turn, for appropriate type. In the paper [9, 10, 12], the
authors propose a method of extending WSDL to describe dependency information
which is useful for Web service testing. They suggest several extensions such as
input—output dependency, invocation sequences, hierarchical functional descrip-
tion, and concurrent sequence specification.

In this paper, we propose a new approach to test Web services. This idea stems
from similarities between communication protocol testing and stateful Web services
testing. Second, using the Extended Finite State Machine (EFSM)-based approach,
we can generate a set of test cases with a very high test coverage which covers both
control flow and data flow. Third, we applied our method to an industry-level example
and showed the efficacy of our method in terms of test coverage and fault detection.

2 Test Cases Generation for Web Services Using EFSM
2.1 Modeling Web Service with EFSM

A WSDL specification does not provide sufficient information for Web service test
derivation because it only provides the interface for the service. An EFSM starts
from an initial state and moves from one state to another through interactions with
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its environment. The EFSM model extends the FSM model with variables,
statements, and conditions. An EFSM is a six-tuple <S, s0, I, O, T, V>, where S is
a nonempty set of states, sO is the initial state, I is an nonempty set of input
interactions, O is a nonempty set of output interactions, 7 is a nonempty set of
transitions, and Vis a set of variables. Each element of T'is a five-tuple of the form:
<source_state, dest_state, input, predicate, compute_block>, where ‘“source
state” and “dest state” are states in S corresponding to the starting state and the
target state of 7, respectively; “input” is either an input interaction from I or
empty; “predicates” is a predicate expressed in terms of variables in V, the
parameters of the input interaction and some constants, and “compute-block™ is a
computation block consisting of assignment and output statements. We will only
consider deterministic EFSMs that are completely specified. In addition, the initial
state is always reachable from any state with a given valid context.

Figure 1 presents our procedure for deriving EFSM model from a WSDL
specification. First of all, we have to decide whether the Web service to be
modeled is stateful or not. A Stateful Web service in general can be modeled as an
EFSM. Stateful Web service has several operations which change the service’s
internal state that are used by other operations. In that case, the operations may
response with different output messages according to the internal state of Web
service server. If the Web service is stateless, then we have to use other Web
service testing methods such as [4] and [11]. Otherwise, we continue with Steps 1
through 4.

Step (1) We analyze the WSDL specification and the web service specification
in informal language and fill the WSDL analysis template. For example, Table 1
shows the WSDL analysis template filled out for a banking Web service. From
WSDL description, we find out that the banking Web service provides four public
operations, i.e., openAccount, deposit, withdraw, and closeAccount. The operation
openAccount expects a single parameter init which means an initial deposit, and
returns an account number identifier. The operation closeAccount expects a single
parameter Id, which means account number, and returns the result of operation
such as ResultOK and Error. The operations deposit and withdraw expect two
parameters id (identifier) and v (value), and return results such as ResultOK and
Error.

Step (2) To construct EFSM, it is necessary to classify variables in the pre-
condition and postcondition of step 1 into control variables and data variables.

Figure 2 shows an initial version of EFSM for the banking Web service. The
states are constructed by combining possible value range of control variables. The
variable accountld and value have two possible values: ranges 0 and greater than 0.
If the control variables have value 0, it means that it is not initialized yet. When the
variable accountld is initialized by openAccout operation, the variable has a value
greater than O until it is closed by closeAccout operation. After initialization, the
variable value keep a balance greater than 0 according to the operation withdraw
and deposit. Therefore, we make four different states with combinations of the two
control variables. Then we associate transitions with the appropriate operations by
examining the precondition and postcondition of an operation.
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stateful? No

Yes

__| Stepl: Analyze the WSDL and informal specification
and fill the WSDL analysis template

Use other Web service
test derivation methods

Step 2: Classify control and data variables and construct a state
machine based on the combination of control variables

I Step 3: Adjust the state machine with state reduction and merging

Step 4: Supplement transitions using the operation information
in the WSDL analysis template

EFSM

Fig. 1 Procedure for deriving an EFSM model from a WSDL description of a service

Table 1 Classification of variables for banking Web service

Operation Precondition Postcondition
Control Data Control Data
variable variable variable variable
Name: openAccount _ init accountld init
Parameter: init value
Return: identifier
Name: deposit accountId v value _
Parameter: id, v id
Return: res
Name: withdraw accountId v value _
Parameter: id, v value id
Return: res
Name: closeAccount accountld id accountld
Parameter: id value

Return: res

Step (3) It is desirable to reduce states in the initial version of EFSM model
because, first, often the number of states would be otherwise huge and, second,
there is a possibility that unreachable states may exist. For example, the state with
value >0 and accountld = 0 is an unreachable state. Unreachable states should be
deleted for the state reduction. Some states could be merged into one state
according to test engineer’s judgment. Figure 3 gives an enhanced EFSM obtained
by removing an unreachable state and merging two states into a state named
Active. For human readability, we assign a meaningful name to each state.
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Fig. 2 EFSM construction —
with control variables ( Imlmlr/

openAccount
closeAccount
€ Ao )
Active
2
withdraw deposit
Fig. 3 Enhanced EFSM with
5 . . ./\';lluc=l>\
state reduction and merging ( |
\uccnunlid = y
openAccount closeAccount
./ value =0 \l |/ value =0 \
\ accountld > 0 / \ accountld = 0 /
ulthdra\
withdraw | value >0 deposit
\ accountld >0

Step (4) To make a concrete transition in EFSM, operation information in the
WSDL is used. An operation has input and output message. Input message is
transformed into input event and output message is transformed into output event
in the transition. Precondition is transformed into guard condition in the transition.
Postcondition is transformed into actions in the transition. Figure 4 shows our final
EFSM model derived from the WSDL specification for the banking Web service.

2.2 Test Cases Generation Algorithm Using EFSM

We choose Bourhfir’s algorithm [13] as our test case generation method for Web
services because the algorithm considers both control and data flow with better test
coverage. The control flow criterion used is Unique Input Output (UIO) sequence
[14] and the data flow criterion is “all-definition-uses” criterion [15] where all the
paths in the specification containing a definition of a variable and its uses are
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Vs
| Initial \
_ N
1I:_’.’o_pengn:wr.mt_kqunm H: closeAccount_Rq(id)
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Fig. 4 Final EFSM for banking Web service

generated. Moreover, the algorithm uses a technique called cycle analysis to
handle executability of test cases.

The detailed algorithm is described in Fig. 5. For each state S in the EFSM, the
algorithm generates all its executable preambles (a preamble is a path such that its
first transition’s initial state is the initial state of the system and its last transition’s
tail state is S) and all its postambles (a postamble is a path such that its first
transition’s start state is S and its last transition’s tail state is the initial state). To
generate the “all-definition-uses” paths, the algorithm generates all paths between
each definition of a variable and each of its uses and verifies if these paths are
executable, i.e., if all the predicates in the paths are true. After handling execu-
tability problem, the algorithms remove the paths which are included in the already
existing ones, complete the remaining paths (by adding postambles) and add paths
to cover the transitions which are not covered by the generated test cases.

3 Case Study for Parlay-X Web Services

To show that our method can be effectively used for nontrivial real-world prob-
lems, we applied it to Parlay-X Web services [15]. A Parlay-X Web service, Third
Party Call, is used to create and manage a call initiated by an application.

The overall scope of this Web service is to provide functions to application
developers to create a call in a simple way. Using the Third Party Call Web
service, application developers can invoke call handling functions without detailed
telecommunication knowledge. The Third Party Call Web service provides four
operations: MakeCall, GetCalllnformation, EndCall, and CancelCall.
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Algorithm. Extended FSM Test Generation
Begin
Generate the dataflow graph G form the EFSM specification
Choose a value for each mput parameter nfluencing the control flow
Call Execurabdle-Du-Path-Generation(G) procedure
Remove the paths that are included in alreadv existing ones
Add a postamble to each du-path to form a complete path
Make it executable for each complete path using cvele analvsis
Add paths to cover the uncovered transitions

Generate its nput output sequence using symbolic evaluation

End.

Procedure Executadle-Du-Path-Generation(flowgraph G)
Begin
Generate the shortest executable preamble for each transition
For eachtransition Tin G
For each vanable v whichhasan A-Usein T
For each transition Uwhich has a P-Use ora C-Use of v
Find-All-Paths(T,U)
EndFor
EndFor
EndFor
End;

Fig. 5 Test case generation algorithm using EFSM

For comparison, we generated test cases for the Third Party Call Web service
with three different methods, the method of Offtutt et al. [11] and finally our
method. For the method of Heckel et al. [4], we defined a domain based on GT
production rules. Eight production rules for the four operations were found. After
that, we found attributes for each production rule. Test cases are generated by
fixing a boundary value for at least one of them and randomly generating the other
two values.

To generate test cases using our method, we followed the procedure described
in Sect. 2.1. First, we analyzed the WSDL specification of Third Party Call and the
informal specification of the Third Party Call Web service. For Step 2, three
control variables were identified by analyzing the WSDL analysis template. Then
we constructed an EFSM based on these three control variables and the four
operations. The final EFSM shown in Fig. 6 have five states and fifteen transitions.
Using the EFSM and the algorithm described in Sect. 3.2, 95 test cases were
generated for Third Party Call.
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Table 2 Test cases and Method of Method of Our
results Heckel Offutt method
etal [4] etal [11]
Number of test cases generated 36 40 95
Number of faults found 5 2 18
Total execution time (s) 90 80 859
Average execution time (s) 2.5 2 9

Test cases and results of different methods are summarized in Table 2. As we
expected, our method located more faults than the other methods even though it
spent more time for executing a test case. Our method spent more time than other
method because test cases generated using our method consist of the complex
sequences of operations but almost all test cases generated using other method is
made of a single operation. To show the efficacy of our method, the number of test
cases and the accumulated number of faults detected are analyzed in Fig. 7.

As shown in Fig. 7, our method detected many faults in the early phase of
testing. Our methods detected many errors that occurred during executing complex
sequences of operations. For example, the operation GetCalllnformation worked
well in the initial state and at the progress state, but the operation caused an error
when it executed in the connected state. The method [4] located some faults
related with boundary value and incorrect input values in the case of testing for
single operations. However, the sequences of operations derived from the method
[4] were not effective for locating faults. Even if the method [4] expected the data
flow coverage criterion “all-definitions-uses” for generated test cases, the gener-
ated test cases using relations of conflicts and casual dependencies between pro-
ductions rules did not find out any faults which were located by our method.
During testing using this method [11], it was difficult to find faults because faults
rarely occurred when we executed single operations with different boundary val-
ues. Only two faults related with message parameter value with maximum length
were founded.
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4 Conclusion

In summary, the main contributions of this paper are as follows: First, this paper
introduces a new Web service testing method that augments WSDL specification
with an EFSM formal model and applies a formal technique to Web service test
generation. Second, using the EFSM-based approach, we can generate a set of test
cases with a very high test coverage which covers both control flow and data flow.
Third, we applied our method to an industry-level example and showed the effi-
cacy of our method in terms of test coverage and fault detection.

One of drawbacks of our approach is the overhead to generate test cases based
on an EFSM. Without any automatic tool for generating test cases using EFSM, it
is a very tedious task to generate test cases manually. Currently, we focused on
testing of a Web service with single EFSM derived from a WSDL specification.
For future work, we plan to extend our method to treat more complex situations
such as test cases generation for compositions of Web services.
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Data Fault Detection Using Multi-label
Classification in Sensor Network

Zhenhai Zhang, Shining Li and Zhigang Li

Abstract Detection of data fault is a hit point in sensor network in recent years
and multiple data faults may occur at the same time. However the existing
detection methods can only detect one type of data fault at the same time. To solve
this problem, the detection of data fault is model as multi-label classification task,
where an instance may belong to more than one label. We firstly break down the
sensor data into instances using sliding window and then employ feature extraction
methods to extract data features from instances. After this we associate each
instance with corresponding data fault labels. A comparative experimental eval-
uation of five multi-label classification algorithms is conducted on aforementioned
multi-label dataset using a variety of evaluation measures. Experimental results
and their analysis show preliminarily that: (1) LP outperforms other classification
algorithms on all evaluation measures since it takes the correlation of multiple data
fault labels into account in detection of data fault; (2) outlier is the easiest data
fault to detect and high noise is the hardest data fault to detect.
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1 Introduction

Sensor network, a data-centric network, has received worldwide attention in recent
years and has a lot of important applications such as military [1], agriculture [2],
architecture [3], and so on. Sensor network is used to sense and collect information
from physical world, which provides people with significant evidences when
trying to make meaningful conclusions. Therefore, the data sensor network col-
lected must be true and reliable, which is the key that whether sensor network has
been applied successfully or not in practical deployments. If there are some faulty
sensor readings in collected data, it is possible to make an improper decision or
draw meaningless conclusions. Several practical deployments have observed
faulty sensor readings caused by improper data calibration, or hardware failures, or
low battery levels, or interference around environment, and so on [4, 5]. To ensure
the data quality of the collected data, fault detection in sensor network have been
an important research direction [6].

Noise is an important factor of affecting data quality. Eiman [7] proposed a
Bayesian approach, combining prior knowledge of true sensor readings, the noise
characteristics of the sensor and the observed noisy readings, to reduce the
uncertainty due to noise and enhance the reliability of sensor readings. Spatial-
temporal correlation is an important characteristic of sensor data, aiming at which
several researchers have proposed some fault detection approaches [8, 9]. Tulone
[10] presented an approach relies on autoregressive models of time series fore-
casting to predict the approximate values of sensors in sensor network, which
could detect outlier fault but do nothing for noise fault. Jeffery [11] proposed a
framework for fault detection based on spatial and temporal characteristics of
sensor data. Zhang [12] transformed sensor data using Principal Component
Analysis (PCA) and then within which sensor identification indices were calcu-
lated. If difference of sensor identification indices between the absence of the
sensor and it included was greater than threshold value, there was a fault in the
sensor. Kevin [13] systematically described common sensor data faults and defined
a data fault to be data reported by a sensor inconsistent with the interest’s true
behavior. The paper described the fault from data-centric view called data fault
and not only divided data fault into four types but also presented a detailed study
of each data fault. The four types of data faults are described as follows:

1. Outlier
Outlier is defined as an isolated sample whose value is significantly greater
than the expected. Outlier is one of the most seen data faults in sensor network,
and occurs randomly and instantaneously. Outlier affects only one sample in
sensor data.

2. Spike
Spike is defined as that the rates of change are significantly greater than the
expected during a short period of time. The obvious difference between outlier
and spike is that spike affects more than one sample while outlier affects only
one sample.
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3. Stuck-at
Stuck-at is defined as that there are no changes over a series of sample values;
that is to say, the sample value is almost a constant. The characteristic of stuck-
at is that variation of sample values stuck-at affects is zero or nearly zero,
which is one of the most important differences between spike and stuck-at.
4. High Noise
High noise is considered as sample values that exhibits high amount of vari-
ation over a period of time. Although noise is common in sensor data, high
noise may be a sign that there are faults in sensors. High noise may be caused
by hardware fault or low battery level in sensors.

Based on Kevin’s work, Abhishek [6] used rule-based methods, estimation
methods, time-series analysis-based methods, and learning-based methods to
detect three types of data faults. The experimental results showed that rule-based
methods could detect data faults effectively but it was seriously dependent on the
choose of parameters, and estimation methods could detect data faults but it could
not discriminate which data fault was, and time-series analysis-based methods
were good at detecting short duration faults, and learning-based methods could not
only detect data faults effectively but also discriminate which data fault was.

However, the existing data fault detection methods can detect only one type of
data fault at the same time. If multiple data faults occurs simultaneously, it cannot
detect all of them at the same time. In practical applications, multiple faults may
occur at the same time [13] and it is impossible to model each fault separately due
to a lot of potential faults [14]. Hence, it is necessary to develop a fault detection
method which can detect multiple faults at the same time. To achieve this, this
paper models fault detection problem as a multi-label classification task.

The main contributions of this paper are as follows: (1) the sensor data is first
resolved into instances using sliding window and then data features are extracted
from instances and finally a multi-label dataset for data fault detection is created;
(2) comparative experiments with five multi-label classifiers using several evalu-
ation measures are performed on the aforementioned dataset.

The rest of the paper is organized as follows. Section 2 provides background
material about multi-label classification. Section 3 presents dataset creation
including data feature extraction and labeling in detail. Section 4 reports experi-
mental results and analysis. Conclusions are drawn in Sect. 5.

2 Multi-label Classification

In this section, we introduce the formal notations of multi-label classification used
throughout this paper.

An instance is associated with only one label in single-label classification. For
example, a document can only be classified to economy or politics. However, an
instance can be associated with multiple labels simultaneously in multi-label
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classification. For example, a document may belong to economy and politics at the
same time.

Definition 1 Let a vector of n attribute values X = (xy, x5, ..., X,,) represent an
instance, x; € Rand L = {I[;, b», ..., 1,,} be a finite set of labels. The label set with
which an instance is associated is Y = {yy, y2, ..., ¥}, p < m, and it is the subset
of L, Y < L. Then the multi-label dataset containing t instances is denoted by

D={(X,Y)|1<i<t,X; €R",Y,C L} (1)

3 Feature Extraction and Labeling

Sensors collects data periodically in sensor network and then transmits them to the
data center, hence sensor data is the continuous data stream. It is necessary to
resolve the continuous data stream into instances of finite length and assign labels
to them before multi-label classification algorithms are used. We employs sliding
window to break down the continuous data stream into instances of finite length.

Definition 2 Let T = (4, t,, ..., t,) be the continuous data stream with length of n
collected periodically by sensors in sensor network. W = (t,, t,41, ..., tu1) Tep-
resents the sliding window with length of 1, here 1 < u < n — [. The number of
samples over which the sliding window W slides forward or backward one step is
called the step size of the sliding window, which is s.

When sliding window is adopted to resolve T, it is first, placed on the first
sample #;, and right now the first instance resolved by sliding window is
X, = (t1, tp, ..., f). Second, sliding window slides forward one step and then the
second instance resolved is X, = (#3y1, 542, .., tg1y). And so on, it can obtain
["T*IJ + 1 instances.

3.1 Data Feature Extraction

Data features are used to describe characteristics or natures of the data. We adopt
sliding window to break down the sensor data into instances which consist of
original data values, nevertheless instances which consist of original values cannot
describe characteristics of sensor data enough. As a result, they cannot be used
straightforward in multi-label classification. Hence, it is necessary to extract
appropriate data features from them, which helps to promote the performance of
data fault detection of multi-label classification algorithms.
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Standard deviation, variance, and mean are used to represent features of data in
the statistics. For instance X; = (¢, 1, ti2, ..., t;;;) We calculate standard devia-
tion, variance, and mean of X; as data features of X;.

The rate of change is an important data feature for detecting data faults. The
rate of change employed in this paper is defined as follows:

Definition 3 Let X = (¢4, 15, ..., t;) be an instance. CR = \f:ﬂ is called the rate
of change between samples #; and f;, 1, here 1 <1, <.

For an instance X = (74, 15, ..., t;), we calculate the rate of change of each pair
of samples, and then obtain a set of rates of change C = {CR;, CR;, ..., CR.}.
Finally, we calculate maximal value, minimum value, standard deviation, vari-
ance, and mean of C as data features of the instance.

The goal of PCA is to find an array of orthogonal bases to maximize variance
between variables. Data transformed by PCA can describe difference between
instances better, which helps to detect data fault. Hence, we transform instances
consisting of original data values using PCA, and take the transformed results as
data features of instances.

The Fourier Transform can transform the signal from the time domain to the
frequency domain. Usually, characteristics of the signal cannot be understood
easily in time domain while they can be observed obviously in frequency domain.
Therefore, for each instance we transform it from the time domain to the frequency
domain using Discrete Fourier Transform, and take the transformed results as data
features of the instance.

Although the Fourier Transform can transform the signal from the time domain
to the frequency domain, it loses information of the time domain, which makes it
suitable for depicting global characteristics of the signal. The Wavelet Transform
can hold information of the time domain and the frequency domain simulta-
neously, which makes it suitable for depicting local characteristics of the signal.
Hence, for each instance we transform it using Discrete Wavelet Transform, and
take the transformed results as data features of the instance.

3.2 Data Fault Labels

In Sect. 1 we have presented four types of data fault in sensor network: (1) outlier
fault; (2) spike fault; (3) stuck-at fault; (4) high noise fault. The four types of data
fault are used as data fault labels. If an instance occurs at a data fault, it is
associated with the corresponding data fault label, otherwise normal label. The
information of data fault labels are described in Table 1.

According to Definition 1, the finite set of labels is L = {L - Outlier,
L - Spike, L - Stuck,L - Noise, L - Normal}
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Table 1 Information of data Label

Corresponding data fault
fault labels

L-Outlier Outlier fault
L-Spike Spike fault
L-Stuck Stuck-at fault
L-Noise High noise fault
L-Normal Normal, no fault

4 Experiments

To evaluate the performance of data fault detection of multi-label classification
algorithms in sensor network, we conducted experiments on Mulan. We compared
the following multi-label classification algorithms: binary relevance (BR) [15],
label powerset (LP) [15], multi-label k-nearest neighbor (MLKNN) [16], classifier
chains for multi-label classification (CC) [17] and random k-labelsets for multi-
label classification (RAKEL) [18], which have outstanding performance in other
application domains. The number of neighbors in MLKNN was set to 10. LP, BR,
and RAKEL were run using the decision tree algorithm C4.5 as the base classifier.
Experiments were performed using 10-fold cross-validation for evaluation.

4.1 DataSet

The dataset used in experiments are collected by the temperature sensor in Net-
worked Aquatic Microbial Observing System (NAMOS), which is available at
http://robotics.usc.edu/ ~ namos/data/jr_aug_06/. The sensor collected data every
10 s, and obtained 30,823 samples totally. To evaluate the performance of
aforementioned five classifiers in data fault detection, we artificially injected four
types of data faults presented in Sect. 1 into the dataset, since injecting data faults
into the dataset can give us exact result that help us to better understand the
performance of multi-label classification algorithms in data fault detection. The
information of injecting faults are described as follows:

1. Outlier Faults
To inject outlier faults, we chose a sample i and replaced the reported value ¢;
with 7; = ¢; x f. fis chosen from {1.3, 1.5, 1.8} randomly.

2. Spike Faults
To inject spike faults, we chose a set of successive samples W and replaced the
reported values of W with the values generated from the aperiodic triangle
signal.

3. Stuck-at Faults
To inject stuck-at faults, we chose a set of successive samples W and replaced
each reported value #; in W with #; = t x f. Here, ¢ is the reported value of the
first sample in W and f is chosen from {1.5, 1.8} randomly.
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Table 2 Statistics of dataset

Instances Features Labels Cardinality Density
3010 1809 5 1.101 0.22

4. High Noise Faults
To inject high noise faults, we chose a set of successive samples W and added a
random value from a normal distribution, N(O, ﬁz), to each sample in W. f is
chosen from {9, 1.5} randomly and § is the standard deviation of samples in W.

According to Definition 3, we chose parameters [ = 720 and s = 10 to resolve
the sensor data using sliding window, which obtained 3,010 instances of length of
720. Then feature extraction methods discussed in Sect. 3 were employed to
extract data features from 3,010 instances, which obtained 1,809 data features. The
statistics of the generated multi-label data set are listed in Table 2.

4.2 Evaluation Measures

Let the predicting label set of a classifier predicting an unseen instance be Z, and
the evaluation measures are defined as follows according to Definition 1.
Micro FMeasure is defined as

2xtp

2xtp+fp+fm (2)

Micro FMeasure =

Here tp, fp, and fn represent the number of true positives, false positives, and
false negatives, respectively. The larger Micro FMeasure is, the better the pre-
diction performance is.

Hamming Loss is defined as

1 ! |Y,AZ,|
H i = - - 3
amming Loss : igl ( )

Here A stands for the symmetrical difference of two label sets. The smaller
Hamming Loss is, the better the predicting performance is.
Average Precision is defined as

: ‘{;ﬂ €Y n(A)<r(A)}

Vil & ri(4)

1 t
A Precision = — 4
verage Precision = — 2 4)

The larger Average Precision is, the better the prediction performance is.
OneError is defined as
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1< .
OneError = A ; o(arg min ri(4)) (5)
where
1 i Ay
o(4) = {O otherwise 6)

The smaller OneError is, the better the predicting performance is.
Coverage is defined as

1 !
C =S () — 1 7
overage A 1}162;)’“( ) (7)

The smaller Coverage is, the better the predicting performance is.
Ranking Loss is defined as

ia,ib) 2 1i(2a) >

rl (im;”b) (8)

Ranking Loss = Z 12 |1} 7 |

where Y, is the complementary set of ¥; with respect to L. The smaller Ranking
Loss is, the better the predicting performance is.
Macro FMeasure is defined as

1
Macro FMeasure = —

m

[ . .
m ZXJ; ynz 9)
:: t R t N
=2 x Yy |yinz Z Yinzi|+>|Yinz
J=1 J=1 J=1

The larger Macro FMeasure is, the better the prediction performance is.

4.3 Experimental Results and Analysis

The experimental results are reported in the form of average + standard deviation.
The two-tailed paired t-tests at 0.05 significance level is employed to analyze the
experimental results in order to examine whether the results have a statistical
significant advantage. In the following tables, the results in bold represent the
performance of the classifier is optimal in comparative classifiers. The sign
means that the larger value the better performance while the sign | is inverse.
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Table 4 Micro FMeasure (1) of multi-label classification algorithms for per label

Name L-Outlier L-Spike L-Stuck L-Noise

BR 0.9835 + 0.0986 0.9583 £ 0.1042 0.9591 £ 0.0971 0.8673 £ 0.0845
LP 0.9810 & 0.0979 0.9746 = 0.1011 0.9628 + 0.0907 0.9671 + 0.0910
MLKNN 0.9331 & 0.0917 0.8527 & 0.1011 0.9307 & 0.1008 0.2697 & 0.0129
CC 0.9835 + 0.0986 0.9583 £ 0.1042 0.9591 £ 0.0971 0.8673 £ 0.0845
RAKEL 0.9835 + 0.0986 0.9583 4 0.1042 0.9591 + 0.0971 0.8673 & 0.0845

The performance of five comparative multi-label classification algorithms using
six different measures is shown in Table 3. It can be seen that LP dominates the
other algorithms in all measures in data fault detection. The reason may be that LP
takes correlations among multiple labels into account when LP is trained. Hence,
we can infer that taking correlations among different data fault types helps to
promote the performance of multi-label classification algorithms in data fault
detection. We further analyze the results using the two-tailed paired t-tests at 0.05
significance level, and it shows that LP outperform than other classifiers signifi-
cantly under all measures.

The predicting performance of multi-label classification algorithms using Macro
FMeasure measure for each label is shown in Table 4. It can be seen that LP
dominates the other algorithms for three of all data fault labels. We calculate the
average of Macro FMeasure of all algorithms for each label and the results are that L-
Outlier is 0.97292 and L-Spike is 0.94044 and L-Stuck is 0.95416 and L-Noise is
0.76774. From the average of Macro FMeasure, we can see that the label hardest to
predict is L-Noise and the easiest label to predict is L-Outlier. This can be interpreted
that outlier fault affects only one sample, which leads to distinguish it from others
more easily. While high noise fault affects a set of samples and noise is common in
sensor data, hence it is more difficult to distinguish them from other samples.

5 Conclusions and Future Work

This paper proposes to model the data fault detection using multi-label classifi-
cation in sensor network, which could detect multiple types of data faults simul-
taneously. The task of transforming the sensor data into multi-label data set is
investigated. An experimental evaluation of five multi-label classification algo-
rithms was carried out using a variety of measures. Experimental results show that
LP is the most effective of five comparative algorithms and five algorithms show
good performance in data fault detection.

LP exhibits excellent performance compared with other classification algo-
rithms, since it take correlations between labels into account. Therefore, future
work will further exploit correlations among different types of data fault to
enhance the detection of data fault.
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A Cloud Evolution Based Handoff
Decision Scheme with ABC Supported

Cheng-Bo Zhang, Xing-Wei Wang and Min Huang

Abstract With wireless access technologies maturing, the wireless network
environments have a characteristic of multiple networks overlapping, called het-
erogeneous wireless networks. As a key procedure of the always best connected
(ABC) concept, handoff decision schemes need to consider with plenty of factors.
Based on the game analysis and a cloud evolution algorithm, it is proposed that a
cloud evolution-based handoff decision scheme with ABC supported to maximize
user utility and network provider utility. Simulation results show that this scheme
can search the optimal solution efficiently and has good performance.

Keywords Wireless networks - Always best connected (ABC) - Handoff deci-
sion + Cloud evolution algorithm - User utility - Network provider utility

1 Introduction

The access network technologies have been rapidly developed, and 2, 2.5, 3 and
4G networks appear. And they constitute heterogeneous access networks with
plenty of networks overlapping at the same time. With the support of Software
defined radio (SDR) and multimode intelligent terminals, it becomes the core issue
for heterogeneous access networks that the Always Best Connected (ABC) concept
[1] allows an application to connect with any network anywhere and anytime. And
ABC supporting handoff technologies insures the application Quality of service
(QoS) and the seamless roaming [2] for users among a multitude of access network
technologies. But it is difficult for users to describe QoS requirements accurately,
and QoS requirements have strong fuzziness [3]. In addition, handoff decision
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schemes need to ensure that terminals have reasonable dwell time for each deci-
sion, so as to prevent terminals from frequent handoffs. On this base, we think that
handoff decision schemes should consider with the will of users and network
providers besides many internal factors.

Some existing algorithms [4, 5] made handoff decisions to decrease the proba-
bilities of handoff dropping, call blocking, and frequent handoffs. Some algorithms
[6, 7] considered with some factors, such as Received signal strength (RSS), load
balancing, bandwidths, delay, service types, service prices, terminal velocities,
power, and user preferences to select the better wireless access technology. How-
ever, network environments and influence factors of ABC supporting handoff
schemes are not considered comprehensively at the same time in these schemes. The
most important thing is that they do not make users and access network providers
achieve the win—win situation. So we propose a handoff decision scheme with ABC
supported. This scheme should consider with application types, QoS requirements,
service prices, access network provider preferences, mobile terminal conditions and
access network conditions to find optimal handoff solutions, and ensure the ratio-
nality of handoff and the equilibrium of user utility and network provider utility. To
improve the efficiency of decisions, we use the evolutionary algorithm based on
cloud model [8], which converges more rapidly with retaining diversities.

2 Model Descriptions

According to the DiffServ (differentiated services) model, this scheme supports
different types of applications, and ATS = {AT),..., AT\a7g} is the set of appli-
cations. QS; is the QoS requirements of AT; type applications, where QS; = {[B-
W, BW!, [DLL, DL, [JT., JT!, [ER., ER"]}, i = 1,..., |IATS. Since it is difficult
to describe QoS requirements accurately, the form of interval is adopted to
describe QoS.

Assume that the order number of an access network is j € [1,M], where
M represents the total number of access networks. The access network model is
defined as follows.

The access network provider and access network type are NP; € NPS and NT;
€ NTS, where NPS = {NP;,....NPyps} and NTS = {NT},...,NT\yr5} are the cor-
responding sets. Similarly, NAS; = ATS and SL; = SL are the sets of application
types and service levels supported by the access network where SL is the set of all
service levels. And there are some parameters of the access network described, such
as the coverage CA;, lowest signal strength LS;, highest terminal velocity HV;, work
frequency FR;, total bandwidth 7B;, available bandwidth AB;, and overload threshold
AB™ . If AB; < AB™", access network cannot accept any of the terminal requests.

Assume that the access network provides a k level service to an AT; type

application, and k € SL;. So that the QoS is QS}; = {[bw]’.‘il,bw]’;h} {dlk’ dlkh},

Ji

[]t]"l’ , ]t’fih} . [ lkll , erk”} } where the parameter intervals are subsets of the ones of
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AT; type applications, such as [bw,’»‘,-’, bwj'-‘fh] c [BM, BWf"]. And scj'-‘f and spj'»‘i are the
service cost and service price of access network for k level services. For seeking
the greater utilities of both sides, this handoff decision scheme can support the
cooperation among terminals or access networks. If there is a cooperation, pr_;{,-
should be cut or risen.

Assume that the order number of a terminal is ¢ € [1, N], where N represents
the total number of terminals. The terminal model is defined as follows.

TAS, < ATS is the set of application types with the terminal supported. And
there are some parameters of the terminal described, such as the work frequency
WF,, lowest received signal strength RS,, current velocity of the terminal CV,
threshold of high velocity CV,, remainder battery capacity RB,, and threshold of
low battery capacity RBy. If CV, > CV,, the terminal is considered at high
velocity conditions; if RB, < RBy,, the terminal is considered at low capacity
conditions.

PP, = {PP,,PPy,....,PP,,} < NPS is the sequence of user preferences to
access network providers, where PP, is sorted by preference degrees from high to
low. And WP,; is the price that the user is willing to pay for AT; type applications.

In summary, HR, = {AT;, PP,, WP} is the handoff request of terminal .

On the base of above-mentioned models, the QoS satisfaction model is defined
as follows.

In this paper, the grey relational analysis method [9] is adopted to evaluate
service levels. According to handoff request HR,, access network j provides a
k level service to terminal ¢ with an AT; type application running based on the
access network conditions. So the weighted fuzzy satisfactions for bandwidth

W 1% an cla N . are i an ii» aS S. an . n
bwkl bw' | and delay |dZ¥, it BS}; and DS}, Egs. (1) and (2). And

Ji? J
weighted fuzzy satisfactions for delay jitters and error rates are JSJI»‘,- and ESJ]-‘i, which
are calculated like Eq. (2).
Assume that k” is the ideal service level, and BS;‘* = max BS]’.‘i is the bandwidth
J

satisfaction. Similarly, DS¥, JS¥ and ESY can be obtained. The grey relational
degrees of four parameters, G j'%B s GRfiD , GRjk,-J, and GRJ]ZE, are regarded as the
evaluations of them. And the mean of them is the evaluation QE}; of k level ser-
vice. Where GR;? is obtained as Eq. (3), and then GR}"’, GR}, and GR;F are
calculated like Eq. (3). CBj and CDJ; are the conformity of bandwidth [bwj’?l-l, bwj’?ih}

and delay {dl’i’ le’-‘ih} to bandwidth request [BW., BW"] and delay request [DL., -

jio
DLM. They can be calculated by Egs. (4) and (5), where o is a constant. And
conformity CJ; and CE}; are calculated like Eq. (5).

%(bwj’-‘il + bwﬁh) - mjin% (bwj’»‘,-] + bwfi”)

BSk = (1)

i — T ookl T Tkl ih
max 3 (bwji + bwi') — min; (bwii + bwii')
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max 5 (A2 +di) — 5 (dif + i)

D, = . 2
/ mjax% (diff 4 i) — mjm% (dif + i)

min min‘BS’.‘i — BSi-‘

GRkB _ i Jj J
i .
’BSJ’; — BSt

+ %min maX‘BSj’.‘i — BSK
i

3)

+ $min max‘BS]’?i — BSK
i

There are four coefficients @?, w?, w!, and w? representing the importance of
bandwidth, delay, delay jitter, and error rate, respectively, and w? + @;
D 4 @] + @F = 1. They are assigned by access network providers according to
application types. CQJI»‘,- is the suitability of QS]'% to the QoS requirements of AT;
type applications, and CQﬁ =a? - CBf, + @b - CDJ'-‘i + @ - CJJI»‘,- + @ - CEJk, In
summary, SQf, = QEf, . CQ;{, is the QoS satisfaction of a user for the k level
service which is provided by access network j to AT; type application.

o

bw’f.’erwfh /
SN BW!
CBf = | -2 —— L 4
X BW! — BW! @
ool L n dii! +dif DL+ DL 5
i =2 2™ prr—pr\ T 2 2 ®)

Apart from the QoS satisfaction model, there are other evaluating indicators
defined as follows. SP;; is the satisfaction of a user for the price of an access
network. If spj'-‘,- < WP,, SP,; = 1; otherwise, SP;; = 0. SR;; is the satisfaction of a
user for an access network provider. If NP,; € PP, SR,; = 1/x?; otherwise, SR,; = 0,
where x is the order number of NP, in PP,, and 1 < x < |PP. If the velocity of a
terminal is high at current, an access network with larger coverage should be
selected to decreasing the number of handoffs. Oppositely, if the battery capacity of
a terminal is low at current, an access network with smaller coverage should be
selected to decreasing the power of receiving and sending to extend terminal
working time. SV;; is the velocity satisfaction of access network j to terminal ¢. If
CV,<CV,, SV;=1; if CV, <CV,<HV;, SV;= 1/y2; otherwise, SV, = 0.
Where y is the order number of access network type NT; in NTS sorted by the
coverage from high tolow, and 1 < y < INTSI. SB;is the battery capacity suitability
of access network j. If RB, < RBy;, SB,; = 1/(INTSI| — y)%: otherwise, SB; = 1.

To make users and access network providers achieve the win—win situation, the
game analysis is used in this paper. In the game analysis, a terminal and an access
network play the game. And the payoff matrices of the terminal and access net-
work are TG and NG, as Eqgs. (6) and (7), where the rows of the matrices show
willingness and unwillingness of a terminal in turn, and the columns of the
matrices show willingness and unwillingness of an access network; the minus sign
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shows the lost payoff; the penalty factor, T > 1, shows that it would have negative
effect in future if one side refuses to accept the other. If g, > tg,-, N NGy
> nguy+s {u*, v*} is a pair of policies which can achieve Nash equilibrium of the
terminal payoff and access network payoff, where u*, v*, u,v=1,2.

WP, — sp WP, — sp&
TG = . ¢ (6)
=7 (WP —sp;;)  — (WP — spj;)
spl — scj s k
NG — | Pp s (= sq) (7)
Sp]l - SC (Spjz - SC )

In this paper, a coefficient matrix A = [4;...45] expressing the relative
importance of factors is utilized, and the factors include QoS requirements, service
prices, access network providers, terminal velocities, and terminal battery capac-
ities, where Z-S 14 = 1. The value of 4; is assigned by access network providers.

An evaluation matrix G;; = [SQj; SP;; SR,; SV.; SB; ;] and a control coefficient
Q are introduced. And Q expresses the influence on the utilities of both sides. If they
achieve Nash equilibrium, Q = 1; otherwise, 0 < Q < 1. If terminal ¢ transfers to
access network j, the terminal utility uu,; = Q - A - Gy - (WP, — spj;) /WP;), and
the network provider utilitynu,; = Q- A - Gy, - ((sp]’?i - scfl)/ sp]’?i); otherwise, both
are 0.

3 Algorithm Design
3.1 Species and Initialization

Assume that S is the total number of individuals, and P is the number of popu-
lations. The mth population is PS,,, so that S = 3~ /| PS,,. According to the sizes
of populations, populations are divided into the building population, advantage
populations, and disadvantage populations. The building population is the most
representative one of a species, and its size is larger than all advantage popula-
tions. There are many advantage populations and disadvantage populations in a
species, and the sizes of advantage ones are much larger than all disadvantage
ones. The populations are sorted by the sizes from high to low, then
IPS{| > ... > |IPSpl. Individual I, of population m is a decision solution. So that
I,,, is N dimensional code, I, = (x,ﬁm,...,men), where x),, is the tth dimension of
individual #n in population m. Each dimension shows access network information
j and service level information k, and n € [1, PS,], t € [1, N],j € [1,M], k € SL.
The population initialization is a process of assigning an initial value to each
individual, where j and k from each dimension of each individual are randomly
assigned with the values of interval [1, M] and interval [1, ISL;l], respectively.
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3.2 Fitness Function and Forward Cloud Generator

If Vt((TAS, = NAS) N (WF, = FR) N (RS, < LS)) N (CV, < HV)) N ((AB; —
bwﬁh) > AB}“i“)), handoff solution I, is feasible, and the fitness function FT,.
N) = flzl(l/uu,j + 1/nuy); otherwise, FTypn(l,,,) = + oo. Obviously, the
smaller the value of FTyn(l,,,) is, the better handoff solution is.

ArfovadC(Ex, En, He) is the one dimensional forward cloud generator [10],
which is a mapping from overall characteristics of qualitative concept to quanti-
tative modality. The mapping is n: C — II satisfying the following conditions:

O = {pJ/Norm(En, He)}; X = {x/Norm(Ex, p,), p; € O}; II = {(x, ylxs € X,
Vs = ¢~ (—Ex)’/ @) ps e ©}. Where Norm(u, J) is a normal random variable, u
and ¢ are the expected value and standard deviation, and s € [1, S] is a cloud drop.
In this paper, ArF ™™ Y(C(Ex,, En,, He,), C(Ex,, En,, He,)) is the evolving model of
each dimension X,

3.3 Evolving Control Strategies and Termination Condition

Evolving control strategies which adjust entropy En and hyper entropy He to
control the evolving process includes the local search operation, local change
operation, and mutation operation.

In this paper, the elite individual is the best individual of each generation with the
minimum FTyy(L,,). If one individual is always the elite individual in consecutive
generations, it is called as an intergenerational elitist. If a new intergenerational elitist
appears, the current generation is called as a nontrivial generation. Otherwise, it is a
trivial generation. And the number of generations between two nontrivial genera-
tions is called as the number of consecutive trivial generations.

If a new intergenerational elitist appears, this algorithm may find a new extreme
neighborhood or approach for the previous extreme neighborhood. A local search
operation is needed. This operation reduces En and he to decrease the evolutionary
range and increase the stability, so as to increase the search accuracy and stability
for more rapidly searching the optimal solution of this extreme neighborhood. In
this paper, En and he are reduced to 1/K of the originals. And K called as the
evolutionary coefficient is much bigger than 1.

If the number of consecutive trivial generations achieve threshold TH.,, this
algorithm may fall into a local optimal neighborhood. It needs to jump out of this
small range, and try to search a new optimal solution round this neighborhood. The
local change operation raises En and he to increase the evolutionary range and
decrease the stability. In this paper, En and He are raised to L = [V/K| of the
originals, where L is the evolutionary mutation coefficient.

If the number of consecutive trivial generations achieve threshold THg,
bal = THlocal T C1, this algorithm may fall into a local optimal solution and the
local operation does not work, where C| is a constant. It needs to get itself off the
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guarantee of local and search a new extreme in the global range. In this paper, the
mean of some historical intergenerational elitist is regarded as the expectation Ex
of forward cloud generator; entropy En and hyper entropy He are adjusted suitably;
and the mutation operation is executed in all individuals of species.

If the number of consecutive trivial generations achieve threshold TH.,q = TH-
slobal + 2, the intergenerational elitist does not change in C; local change operations
and C, mutation operations, where C, is also a constant. So this algorithm has
converged to the Pareto optimum solution, and the evolving process ends; otherwise,
this algorithm does not terminate until it achieves the maximum of generation
denoted by TH,.x. Then, the elite individual is regarded as the optimal solution.

3.4 Algorithm Description

Step 1: Initialize the size of species S, the number of populations P, the
threshold of local search THqq1, the threshold of local change THjopals
the threshold of termination condition 7H.,g, and the maximum of
generation TH ..

Step 2: According to Sect. 3.1, initialize the species. Then let the optimal
fitness of species FTy, = +o0o, the current optimal fitness
FTyny = 400, the number of consecutive trivial generations ct = 0,
and the current number of generation et = 0.

Step 3:  Make the terminal and access network of each dimension to play the
game, and determine the utilities of both sides based on cooperation
conditions.

Step 4: Calculate the fitness of each individual, assign the minimum of fitness

to FTyy, and et = et + 1. If FTyy > FT{,y, ct = ct + 1; otherwise,
FTZ/N = FTUN7 and ct = 0.

Step 5: If et > TH ,.x, g0 to Step 10.

Step 6:  If FT};y = +o0, initialize the species again, and go to Step 3.

Step 7: If ¢t > THepqg, go to Step 10; if ¢t > THyjgpa, €Xxecute the mutation
operation, and go to Step 9; if ¢t > TH\o.q, execute the local change
operation; if ¢t = 1, execute the local search operation.

Step 8: Select P individuals with the minima of fitness from the current
individuals, and sort them by fitness from low to high. Regard them as
the parent individual of each population, and put them into each
population, respectively.

Step 9: Utilize the forward cloud generator to generate P subpopulations, keep
the size of each subpopulation, and go to Step 3.

Step 10: If FT},y # +o0, regard the individual corresponding to FT},, as the
handoff decision solution, successfully finish. If there is more than one
individual, randomly select one from them. Otherwise, there is no
solution, failed.
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Table 1 Simulation results 1

User Summation utility QoS satisfaction Price satisfaction Provider
number satisfaction
1 2 3 1 2 3 1 2 3 1 2 3

3 0.679 0.365 0.446 0.236 0.164 0.277 0.788 0.614 0.585 0.801 0.487 0.465
5 0.643 0.287 0.362 0.232 0.158 0.247 0.769 0.634 0.575 0.721 0.474 0.434
10 0.616 0.259 0.326 0.221 0.156 0.235 0.762 0.575 0.541 0.686 0.466 0.402
20 0.587 0.224 0.259 0.202 0.145 0.231 0.716 0.565 0.529 0.665 0.462 0.355
50 0.562 0.212 0.259 0.192 0.137 0.224 0.677 0.506 0.473 0.616 0.403 0.322

Table 2 Simulation results 2

User number Velocity satisfaction Battery capacity satisfaction ~ Running time (ms)

1 2 3 1 2 3 1 2 3
3 0987 0.712 0.624 0.857 0.484 0.424 0.170  0.138 0.004
5 0.963 0.708 0.657 0.853 0.508 0.478 0.204  0.392 0.021
10 0.909 0.686 0.591 0.806 0.489 0.429 0.408  1.592 0.025
20 0.884 0.582 0.547 0.728 0.426 0.396 0.893  6.091 0.037
50 0.875 0.565 0.493 0.677 0.376 0.357 1.942  39.223 0.086

4 Simulation Results and Discussions

With the help of NS2 (Network Simulator 2), this proposed scheme (Scheme 1) is
compared with the greedy algorithm-based handoff decision scheme [11]
(Scheme 2) and the QoS-based handoff decision scheme [12] (Scheme 3). We use
three hexagonal honeycomb topologies, set two kinds of user cases, and implement
300 times of experiments for 3, 5, 10, 20, and 50 terminals. The means are
regarded as results in Tables 1 and 2. All the summation utilities of three schemes
fall with the numbers of terminals increasing, but the downward trend and the
utility of Scheme 1 are slightly lower and higher. Because Scheme 1 aims to
maximize the utilities of both sides, Scheme 2 looks for the load balancing of
access networks, and Scheme 3 seeks the QoS satisfaction of users. So Scheme 3
has a higher performance of QoS satisfaction, but Scheme 1 is still better than
Scheme 2. Because QoS is the main factor of Scheme 1, but it is not the only one.
Scheme 1 has many more advantages than the other two in the other evaluating
indicators. And Scheme 1 takes reasonable time to search optimal solutions.

5 Conclusions

With the continuous developments of wireless access technologies and mobile
terminals, handoff decision schemes supporting the ABC concept have been the
main motive force promoting the development of wireless network. We make a
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close study of the factors influencing handoff decision schemes, and propose a
handoff decision scheme with ABC supported with the help of the game analysis
and the cloud evolution algorithm. This scheme takes into account of application
types, QoS requirements, service prices, access network providers, terminal
velocities, battery capacities and access network conditions, and realizes the
maximization of user utility and network provider utility. The simulation results
show that this proposed scheme has better performance compared with existing
schemes.
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Ultra-Wideband Pulse Generator
for Heart-Rate Monitor

Xiaoyan Liu, Zheng Fang and Jianguang Zhou

Abstract Ultra-wideband (UWB) heart-rate monitor designed in this text mainly
consists of controller, pulse generator, pulse receiver, and displayer. Controller
controls the pulse generating and receiving and heart-rate display. Based on the
characteristics of avalanche of RF-BJT, we designed an UWB pulse generator in
this paper. By simulating and debugging, we successfully obtained the bipolar
UWB pulse, with the peak-to-valley voltage 6.7 V and peak-to-valley width
600 ps. The pulse generating circuit is suitable for the UWB heart-rate monitor,
with its simple structure, low cost, and good performance.

Keywords Heart-rate monitor - UWB pulse generator - RF-BJT - Simulation -
Circuit board

1 Introduction

With the improvement of the living standard, people have growing demands on
medical care. Traditional heart-rate monitor may monitor one’s heart-rate well, but
most of the instrument structures are complex, contacting with human directly, and
inconvenient to use. So we designed the potable ultra-wideband (UWB) heart-rate
monitor. UWB heart-rate monitor based on UWB technology. The pulse generator
of the monitor may emit UWB pulse to human body, and the receiver received the
reflected signal from human body and then send the signal to the controller to deal
with it, getting the heart-rate information at last. Besides, the controller determined
when the pulse generator generating pulse and when the receiver receiving the
reflected signal.
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Ultra-wideband (UWB) is a wireless communication technology which is to
transmit (telecommunications) or collect (radar) data using pulse signals of short
duration and then would have a broad spectrum of frequencies [1]. In 2002,
Federal Communications Commission (FCC) regulates that the frequency for the
UWB technique is from 3.1 to 10.6 GHz in America. Now, UWB is defined as a
signal that occupies a bandwidth larger than 500 MHz or a fractional bandwidth
larger than 20 % [2]. Applying UWB technology in medical applications is an
emerging research trend in recent years. First, attempt of using UWB radar in
medical applications is in human body monitoring and imaging in 1993. On
August 9, 1994, the first US Patent application was filed for medical UWB radar.
One year later, MIT began an educational project for the “Radar Stethoscope.” In
1996, the biomedical use of UWB radars is better described with photo and sample
tracings, and in the same year, the US Patent was awarded. Since then, UWB is
often deemed as a possible alternative to remote sensing and imaging. By 1999,
many works have begun for UWB medical applications in cardiology, obstetrics,
breath pathways, and arteries [3, 4]. The UWB radar has very low average power
level and is very power efficient. Thus, it is suitable to be a potentially cost
effective way of heart-rate monitor.

2 Principle of UWB Heart-Rate Monitor

UWB heart-rate monitor system is mainly composed of pulse generator, pulse
receiver, controlling, and processing part, as is shown in Fig. 1.

In the pulse generating part, signal source (in this article, positive 5 V square
wave signal is adopted) produces pulse signals which would be modulated, and
drive the pulse-forming circuit to form the UWB pulse. Then antenna sends the
UWRB pulse signal to human body. Normally, the waveform of the first derivative
of the Gaussian function is adopted as the UWB radar pulse form. It can be
expressed as the function (1)

2t

4/2n - —-

2
O@nte o2 (1)

Sl<l) =4+

In function (1), o> = 4me? is the pulse shape parameter, and ¢? is variance.

At the receiving end, reflected pulse signal is received by the antenna and then
send to the sampling and amplifying circuit. The sampling and amplifying circuit
samples amplify the signal, in accordance with the negative pulse which is
transmitted by the time-delay circuit. Then matched filter extracts the available
reflected signal and sends them to the AD converter and the microcontroller whose
clock signal is generated by the signal source. Controller processed the received
signal and gets the heart-rate information. Besides, the adjustable time-delay cir-
cuit is also manipulated by the microcontroller.
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Fig. 1 Operating principle of UWB heart-rate monitor

Pulse generator plays an important role in the UWB heart-rate monitor system.
The performance of the UWB pulse generator depends on the components in its
circuit to a great extent. Now, devices with advantages of high frequency and high
speed which can be used to produce picosecond pulse and nanosecond pulse are
mainly these, step recovery diode (SRD), trapatt diode, tunnel diode (TD), and
avalanche transistor. The power of SRD, trapatt diode, and TD is relatively lower,
while the avalanche transistor may produce pulse with much higher power and the
pulse duration is in nanoseconds and picoseconds [5, 6]. In consideration of these
advantages of avalanche transistor, we applied it to form the UWB pulse gener-
ating circuit in this paper.

3 Generator of the Basic UWB Pulse
3.1 Principle of Avalanche Effect

Normally, the output characteristics of the triode transistor can be divided into four
areas: saturation region, linear region, cutoff region, and avalanche region. When
the voltage of collector increased, the field intensity of the space charge region
would be enhanced, and the electron and hole in the space charge region would get
more energy and collide with atom at the same time. The collision activates the
electron in the covalent bond to form the electron-hole pairs when the electron and
the hole are powerful enough. The new electron and hole would also play the role
of originals, getting more energy and forming the new electron-hole pairs. This is
called the multiplication effect of the charge carrier. When the voltage is high
enough, the charge carrier will increase largely and quickly which is similar to the
avalanche on the steep slopes, and make the countercurrent increase sharply. This
is called the avalanche of triode transistor [7].
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3.2 Principle of Pulse Generator

Figure 2 shows the circuit of the basic UWB pulse generator which is based on the
avalanche of triode transistor. When there is no trigger impulse, the base electrode
of the triode transistor is reverse-biased, and the HVDC VCC is added to the
collector passing through resistor Rc and charge the capacitance C, at the same
time. In this time, the triode transistor is in cutoff and critical avalanche condition.

Accompany with the input of the trigger pulse, the triode transistor avalanched
and got break over quickly. Energy-storage capacitor C, discharged through triode
transistor and load RL. So the voltage of C, dropped fastly. When the discharge
current of C, cannot meet the needs of avalanche, the triode transistor would be
saturated with the base trigger pulse still in rise condition. Once the trigger pulse is
over, the base would be transferred to reverse bias again and the triode transistor
would be in cutoff station [8]. At the same time, power source VCC charge the
capacitor C, again, getting already for the next trigger.

3.3 Type of Components in the Circuit

Signal source: According to the needs of the circuit, we choose the square wave
with impulse amplitude of +5 V, frequency of 10 MHz, and duty ratio of 50 % for
the signal source.

Triode transistor C;: In order to make sure that the triode transistor and the
circuit will work well, the power loss of the triode transistor cannot exceed its
maximum value. The power loss [9] of triode transistor can be expressed as the
following expression.

P= %Covéf (2)

In expression (2), Cy is storage capacitor, V,, is output pulse amplitude, and f is
operating frequency of the circuit. Besides, avalanche phenomenon of the triode
transistor should be apparent, that is to say the triode transistor should be qualified
with high, broad avalanche region, high characteristic frequency, and low satu-
ration voltage drop. Considering comprehensively, we take use of RF-BJT
MRF5812 in our experiments.

Capacitance C,: The output impulse width is determined by capacitance C, and
load R;. The value of C, should be moderate. If the value of C, was too high, the
output impulse width would be broadened and the recovery time of circuit would
be too long. On the contrary, if the value of C, is too low, the amplitude of the
output impulse would be reduced and the distribution of capacitance C, would be
destroyed. The charging process of C, should be finished before the arrival of
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trigger pulse, and so the time constant of C, should be shorter than the cycle of
trigger pulse. We choose the capacitance C, as several pF.

Bias voltage VCC: The value of bias voltage VCC should be large enough to
make the triode transistor avalanche, while its highest value must be lower than
BVcgo.

Collector resistance Rc: To make sure the avalanche circuit recovered in qui-
escent stage, we should choose adequate collector resistance R to ensure that the
charging time of C, should be shorter than the period of trigger pulse.

Resistance R, and capacity C; of the differentiating wave shaping circuit: The
function of R, and C; is to accelerate the base impulse, steepen the rising age of
the trigger pulse, make the triode transistor avalanche more quickly, and protect
the triode transistor from overlarge base sustained current.

4 Generator of Bipolar UWB Pulse
4.1 Design of Bipolar UWB Pulse Generating Circuit

By estimating the value of the electronic devices and simulating the circuit in
Fig. 2, we get the narrow impulse whose duration is between 120 and 500 ps. But
the wave shape is not ideal, so we studied it further and got the circuit below, as is
shown in Fig. 3.

Figure 3 shows the bipolar UWB pulse generating circuit which is based on the
discharge of capacitance and inductance. The circuit in Fig. 3 added an acceler-
ating circuit between the differentiating wave-shaping circuit C;, R; and the triode
transistor O to the circuit in Fig. 1. Besides, we also added the capacitance Cy, Cs,
and inductance L; to the basic circuit. Addition of the inductance L; makes sure
that capacitance C; can be charged to 1.2 times of voltage VCC. Because of that
when the voltage of capacitance Cj is charged close to the power source VCC,
inductance L; releases energy and then capacitance C; would be charged
continuously.



128 X. Liu et al.
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Inductance L, also has the function of electrifying DC and blocking AC, so the
harmonic AC noise in power source VCC can be filtered effectively. Capacitance
C4 and Cs may copula the AC ripple of VCC to the ground, reducing the AC noise
which would enter the intermediate frequency circuit. Inductance L, may dis-
charge with capacitance C5 by turns and form the bipolar narrow pulse on load R;.
Therefore, the charging circuit could be seen as cutting out in the charging process
of capacitance Cs, and the charging speed of capacitance C; is improved highly.

4.2 Simulation and Debugging of the Bipolar UWB Pulse
Generating Circuit

The value of the components in Fig. 3 was chosen as: C; = 150 pF, R; = 150 Q,
C,=5uF, R, =100 Q, L; = 30 uH, C4 = 10 pF, Cs = 0.1 pF, R¢c = 800 Q,
L, = 6.8 nH. The value of capacitance C; has great influence on the output
impulse. We chose some typical values of capacitance C; to study its influence on
the circuit, and determine the optimum value.

By simulating the circuit in Fig. 3, we get the following UWB pulse, as is
shown in Fig. 4. In the debugging process, we changed the value of power source
VCC, energy-storage capacitor C3 and load resistance Ry gradually, and got the
different output UWB pulses. Increasing the value of power source VCC, ampli-
tude of the output UWB pulse would be increased with it. While the value of the
power source VCC is added too high, the output pulse would be distorted. So we
chose the 24 V power source. The amplitude of the output UWB pulse can also be
improved by increasing value of resistance R;, but that may also bring about the
increase of ultraharmonics. Consider comprehensively, we chose resistance Ry as
20 Q.

In Fig. 3, small changes of capacitance C3 may lead great variations to the
output impulse. Maintaining the value of power source VCC and resistance R, we
chose some typical values of capacitor C3 to study its effect to the output UWB
pulse.
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Table 1 Relationship of capacitor C3 to output UWB pulse amplitude, bandwidth, duration, and
mean power

C;  Peak-to-valley Peak-to- Frequency range of 10 dB Mean power
(pF) amplitude (V) valley bandwidth (GHz) (dB)
width (ps)

1 2.413 220.2 0.115-2.351 —38.6

2 3.950 293.5 0.116-2.133 —32.5

3 5.110 293.6 0.135-1.781 —28.9

4 6.020 348.7 0.129-1.620 —26.4

5 6.792 367.1 0.120-1.556 —24.5

6 7.419 460.1 0.115-1.385 —229

We can see from Table 1 that capacitor C3 has great influence on the UWB
pulse generating circuit. Increasing the value of capacitor Cs, the pulse amplitude
and mean power would also increased, while pulse width would also added and the
bandwidth decreased. When the value of Cj; is too small, the output UWB pulse
would be distorted. On the contrary, when the value of C; was added up to 6 pF,
positive part and negative part of the single UWB pulse was asymmetric. So by
overall consideration, we choose the value of C3 as 5 pF. And so we can see from
the Fig. 5 that peak-to-valley amplitude of UWB pulse is about 6.79 V, and peak-
to-valley width is about 367 ps. We may also see that the output waveform is
similar to the first derivative of the Gaussian pulse form. Besides, we may also see
from Fig. 5 that frequency range of 10 dB bandwidth is 120 MHz ~ 1.56 GHz.

From the experimental result, we may see that the output waveform of the
bipolar UWB pulse has high bandwidth, high EFT and is suitable for short-dis-
tance transmission.
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Fig. 5 Amplification map and power spectral density map of the output UWB pulse

Fig. 6 Photo of the actual
circuit

4.3 Manufacturing of the Circuit Board and the Measuring
Results

After the simulation of the bipolar UWB pulse, we designed and typeset the PCB
board. We printed the pulse generating circuit on the glass-epoxy FR4 baseboard
which was often used in high frequency circuit. In order to improve the perfor-
mance of the circuit, all the packaging of the resistors and capacitors are adopted
0805 Surface Mount Device (SMD) and most of the other devices are also packaged
in SMD. Considering the miniaturization and practicality request, the size of the
circuit board produced only 4.8 x 3.2 cm. We applied the copper technology and
connected all the GND together to decrease the signal disturb, as shown in Fig. 6.

In testing, we adopted the 24 V switching power supply as the board power
supply and supplied the crystal oscillator with the filtered 5 V regulated power
supply. We observe the output bipolar UWB pulse from the Agilent DSO6104A
1 GHz, as is shown in Fig. 7.

We may see from Fig. 7 that peak-to-valley amplitude of the bipolar UWB
pulse is about 6.7 V, and peak-to-valley width is about 600 ps. Because of the
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disturbance in the actual circuit, the amplitude of the actual UWB pulse is close to
the simulation and the width of the actual UWB pulse is a little larger. In general,
the two are well in agreement. And now, the bipolar UWB pulse generating circuit
has been successfully used in a small size UWB transmitter, and the transmission
pulse matched well with the UWB antenna, while the whole circuit works stably.

5 Conclusion

This paper designed a bipolar UWB pulse generator which is based on transistors
RF-BJT MRF581. We generated the pulse by making use of the low voltage and
avalanche characteristic of the RF-BJT and the function of magnetic storing and
releasing of capacitances and inductances. Using the software multisim 11, we
simulated and debugged the pulse generating circuit and get the ideal circuit for
the heart-rate monitor. After that, we manufactured the circuit board of the bipolar
UWB pulse generating circuit and test it. From the experimental results, we may
see that the bipolar UWB pulse generating circuit in this paper can be used in
medical applications well because of its good performance, simple construction,
and low-budget produce.
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Pseudorange Differential GPS-Based
Relative Navigation for UAV Formation
Flight

Hongyu Yang, Yandong Wang, Haifeng Fu and Jian Liu

Abstract In pseudorange differential GPS-based relative navigation, two linear
models for UAV formation flight are designed, respectively, to simplify system
equipment, reduce complexity of algorithm, and most of all weaken the effect of
spatial-correlated errors such as satellite ephemeris error, ionosphere delay and
troposphere delay. Above errors are analyzed and simulated to verify the feasi-
bility of the method. Moreover, positioning deviation of lead plane is also under
consideration in the system without base-station, demonstrating the effect of lea-
der’s deviation on position accuracy for the system. Both theoretical and practical
results for the two models conclude that the system without base-station can reach
a better precision and is more cost effective.

Keywords Formation flight - Pseudorange differential GPS - Relative naviga-
tion - Residual error - Base-station

1 Introduction

With the development of the control and navigation, formation flight has become a
new warfare mode and received unprecedented attention throughout the world.
Traditional Global Positioning System has a wide coverage area and high preci-
sion, but its weakness of susceptibility to interferences greatly affects position
accuracy. In addition, relative navigation is a good remedy to weaken spatial-
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correlated errors and the determination of relative position in aircrafts is of great
importance to maintain formation flight. Considering the shortage mentioned
above, relative navigation based on DGPS (differential GPS) has been put forward
as an effective solution.

Present studies on DGPS relative navigation mostly focus on satellites forma-
tion flight and spacecraft autonomous rendezvous docking. D’ Amico Simone puts
forward some fundamental aspects about differential GPS in formation flight [1].
Afterward, methods such as double-differential carrier phase [2, 3], VISNAV
(vision navigation) [4], INS/GPS/RF integrated navigation [5] are all applied to
improve the precision of formation flight.

In recent research on DGPS relative navigation, single or more base-stations are
generally contained in the UAV (Unmanned Aerial Vehicle) formation flight
models. A correction is calculated by each base-station, and is then broadcasted to
the users in order to figure out their absolute position. However, spatial-correlated
errors still rise as distance between user and base-station increases notably, and the
reliability is a significant issue to consider. Faced with above difficulties, model of
DGPS relative navigation for formation flight without base-station is designed.

In the paper, two linear models of pseudorange DGPS relative navigation for
UAYV formation flight are established to weaken position errors (Sect. 2 is about
system with single base-station and Sect. 3 is about system without base-station).
A variety of position errors are considered in these sections as well. Performances
of the two systems are simulated and compared in Sect. 4, and a conclusion is
drawn that with the correction of leader plane, the new model can reach a better
precision and is more available (Sect. 5).

2 Pseudorange DGPS Relative Navigation with Single
Base-Station

2.1 System Model

In a UAV formation flight, pseudorange between base-station (b) and user (u) can
be presented as [6]:

ol = \/(x,, — )+ (o — ¥+ (2 — 2d) + (01, — 08%) + ] (1)

pl = \/(x,, — x4 Ou =9+ (2w — )+ (St — O15) + & (2)

where (xp, Yp, 25) (Xus Yu» 2,) and o, yf;, 7)) each represents coordinates of base-
station, user and the j.th GPS satellite in the ECEF (Earth-Centered, Earth-Fixed)
coordinate system. ¢ includes eéph, elons s{mp, & ultis €hec, Which stands for ephemeris
error, ionosphere delay, troposphere delay, multipath deviation, and receiver
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observation noise, respectively. 6% and &t, are receiver clock errors of satellite
and aircraft.
Pseudorange correction of base-station Apf, can be solved according to Eq. (3):

Ap) = (515 — oty,) — &} (3)

The result of Eq. (3) is sent in real time to every user afterward in order to
correct their pseudorange data with measurement errors. Regardless of all position
errors, revised pseudorange can be described as:

pi;JrApi:\/(xu—xj)2+(yu—y§)2+(zu—z§)2+c'5t 4)

There are four values unknown in Eq. (4), so by observing at least four satel-
lites, the solution can be acquired.

2.2 Residual Position Errors

In the model above, residual errors are considered as observation noise, which will
actually affect positioning precision to some extent. However, among those errors,
satellite ephemeris error, troposphere delay and ionosphere delay all belong to
spatial correlation errors, and can be weakened by differential calculation. These
residual errors will be analyzed as follows.

Figure 1 shows the geometry relationship schematic of satellite ephemeris

error. First, orbit error of the satellite is decomposed into two components E and C,
among which E should be parallel to line SB, and Z be perpendicular to 2

Afterward, plane O is set to be perpendicular to Z, and Eis composed into &, and &,
as well, among which ¢, is on Plane SBU. Suppose 7, and #, represent the distance
error of SB and SU separately, so they can be expressed as [7]:

¢

m = (5)
= [¢] -cosp — [2i] - sin B (6)

Furthermore, we can get Egs. (7) and (8):

BS -sinff = BU - cos 6 (7)

BU
p = arctan s (8)
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Fig. 1 Ephemeris residual
error

Plane O

thus the residual error can be described as:

2 BU
n]—112:‘é’(l—cosﬂ)—kﬁ-k]\-cosﬂ 9)

Troposphere error can be evaluated by applying Hopfield model:

K, K,
AS = AS, + AS,, = T 10
O T GnVE? 1 625  sinVE? +2.25 (10)

The geometry relationship schematic and derivation of troposphere residual
error is complicated and can be obtained in [8].

Tonosphere error can also be obtained by an empirical model. Select Klobuchar
model parameter:

() = { A1+ Az - cos PRI, Jr — Ag] <Ay (1)
Aq, others

Theoretical deduce of ionosphere residual error is also given in detail in [9].

In the simulation, satellite orbit error is supposed to be 5 m, distance between
satellite and airplane is approximately 20,000 km, satellite elevation angle is 70°
and observation universal time is set at 14 o’clock. Then residual error curves are
shown in Fig. 2.

mp = PDOP x mc (12)

Receiver three-dimensional position error can be calculated as follow:

PDOP represents the position dilution of precision, and can be replaced with 10
here. Then it can be observed from Fig. 2 that when the distance between base-
station and user is 20 km, three-dimensional position residual of ephemeris error,
troposphere delay and ionosphere delay turns to be 0.05, 0.09 and 0.15 m
independently.
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Table 1 Comparison Results GPS point Pseudorange DGPS
positioning/m (Single base-station)/m
Ephemeris error 2.0 0.2
Troposphere delay 0.5 0.48
Ionosphere delay 6.0 0.75

Compared with some real-time experiments (relative distance is about 100 km),
results are listed in Table 1.

Table 1 obviously reveals that pseudorange DGPS relative navigation has a
higher positioning precision. However, with the increase of distance between base-
station and user, these errors still remain in some degree. To solve this problem
thoroughly, relative navigation without base-station is needed.

3 Pseudorange Differential GPS Relative Navigation
Without Base-Station

3.1 System Model

In pseudorange differential GPS relative navigation technique with single base-
station, spatial-correlated position errors decrease notably as shown in Table 1.
However, as the relative distance rise to a certain amount, those errors turn to be
unignorable. Furthermore, the construction and maintenance of base-stations
increase the cost of the system by a large scale, and the reliability and inerrancy of
base-station turns to be of great significance.

To handle with defects mentioned above, relative navigation without base-
station is adopted in the study. Instead of applying ground position reference,
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leader and follower plane are, respectively, treated as “base-station” and “user” in
the model, and all the data are transmitted and processed in follower planes.

In Egs. (13) and (14), difference between pi, p£ can be obtained as follow:

A9 =l = o} =\ (e =+ (= ¥+ (- Y
- \/ xp — X))+ p — )7 + (25 — 20)* + c(Otuy — Ot,) + &) — &]
(13)

V is selected as a base point near follower plane U, and coordinate of the point
is assumed to be (x, + 500 y, + 200 z,), therefore the distance between point U
and V can be expressed as:

P=(x y 2)=(xu—% Yu—W Zu—2) (14)

Expand Eq. (13) at 6P =(0 0 0), we get:

0Ap’ @Ap dAp/
lopy + lop-z
ox 0z

Ap? = Ap/|sp + lsp - x +

(15)
= [(.XV - x:!).x + (yv - )’{)y + (Zv - Z;)Z] T + péP - p(j) + 6d + Vj
Psp

In Eq. (15), od = c(dt,, , — Otp, ,), v/ represents observation noise in the

system, Py = \/(x,, —x)? + (o =) + (2 — &), plp =
\/(xv —x)?+ v =)+ (@ — 2%

Differential three-dimensional position and clock correction value are selected
as state variables:

xap =[x vy z od’ (16)

Observation equation can be expressed as:

Za, = HapXap + Vap (17)
where
Apy + py — pip H,
2y = Apy + 05— Pip Hy, = i
Ap, + pj — Psp H,
i —d) vy @)
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When n > 4, relative position between leader and follower plane can be solved
by least square method:

e -1
Ap — (ngHAP) ngZAﬂ (18)

Analysis of modeling error of linearization is given by [10], simulation result
shows that observation error will be only several millimeters when distance
between UV is less than one kilometer, which is negligible. So the method can be
applied in close range formation flight.

3.2 Position Error of Leader Plane

As distance between airplanes in a close-range formation flight is usually only
several hundred meters, those spatial-correlated errors mentioned in Sect. 2 can be
neglected according to Fig. 2. However, there is another kind of position error that
must be considered—position error of leader plane. As it is known that although
leader plane is treated as “base-station”, its precise position cannot be acquired, so
the positioning accuracy of leader plane itself also will affect the whole system.
Theoretical derivation is given below. (x, y, z) represents the accurate position of a
plane, regardless of any errors, expand Egs. (1) and (2) at point (x y z):

0 6 opj
ol = b+ﬁ\p 0% + 22 |,, 5b+—b|p 52

(19)

. ) . . 1

= pj,+ (v — x]) - Oxp + (v — ¥1) - Oy + (25 — ) - 0z —

Py

,  dpl ‘ ool ol
pz:pljl+ pu|P'bxu+ P |P5yu+ pu|P'5Zu

ox, Oyu 0z (20)

. . : 1

= pi+ (o = x) - 0xy 4+ (0 = ¥]) - Oy + (zu — 7)) - 02] —

pu

Subtracting the two equations, we get:

(li mi b)'f”’b

where 5Pi = (5)(,* 5yi 52,' )T, llj = %, mlj )‘ i nlj = Mp 4 Suppose n sat-
pu— Py = Ap" Lomon
ellites can be observed, L = : LA = : , Then

P2 — pi — Ap”? rom' nl
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Table 2 Statistical properties of relative navigation errors with leader position error

Leader deviation/m Relative navigation/m

X Y V4 X Y V4

0 0 0 —0.7706 0.8023 1.1023
5 0 0 4.0761 0.9569 1.0661
0 5 0 —0.7856 5.9355 1.2121
0 0 5 —0.8510 0.8090 6.2625
10 0 0 9.1585 0.9100 1.1390
0 10 0 —0.7145 10.8577 1.3544
0 0 10 —0.7701 1.2102 11.2887
15 0 0 14.2168 0.9839 1.1571
0 15 0 —0.8485 15.9503 1.1545
0 0 15 —0.9047 0.9122 16.2388

rewrite Eq. (21)as L + A, - 0P, = A, - P, which can be solved by least squares
method as Eq. (22).

oP, = (ATPA,)'ATP(A,0P, + L)

= (ATPA,) 'ATPL + (ATPA,) 'ATP(A, — A,)OP, + 0P, 22)

P represents the weight of observation values. Equation (22) shows that position
error of follower plane is increasing with leader one, and errors on each axis
component of leader plane only affect the corresponding axis component of follower
plane. Table 2 shows different leader error values and their simulation results.

From Table 2, it can be concluded that with the growth of positioning error of
leader plane, positioning deviation of relative navigation increases accordingly.
Also, the results are strongly directional. Adding a certain deviation in a certain
direction will produce influence substantially the same degree. Simulation results
prove the correctness of theoretical analysis.

4 Simulation Verification

Figure 3 shows a flow chart of DGPS relative navigation procedure.

This paper displays simulation results for a leader/follower pair of airplanes.
Initial positions of ground base-station, leader plane and follower plane are,
respectively, (30°, 110°, 0) (30°, 110°, 8000) and (29.9968°, 110.0028°, 8000),
both of the planes fly straight toward north with a velocity of 200 m/s. Position
error of leader plane is set as 5 m per axis, ephemeris error and satellite clock
correction are constants of 3 and 1.5 m. Other errors all include both constant and
random drift sections, which are handled as Gauss white noise. Table 3 shows the
exact figures.
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Fig. 3 Flow chart of DGPS
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Table 3 Error parameter

: Means  Square deviation/m?
settings

Position error of leader plane
Clock correlation for receiver
Ionosphere delay
Troposphere delay
Multi-path effect

Receiver noise for receiver
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GPS satellite ephemeris is acquired by Satellite Tool Kit (STK), and the method
of max V, with constraints of two satellites is applied to select visible satellites as
well.

Figure 4 demonstrates GPS point position error.

Next, in the simulation for pseudorange DGPS relative navigation with single
base-station, it is considered that spatial-correlated errors change linearly
according to Fig. 2 and Eq. (12). Simulation result is shown below in Fig. 5.

In the end, Simulation for relative navigation without base-station is conducted
and results are shown in Fig. 6. In the simulation, spatial-correlated error
parameters for DGPS relative navigation without base-station are set, respectively,
as 5, 9 and 15 mm according to Fig. 2.

Figures 4, 5 and 6 shows the simulation results of above three situations.
Statistical results are shown in Table 4. For relative navigation without base-
station, means of each axis is acquired to summarize the characteristics, while for
relative navigation with single base-station, due to the fact that position errors
increase as the plane fly away from the base-station, several points of different
relative distances are selected to describe the diverging curves.
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Fig. 4 GPS point position
error

¥ direction
OO DR

Fig. 5 GPS point position
error

Statistical data in Table 4 indicates that when the distance between base-station
and plane is approximately less than 20 km, position accuracy of single base-
station can be better. However, with the further growth of relative distance, its
performance begins to get worse.

In fact, if we can improve the positioning precision of leader plane, or get the
error regularity beforehand, then relative positioning error can be impaired by a
large amount. In this way, the performance of pseudorange differential DGPS
relative navigation without base-station will be much better.
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Fig. 6 Relative navigation 20
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Table 4 Position errors
(km) Axis X/m Axis Y/m Axis Z/m
Single base-station 10 1.1511 3.7440 3.9491
20 —3.3878 4.7312 9.7242
40 —9.3130 14.5311 16.9692
No base-station 4.1325 6.1381 6.3794

5 Conclusion

In the research on relative navigation, how to overcome the spatial correlation
error is a significant issue. Linear model of both systems (pseudorange DGPS
relative navigation with single base-station and without base-station) can be good
solutions to this problem. However, comparison between the two methods proves
that relative navigation without base-station is a better choice. Not only can the
method simplify complexity of algorithm and reduce equipment spending, it also
improves positioning accuracy better. Besides, in order to improve precision of the
system further, it is necessary to improve the positioning accuracy of the lead
plane or get its error regularity.
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Image Fire Detection System Based
on Feature Regression Analysis
and Support Vector Machine

Yang Jia and Huiqin Wang

Abstract In order to improve the image fire detection rate in spacious buildings,
regression analysis is used to find the inherent relationship between flame features.
Then support vector machines (SVM) are used to finish recognition. First, sus-
pected fire regions are detected depending on improved fire-colored pixel detection
and hierarchical clustering method. Then, features are extracted and analyzed with
regression method. Finally, features are applied to a two-class SVM classifier for
fire region verification. The experimental results show that the new feature, area
overlap, is efficient and the proposed algorithm has a lower positive false rate than
the previous algorithm.

Keywords Image fire detection - Feature regression analysis - Support vector
machines - Spacious buildings

1 Introduction

Spacious buildings, such as museums, stadiums, and airports, if they catch fire will
cause huge loss of life and property. So there is an increasing need for improved
early warning fire alarm systems. Image fire detector offers several advantages,
because it can be built on the existing surveillance system and has a better
response rate than temperature and smoke detector and is more cost-effective than
other detectors. A number of methods have been proposed in the traditional image
fire detection [1-7]. According to the methods used, they can be mainly classified
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as color segmentation, feature extraction, and recognition. All the methods focus
on better detection rate. Actually, every stage needs to be considered and mutually
coupled to improve the detection rate in a practical system. In this paper, series of
methods are used to improve the fire detection effectiveness.

2 Candidate Region Detection

A flowchart of the fire detection algorithm using images is depicted in Fig. 1. The
algorithm is composed of three phases: segmentation, feature extraction, and
recognition. In the segmentation phase, the candidate fire pixels are segmented
from a frame sequence. In the feature extraction phase, the features of fire are
extracted and preprocessed for two-class SVM classifier. In the recognition phase,
SVM is trained and utilized to distinguish between fire and non-fire. In the fol-
lowing sections, the proposed fire detection algorithm is presented in detail.

2.1 Fire-Colored Pixels Detection

Using YCbCr color space to separate luminance from chrominance is more
effective than color spaces such as RGB, so YCbCr color space is used to construct
a generic chrominance model for flame pixel classification. Rules used are as
follows:

Y(x,y) > Cb(x,y)

P‘r — 17 lf Y(X,y) > Ymean (1)
|Cb(-xay) - CF(X7Y)| >
0, else
1 k
Ymean - z; Y(xivyi) (2)

7 is a constant, values of 7 can be selected with respect to required true positive
and false positive rates. In this paper t = 20. The flame detection rate is higher
than 95.65 %. Even in some extreme conditions, the flame can be segmented.
Figure 2 illustrates the segmentation results. The tiny fire region could not be
found using the present segmentation method.

Feature extraction and recognition are both based on the segmentation result. In
order to improve the robustness of segmentation, a group of frames are computed
to get a movement accumulation matrix. Finally, the matrix is binarized as the
segmentation result [10].
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Fig. 2 Detection of fire-colored regions using the approximate method: a an original fire image,
b the resulting image using the present segmentation method, ¢ the resulting image using the
proposed segmentation method in YCbCr color space

Because the initial segmentation result of flame is often not a complete con-
nected domain, cluster is used to merge the discrete segmentation result [5].
Experiment results show that the method is good for feature extraction; however, if
the number of discrete connected regions is too large or the area of the connected
region is too large, time complexity becomes unbearable, video delay is increased
seriously, so sampling the edge of connected areas to minimize time complexity is
considered. Edge coordinates of the connected areas are treated as the total sample.
Since each edge coordinate is independent, equiprobable, systematic sampling is
used. If the sampling interval is N, the statement execution time drops to 1/N3.
The sampled data can also express the flame edge and the video delay is resolved.
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After all of the distance between two classes are calculated, clustering is fin-
ished. If the number of pixels of a fire region is below 12 pixels after merging, it is
declared as noise and removed.

3 Feature Analysis

To distinguish a fire-like color object moving similar to fire is difficult, although
most of the background interference is removed using the algorithm above. Hence,
more efficient features should be proposed to differentiate flame and non-flame
regions. There are already some features used in fire detection, such as inter-frame
correlation, area change rate [5], motion vector, average brightness, red and green
component ratio. In this paper, a new feature, area overlap rate, is proposed and
regress analysis is used to seek the internal relations between the dynamic features.

3.1 Dynamic Flame Features and Static Features

In this system, four dynamic features are used to describe fire. Area overlap rate is
calculated to present the relative stability of flame. In two adjacent time frames, the
rate is calculated as follows:

S. NS S, NS S. NS
Oxy:MOX,:u laps XYy 3
" TS US, Y T s, us, P TS U, (3)

S, Sy is the area of the same suspected region in two adjacent frames in a group.
Oy is the area overlap rate.

Because of image flame continuity in time domain, flame brightness changes
within a range, the correlation coefficient is chosen as a description of the flame
brightness changes. Because the area of wavering flame changes continually and it
varies differently from non-fire areas, area change rate is chosen as a feature. As
fire spreads, flame position moves constantly; although the whole of the flame is
not a bouncing move, it keeps relative stability. The centroids of fire-like regions
are used to express the continuous movement of flame.

Here, two static features are used. The average flame area brightness is higher
than the background, so it can be used as a feature of flame. The ratio of RGB
intensity values in the flame image is in a certain range; in this paper, green and
red component area ratio is a flame feature.

In order to eliminate the influence of data scale, these six features are stan-
dardized to build the feature space.
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3.2 Feature Regression Analysis

Area correlation coefficient describes the stability and variability of flame. It
should be a number larger than zero and near one (if the value ranges between [0,
1]), which means in two consecutive frames most of the flame part occupies the
same area. So it can be supposed that there was a positive correlation between area
overlap rate and area correlation coefficient, and a negative correlation between
area change rate and area correlation coefficient. In order to verify the validity of
the hypothesis, regression analysis is used here.
Multivariable linear regression model can be described as follows:

Y=Xf+¢ 4)
Y:(y17y27"'yn)T aﬁ: (ﬁlvﬁZa"'aﬁn)T 6= (817823"'38n)T

Here, Y is area correlation coefficient vector. X is the independent variable,
which can be a matrix consisting of several feature vectors, such as area overlap
rate and area change rate. n is frame number and ¢ is random error; 298 frames
from a video are tested in the experiment. Figure 3 is the regression result and it
shows the residuals. The red bars are outliers which should be avoided, while they
are the interference in the video, so the data are actually valid.

After regression, the significance of the regression equations should be verified.
Table 1 shows the parameters of significance testing.

R2 statistic is coefficient of determination showing that the goodness of fit (a)
and (c) are much better than (b). F statistic and p-value both show the significance
and also show that (a) and (c) are better. p-value shows there are significant
differences between the features. All of the data show that the models (a) and (c)
are proper and the feature combinations are better than (b). So area correlation
coefficient, area change rate, and area overlap rate should be chosen to describe
flame.

4 Fire Alarm Using SVM

To classify the regions as fire regions or non-fire regions using several features
seems difficult because the statistical analysis result shows that an obvious
threshold discriminating the two regions could not be found; in other words, the
feature value distribution is nonlinear. Therefore, a binary classification method in
high-dimensional data space needs to be found. Two mutually parallel hyperplanes
are established to separate the data locating on both sides of the hyperplanes and
the optimal hyperplanes need to be found to maximize the distance of either class.
In order to get good generalization ability, a large set of 6,300 images cut from
videos containing fire and interference at different resolutions are collected.
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(a) Residual Case Order Plot  (b) Residual Case Order Plot (c) Residual Case Order Plot
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Fig. 3 The residual from regression of area correlation coefficient and other features a and area
overlap rate; b and area change rate; ¢ and area change rate, area overlap rate

Table 1 Parameters of significance testing

R? statistic F statistic p-value Error variance
(a) 0.90 2707.50 0 0.0089
(b) 0.19 69.4 3x 1079 0.0065
(©) 0.93 1977.74 0 0.0063

= SOOe

Fig. 4 Images of fire and interference clipped for SVM training

The flame and interference regions are clipped manually; several training
images are shown in Fig. 4. As depicted in Fig. 4, only the regions including fire
and interference are clipped to make sure that we can extract precise feature values
of the regions without unknown data. The fire features are labeled 1 while the
interference features are labeled 0, so the features are divided into two classes
manually and correctly. A binary classification SVM can be trained after all the
data are prepared.

First feature values are scaled into [— 1, 4+ 1]. The main purpose is to prevent
large numerical interval attributes from dominating small numerical control
interval attribute excessively. In addition, scaling is used to avoid the numerical
complexity of calculation. Then “grid-search” on the optimal parameter (c, y)
using cross-validation is proposed to solve the optimization problem. Because the
number of training sets is much larger than the feature’s number, the experiment
result shows that the recognition rate is much higher when using the RBF kernel
[4]. Finally, the candidate flame regions are classified with the trained hyperplanes.
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Table 2 Videos shot based on CNS

Video sequence  Description

Focal length Distance between camera Length of the square Frame

(mm) and fire (m) fire plate (cm) number

Movie 1 fire in 4 5 2 300
warehouse

Movie 2 fire in 6 5 4 300
warehouse

Movie 3 fire in 8 50 40 300
warehouse

Movie 4 fire in 12 25 9 300
warehouse

Movie 5 4 10 - 300
incandescent
lamp

Movie 6 annular 4 10 - 300
tube

S Experiment Result

All of the experiments are implemented on AMD 2.2 GHz PC with 640 x 480
image size, 15 Hz frame rate. The system is designed for real-time fire monitoring.

To validate the effectiveness of the proposed system, we conduct experiments
with videos shot in spacious buildings, including indoor fire videos, annular lamp,
light bulb, and the interference of combination of video with different focal length,
fire plate, and distance between camera and fire. The test was performed using 21
videos. The mixture of petrol and diesel is kindled based on CNS. Part of the
videos and parameters are stated in Table 2.

With the developed hierarchical cluster method ensuring the system real-time,
the execution time drops to approximately 1/16 of Liang’s method. The proposed
method execution time ranges between 0.21 and 1.19 ms, while Liang’s method
costs 3.44 to 21.55 ms. Using the longest delay video with Liang’s method to test
the proposed method shows no signs of delay.

The dataset combines fire feature vectors and interference feature vectors. In
order to test the classification accuracy, the fire part is clipped to make sure no
interference data included in fire feature data. Then a training set, like a decision
table is obtained. The data are permutated randomly and divided into two parts:
training set and testing set. Training set is used to train the SVM and testing set is
used to test the classification accuracy. Accuracy of SVM classification is dis-
played in Fig. 5.

The miscellaneous data training result shows that these features are enough to
separate fire and interference. Tested with 21 videos, training set number is much
larger than the feature number, so nonlinear RBF kernel is chosen, which has a



152 Y. Jia and H. Wang

1.0005

0.9995 |
0.999
0.9985
0.998
0.9975 |
0.997
0.9965
0.996
0.9955

Accuracy

i 2 3 4 S 6 7 8 9 10
=g Accuracy of feature vector 2

Fig. 5 Accuracy of SVM classification with feature vector
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Fig. 6 Fire detection result: a In a warehouse, 5 m between camera and the fire; b In a
warehouse, 25 m between camera and the fire; ¢ In a warehouse, 50 m between camera and the
fire; d http://signal.ee.bilkent.edu.tr/VisiFire/Demo/SmokeClips/, a video from the website

higher recognition rate than with polynomial kernel and sigmoid kernel. Some of
the fire detection results are shown in Fig. 6.

6 Conclusion

Image fire detection approaches offer several advantages, while using cameras also
poses challenges for the development of fire alarm systems. In this paper, in
YCrCb color space, flame pixel movement accumulation matrix is obtained as the
preliminary flame segmentation result. Then features are extracted and analyzed
with regression and a method of selecting features is recommended. Features are
used to train the SVM for classification. Because a group of images are used to
segment the flame, the robustness of the algorithm is better. Features can be
selected rationally, so that less features would work more efficiently. For future
works, the system designed for real-time fire monitoring with DSP will be
optimized.
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