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Preface

This book is a part of the Proceedings of the Eighth International Conference on
Intelligent Systems and Knowledge Engineering (ISKE 2013) held in Shenzhen,
China, during November 20–23, 2013. ISKE is a prestigious annual conference on
ISKE with the past events held in Shanghai (2006, 2011), Chengdu (2007),
Xiamen (2008), Hasselt, Belgium (2009), Hangzhou (2010), and Beijing (2012).
Over the past few years, ISKE has matured into a well-established series of
international conferences on Intelligent Systems and Knowledge Engineering and
related fields over the world.

ISKE 2013 received 609 submissions in total from about 1,434 authors from 18
countries (United States of American, Singapore, Russian Federation, Saudi
Arabia, Spain, Sudan, Sweden, Tunisia, United Kingdom, Portugal, Norway,
Korea, Japan, Germany, Finland, France, China, Argentina, Australia, and
Belgium). Based on rigorous reviews by the Program Committee members and
reviewers, among 263 papers contributed to ISKE 2013; high-quality papers were
selected for publication in the proceedings with an acceptance rate of 43 %.
The papers were organized into 22 cohesive sections covering all major topics of
intelligent and cognitive science and applications. In addition to the contributed
papers, the technical program included four plenary speeches by Ronald R. Yager
(Iona College, USA), Yu Zheng (Microsoft Research Asia), and Hamido Fujita
(Iwate Prefectural University, Japan).

As organizers of this conference, we are grateful to Shenzhen University,
Science in China Press, Chinese Academy of Sciences for their sponsorship,
grateful to IEEE Computational Intelligence Society, Chinese Association for
Artificial Intelligence, State Key Laboratory on Complex Electronic System
Simulation, Science and Technology on Integrated Information System Labora-
tory, Southwest Jiaotong University, University of Technology, Sydney for their
technical co-sponsorship. We would also like to thank the members of the
Advisory Committee for their guidance, the members of the International Program
Committee and additional reviewers for reviewing the papers, and members of the
Publications Committee for checking the accepted papers in a short period of time.
Particularly, we are grateful to the publisher, Springer, for publishing the
proceedings in the prestigious series of Advances in Intelligent Systems and
Computing. Meanwhile, we wish to express our heartfelt appreciation to the
plenary speakers, special session organizers, session chairs, and student helpers.

v



In addition, there are still many colleagues, associates, and friends who helped us
in immeasurable ways. We are also grateful to them all. Last but not the least, we
are thankful to all the authors and participants for their great contributions that
made ISKE 2013 successful.

November 2013 Zhenkun Wen
Tianrui Li

vi Preface



Contents

Knowledge-Based Expressive Technologies Within Cloud
Computing Environments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Sergey V. Kovalchuk, Pavel A. Smirnov, Konstantin V. Knyazkov,
Alexander S. Zagarskikh and Alexander V. Boukhanovsky

Video Texture Smoothing Based on Relative Total Variation
and Optical Flow Matching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
Huisi Wu, Songtao Tu, Lei Wang and Zhenkun Wen

Gas Recognition Under Sensor Drift by Using Deep Learning. . . . . . . 23
Xiaonan Hu, Qihe Liu, Hongbin Cai and Fan Li

Wheel Slip Ratio Adaptive Control for Distributed
Drive Electric Vehicles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
Yongqiang Deng, Liang Shao, Chi Jin and Lu Xiong

Active Disturbance Rejection Control for Tension Regulation
of Stainless Steel Strip Processing Line . . . . . . . . . . . . . . . . . . . . . . . 47
Wei Zhang, Yin Cai, Bo Deng and Xiaolan Yao

An Improved Coupled Metric Learning Method
for Degraded Face Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
Guofeng Zou, Shuming Jiang, Yuanyuan Zhang,
Guixia Fu and Kejun Wang

A New Phase Estimator of Single Sinusoid by Restricted
Phase Unwrapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
Fang Wang, Yong Chen and Zhiqing Ye

An Improved Concurrent Multipath Transfer Mechanism
in Wireless Potential Failure Network . . . . . . . . . . . . . . . . . . . . . . . . 83
Wenfeng Du, Liqian Lai and Shubing He

vii

http://dx.doi.org/10.1007/978-3-642-54927-4_1
http://dx.doi.org/10.1007/978-3-642-54927-4_1
http://dx.doi.org/10.1007/978-3-642-54927-4_2
http://dx.doi.org/10.1007/978-3-642-54927-4_2
http://dx.doi.org/10.1007/978-3-642-54927-4_3
http://dx.doi.org/10.1007/978-3-642-54927-4_4
http://dx.doi.org/10.1007/978-3-642-54927-4_4
http://dx.doi.org/10.1007/978-3-642-54927-4_5
http://dx.doi.org/10.1007/978-3-642-54927-4_5
http://dx.doi.org/10.1007/978-3-642-54927-4_6
http://dx.doi.org/10.1007/978-3-642-54927-4_6
http://dx.doi.org/10.1007/978-3-642-54927-4_7
http://dx.doi.org/10.1007/978-3-642-54927-4_7
http://dx.doi.org/10.1007/978-3-642-54927-4_8
http://dx.doi.org/10.1007/978-3-642-54927-4_8


Model-Based Testing of Web Service with EFSM . . . . . . . . . . . . . . . . 91
Fuzhen Sun, Lejian Liao and Longbo Zhang

Data Fault Detection Using Multi-label Classification
in Sensor Network. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
Zhenhai Zhang, Shining Li and Zhigang Li

A Cloud Evolution Based Handoff Decision Scheme
with ABC Supported . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
Cheng-Bo Zhang, Xing-Wei Wang and Min Huang

Ultra-Wideband Pulse Generator for Heart-Rate Monitor . . . . . . . . 123
Xiaoyan Liu, Zheng Fang and Jianguang Zhou

Pseudorange Differential GPS-Based Relative Navigation
for UAV Formation Flight . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
Hongyu Yang, Yandong Wang, Haifeng Fu and Jian Liu

Image Fire Detection System Based on Feature Regression
Analysis and Support Vector Machine . . . . . . . . . . . . . . . . . . . . . . . 145
Yang Jia and Huiqin Wang

Spur Bevel Gearbox Fault Diagnosis Using Wavelet Packet
Transform for Feature Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . 155
Wentao Huang, Peilu Niu and Xiaojun Lu

Steering Nonholonomic Systems with Cosine Switch Control. . . . . . . 167
Yifang Liu, Liang Li and Yuegang Tan

Predicting and Verifying Forces by Using Different
Cutters and Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
Zhaoqian Wang, W. S. Wang, Jiye Wang and Chunguang Liu

The Segmentation and Adherence Separation Algorithm
of Cotton Fiber . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
Li Yao, Dong Wang and Shanshan Jia

Assessment Metrics for Unsupervised Non-intrusive
Load Disaggregation Learning Algorithms . . . . . . . . . . . . . . . . . . . . 197
Lingling Zhang, Yangguang Liu, Genlang Chen,
Xiaoqi He and Xinyou Guo

viii Contents

http://dx.doi.org/10.1007/978-3-642-54927-4_9
http://dx.doi.org/10.1007/978-3-642-54927-4_10
http://dx.doi.org/10.1007/978-3-642-54927-4_10
http://dx.doi.org/10.1007/978-3-642-54927-4_11
http://dx.doi.org/10.1007/978-3-642-54927-4_11
http://dx.doi.org/10.1007/978-3-642-54927-4_12
http://dx.doi.org/10.1007/978-3-642-54927-4_13
http://dx.doi.org/10.1007/978-3-642-54927-4_13
http://dx.doi.org/10.1007/978-3-642-54927-4_14
http://dx.doi.org/10.1007/978-3-642-54927-4_14
http://dx.doi.org/10.1007/978-3-642-54927-4_15
http://dx.doi.org/10.1007/978-3-642-54927-4_15
http://dx.doi.org/10.1007/978-3-642-54927-4_16
http://dx.doi.org/10.1007/978-3-642-54927-4_17
http://dx.doi.org/10.1007/978-3-642-54927-4_17
http://dx.doi.org/10.1007/978-3-642-54927-4_18
http://dx.doi.org/10.1007/978-3-642-54927-4_18
http://dx.doi.org/10.1007/978-3-642-54927-4_19
http://dx.doi.org/10.1007/978-3-642-54927-4_19


Optimal Sensor Placement of Long-Span Cable-Stayed Bridges
Based on Particle Swarm Optimization Algorithm . . . . . . . . . . . . . . 207
Xun Zhang, Ping Wang, Jian-Chun Xing and Qi-Liang Yang

A Method for the Shortest Distance Routing Considering
Turn Penalties. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
Lihua Zhang and Tao Wang

Space Robot Teleoperation Based on Active Vision. . . . . . . . . . . . . . 229
Cheng Huang, Huaping Liu, Fuchun Sun and Yuming Sheng

Listed Company Reorganization Risk Evaluation Based
on Neural Network Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241
Wang Zuogong and Li Huiyang

Fuzzy Prediction of Molten Iron Silicon Content in BF Based
on Hierarchical System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251
Qihui Li

An Evaluation of Integration Technologies to Expose
Agent Actions as Web Services . . . . . . . . . . . . . . . . . . . . . . . . . . . . 259
Juan Pablo Paz Grau, Andrés Castillo Sanz and Rubén González Crespo

Research on Evolution Mechanism of Runway Incursion
Risks Based on System Dynamics. . . . . . . . . . . . . . . . . . . . . . . . . . . 271
Zhao Xianli and Luo Fan

Simulation of Nonpoint Source Pollution Based on LUCC
for Er-hai Lake’s Watershed in Dali of China . . . . . . . . . . . . . . . . . 281
Quan-li Xu, Kun Yang and Jun-hua Yi

Photograph’s Exposure Control by Fuzzy Logic . . . . . . . . . . . . . . . . 293
J. Martínez, Matilde Santos and Victoria López

The Elastic Cloud Platform for the Large-Scale Domain
Name System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305
Yunchun Li and Cheng Lv

Applied Polyphase Filter Orthogonal Transformation
Technology in Broadband Signal Receiving . . . . . . . . . . . . . . . . . . . 317
Xiang Jian-hong and Dnog Chun-lei

Contents ix

http://dx.doi.org/10.1007/978-3-642-54927-4_20
http://dx.doi.org/10.1007/978-3-642-54927-4_20
http://dx.doi.org/10.1007/978-3-642-54927-4_21
http://dx.doi.org/10.1007/978-3-642-54927-4_21
http://dx.doi.org/10.1007/978-3-642-54927-4_22
http://dx.doi.org/10.1007/978-3-642-54927-4_23
http://dx.doi.org/10.1007/978-3-642-54927-4_23
http://dx.doi.org/10.1007/978-3-642-54927-4_24
http://dx.doi.org/10.1007/978-3-642-54927-4_24
http://dx.doi.org/10.1007/978-3-642-54927-4_25
http://dx.doi.org/10.1007/978-3-642-54927-4_25
http://dx.doi.org/10.1007/978-3-642-54927-4_26
http://dx.doi.org/10.1007/978-3-642-54927-4_26
http://dx.doi.org/10.1007/978-3-642-54927-4_27
http://dx.doi.org/10.1007/978-3-642-54927-4_27
http://dx.doi.org/10.1007/978-3-642-54927-4_28
http://dx.doi.org/10.1007/978-3-642-54927-4_29
http://dx.doi.org/10.1007/978-3-642-54927-4_29
http://dx.doi.org/10.1007/978-3-642-54927-4_30
http://dx.doi.org/10.1007/978-3-642-54927-4_30


Collaborative Recommendation System for Environmental
Activities Management Mobile Application. . . . . . . . . . . . . . . . . . . . 327
Inmaculada Pardines, Victoria López, Antonio Sanmartín,
Mar Octavio de Toledo and Carlos Fernández

Study of Algorithms for Interaction Between Flowing Water
and Complex Terrain in Virtual Environment . . . . . . . . . . . . . . . . . 337
Yue Yu and Yuhui Wang

An Automatic Generating Method of 3D Personalized
Clothing Prototype . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 351
Xiaping Shi and Bingbing Zhang

Study of Migration Topology in Parallel Evolution Algorithm
for Flight Assignment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 361
Jiaxing Lei, Xuejun Zhang and Xiangmin Guan

Improving the GPS Location Quality Using a Multi-agent
Architecture Based on Social Collaboration . . . . . . . . . . . . . . . . . . . 371
Jordán Pascual Espada, Vicente García-Díaz, Rubén González Crespo,
B. Cristina Pelayo G-Bustelo and Juan Manuel Cueva Lovelle

Simulation and Implementation of a Neural Network
in a Multiagent System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 381
D. Oviedo, M. C. Romero-Ternero, M. D. Hernández,
A. Carrasco, F. Sivianes and J. I. Escudero

Soft Computing Applied to the Supply Chain Management:
A Method for Daily Sales Classification and Forecasting. . . . . . . . . . 391
Fernando Turrado García, Luis Javier García Villalba
and Victoria López

The Self-Organizing City: An Agent-Based Approach
to the Algorithmic Simulation of City-Growth Processes. . . . . . . . . . 397
Adolfo Nadal and Juan Pavón

Modeling and Robust Control of Splicing System . . . . . . . . . . . . . . . 409
Yinghui Fan, Chaowen Li and Xingwei Zhang

Single Observer Passive Location Using Phase Difference Rate . . . . . 421
Taoyun Zhou, Yun Cheng and Tiebin Wu

x Contents

http://dx.doi.org/10.1007/978-3-642-54927-4_31
http://dx.doi.org/10.1007/978-3-642-54927-4_31
http://dx.doi.org/10.1007/978-3-642-54927-4_32
http://dx.doi.org/10.1007/978-3-642-54927-4_32
http://dx.doi.org/10.1007/978-3-642-54927-4_33
http://dx.doi.org/10.1007/978-3-642-54927-4_33
http://dx.doi.org/10.1007/978-3-642-54927-4_34
http://dx.doi.org/10.1007/978-3-642-54927-4_34
http://dx.doi.org/10.1007/978-3-642-54927-4_35
http://dx.doi.org/10.1007/978-3-642-54927-4_35
http://dx.doi.org/10.1007/978-3-642-54927-4_36
http://dx.doi.org/10.1007/978-3-642-54927-4_36
http://dx.doi.org/10.1007/978-3-642-54927-4_37
http://dx.doi.org/10.1007/978-3-642-54927-4_37
http://dx.doi.org/10.1007/978-3-642-54927-4_38
http://dx.doi.org/10.1007/978-3-642-54927-4_38
http://dx.doi.org/10.1007/978-3-642-54927-4_39
http://dx.doi.org/10.1007/978-3-642-54927-4_40


Excluded Middle Forest Versus Vantage Point Tree: An Analytical
and Empirical Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 431
Qiaozhi Li, He Zhang, Fuli Lei, Gang Liu, Minhua Lu and Rui Mao

Research and Simulation of Trajectory Tracking Control
Algorithm for Multiwheel Independent Drive Skid
Steering Unmanned Ground Vehicle . . . . . . . . . . . . . . . . . . . . . . . . 439
Yunan Zhang, Yongbao Yan, Nanming Yan and Peng Tian

A Fast Association Rule Mining Algorithm for Corpus . . . . . . . . . . . 449
Shankai Yan and Pingjian Zhang

Research and Development of Ultrasonic Power with Frequency
Auto-tracing System and Power Auto-controlling System . . . . . . . . . 461
Xinxing Tang and Dongquan Zhang

Simulation of STATCOM Effect on the Dynamic Response
Performance of HVDC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 473
Wang Weiru and Shi Xincong

Research of Interface Composition Design Optimization
Based on Visual Balance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 483
Lei Zhou, Cheng-Qi Xue and Kiyoshi Tomimatsu

3D Registration Based on the Front and Back Segments
of Human Body for Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . 495
Wan Yan, Long Wenzheng and Tang Hongtai

Emotional Element Extraction Based on CRFs . . . . . . . . . . . . . . . . . 507
Yashen Wang, Quanchao Liu and Heyan Huang

Study on Multi-class Text Classification Based
on Improved SVM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 519
Qiong Li and Li Chen

Online Evaluation System of Image Segmentation . . . . . . . . . . . . . . 527
Khai Nguyen, Bo Peng, Tianrui Li and Qin Chen

Modeling of 3D Personalized Digital Apparel Whole-Human
Body Based on Mannequin Components. . . . . . . . . . . . . . . . . . . . . . 537
Xiaping Shi and Senpeng He

The Fuzzy Controller Design for MEMS Gyro Stable Platform . . . . 549
Jinlong Dong and Bo Mo

Contents xi

http://dx.doi.org/10.1007/978-3-642-54927-4_41
http://dx.doi.org/10.1007/978-3-642-54927-4_41
http://dx.doi.org/10.1007/978-3-642-54927-4_42
http://dx.doi.org/10.1007/978-3-642-54927-4_42
http://dx.doi.org/10.1007/978-3-642-54927-4_42
http://dx.doi.org/10.1007/978-3-642-54927-4_43
http://dx.doi.org/10.1007/978-3-642-54927-4_44
http://dx.doi.org/10.1007/978-3-642-54927-4_44
http://dx.doi.org/10.1007/978-3-642-54927-4_45
http://dx.doi.org/10.1007/978-3-642-54927-4_45
http://dx.doi.org/10.1007/978-3-642-54927-4_46
http://dx.doi.org/10.1007/978-3-642-54927-4_46
http://dx.doi.org/10.1007/978-3-642-54927-4_47
http://dx.doi.org/10.1007/978-3-642-54927-4_47
http://dx.doi.org/10.1007/978-3-642-54927-4_48
http://dx.doi.org/10.1007/978-3-642-54927-4_49
http://dx.doi.org/10.1007/978-3-642-54927-4_49
http://dx.doi.org/10.1007/978-3-642-54927-4_50
http://dx.doi.org/10.1007/978-3-642-54927-4_51
http://dx.doi.org/10.1007/978-3-642-54927-4_51
http://dx.doi.org/10.1007/978-3-642-54927-4_52


Tree Network Under Space L and Space P Model . . . . . . . . . . . . . . 557
Xi Chen, Jianghai Qian and Dingding Han

Ontology-Based Component Description and Intelligent Retrieval . . . 567
Li Liu and Youqun Shi

A New Dynamic Credit Scoring Model Based
on the Objective Cluster Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 579
Gao Wei, Cao Yun-Zhong and Cheng Ming-shu

Application of the Fully Data-Driven Combination Model
for Water Demand Forecasting in the Mountainous Tourist Area . . . 591
Li Jie, Li Qiang, Huang Yi, Ling Liang, Fang Cheng
and Jiang Zhenzhen

Cascaded H-Bridge MV Grid and Power Balance Control
for PV Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 603
Bin Zhang, Zhiyun Bao, Donglai Zhang, Tiecai Li and Zicai Wang

Research of Automatic Scoring System of Ship Power
Automation System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 615
Wei Nie, Ying Wu and Dabin Hu

Investigating Individual Driver Performance:
Applying DEA on Simulator Data . . . . . . . . . . . . . . . . . . . . . . . . . . 623
Seddigheh Babaee, Yongjun Shen, Elke Hermans,
Geert Wets and Tom Brijs

Military Information System Access Control Architecture
Based on SDO-ARBAC Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 637
Lin Sun, Yan Jin, Hao Liu and Fangsheng Li

Reliability Analysis of Driver Behaviour Under Effect
of Head-up Display System: A Probabilistic Risk
Assessment in Traffic Operation . . . . . . . . . . . . . . . . . . . . . . . . . . . 647
Rongjie Lin, Hongfei Mu, Hongwei Guo and Wuhong Wang

Personalized Recommendation Based on Weighted
Sequence Similarity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 657
Wei Song and Kai Yang

Design and Analysis of DVMCK Transmission System . . . . . . . . . . . 667
Yang Liu, Yanli Shang, Xiaoyu Yin and Guoxin Zheng

xii Contents

http://dx.doi.org/10.1007/978-3-642-54927-4_53
http://dx.doi.org/10.1007/978-3-642-54927-4_54
http://dx.doi.org/10.1007/978-3-642-54927-4_55
http://dx.doi.org/10.1007/978-3-642-54927-4_55
http://dx.doi.org/10.1007/978-3-642-54927-4_56
http://dx.doi.org/10.1007/978-3-642-54927-4_56
http://dx.doi.org/10.1007/978-3-642-54927-4_57
http://dx.doi.org/10.1007/978-3-642-54927-4_57
http://dx.doi.org/10.1007/978-3-642-54927-4_58
http://dx.doi.org/10.1007/978-3-642-54927-4_58
http://dx.doi.org/10.1007/978-3-642-54927-4_59
http://dx.doi.org/10.1007/978-3-642-54927-4_59
http://dx.doi.org/10.1007/978-3-642-54927-4_60
http://dx.doi.org/10.1007/978-3-642-54927-4_60
http://dx.doi.org/10.1007/978-3-642-54927-4_61
http://dx.doi.org/10.1007/978-3-642-54927-4_61
http://dx.doi.org/10.1007/978-3-642-54927-4_61
http://dx.doi.org/10.1007/978-3-642-54927-4_61
http://dx.doi.org/10.1007/978-3-642-54927-4_62
http://dx.doi.org/10.1007/978-3-642-54927-4_62
http://dx.doi.org/10.1007/978-3-642-54927-4_63


Research of Turbofan Engine Performance Assessment
Method Based on Analytic Network Process Theory . . . . . . . . . . . . . 677
Shuming Li, Niansu Yang and Yanxiao Huang

A Cellular Automata Model on Bus Signal Priority
Strategies Considering Resource Constraints . . . . . . . . . . . . . . . . . . 689
Liying Wei, Lili Zhang and Zhilong Wang

A Fast Gradual Shot Boundary Detection Method
Based on SURF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 699
Zhonglan Wu and Pin Xu

The Optimal Inventory Model of Two Warehouses:
Time-Varying Demand Considering Credit Period . . . . . . . . . . . . . . 707
Yuntao Hu

Sampled-Data Synchronization for Chaotic Neural
Networks with Mixed Delays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 721
Rui-Xing Nie, Zhi-Yi Sun, Jian-An Wang and Yao Lu

The Design and Optimization of Inherent Frequency
of Combined Triaxial High-g Accelerometer . . . . . . . . . . . . . . . . . . 735
Xu He, Zhenhai Zhang, Kejie Li, Ran Lin, Zhiqing Li,
Liang Zhang and Shuai Hou

Design and Simulation of Variable Pitch Control System
Based on Fuzzy Model Reference Adaptive . . . . . . . . . . . . . . . . . . . 745
Hongche Guo, Manjia Hu, Tao Li and Gangqiang Li

Modeling Prices in Electricity Spanish Markets
Under Uncertainty . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 755
G. Miñana, H. Marrao, R. Caro, J. Gil, V. Lopez and B. González

Research on Key Technologies for Jail Incident Prevention
and Response System. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 765
Guofeng Su, Jianguo Chen, Fengzhi Liu and Quanyi huan

Design of Improved Fuzzy PID Controller Based
on the Temperature Control System of Large
Inertia and Time Delay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 775
Longkui Wang, HongXin Li and Yaru Wang

Contents xiii

http://dx.doi.org/10.1007/978-3-642-54927-4_64
http://dx.doi.org/10.1007/978-3-642-54927-4_64
http://dx.doi.org/10.1007/978-3-642-54927-4_65
http://dx.doi.org/10.1007/978-3-642-54927-4_65
http://dx.doi.org/10.1007/978-3-642-54927-4_66
http://dx.doi.org/10.1007/978-3-642-54927-4_66
http://dx.doi.org/10.1007/978-3-642-54927-4_67
http://dx.doi.org/10.1007/978-3-642-54927-4_67
http://dx.doi.org/10.1007/978-3-642-54927-4_68
http://dx.doi.org/10.1007/978-3-642-54927-4_68
http://dx.doi.org/10.1007/978-3-642-54927-4_69
http://dx.doi.org/10.1007/978-3-642-54927-4_69
http://dx.doi.org/10.1007/978-3-642-54927-4_70
http://dx.doi.org/10.1007/978-3-642-54927-4_70
http://dx.doi.org/10.1007/978-3-642-54927-4_71
http://dx.doi.org/10.1007/978-3-642-54927-4_71
http://dx.doi.org/10.1007/978-3-642-54927-4_72
http://dx.doi.org/10.1007/978-3-642-54927-4_72
http://dx.doi.org/10.1007/978-3-642-54927-4_73
http://dx.doi.org/10.1007/978-3-642-54927-4_73
http://dx.doi.org/10.1007/978-3-642-54927-4_73


Research on Predictive Control of Evaporator Superheat System
with Time-Delay Based on DMC Intelligent Optimization . . . . . . . . . 785
Jun Xie, Songli Wang, Yuwei Wang and Jianzhong He

Fault Diagnosis Based on Principal Component Analysis
and Support Vector Machine for Rolling Element Bearings . . . . . . . 795
Zhicai Zhou, Dongfeng Liu and Xinfa Shi

The Study on Risk Rating Model of Commercial Bank Credit
Based on SVM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 805
Menggang Li, Zuoquan Zhang and Rongquan Bai

Development of a BCI Simulated Application System
Based on DirectX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 813
Banghua Yang, Qian Wang, Zhijun Han, Hong Wang and Liangfei He

A Research on Hybrid Simulated Annealing Algorithm
for Cargo Loading Problem. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 823
Shaoyong Yu, Junrong Yan and Shunzhi Zhu

A Hub-Network Layout Problem Balancing the Budget
and Passenger Transport Cost . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 831
Chunping Hu, Tiantian Gan, Zheng Zhang and Kun Qian

Synchronization Control in Vertical Ship Lift Based
on Relative Coupling Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 839
Yang Gang and Zhang Jiabing

Study on Security Domain-Oriented Military Information
Systems Access Control Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 849
Yan Jin, Hao Liu, Lin Sun and Jing Song

Optimizing Control of Multiobjective Based on Improved
PSO Algorithm for Excavator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 857
Bo Bi and Lei Li

Parallel Genetic Algorithm Applied to Spacecraft
Reentry Trajectory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 867
Wenya Zhou, Hongtu Ma, Zhigang Wu and Kuilong Yin

Predicting the Heating Value of Rice Husk with Neural Network . . . 877
Wan Yu and Congping Chen

xiv Contents

http://dx.doi.org/10.1007/978-3-642-54927-4_74
http://dx.doi.org/10.1007/978-3-642-54927-4_74
http://dx.doi.org/10.1007/978-3-642-54927-4_75
http://dx.doi.org/10.1007/978-3-642-54927-4_75
http://dx.doi.org/10.1007/978-3-642-54927-4_76
http://dx.doi.org/10.1007/978-3-642-54927-4_76
http://dx.doi.org/10.1007/978-3-642-54927-4_77
http://dx.doi.org/10.1007/978-3-642-54927-4_77
http://dx.doi.org/10.1007/978-3-642-54927-4_78
http://dx.doi.org/10.1007/978-3-642-54927-4_78
http://dx.doi.org/10.1007/978-3-642-54927-4_79
http://dx.doi.org/10.1007/978-3-642-54927-4_79
http://dx.doi.org/10.1007/978-3-642-54927-4_80
http://dx.doi.org/10.1007/978-3-642-54927-4_80
http://dx.doi.org/10.1007/978-3-642-54927-4_81
http://dx.doi.org/10.1007/978-3-642-54927-4_81
http://dx.doi.org/10.1007/978-3-642-54927-4_82
http://dx.doi.org/10.1007/978-3-642-54927-4_82
http://dx.doi.org/10.1007/978-3-642-54927-4_83
http://dx.doi.org/10.1007/978-3-642-54927-4_83
http://dx.doi.org/10.1007/978-3-642-54927-4_84


Research on UAV Collision Avoidance Strategy Considering
Threat Levels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 887
Bin Fang and Tefang Chen

The Identification of Convex Function on Riemannian Manifold . . . . 899
Xiaosong Cui, Xin Wen, Yunxia Zhang, Li Zou and Yang Xu

A Method for Dehazed Image Quality Assessment . . . . . . . . . . . . . . 909
Zhongyi Hu and Qiu Liu

Tactics Decision-Making Based on Granular Computing
in Cooperative Team Air Combat . . . . . . . . . . . . . . . . . . . . . . . . . . 915
Dongqi Meng, Yufei Wang, Ying Chen and Lin Zhong

Graph Cuts-Based Feature Extraction of Plant Leaf. . . . . . . . . . . . . 927
Feng-hua Lv and Hang-jun Wang

Research on Integration of 3D Digital Definition
for Marine Diesel Engine Parts . . . . . . . . . . . . . . . . . . . . . . . . . . . . 937
Zhang Hui, Yang Ge and Zhang Sheng-wen

The Temperature Control of Laser Thermal Desorption
System Based on Parameters Self-Tuning Fuzzy PID Algorithm . . . . 947
Buyun Wang, Linna Ma, Xiaoyan Liu and Jianguang Zhou

Stock Market Forecast Based on RBF Neural Network . . . . . . . . . . 955
Teng Ji, Wengang Che and Nana Zong

Research on the Fluid Capacitance Detector Using
the Technology of Capacitance Detecting . . . . . . . . . . . . . . . . . . . . . 963
Zheng Fang, Jianguang Zhou, Xiaoyan Liu and Sijia Liang

Research on the Safety of Yangtze River LNG Transport
and Storage System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 973
Shouhui He, Hanhua Zhu, Haofei Huang, Xiaowei Xu and Suping Zhao

Research on Reversal Lane Application Method of Urban
Road Network Based on the Bi-level Programming . . . . . . . . . . . . . 983
Qiuhong Yu and Rui Tian

Multi-robot Formation Discrete Kinematics Model
and Formation Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 993
Jin Wu, Guoliang Zhang, Jing Zeng and Jun Xu

Contents xv

http://dx.doi.org/10.1007/978-3-642-54927-4_85
http://dx.doi.org/10.1007/978-3-642-54927-4_85
http://dx.doi.org/10.1007/978-3-642-54927-4_86
http://dx.doi.org/10.1007/978-3-642-54927-4_87
http://dx.doi.org/10.1007/978-3-642-54927-4_88
http://dx.doi.org/10.1007/978-3-642-54927-4_88
http://dx.doi.org/10.1007/978-3-642-54927-4_89
http://dx.doi.org/10.1007/978-3-642-54927-4_90
http://dx.doi.org/10.1007/978-3-642-54927-4_90
http://dx.doi.org/10.1007/978-3-642-54927-4_91
http://dx.doi.org/10.1007/978-3-642-54927-4_91
http://dx.doi.org/10.1007/978-3-642-54927-4_92
http://dx.doi.org/10.1007/978-3-642-54927-4_93
http://dx.doi.org/10.1007/978-3-642-54927-4_93
http://dx.doi.org/10.1007/978-3-642-54927-4_94
http://dx.doi.org/10.1007/978-3-642-54927-4_94
http://dx.doi.org/10.1007/978-3-642-54927-4_95
http://dx.doi.org/10.1007/978-3-642-54927-4_95
http://dx.doi.org/10.1007/978-3-642-54927-4_96
http://dx.doi.org/10.1007/978-3-642-54927-4_96


New Scheduling Algorithm in Hadoop Based on Resource Aware . . . 1011
Peng Xu, Hong Wang and Ming Tian

Developing a New Counting Approach for the Corrugated
Boards and Its Industrial Application by Using Image
Processing Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1021
Ufuk Cebeci, Fatih Aslan, Metin Çelik and Halil Aydın

Complex Systems Modelling for Virtual Agriculture. . . . . . . . . . . . . 1041
Lei Zhang and Liqi Han

Analysis on the Concepts of Knowledge and Knowledge
Engineering: Based on the Perspective of ‘‘Information
Complex Holographic Person’’. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1051
Zhang Tianbo

High Precision Brushless DC Motor Position Feedback
Technology for Three-Axis Turntable . . . . . . . . . . . . . . . . . . . . . . . 1059
Guanda Liu, Bo Mo, Haiwen Zhu and Jin Lin

Punctuation Prediction for Chinese Spoken Sentence
Based on Model Combination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1069
Xiao Chen, Dengfeng Ke and Bo Xu

Research on Book Purchases Evaluation System Based
on EFGA Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1079
Hongxia Liu and Yuhua Liu

Study on Scene-Driven Emergency Drill Method . . . . . . . . . . . . . . . 1089
Xin Li, Guofeng Su, Shaobo Zhong, Fushen Zhang, Chao Huang,
Hongyong Yuan, Quanyi Huang and Jianguo Chen

The Research of Component-Based Software Development
Application on Data Management in Smart Education . . . . . . . . . . . 1099
Lijuan Liu, Youqun Shi and Ran Tao

Driving Intention Inference Based on Dynamic
Bayesian Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1109
Fang Li, Wuhong Wang, Guangdong Feng and Weiwei Guo

A Review on Hybrid Vehicle Powertrain Matching
and Integrated Control Based on ECVT. . . . . . . . . . . . . . . . . . . . . . 1121
Guogeng Zhang

xvi Contents

http://dx.doi.org/10.1007/978-3-642-54927-4_97
http://dx.doi.org/10.1007/978-3-642-54927-4_98
http://dx.doi.org/10.1007/978-3-642-54927-4_98
http://dx.doi.org/10.1007/978-3-642-54927-4_98
http://dx.doi.org/10.1007/978-3-642-54927-4_99
http://dx.doi.org/10.1007/978-3-642-54927-4_100
http://dx.doi.org/10.1007/978-3-642-54927-4_100
http://dx.doi.org/10.1007/978-3-642-54927-4_100
http://dx.doi.org/10.1007/978-3-642-54927-4_100
http://dx.doi.org/10.1007/978-3-642-54927-4_100
http://dx.doi.org/10.1007/978-3-642-54927-4_101
http://dx.doi.org/10.1007/978-3-642-54927-4_101
http://dx.doi.org/10.1007/978-3-642-54927-4_102
http://dx.doi.org/10.1007/978-3-642-54927-4_102
http://dx.doi.org/10.1007/978-3-642-54927-4_103
http://dx.doi.org/10.1007/978-3-642-54927-4_103
http://dx.doi.org/10.1007/978-3-642-54927-4_104
http://dx.doi.org/10.1007/978-3-642-54927-4_105
http://dx.doi.org/10.1007/978-3-642-54927-4_105
http://dx.doi.org/10.1007/978-3-642-54927-4_106
http://dx.doi.org/10.1007/978-3-642-54927-4_106
http://dx.doi.org/10.1007/978-3-642-54927-4_107
http://dx.doi.org/10.1007/978-3-642-54927-4_107


The Time Series Pattern of Traffic Flow on an Accident Section . . . . 1129
Feng Peng, Jifu Guo and Qi Xu

The Hinterland Spatial Structure Evolvement of Competitive
Port Based on ArcGIS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1143
Jiafang Zhuang and Siqin Yu

Research and Implementation of a General Model
for Agent Electronic Commerce Website . . . . . . . . . . . . . . . . . . . . . 1155
Xiaoling Xia and Niu Zhang

Singular Optimal Control for Uncertain Systems . . . . . . . . . . . . . . . 1167
Shuhu Sun and Yuanguo Zhu

Contents xvii

http://dx.doi.org/10.1007/978-3-642-54927-4_108
http://dx.doi.org/10.1007/978-3-642-54927-4_109
http://dx.doi.org/10.1007/978-3-642-54927-4_109
http://dx.doi.org/10.1007/978-3-642-54927-4_110
http://dx.doi.org/10.1007/978-3-642-54927-4_110
http://dx.doi.org/10.1007/978-3-642-54927-4_111


Knowledge-Based Expressive
Technologies Within Cloud Computing
Environments

Sergey V. Kovalchuk, Pavel A. Smirnov, Konstantin V. Knyazkov,
Alexander S. Zagarskikh and Alexander V. Boukhanovsky

Abstract Presented paper describes the development of comprehensive approach
for knowledge processing within e-Science tasks. Considering the task solving
within a simulation-driven approach a set of knowledge-based procedures for task
definition and composite application processing can be identified. These proce-
dures could be supported by the use of domain-specific knowledge being for-
malized and used for automation purpose. Within this work the developed
conceptual and technological knowledge-based toolbox for complex multidisci-
plinary task solving support is proposed. Using CLAVIRE cloud computing
environment as a core platform a set of interconnected expressive technologies
was developed.

Keywords Domain-specific language � Composite application � Complex system
simulation � Cloud computing

1 Introduction

Today a lot of complex e-Science [1] tasks are solved using computer simulation
which usually requires significant computational resources usage. Moreover the
solutions, developed for such tasks are often characterized by structural com-
plexity which causes a lot of different resources (informational, software or
hardware) to be integrated within a single solution. The complexity of the solu-
tions grows as the multidisciplinary tasks are considered. Today’s common
approach for building composite solutions is based on Service-Oriented Archi-
tecture [2] which forms the basis from interconnection of services and hiding their
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complexity behind their interfaces. Interconnection of the services within complex
tasks is usually implemented in a form of workflow (WF) structures [3] which
exploits graph-based structures to describe interconnection of used services. On
the other hand, today the Cloud Computing [4] concept is developed as a business
framework for providing on-demand services supporting resources’ consolidation,
abstraction, access automation and utility within a market environment. To support
the consolidation and abstraction description of available resources should be
provided; automatic services composition requires the tool for composite appli-
cation management; utility and market properties should be supported with
semantic domain-specific description. Thus cloud computing platforms should
provide the domain-specific user-oriented tools for expression of descriptive
artifacts.

Finally, today Problem Solving Environment (PSE) [5] brings a set of domain-
specific tools together to solve the proposed domain problems. Still this approach
requires a set of knowledge from different domains being available for the user of
a PSE. Intelligent PSE (iPSE) [6] tries to extend the PSE concept with knowledge-
based using formalized knowledge within these domains.

In the presented work the conceptual and technological solution for compre-
hensive knowledge-based support of human-computer interaction within the pro-
cess complex e-Science task solving is described. The key goal of the work is to
organize different knowledge-based technologies within a continuous solution
which support the integration process within cloud computing environment and
enable automatic solving of technological issues.

2 Knowledge-Based e-Science Technologies

The process of solving e-Science tasks is strongly related to the knowledge pro-
cessing. This point of view (see Fig. 1) can discover a set of features:

1. Today the development of global networking technologies within the Internet
makes the international scientific society an important source of knowledge.
This trend causes to appear a concept of Science 2.0 [7] which gives the
important role to the global collaboration of scientists. As a result all the
knowledge which is used to define the e-Science tasks can be considered as the
knowledge of society. Moreover all the results obtained during the task solving
process also could belong to the society and extend its knowledge.

2. The implicit set of knowledge can be obtained for the further utilization using
different approaches. The most important of them are: explicit knowledge
formalization performed by or within collaboration with experts and automatic
analysis of tests, data and experiments published by the society.

3. Formalized knowledge within e-Science tasks can be divided into three main
groups: (a) domain-specific knowledge, which describes the specificity of the
task within the particular problem domain(s); (b) IT-related knowledge which
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is used for the automation services searching, tuning and calling; (c) system-
level knowledge which supports the organization of simulation and data
analysis. Today the idea of system-level science [8] appears which is focused
more on comprehensive exploration of the system rather than on running
particular procedures. Thus all these knowledge should be interconnected and
coordinated around the process of simulation-based exploration of particular
system.

4. The formalized knowledge can be used to automatic support of different
procedures during the problem solving process. This knowledge allows
designing human–computer interaction process in a way most suitable for the
user, allowing to obtain all the necessary information to build, execute the
composite application and analyze its results. Considering a WF-based tech-
nology there should be (a) a set of tools for building and monitoring the WF
using domain-specific concepts; (b) a set of technologies which simplify the
interpretation and execution of the WF by the use of knowledge on service
usage.

5. As a result there should be a set of technological tools (domain-specific lan-
guages (DSL), editors, knowledge bases) which allows different users of the
system (end-users, experts, developers, IT specialists etc.) to express their
knowledge in a form which (a) can be easily used by the user; (b) will be
understandable to any other user with the same knowledge background; (c) can
be interpreted automatically by the software which performs computing.

The proposed knowledge-based expressive toolbox can be defined as a set of
technologies which supports the process of composite application building, exe-
cution and results’ analysis. The knowledge base which incorporates the knowl-
edge of different kind is a core of this technological toolbox. The toolbox includes
the following classes of technology available for the users of different classes: (a)
knowledge bases as a core integration technology; (b) a set of DSLs; (c) graphical
user interfaces; (d) performance models describing the execution of services.

User

Implicit 
knowledge

Formal knowledge Composite 
application

Data

Task definition

Execution

Presentation, 
analysisKnowledge editor Society analysis

Experiments Texts Data

Services 
description

Domain 
knowledge

Simulation 
knowledge Knowledge-based 

expressive toolbox

Expert Society

Fig. 1 Knowledge-based view to e-science tasks
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3 Expressive Technologies

Presented approach is developed as an extension to the iPSE [6] concept which
provides knowledge-based support of the problem solving process. Considering
main operation which requires knowledge expression and interpretation the fol-
lowing procedures and modules can be defined within the computational envi-
ronment built within a framework of this concept (Fig. 2a). Each of these
procedures can be associated with a specific descriptive language (with textual or
graphical notation) which can provide (a) support of the expression process by the
use of knowledge-based tools; (b) interpretability for the purpose of underlying
simulation automation. These languages (Fig. 2b) can be interconnected within a
continuous stack with relation (a) to the domain-specific entities within knowledge
base; (b) objects on different abstraction levels of the complex e-Science solutions.
The expressive technology for each level includes a pair of tools: (a) for expression
of knowledge on corresponding level; (b) for interpretation of these expressions.

1. Services (including computing services, data services, interfaces to the specific
devices, observation sources etc.), available within computational environment
might be described with a set of knowledge which defines the interface of
service, its domain-specific interpretation and usage of support procedures.
This description can be implemented using declarative DSLs. As the main WF
representation is usually implemented using abstract service description, the
mapping of abstract workflow (AWF) onto particular services should be done
during the WF interpretation. Also the description of the services might support
the execution monitoring. Still the most significant meaning of this part of
expressive toolbox is providing domain-specific information on the user level.
The descriptive language on this level should include structures for service and
data structures semantic description.

2. Composition of the services is usually implemented in a form of AWFs, where
particular services call is specified by the description of service’s type and
input/output flows. The interpretation of the WF includes mapping to the
particular services, calling of these services and execution monitoring. The WF
development requires set of new technologies to be developed. E.g. WF
management systems (WFMS) provide different tools for service discovery and
usage. Also the language for composition of abstract services should be
developed.

3. The process of system’s exploration is usually focused on the properties of
specific domain objects which can be explored through the simulated model.
The description of such object can be translated into AWF form. Nevertheless
the semantic structure of simulated object can be considered as a separate entity
which can be defined by the domain expert and used for further model-based
exploration and hiding the complexity of the underlying WF. Thus, this
structure (predefined simulation WF and its semantic interpretation) could be
considered as a part of domain-specific knowledge. This level presents inter-
connection between domain-specific and IT knowledge.
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4. The description of domain-specific object is a core entity for the simulation-
based system exploration. The composition of such object can be interpreted
(a) as a semantic description of the system which is explored within the current
task; (b) as a basic structure for complex simulation WF composition which
can be further translated through the levels 3 to 1. Moreover the semantic
description of the system can be used in conjunction with the spatial/temporal
basis of the simulation. This type of integration allows switching from the
procedural point of view (where procedures are equivalent to the service calls)
to the simulation-based point of view with automatic construction of the pro-
cedural WFs.

5. High-level tasks description define additional techniques which can be applied
to the system’s structure, described earlier. Processing of the system’s structure
can be performed for the different purposes: visualization, parameters opti-
mization, decision support etc. The simplest way of this technique imple-
mentation is development of heuristics or rule-based extension to the basic
knowledge base.
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Fig. 2 Computational environment a high-level architecture; b descriptive languages

Knowledge-Based Expressive Technologies Within Cloud Computing Environments 5



4 Implementation Details

The proposed architecture was implemented on the basis of CLAVIRE cloud
computing platform [9], which allows building composite applications using
domain specific software available within the distributed environment. The plat-
form implements the iPSE concept, thus, the knowledge based solution for com-
posite application development and execution can be integrated into existing
solution.

4.1 Basic Knowledge Structure

The core conceptual and technological solution for continuous integration is
hierarchy of concepts within simulation process:

1. Simulated object, which represents the main entity being explored. The object
can be considered as a composite entity, or system of objects.

2. Simulated model, which describes a set of static and dynamic characteristics of
the object and can be used to explore it.

3. Method can be defined as an imperative description of the model usage process.
Methods are implemented in different simulation software.

4. Software packages are used as algorithmic implementations of the defined
methods. Usually this software is developed by the domain specialists.

5. Service within a distributed computational environment (in case we are using
SOA) can be considered as the software deployed on computational resource.

This hierarchy is developed to integrate the domain-specific concepts (1–3) and
technological concepts (4–5). It is the core concept for development of knowledge-
based solutions, which support high-level task definition, which in turn can be
automatically translated using interconnection between concepts of the hierarchy.

To implement the proposed conceptual hierarchy the knowledge base in a form
of ontological structure was developed within a framework of Virtual Simulation
Objects (VSO) technology [10]. This ontological structure implements domain-
specific concept of the hierarchy (1–3) and their interconnection. The technolog-
ical concepts (4–5) were described as links to corresponding knowledge expressed
using a set of DSLs (see Sect. 4.2). The objects can be interconnected with a help
of VSO technology to form the system’s semantic description. The VSO tech-
nology presents instrumental environment with graphical interface (see Sect. 4.3)
for building a system’s description using the library of objects. Thus, the VSO
presents an expressive technology for objects description; composition and high-
level task definition (see Fig. 2b). The expressive technology includes: (a)
descriptive languages with graphical notation for objects description and compo-
sition; (b) tools to design a composite solution for complex system’s simulation;
(c) interpretation engine for translation the descriptions into the AWF form.
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4.2 Domain-Specific Languages

Domain-specific languages [11] present a powerful technology for building
expressive tools within different problem domains. CLAVIRE environment uses a
couple of related DSLs [9]:

EasyPackage—a language for services description based on Ruby language. It
is used to define the knowledge on software services: input and output parameters,
used data and files structures etc. A specific part of knowledge, expressed using
this language is parametric performance models, used to estimate and to optimize
performance characteristics of the services within cloud computing environment
[12]. Also the language provides the user with ability to describe semantic
meaning of defined entities within the problem domain. Considering the concep-
tual hierarchy presented in Sect. 4.1 this language describe the knowledge of level
4. The knowledge on last level (5) of this hierarchy is described by the means of
ResourceBase system within CLAVIRE environment which includes the
description of particular services (using JSON format) linked with the software
description in the EasyPackage language and used within the knowledge base.

EasyFlow—a language for composite application description in a form of
AWF. The WF is a central object within the CLAVIRE environment which defines
the structure of composite application. It is developed using ANTLR framework
and uses the software description presented using EasyPackage language to define
software calls. So, the language presents expressive tool for composite application
description. The interpretation of the AWF described by the language includes
searching for appropriate services, processing of the incoming and outgoing data,
tuning services’ execution parameters. These procedures also can be performed
using the knowledge presented using EasyPackage language.

4.3 User Interfaces

A knowledge-based approach can be used to develop user interfaces (UI) which
support human–computer interaction with required level of abstraction. Several
classes of UI were developed using CLAVIRE environment:

UI 1 The high-level interfaces can be developed using VSO technology.
Knowledge on the simulation of particular objects can be used to develop domain-
specific graphical language to define simulated objects and systems. Figure 3a
presents the UI of VSO-based workspace which can be used to define simulated
system as a composition of objects available within a library. The designed
description can be translated into a WF and executed as a regular composite
application.

UI 2 The domain-specific support of composite application development can be
performed using the interfaces which provide the user with qualitative comparison
of available solutions. Figure 3b shows a tree-based UI which uses the concepts of
levels (2–4) within conceptual hierarchy to compare different solutions for
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particular domain tasks [13]. The user can define the parameters of the task and the
system will compare available solutions using a set of qualitative criteria.

UI 3 WFMS usually provide the user with an interface for graphical (typically
in a form of graph) or textual description of WF. Most WFMSes have interfaces
common to Integrated Development Environments (IDEs) including the capability
to manage project files, run the WF, monitor the execution process, view the
results, etc. CLAVIRE environment also uses graphical UI based on EasyFlow
language (both with textual and graphical notation) to define the AWF structure.

UI 4 Problem-oriented interfaces (Fig. 3c) allow the user to input all the
required parameters for running particular task within cloud computing environ-
ment. The system performs automatic input checking; fulfill all the necessary
procedures to translate input data into required format. Also the results of the

Fig. 3 Knowledge-based user interfaces
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execution can be obtained and viewed using the same interface. This UI is gen-
erated automatically using the EasyPackage description.

UI 5 The lowest level of the UI is provided by a command-line interface and
API library to access the computational environment. This type of interface is
rarely used (mainly for the purpose of software integration).

4.4 Touch Table Application: An Example

Among the other tasks, which require simulation, decision support system can be
mentioned as a complex example which involves different type of users interacting
with the system and with each other. An application for collaborative decision
support for the task of surge floods prevention in St. Petersburg [14] was devel-
oped using touch table hardware for collaboration (Fig. 4a). While the main
interface of this application presents geographic information system based on the
map of sea near the St. Petersburg city (Fig. 4b) the decision making process can
be supported by the mean of additional expressive technologies mentioned earlier:
(a) WFMS (UI 3) is used to run simulation and decision making WFs, which
provide the analysis of the forecast of sea level and possible plans to prevent the
flood; (b) problem-oriented interfaces (UI 4) is used for more detailed simulation
using the available software; (c) high-level knowledge-based interfaces (UI 1–2)
are used to build, extend and analyze different scenarios of the situation devel-
opment during the collaborative decision making; (d) finally the API (UI 5) is used
to integrate the parts of the solution (touch table, decision makers UIs) with
CLAVIRE environment. The DSLs are used within the application to express the
knowledge of experts (in form of predefined simulation WFs) and description of
available cloud services, while ontological structure can be used to support
semantic integration of different parts within the solution.

5 Discussion and Conclusion

Solving contemporary e-Science tasks requires involvement of knowledge from
different domains: a set of problem domains should be extended with IT domain
(as the underlying software often is characterized by a complex usage), simulation
domain (as a lot of techniques for complex system simulation require specific
knowledge). All these knowledge needs to be formalized and dynamically inte-
grated because the parts of knowledge might be updated separately. Today the
ontology is often used as an integration technology (see, e.g. [15]). On the other
hand, DSLs [11] present powerful technology for declarative and imperative
knowledge expression using graphical of textual notation. As a result, the com-
bination of these technologies can be used as a core technological solution for
comprehensive knowledge-based support of human–computer interaction.

Knowledge-Based Expressive Technologies Within Cloud Computing Environments 9



Presented work is devoted to development of the expressive toolbox which will
support the processes of expression and interpretation in the most convenient and
easiest way for the user. The continuous integration of different technologies using
core ontological structure allows automatic interpretation and translation of the
information provided by the user on different levels of abstraction. The developed
expressive toolbox was implemented using CLAVIRE cloud computing
environment.
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Video Texture Smoothing Based
on Relative Total Variation and Optical
Flow Matching

Huisi Wu, Songtao Tu, Lei Wang and Zhenkun Wen

Abstract Images and videos usually express perceptual information with mean-
ingful structures. By removing fine details and reserving important structures,
video texture smoothing can better display the useful structural information, and
thus is significant in the video understandings for both human and computers.
Compared with the image texture smoothing, video texture smoothing is much
more challenging. This paper proposes a novel video texture smoothing method
through combining existing Relative Total Variation (RTV) and optical flow
matching. By considering both special relationship and color/gradient similarity
between adjacent frames, we build an optimization framework with two novel
regularization terms and solve the smoothed video texture via iterations. Con-
vincing experiment results demonstrate the effectiveness of our method.

Keywords Texture � Structure � Smoothness � Relative total variation � Optical
flow � Probability model

1 Introduction

Video contents usually contain more or less natural or artificial textures, such as
the grasses on the grounds or repeated patterns on the buildings. Such textural
contents make the video more attractive. However, humans normally perceive
video content by capturing the meaningful large scale structures. Thus, video
texture smoothing becomes extremely important in computer vision and video
pattern recognition, especially for video abstraction and object tracking.
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To smooth the fine texture from image, most existing methods define the texture
region based on total variation of the gradient fields [1, 2], and use an optimization
algorithm to filter out fine details. Recently, Xu et al. [3] proposed a method for
texture smoothing based on Relative Total Variation (RTV), where better
smoothed effects can be obtained. Compared with the studies carried out on the
image texture smoothing, video smoothing is more challenging and none of the
existing methods can obtain favorable results. For video smoothing, not only the
main structures should be persevered in each frame image, but also the corre-
spondences between frames should be considered to solve stable-smoothed video
results.

In this paper, we propose a novel video smoothing method based on RTV and
optical flow matching. Since RTV is a well-validated method in the separation of
texture and structure, it provides better effects compared with other methods. As an
important method in the analysis of visual motion, optical flow method provides
dense correspondences for large scale structures between two frames. By esti-
mating the displacement for each pixel via optical flow, we formulate an inter-
frame constraint to optimize video smoothing. Compared to existing methods,
which only consider the video smoothing frame by frame, our method achieves a
more stable smoothing effect by preserving the video continuity. Specifically, we
applied optical flow to describe a constraint between two adjacent frames in both
original and smoothed video. Based the combination of RTV and optical flow, we
propose a graph model to express the spatial and temporal relation between the
adjacent frames. The probability model is analyzed to form an object function.
Finally, we obtain the smoothed video by solving the object function. Experi-
mental results show that our method outperforms the existing RTV in terms of
main structures preserving and texture details smoothing.

2 Related Work

Since texture smoothing can extract salient structures from textures, it has been a
hot research topic in computer vision and pattern recognition. Rudin et al. [4] first
proposed TV-L2 model, which can be easily expressed through fidelity data term
and regularization term. Aujol et al. [5] had studied four kinds of TV models and
come to the conclusion that TV-L2 had best effects in dealing images without
knowledge of its texture model in advance, but it had some demerits in distin-
guishing the strong structural textures and edges. Farbman et al. [6] and Xu et al.
[7], respectively, proposed WLS and L0 gradient minimization. Different from the
regularization term and optimized procedure in TV-L2 model, their models have
some disadvantages in dealing texture of different scales, and they still rely on
gradient. Kass and Solomon [8] pointed out that local histogram-based filtering
can well resist image details and maintain the structure edges at the time. But this
method is not designed to process texture, and the direct usage of this method will
not get desirable effects. Xu et al. [3] proposed the Relative Total Variation (RTV)
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method, which is based on the TV-L2 model, and this method can better remove
image texture, while maintaining the structural edge. However, we cannot directly
use RTV to smooth video textures because RTV can only smooth singe image and
does not consider the inter-frame relationship if it is used to smooth video.

Optical flow is state-of-the-art technique in calculating the pixel-wise corre-
spondences between two images, especially for the neighboring frames in a video.
The computation of optical flow field was first discussed by Horn and Schunck [9]
in 1981. Based on the optical flow constraint equation, they supposed that the
speed filed is smooth, and then they get a dense optical flow field. Nagel [10]
comes up with the idea that second derivative can be used to deal with the optical
flow field. With the application of an oriented smooth constraint to deal with the
occlusion problem, the computation of the reciprocal value of second derivative
can be easily impacted by the noise. Ghosal and Vanek [11] proposed that smooth
constraints of different natures in speed fields can be used to compute the optical
flow field. Lucase and Kanade [12] researched and developed many new concepts
for dealing with shortcomings of previous models.

In this paper, we present a simple and yet effective model based on Relative
Total Variation and optical flow matching to realize video texture smoothing. By
adding spatial constraint to RTV based on optical flow, we can obtain a better
result than only smoothing video frame by frame using RTV. The combination
between RTV and optical flow turns out a nonlinear optimization problem. So we
also propose an optimization solution to obtain the video smoothing results.

3 Approach

3.1 Model

For the video to be soothed, obviously, there are spatial and temporal relations
between the original image and the smoothed one, which is shown in Fig. 1.

Suppose pt is the pixel in the original image while st in the smoothed one,
respectively. Both of them are in the same frame. The same position pixels in
adjacent frame connect with each other through optical flow, for example, the
connection between pt-1 and pt as well as st-1 and st. The original image and the
smoothed one in the same frame connect with each other through Relative Total
Variation [6], for example, the connection between st and pt. From Fig. 1, it can be
assumed that:

P pt pt�1jð Þ ¼ exp � pt � pt�1k k2
� �

ð1Þ

P st st�1jð Þ ¼ exp � st � st�1k k2
� �

ð2Þ

Video Texture Smoothing Based on Relative Total Variation... 15



P pt stjð Þ ¼ exp �u st; ptð Þð Þ ð3Þ

Assume:

A ¼ pt � pt�1k k2; B ¼ st � st�1k k2; C ¼ u st; ptð Þ

It can be concluded:

P pt; st; pt�1; st�1ð Þ ¼ P pt�1ð ÞP st�1ð ÞP st st�1jð ÞP pt pt�1; stjð Þ
¼ P pt pt�1jð ÞP st st�1jð ÞP pt�1ð ÞP st�1ð ÞP pt stjð Þ

ð4Þ

From Bayes function:

P pt stj ; pt�1; st�1ð Þ ¼ P pt; st; pt�1; st�1ð Þ=P pt�1; st; st�1ð Þ ð5Þ

From (4) and (5):

P pt stj ; pt�1; st�1ð Þ / P pt pt�1jð ÞP st st�1jð ÞP pt stjð Þ ð6Þ

spacial

time

Fig. 1 From left to right display constrain relation between previous frame and the current
frame, from bottom to top display constrain relation between original images and smoothed
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log P pt st; pt�1j ; st�1ð Þ ¼ �ðAþ Bþ CÞ ð7Þ

To maximize the probability, we should minimize the value of
A + B + C. And we can obtain (Dx, Dy) according the constraint conditions of
optical flow

pt x; yð Þ ¼ pt�1 x� Dx; y� Dyð Þ ð8Þ

If t denotes any time, pt (x,y) can be effectively estimated by
pt�1 x� Dx; y� Dyð Þ. Thus we assumes:

pt x; yð Þ � pt�1 x� Dx; y� Dyð Þ / N 0; r2
� ffi

ð9Þ

Similarly, st x; yð Þ � st�1 x� Dx; y� Dyð Þ is also Gaussian distribution. As the
original image and the smoothed one take Relative Total Variation as constraint
condition [6], it can be said:

D ¼
X

p

PP � SPð Þ2 þ k � Dx pð Þ
Ux pð Þ þ e

þ Dy pð Þ
Uy pð Þ þ e

� �
ð10Þ

From (9) and (10), the objective function is finally expressed as:

arg min
s

X
p

pt xp; yp

� ffi
� pt�1 xp � Dx; yp � Dy

� ffi� ffi2 þ Pp � sp

� ffi2

þ st xp; yp

� ffi
� st�1 xp � Dx; yp � Dy

� ffi� ffi
þ k � Dx pð Þ

Ux pð Þ þ e
þ Dy pð Þ

Uy pð Þ þ e

� � ð11Þ

3.2 Numerical Solution

It is not easy to solve the target equation (11) as it is nonlinear. It contains three
constraints: Item A, Item B, and Item C. Its solution thus cannot be obtained
trivially. Therefore, we proposed a segmenting method to optimize the equation.
Firstly, we use Item A and Item B to optimize it. Secondly, Item C will be applied
to deal with the result got from last step. Finally, the whole target equation will get
optimized. The Fig. 2 showed the flow chart. This method is clear in structure and
simple in processing. Besides, after the process of optical flow matching, it will be
very close to the result we want. Hence, the number of iterations will be reduced
when we utilize Item C.

The steps involved are as follows:

(a) In Item A, pt(x, y) and pt-1(x, y) refer to the original image pixels, t means
time. Dx and Dy can be accessed through pt(x, y) and pt-1(x, y) by optical
flow matching. Item A can be viewed as a constant.
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(b) Take Item C as the initial condition, through optimization, we get St-1.
(c) Optimize Item B through optical flow matching. The gray level of certain

image point w = (x, y)T on time t is I(x, y, t). After a timeslot of Dt, the
correspond value for gray level is : I xþ Dx; yþ Dy; t þ Dtð Þ. Because
the video image is continuous, the image changes slowly with x, y, t. With the
Taylor series expansion and ignorance of the second-order infinitesimal
items, we get

oI

ox
dxþ oI

oy
dyþ oI

ot
¼ 0 ð12Þ

It can be supposed that u ¼ dx
dt
; v ¼ dy

dt
; Ix ¼ oI

ox ; Iy ¼ oI
oy ; It ¼ oI

ot then function

(12) can be rewritten as Ixu + Iyv + It = 0, vw = (u, v) is the optical flow for
point w. Besides the gray value constancy assumption, we also consider color
and gradient constancy assumption. After the above optimization, we get
St(x, y).

(d) Utilize Item C to constrain the equation to get the optimized solution. Taking
the result got from step c as input, we apply the numerical solution in [3] to
optimize the equation and get the final result.

4 Results

We collected a video datasets to evaluate our method, which contains 20 videos
with different kinds of textures. Typical video smoothing results are as shown in
Figs. 3 and 4. From the results shown in Fig. 3, we can clearly see that our method
not only preserves the salient structures for each frame in the video, but also
maintains the video consistency when smoothing a sequence of images, including
color consistency and lighting consistency for the corresponding pixels along the
time dimension.

frame i

frame i+1

gradient

gray

colour

optimization i==ni+1 Y

N

input
output

Fig. 2 The framework of our system
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In addition, we also implemented the existing RTV method for video smoothing
and compared it with our proposed method. Figure 4 shows the videos smoothed
using RTV and our method, respectively. For detail comparison, we selected one
frame with dense textures to compare our method with RTV. As shown in Fig. 4a,
the images in the top row are selected from the original videos. The middle row
and the bottom row which are in Fig. 4a are the smoothed results with RTV and
our method, respectively. From the visual comparisons, we can see that our
smoothed results obviously are much better than the RTV results, especially for
the regions marked with red boxes. From the blow-up results shown in Fig. 4b, we
can even clearly observe that our method outperforms the existing RTV method, in

Fig. 3 Video smoothing results using our method. The top row is the original video from frame
1–4, and the smoothed results are shown in the bottom row

Fig. 4 Comparison between our method and the RTV. The original frames are shown in the
upper row of (a). Corresponding results of RTV and our method are as shown in the middle row
and the bottom row, respectively. Detail comparisons with blow-up resolutions are shown in (b)
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terms of salient structure preserving and fine detail smoothing, which points out
that the combination of RTV and optical flow matching is effective in video
smoothing.

On the other hand, we also performed a running-time statistics to compare our
method and the RTV. In our experiments, we applied RTV and our method to 20
videos, which are about 10 s (250 frames). Each of them is up-sampled or down-
sampled to be different resolutions, and we collected the average running time of
RTV and our method applied on them. Figure 5 plots the average running time
comparison between RTV and our method. The blue line in Fig. 5 indicates the
average running time of RTV on the datasets, while the red line in Fig. 5 is ours.
From the results shown in Fig. 5, we can see that our method generally faster than
the RTV method, because the optical flow provides accurate correspondences and
makes the optimization quickly converged. With the additional constraint of
optical flow, our method turns out efficient by reducing iteration times.

5 Conclusion

In this paper, we present a novel model to handle the video texture smoothing
based on RTV and optical flow matching. We contribute mainly in the following
two aspects. Firstly, we set up a new probability model combined RTV with
optical flow. Based on this probability model, we can easily realize the inner
structure of the problem to be solved, and therefore bring up the objective function
to be optimized. Secondly, we come up with an optimizing scheme to transform
the original nonlinear problem to a set of subproblems that are much easier and
faster to be solved. Experiments show that our method outperforms the existing

Fig. 5 Average running time
comparison between RTV
and our method for video
with different resolutions
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RTV method, in terms of both spatial–temporal consistency and efficiency. In the
future, we plan to implement our method in GPU to achieve a real-time
performance.
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Gas Recognition Under Sensor Drift
by Using Deep Learning

Xiaonan Hu, Qihe Liu, Hongbin Cai and Fan Li

Abstract Machine olfaction is an intelligent system that combines cross-sensi-
tivity chemical sensor array and an effective pattern recognition algorithm for the
detection, identification, or quantification of various odors. Data collected by the
sensor array are multivariate time-series signals with complex structure, and these
signals become more difficult to analyze due to sensor drift. In this work, we focus
on improving the classification performance under sensor drift by using the deep
learning method, which is popular among these years. Compared with other
methods, our method can effectively tackle sensor drift by automatically extracting
features, thus not only removing the complexity of designing the hand-made
features, but also making it pervasive for a variety of application in machine
olfaction. Our experimental results show that the deep learning method can learn
the features that are more robust to drift than the original input and achieves high
classification accuracy.
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1 Introduction

The principle of Machine olfaction is: (i) sensor array produces electrical signal
response by absorbing the odor molecules; (ii) various methods are used to process
these signals; (iii) pattern recognition system analyzes the input data and make
decisions, accomplishing scheduled tasks, for instance, gas recognition and con-
centration measurement [1, 2]. In practical applications, sensor signals tend to
show a significant variation due to changes in the experimental operating envi-
ronment, aging of the sensor materials, and poisoning effects [3]. Sensor drift will
change the cluster distribution in the data space and degrade the classification
accuracy gradually [3, 4].

In the field of signal processing, the most effective methods for drift com-
pensation are periodic recalibrations [4], whose main idea is using a reference gas
to correct drift direction for individual sensor or for the entire array [5–7].
However, these techniques are all based on the assumption that the drift model is
linear, which has not been confirmed yet, and they mostly need a reference gas that
is chemically stable and highly correlated with the target gas in terms of sensor
behavior, which is undoubtedly harsh in practical applications [4, 7].

Recently, machine learning methods are also applied to cope with drift [3, 8, 9].
In Vergara et al. [3], authors used ensemble learning methods to adapt a classifier
to drift. This ensemble method is expensive in practice because it requires a large
number of labeled data to dynamically train the classifiers. Semi-supervised
methods used unlabeled data to improve performance of classification [8]. Com-
pared with the ensemble methods, the semi-supervised methods are cheap because
they only use unlabeled data to tackle drift. However, the above methods are not
pervasive in real world applications because they need kinds of hand-designed
features. In Längkvist and Loutfi [9], the authors proposed the e-nose data clas-
sification using deep learning, but they did not consider constructing suitable
network structure to handle drift.

Keeping the research line based on machine learning methods, we present a
new method to handle gas recognition under sensor drift using deep learning. The
main idea of our method is automatically extracting unsupervised features by using
deep learning and then training a gas classifier based on these features. Motived by
the characteristics of gas signal response, we designed two network structures,
Deep Belief Networks (DBNs) based on Restricted Boltzmann Machines (RBM)
and stacked Auto-Encoders (sAE) stacked by Auto-Encoders, to extract abstract
features. Secondly, the softmax classifiers are constructed by using these features.
Finally, we simulate both the network structures and experimental results show
that they outperform support vector machine (SVM).

Compared with other methods, the advantages of our method are in the fol-
lowing three aspects. First, our method is pervasive. Since this method does not
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use hand-extracted features, it can be applied to process signals sampled by any
sensor and identify any type of gas. Second, our method is cheap. The method does
not need reference gas to correct the drift direction of original data and only uses
unlabeled data to learn features. Finally, our method is efficient for complex data.
The feature extraction step in deep learning always implies a nonlinear process of
dimensionality reduction, which not only increases efficiency but also improves
the ability of expression for complex data. Based on these advantages, our method
can effectively cope with gas recognition and sensor drift.

Our main contributions are: (i) to the best of our knowledge, we first used deep
learning to handle sensor drift; (ii) we designed DBNs and sAE to tackle sensor
drift and gas recognition, and empirical results prove that our method can effec-
tively process sensor drift.

The rest of this paper is organized as follows: We first introduce deep learning
and propose our method in Sect. 2. Then we simulate the proposed method and in
detail describe our experimental results in Sect. 3. Finally, conclusions are given
in Sect. 4.

2 Methods

In this section, we demonstrate two types of deep networks, namely DBNs and
sAE, and how we use them for gas recognition.

An auto-encoder can be seen as a neural network with three layers, as shown in
Fig. 1, including one input layer, one hidden layer, and one output layer. The aim
of this kind of network is not classification or regression, but reconstructing the
input in the output layer to obtain the activations of the hidden layer, which are
thought to be the better representation than the original input. Except the input
layer, activation of each unit is calculated as:

a ¼ r Wvþ bð Þ ð1Þ

where r xð Þ ¼ 1
1þe�x is the logistic function, the cost function to be minimized is:

J ¼ 1
2N

X
i

v ið Þ � v̂ ið Þ
� �

þ k
2

X
i

X
j

Wij
2 þ b

X
j

q log
q
pj
þ 1� qð Þ log

1� q
1� pj

� ffi

ð2Þ

The first term is the reconstruction error term indicating the difference between
the input and the output, the second is the weight decay term aiming at decreasing
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the magnitude of the weights in case of overfitting, and the others are the sparse
penalty terms whose purpose is enforcing the average activation of all the hidden
units to be close to a small number q. The parameters k and b control the relative
importance of the three terms.

A stacked auto-encoder is a neural network consisting of multiple layers of
auto-encoders in which the outputs of each layer is wired to the inputs of the
successive layer. There are usually too many parameters for such a deep network
to be trained effectively and therefore it is easy to converge to some bad local
optima. Greedy layer-wise training has proved to be an algorithm effective to solve
the above problem [10, 11]. The main idea was to train the parameters of each
layer individually, then unroll all the layers into the architectures shown in Fig. 2
and fine-tune all parameters at the same time.

Since our task is to classify gasses but not simply generate features, we use the
architectures with a softmax layer on the last layer of the encoder part, see Fig. 2b.
The probability that the predicted class y belongs to class j given input vector x and
weight matrix h is given by:

P yi ¼ jjxi; hð Þ ¼
exp hT

j xiPk
l¼1 exp hT

l xi

ð3Þ

We can minimize the cost function to train the weight matrix h:

J hð Þ ¼ � 1
m

Xm

i¼1

Xk

j¼1

1 yi ¼ jf g log P yi ¼ jð Þ
" #

þ k
2

Xm

i¼1

Xn

j¼1

h2
ij ð4Þ

v v̂
h

W Ŵ
b b̂

Fig. 1 An auto-encoder with
one hidden layer
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where 1{�} is the indictor function, whose value is 1 if the statement is true and
otherwise 0.

For gas data, the input vector of a single example is given by
v ¼ s1; s2; . . .; snð Þ, where si is the ith feature (or raw signal). So the entire input
matrix is V ¼ vT

1 ; v
T
2 ; . . .; vT

m

� �
. We scale each element of this matrix to [0,1] by

using the following normalization method:

V 0i;j ¼
Vi;j �mini

maxi�mini
� U � L½ � þ L ð5Þ

where L and U denote the desired bound, namely 0 and 1, min (max) is a vector
containing the minimum (maximum) of each row.

Assuming that we use an sAE with n hidden layers, now we present a detailed
description of our method, see Algorithm 1. We use conjugate gradient [12] to
train each layer or the entire network.
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2Ŵ

1h
2h

1ĥ
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Fig. 2 Stacked auto-encoder with two hidden layers a Unsupervised and b supervised fine-
tuning for different purposes
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Algorithm 1 A gas recognition algorithm by sAE

Input:  Train data ( )1 2= , , ,T T T
mV v v v⋅ ⋅ ⋅ , corresponding labels ( )1 2, mY y y y= ⋅⋅⋅ , 

and a new input pv

Output: py : the label of pv

Method:  sAE

1: Normalize V by equation (5)
// Pre-training

2: I V ′=
3: for ( i = 1 to n) do
4:   Randomly initialize , , ,W b W b
5:   Train layer i (an auto-encoder) on data I
6:   ,i iW W b b= =
7:   ( )I WI bσ= +
8: end for
9: Randomly initialize θ

10: Train softmax classifier on data I and labels Y
11: SW θ=

// Fine-tuning
12: I V ′=
13: Train the entire network on data I and labels Y

// The predict steps

14: Normalize pI v ′=
15: for ( i = 1 to n) do
16: ( )i iI W I bσ= +
17: end for
18: Compute probability vector P on data I and parameter θ
19: max( )py P=
20: Return py

A Restricted Boltzmann Machine consists of the following elements: Visible
units v with bias vector c, hidden units h with bias vector b, and a weight matrix
W connecting the hidden and visible units. Although its aim is the same as AE, an
RBM can reconstruct the input by the transposition of W because it is a generative
model, so that there is no actual output layer and the corresponding weights, see
Fig. 3a.

The parameters W, b, and c are trained using contrastive divergence [13]. DBNs
is formed by stacking several RBMs, see in Fig. 3b. For our experiment, we use
DBNs with a softmax layer to classify gas data. The steps are very similar to sAE,
except that we train an RBM instead of an auto-encoder in each layer.
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3 Experiment

The experimental dataset comes from the UCI machine learning repository [14].
The collection period lasted for 36 months, which made sure that sensor drift
happened over a long time. Authors divided the dataset into 10 batches, and each of
them contained data of one or several successive months. More details refer to [3].

In our experiments, we consider two settings: (i) we trained a classifier on batch
1 and tested it on the reminder batches; (ii) we trained a classifier on batch t-1 and
tested it on batch t. For reference, we use SVM [15] as a baseline method, we
deploy LibSVM [16] to classify our data under the two settings, and the results are
shown in Fig. 4.

Under setting 1, after trained on batch 1, the classifier is not adjusted and tested
on the successive batches. Usually, we intuitively believe the more faraway from
batch 1 a batch is, the larger senor drift is. Therefore, performance of classifiers
will degrade when the batch ID increases. In fact, as the dotted line in Fig. 4
indicates, there is an overall degradation of performance over time due to sensor
drift. The merit of this setting is that we only provide labeled data on the initial
time (batch 1).

Under setting 2, as opposed to setting 1, the training batches are dynamically
changed according to the test batches. Since batch t - 1 is close to batch t, we
think sensor drift quantity is small between the two batches, and the classifiers
should obtain good performance. Figure 4 proves our view, and performance of
setting 2 is better than that of setting 1 except batch 10. The drawback of this
setting is that we must provide new labeled data after time interval, so it is more
expensive and laborious than setting 1.

In what follows, we used DBNs and sAE to extract features from data,
respectively, and then applied a softmax layer to construct classifiers. We took
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Fig. 3 Graphic depiction of a RBM and b unrolling two RBMs to form DBNs
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some efforts to achieve a better comparison and reference. On the one hand, we
fixed the number of iterations and initialized a set of default parameters. For
instance, in sAE we set 600 iterations for both pre-training and fine-tuning, and the
default parameters are k = 3e - 3, b = 3e - 4 and q = 0.1. On the other hand,
we chose some fixed values for the random initialization in the pre-training step so
that the networks were trained with the same initialization sequence every time.

The size of input layer and output layer is 128 and 6 due to the dataset. For
simplicity, we describe the architecture of a deep network as h1 � h2 � � � � � hnð Þ,
where hi denotes the number of units in hidden layer i. First, we used a sAE(40-40)
and a DBNs(40-40) to run our experiments. The classification accuracy details on
every batch are shown in Fig. 5.

We clearly see that the deep networks performed better than SVM under setting 1,
which indicates that, by using deep learning, we can automatically extract new
features from batch 1. The new features are robust to sensor drift. As opposed to
setting 1, under setting 2, sAE and DBNs did not improve performance. We analyzed
and found that different features caused this result. SVM used the same hand-
features on different batches. However, deep networks learn to automatically extract
features from these batches, and these features are unreliable because of sensor drift.
Naturally, classifiers trained on the unreliable features did not improve performance.
On the contrary, under setting 1, data from batch 1 had almost no drift because it was
the first collection. Therefore, features extracted from batch1 are reliable. It is
necessary to further research how to extract features from drifted data.

Next we attempted to improve the performance further by changing the
parameters and the architecture of deep networks. We recorded the minimum and
maximum of classification accuracy on every batch and listed them in Table 1.
Notice that these results were under either setting 1 or setting 2, and we did not
describe the parameters and network architecture corresponding to every single
value for the sake of brevity.

Fig. 4 Performance of SVM
under two different settings
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In terms of the maxima, we see the improvement of performance on these
batches. However, we found that the minima would reach a very low level. All this
indicates that most of the batches were sensitive to the adjustment of parameters
and network architecture, and we could not find a set of parameters or a kind of
network to achieve good results on all the batches simultaneously. Moreover, there
is no effective method for parameter selection in deep learning presently, so it is
not practical to optimize especially parameter and network structures for data in
different periods of time. Therefore, it is not meaningful to seek high accuracy on
individual batch, and we only consider the average accuracy on the entire dataset
under setting 1.

As shown in Table 2, we modified the default parameters for the previously
used sAE(40-40) in the way of changing one parameter, while fixing the other two
parameters. And we adjusted the network architecture for both sAE and DBNs,
and the results are shown in Table 3.

Although there was a large fluctuation of classification accuracy on individual
batch, the average performance was maintained at a certain level (around 65 %)
throughout our experiments and much more superior to that of SVM (39 %),
which suggests that the deep learning method is very appropriate and robust to
mitigate the sensor drift.

Fig. 5 Performances of SVM, sAE and DBNs under a setting 1 and b setting 2

Table 1 Min and max classification accuracy (%) on every batch

ID 2 3 4 5 6 7 8 9 10

Min 69.21 64.31 60.25 62.94 44.70 45.89 43.20 30.85 15.22
Max 80.68 92.75 86.34 87.82 78.65 82.93 94.22 72.13 48.05
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4 Conclusions

In this work, we first applied deep learning to handle gas sensor drift. The main
idea of our method is automatically extracting unsupervised features by using deep
learning and then training a gas classifier based on these features. Since auto-
matically extracted abstract features can cope with very complex data and non-
linear transformation, our method is not only robust to gas sensor drift, but also
pervasive. In addition, this method is cheap because it does not need many labeled
data and reference gas, but only need suitable labeled data and unlabeled data.
Concretely speaking, we designed two network structures, DBNs and sAE to
extract abstract features, and then the softmax classifier are constructed by using
these features. Finally, we simulate the both network structures and experimental
results show that they outperform SVM. This turns out that deep learning is a
simple and effective solution to sensor drift and gas recognition.

In the future work, we will investigate how to dynamically optimize parameters
of deep networks according to the training data. It is also necessary to research
how to use deep learning to extract features on data with drift.
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Wheel Slip Ratio Adaptive Control
for Distributed Drive Electric Vehicles

Yongqiang Deng, Liang Shao, Chi Jin and Lu Xiong

Abstract This article conducts a research on wheel slip ratio control for
distributed drive electric vehicles. In consideration of wheel rotation dynamics and
its strong nonlinear properties, a proportional–integral controller is designed in this
paper aimed at regulating the wheel slip ratio to a constant value regardless of the
road adhesion conditions. At the same time, an online road coefficient estimator is
proposed to provide optimal slip ratio for the designed wheel slip ratio controller.
The global asymptotic stability of the system is proved by the Lyapunov stability
theory. In addition, a distributed drive electric vehicle model is established for
performance assessment due to its precise and fast-response torque control. Sim-
ulation results show that the proposed controller adaptively regulates the wheel
slip ratio to the optimal value of current road with fast convergence speed and high
accuracy. Generally, the proposed adaptive controller greatly improves the driving
performance of the electric vehicle.
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1 Introduction

As global energy crisis and environmental pollution is worsening, electric vehicles
(EV) become vigorous. Distributed drive EV has been an issue in research now
because electric wheels have properties of fast torque control and quick response
[1]. It makes possible for electric wheel to regulate slip ratio to the optimum value
under different road adhesion conditions which contributes to the driving
efficiency.

In terms of wheel rotate dynamics, the object of wheel slip ratio control is a
nonlinear system with uncertainty of road adhesion coefficient. Anti-slip regulation
system is a mature technique in traditional vehicle wheel dynamics control which
is trying to keep the wheel from drifting by limiting the wheel slip ratio in a region
[2, 3]. The common controller attached in traditional vehicles uses wheel rotation
speed and acceleration as logic thresholds [2]. A sacrifice of driving efficiency is
premised on this method and it behaves differently under different adhesion
conditions. Recently, some approaches based on fuzzy method [4–6], PID control
[2, 7], and sliding mode control [8, 9] are used in this field. When it comes to
wheel slip ratio adaptive control, an online road estimator for the identification of
optimal wheel slip ratio cannot be ignored which remains to be a difficult problem.
Methods to estimate the road coefficient today [10–12] have several problems such
as lack of accuracy, long time computation, and unsatisfied real-time performance.
As shown in Fig. 1, this article proposes a brand new wheel slip ratio adaptive
controller for distributed drive EV. Presented with theoretical strict proof and
simulation results, this approach can significantly improve the driving performance
of distributed drive EV.

2 Wheel Slip Ratio Control

2.1 Description of Wheel Rotating Dynamic

Electric wheel torque control works independently for distributed drive electric
vehicle. A single wheel model is established to design the slip ratio controller.

As shown in Fig. 2, the single wheel model can be described as:

Ix _x ¼ Tm � Fxr: ð1Þ

Definition of wheel slip ratio (accelerating):

k ¼ ðxr � vÞ=xr [ 0: ð2Þ

Wheel slip ratio dynamic can be described as:
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_k ¼ r

vIx
�rlðkÞF_zð1� kÞ2 þ Tmð1� kÞ2
h i

� _v

xr
: ð3Þ

2.2 Proof of Proportional–Integral Control

Consider the first-order nonlinear system:

_x ¼ f ðxÞ þ u ð4Þ

where x [ R, u is control input and f is an unknown zero-axial function. f is
Lipchitz with Lipchitz constant Lf.

To stabilize the system, an input of u ¼ �k1x� k2
R t

0 xdt is introduced into it
which can make the system asymptotically stable.

Proof In order to use Lyapunov stability theory to analyze the system, an
extended order method is applied:

Fig. 1 Wheel slip ratio
adaptive controller

Fig. 2 Single wheel model
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_x1 ¼ gðx1Þ þ u ¼ f ðx1Þ þ bþ u; _x2 ¼ x1: ð5Þ

Proportional–integral control input of u = - (Lx1 + kx2) leads to:

_x1 � f ðx1Þ þ Lx1 þ k

Z
x1dt ¼ b: ð6Þ

Consequently, this system is equivalent to a spring-damper system which can
reach an equilibrium point. To prove that, we usually set the equilibrium point to
the origin:

_�x1 ¼ _x1

_�x2 ¼ _x2 ¼ x1 ¼ �x1

(
: ð7Þ

Constructing a Lyapunov function as:

Vð�xÞ ¼ �x2
1=2þ k�x2

2=2� 0: ð8Þ

We can see that:

_Vð�xÞ ¼ �x1 � _�x1 þ k�x2 � _�x2 ¼ �ðL�x� f ð�x1ÞÞ � �x1� 0 ð9Þ

1. Vð�xÞ� 0, with equality if and only if x = 0, positive definite;
2. _Vð�xÞ� 0, with equality if and only if x = 0, negative definite;
3. For �x 2 R, when �xk k ! 1; Vð�xÞ ! 1.

It is concluded that this first-order system is globally asymptotically stable in
the sense of Lyapunov.

2.3 Wheel Slip Ratio PI Controller

The tracking error is defined as e = k - kref, and its dynamics:

_e ¼ r

vIx
�rlðeÞFz � rlðkrefÞFz þ Tm �

v _vIx
xr2

� �
: ð10Þ

Obviously, when e = 0, /(e) = 0.
The proportional–integral control method is applied to this physical system,

from which we can obtain the output controlling electric wheel torque:
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Tm ¼
v _vIx
xr2
� rFz k1eþ k2

Z
edt

� ffi
: ð11Þ

Theoretically, the system is Lyapunov stable and the wheel slip ratio can be
regulated to the preset value regardless of the road uncertainties.

2.4 Simulation Verification

2.4.1 Simulation Configuration

To verify the PI controller’s viability and effectiveness, a distributed drive EV
model is established with an inner Magic Formula tire-road model. A series
simulation tests were conducted on different road coefficients. Through repeated
simulation experiments, tuning parameters of PI controller are shown in Table 1.

Simulation settings:
The distributed drive EV starts with a velocity of 2 m/s; three different road

adhesion coefficients (0.2, 0.5, and 0.8); optimal wheel slip ratio is set to 0.2.

2.4.2 Simulation Results

As it is shown in Fig. 3, the proposed wheel slip PI controller for distributed drive
EV can regulate the wheel slip to the preset value with fast and accurate con-
vergence. Therefore, the reliable guarantee is provided for wheel slip ratio adap-
tive control due to its independent properties.

3 Design of Road Estimator

3.1 Problem Formulation

The wheel slip ratio dynamic control can be modeled as:

_x ¼ gðt;x; hÞ þ Tm½ �=Ix ð12Þ

where g(t, x, h) is specified as -Fzrl(h, x) which stands for the wheel longitu-
dinal force.

Table 1 Parameters of
designed PI controller

k1 k2

1.5 12
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The fitting parameters of tire-road model are shown in Table 2 where road
coefficient u can be evaluated by h as:

lðh; kÞ ¼ h� he½�
c1
h ðkþc2k

2Þ� � c3ksgnðkÞ þ c4k
2: ð13Þ

3.2 Parameter Estimation

Thus, a full estimator of road coefficient is introduced:

_y ¼ �Kið
1
Iw

Tm þ /̂Þ � 1
Ix
� f ðt;x; /̂; ĥÞ � ð�Fzr

olðĥ;xÞ
ox

Þ

/̂ ¼ yþ Kix�
1
Ix

Fzr � lðĥ;xÞ

_̂h ¼ f ðt;x; /̂; ĥÞ ¼ c½h � ðt;w; /̂Þ � ĥ�:

ð14Þ

Fig. 3 Slip control results under different adhesion road

Table 2 Parameters of
improved Burckhardt model

c1 c2 c3 c4

18 8 0.11 0.25

40 Y. Deng et al.



The estimator generally consists of two parts: an estimator for / and an update
law for h.

Where Ki and c are positive gain coefficients, h � ðt;w; /̂Þ denotes the solution

of the inversion problem found from /̂ ¼ lðh�;xÞ � Fzr=Ix.

3.3 Simulation Verification

3.3.1 Simulation Configuration

A distributed driving electric vehicle model is established and the slip ratio control
system is turned off in order to see if the road estimator works correctly in different
conditions. The tuning parameters for estimator are shown in Table 3.

Simulation settings: Initial speed 5 m/s; different throttle accelerating (0.25,
0.5, 0.8); constant road adhesion coefficient (0.2, 0.5, 0.8).

3.3.2 Simulation Results

As shown in Fig. 4, the designed road coefficient estimator gains a fast conver-
gence to the real value under different circumstances. Furthermore, it obtains
accurate estimated results of the real road conditions. The throttle is varying in
order to get the proper wheel slip ratio on different road condition. Thus, a good
wheel slip ratio controller is necessary to keep the property of designed estimator.

4 Wheel Slip Ratio Adaptive Control

4.1 Adaptive Controller Modeling

From the referred tire-road model, we can get the optimal slip ratios on different
road conditions, as shown in Fig. 5.

We assume that the designed estimator obtains the adhesion coefficient and
outputs a real-time optimal slip ratio to the designed PI slip controller. Thus, we
can get an adaptive controller for slip ratio and it is applied to the distributed
driving electric vehicle. The simulation model is shown in Fig. 6. Here we list the
tuned parameters of the slip ratio adaptive controller, shown in Table 4.

Table 3 Estimator
parameters

Ki c

100 10
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4.2 Simulation Verification

In order to check out the performance of the designed wheel slip ratio adaptive
controller, we conduct a constant road test and changing road test.

4.2.1 Constant Road Simulation

1. Simulation settings:
Initial speed 5 m/s; full throttle; constant road adhesion coefficient u = 0.5.

2. Simulation results:

As shown in Fig. 7, the designed road adhesion coefficient estimator converges
to the true value within 1 s which sets up an accurate and stable property. Dis-
tributed driving EV with wheel slip ratio adaptive controller accelerates quicker
than the one without control. As a result, the adaptive controller dramatically
improves the driving efficiency of the vehicle.

4.2.2 Changing Road Simulation

1. Simulation settings:
Full throttle accelerating; changing road adhesion coefficient (Fig. 8).

2. Simulation results:

As shown in Fig. 9, simulation results show that the designed wheel slip ratio
adaptive controller has a sensitive perception of road changes which owes to the
uniform asymptotic stability of the designed estimator. When road changes, the
wheel slip ratio will adaptively converge to the optimal value which greatly
improves the driving performance of distributed driving electric vehicles.

Fig. 7 Performance of adaptive slip ratio controller on constant adhesion road

Table 4 Parameters of slip
ratio adaptive controller

k1 k2 Ki c

1.5 12 100 10
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5 Conclusions

This article proposes a self-tuning adaptive control method for electric wheel slip
ratio. Compared to the thresholds or fuzzy logic controllers done before, the new
adaptive controller claims a more stable property. The stability of the controller is
guaranteed by Lyapunov stability theory which is essential for adaptive control of
a real physical system.

The proposed wheel slip ratio adaptive controller for distributed drive EV
consists of PI controller and online road estimator. Both of them are verified under
different conditions, respectively. Furthermore, constant and changing road
adhesion coefficients are simulated with the proposed adaptive controller based on
a distributed drive EV model. The simulation results show that wheel slip ratio can
be regulated to the optimum point of the real road quickly, accurately, and
adaptively. It contributes to an excellent drive performance in the view of driving
efficiency.

For the further work, tire-road demarcating experiments are necessary for the
proposed controller and it remains to be verified on our distributed drive electric
vehicle in practice

Acknowledgements This work was supported by National Basic Research Program of China
(No. 2011CB711200).

Fig. 9 Performance of adaptive slip ratio controller on changing adhesion road
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Active Disturbance Rejection Control
for Tension Regulation of Stainless Steel
Strip Processing Line

Wei Zhang, Yin Cai, Bo Deng and Xiaolan Yao

Abstract To describe sagging dynamics of processing stainless steel strip, the
concept ‘‘equivalent elastic modulus’’ is introduced in this paper. Based on which,
a tension dynamic model of steel strip is then built. Considering the nonlinear
nature and the rapid change in operating conditions of the stainless steel strip
processing line, and industrial controller cannot resist disturbance effectively, a
tension control method based on active disturbance rejection control (ADRC)
strategy is presented. Meanwhile, the parameter tuning method for this ADRC is
also proposed. Simulation results show the effectiveness of the proposed strategy.

Keywords Web winding system � Stainless steel strip processing line � Sagging �
Tension control � Active disturbance rejection control � Nonlinear

1 Introduction

Stainless steel strip processing line is a typical winding system. It usually includes
unwinder, rewinder, bridle, looper, processing segment, skin pass mill, etc. The
main control objective of processing line is to keep strip tension stable during the
production process, especially in the processing segment. However, the tension
problem is crucial because of its nonlinear dynamics and coupled relationship with
velocity.

In the past few decades, various advanced control strategies and methods have
been proposed and applied to solve tension control problem of winding system,
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such as fuzzy logic [1], optimal control [2], neural network [3], robust control
approaches [4], etc. But most of them are difficult to implement in the real world.
In addition, due to large density of stainless steel and far distance between two
transporting rolls in stainless steel strip processing line, the impact of strip sagging
on tension dynamic cannot be ignored. While the impact has not been considered
in the foregone papers, these methods cannot be directly applied to the stainless
steel strip processing line. In this area, PI control is the only strategy that has been
applied in industry applications. But PI control cannot meet all the requirements of
the control objects and specifications: (1) PI control cannot solve the conflict
between rise time and overshoot; (2) PI controller cannot reject tension disturbance
quickly and effectively. Therefore, to further improve the quality and efficiency in
industry, researchers and engineers alike to explore better methods for tension
control.

The emergence of active disturbance rejection control (ADRC) brings a new
way to solve the tension control problem [5, 6]. The proposed control strategy
actively estimates and rejects the effects of both dynamic changes in the system
and external disturbances, which is more suitable for tension regulation theoreti-
cally. Wankun and Zhiqiang [7] applied ADRC to the tension control of looper
firstly. Based on it, this paper applies ADRC to stainless steel strip processing line.
Considering the characteristics of the processing line, the paper first uses research
method of cable dynamics [8] to describe strip sagging dynamics and put forward
the concept of ‘‘equivalent elastic modulus’’ in modeling tension dynamics of
stainless steel strip processing line. Then deign ADRC to this tension dynamic and
give the tuning method of ADRC. In order to validate the efficiency of the pro-
posed strategy, we apply ADRC to industrial simulation model of pickling section
of stainless steel strip processing line, and compare with the industrial PI controller
in tracking and disturbance rejection performance.

2 Tension Dynamics Model

Figure 1 is an n-span stainless steel strip processing line, which consists of the
unwinder/rewinder and (N - 1) intermediate-driven rollers. Each roller is asso-
ciated with ri, vi, tqi, and each strip span is associated with Fi. r, v, tq, F denote the
radius of roll, roll surface velocity, motor torque, and strip tension, respectively.

2.1 Equivalent Elastic Modulus

To discuss sagging dynamics of processing stainless steel strip, consider a steel
strip span between two successive rollers in processing line as shown in Fig. 2. For
the sake of simplicity, the following three assumptions are made on system as
follows.
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Assumption 1 When the curvature of steel strip is moderate, the shape of sagging
strip can be treated as a second-order parabolic.

Assumption 2 There is no slippage between roller and steel strip.

Under Assumption 1, the length of sagging strip can be expressed as

L ¼ lþ c2l3

24r2
0

ð1Þ

where L and l are the length of sagging and without sagging strip, respectively.
c ¼ gq � 9:8q is bulk density of strip. g and q are acceleration of gravity and the
density of strip, respectively. r0 is the normal stress in the center of the sagging
strip.

Definition 1 When sagging dynamics of strip between two consecutive rolls
changed, define the concept ‘‘equivalent elastic modulus’’ as:

Es ¼ dr= DL=Lð Þ ð2Þ

where dr is the incremental of the normal stress in the center of the sagging strip.
As shown in Fig. 2, DL is elongation of strip. L is the length of strip in original
sagging state.
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Fig. 1 Schematic of an n-span stainless steel strip processing line
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Active Disturbance Rejection Control for Tension Regulation... 49



Theorem 1 The impact of strip sagging on strip tension dynamic can be taken as
the change of equivalent elastic modulus of strip.

Proof Suppose the end point of strip moves from A to A0 when the normal stress in
the center of the sagging strip increases to r0 þ dr, while the total elongation of
strip is as follows:

DL ¼ DLe þ DLc ð3Þ

where DL, DLe, and DLc are total elongation of strip, elongation caused by elastic
deformation, and elongation caused by the change of sagging state, respectively.

Based on Hooke’s law, we have

DLe ¼
L

E0
dr ð4Þ

where E0 is elastic modulus of strip.
From Eq. (1), we have

DLc ¼ Lc r0ð Þ � Lc r0 þ drð Þ ð5Þ

Since magnitude of r0 is generally as big as 107 and dr can be ignored com-
pared to r0, using (1) and (5), the following expression of DLccan be obtained:

DLc ¼
c2l3

24
2r0drþ ðdrÞ2

ðr0 þ drÞ2r2
0

 !
� L

c2l2

12r3
0

dr ð6Þ

Substituting (3), (4), (6) to (2), and we can get:

Es ¼
1

1þ c2l2

12r3
0
E0

E0 ¼ fsE0 ð7Þ

where fs is stiffness coefficient of sagging strip.
Thus, the effect of strip sagging on tension dynamic can be equivalent to the

change of equivalent elastic modulus. The theorem is proved.

2.2 Mathematical Model of Strip Tension Dynamics

Based on reference [7], the equations of strip tension behavior between two
consecutive rollers and the equations describing the velocity of roll are presented
as
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dFTi

dt
¼ ESi S

Li
vi � vi�1ð Þ þ dp

dvi

dt
� dvi�1

dt

� �� ffi
þ 1

Li
FTi�1 vi�1 � FTi við Þ ð8Þ

dvi

dt
¼ ri

Ji
ri FTiþ1 � FTi

� �
þ Tqi � Tqlossi

� 	
ð9Þ

where ESi and S are equivalent elasticity modulus and the cross-section area of the
strip, respectively. Li is the length of the strip span between two adjunct rollers. dp

is damping coefficient. Ji is the inertia. Tqi is the input motor torques. Tqlossi is loss
torque main of which is friction loss and bending loss.

There is product of the tension and speed in Eq. (9), which shows the tension
dynamics are highly nonlinear and sensitive to velocity variations.

3 ADRC Design

In industrial site, strip tension is commonly adjusted by regulating the speed of the
adjacent rollers. The reference [7] designed ADRC for both speed loop and tension
loop of winding system, respectively. From velocity dynamic expression (10), it is
known that the velocity dynamic has a good linearity, so it is relatively easy to
control. Practices in industrial site also show that it has met the requirements of the
rapidity and control accuracy that applying PI to speed regulation. Therefore, this
paper will focus on the ADRC design for tension regulation.

To design the ADRC, linearize the nonlinear tension dynamic (9) at stable
operating point (�FTi , �vi)

_FTi ¼ fi tð Þ þ biu ð10Þ

where u = vi is the control signal, and bi ¼ ðESi S� �FTiÞ=Li is the coefficient of the

control input. fiðtÞ ¼ d þ f̂iðtÞ denotes the total uncertainty including external

disturbance d and unknown internal dynamic f̂i:

d ¼ �ESi S� �FTi

Li
vi�1 �

dpESi S

Li
_vi�1 þ

�vi

Li
FTi�1 þ

dpESi Sri

LiJi
riFTiþ1 þ Tqi � Tqlossi

� �

ð11Þ

f̂i tð Þ ¼ � dpESi Sr2
i þ Ji�vi

� �
FTi



LiJið Þ ð12Þ

Due to parameter ESi is time-varying in the process, the value of bi cannot be
determined. Introduce the adjustable parameter b0 that is the estimated value of bi.
Taking �fiðtÞ ¼ fiðtÞ þ ðbi � b0Þu as the total disturbance, the Eq. (11) can be
rewritten as:
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_FTi ¼ �fi tð Þ þ b0u ð13Þ

Equation (13) shows the internal dynamic of strip tension system is first-order
and coupled with velocity. So the first-order ADRC is adopted.

3.1 Expand State Observer Design

The key to the control design is to compensate for �fiðtÞ, and the job will be much
simpler if its value can be determined at any given time. To this end, an extended
state observer (ESO) is designed to achieve the online estimation of �fiðtÞ.

Writing the plant in (14) in a state space form:

_x1 ¼ x2 þ b0u

_x2 ¼ h

y ¼ x1

8><
>:

ð14Þ

Let x1 ¼ FTi, x2 ¼ �fiðtÞ, where x2 is the augmented state variable, and h ¼ _�f iðtÞ
as unknown disturbance.

Now �fiðtÞ can be estimated using a state observer based on the state space model
(15). A state observer, referred to as linear extended state observer (LESO), can be
constructed as to estimate both x1 ¼ FTi and x2 ¼ �fiðtÞ:

_z1 ¼ z2 þ b0uþ l1 y� z1ð Þ
_z2 ¼ l2 y� z1ð Þ

(
ð15Þ

where L ¼ l1 l2½ �T is observer gain vector. With a functioning LESO, Z1 and Z2

are closely track x1 and x2, respectively.

3.2 State Error Feedback Law Design

If the total disturbance �fi can be estimated, the control law is

u ¼ �z2 þ u0ð Þ=b0 ð16Þ

Then the system is reduced to a simple first-order integral plant:

_FTi ¼ �fiðtÞ � z2 þ u0 � u0 ð17Þ

The control design is now standardized to that of a simply integral plant. For
this first-order integral plant, the control problem is become much easier, where

52 W. Zhang et al.



can be easily controlled using a proportional term. Because the tensions of
stainless steel strip processing line are measured by load cells, we can take the
output as a feedback signal directly:

u0 ¼ kp FTi ref � FTið Þ ð18Þ

where FTi ref is tension reference, and kp is proportional gain.

3.3 ADRC Parameters Regulation

b0 is the approximate value of bi, so the smaller the error of estimate is, the better
the control effect of ADRC is. From linearized dynamic model (11), the expression
of bi is

bi ¼ ESi S� �FTið Þ=Li ð19Þ

If tension can be controlled, the tension expected value should be the reference
tension when system is stable. Therefore, let strip tension at stable operating point
is the reference tension, that is �FTi ¼ FTi ref . Then b0 is obtained as follows:

b0 ¼ ðESiS� FTi refÞ=Li ð20Þ

The key element of ADRC is LESO, so the key to make the ADRC work well is
LESO tuning. According to literature [9], by setting characteristic polynomial of
observer:

s2 þ l1sþ l2 ¼ s2 þ 2fxo þ x2
o ð21Þ

The observer gains are l1 ¼ 2fxo, l2 ¼ x2
o. xo and n are realized the rough and

fine adjustment of observer, respectively.
With a functioning LESO, which results in z2 ! �fi. The closed-loop transfer

function is GcðsÞ ¼ kp



sþ kp

� �
. According to the definition of system regulation

time, kp can be tuned according to the desired regulation time, kp � 3=ts.
In sum, the tuning rules of first-order ADRC is below:

1. The value of b0 is determined by Eq. (21);
2. In the premise of ensuring the stability of system, tune xo and n to make LESO

estimate output and total disturbance as accurately and quickly as possible;
3. kp is determined by the desired regulation time and generally not more than

xo=3.

The values of xo, n, and kp are through repeated adjustment to get.
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4 Simulation Results

As a real industrial example of stainless steel strip processing line will be studied
in ADRC in this chapter. In this processing line, the number of rolls contacted with
the surface of the strip is over 130. All driven rolls have been done friction loss test
respectively, which as the basis of friction load compensation in controlling. In this
simulation example, all mechanical and electrical parameters of the module are
completely from the production line and the module was validated same with the
site. For the sake of simplicity, this simulation example selected pickling section
between third bridle and fourth bridle. Structure of pickling section is shown in
Fig. 3. The third bridle is speed master of the whole pickling section; tension is
adjusted by changing the speed of the fourth bridle. The parameters of stainless
steel strip are shown in Table 1.

The reference tension in picking section is 62,000 N. Following the parameters
tuning procedure described in the third part, the parameters of ADRC are shown in
Table 2.

4.1 Tracking Performance

If the thickness and width of strip changed during the manufacturing process, the
reference tension must make the corresponding adjustment. When the tension
reference changed from 62,000 to 63,000 N, the simulation results are shown in
Fig. 4. From Fig. 4a, the rise time of ADRC and PI are 0.34 and 1 s, respectively.

Bridle3

Bridle4

Pickling Steering

Tension Exit Looper

Tension Furnace

Speed

Load Cell

Fig. 3 Structure of pickling section

Table 1 Parameters of stainless steel strip

Cross-section area Elastic modulus Density Span

Value 1.6E-03 m2 2.06E + 11 Pa 8710 Kg/m3 3 m
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And there is no tension overshoot under the control of ADRC. Their impacts on
transmission of fourth bridle are shown in Fig. 4b. Compared with PI, ADRC has
no impact on transmission. So ADRC is superior to PI in tracking performance.

4.2 Disturbance Rejection Performance

Pickling section tension disturbance are usually come from acceleration and
deceleration of processing line and the exit looper after fourth bridle. When the
processing line decelerates, the original velocity–tension balance has been broken,
so the tension must be disturbed. A typical speed disturbance is depicted in
Fig. 5a. The simulation results shown in Fig. 5b indicate that ADRC is much
better than PI.

When tension reference of the adjacent exit looper changed from 28,000 to
36,000 N, looper tension tends to generate large fluctuations shown in Fig. 6a,
which directly causes velocity fluctuations of the fourth bridle and thus affects
pickling section tension. From the simulation results shown in Fig. 6b, it can be
seen that ADRC has a much better disturbance rejection performance.

Table 2 Parameters of
ADRC and PI controller

Values of the gains used in the simulation

PI kp ¼ 1:0� 10�6 ki ¼ 1:0� 10�6

ADRC x0 ¼ 90 f ¼ 0:01 kp ¼ 10 b0 ¼ 1:2� 108
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5 Conclusion

This paper established dynamic tension model to describe sagging dynamics of
strip, then designed first-order ADRC for tension loop, and gave parameters tuning
procedure. Take pickling section of stainless steel strip processing line as an
example, we compared the control effect of ADRC and traditional industry
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controller in tracking performance and disturbance inhibition performance.
Tracking experiments show that ADRC solved the conflict between rise time and
overshoot. And the disturbance rejection experiments show that ADRC does a
much better job at rejecting the disturbances. Thus, to the time-varying and cou-
pling nonlinear system, the ADRC has much better performance than the con-
ventional industry controller.
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An Improved Coupled Metric Learning
Method for Degraded Face Recognition

Guofeng Zou, Shuming Jiang, Yuanyuan Zhang, Guixia Fu
and Kejun Wang

Abstract In this paper, to solve the matching problem of elements in different
sets, we proposed an improved metric method based on coupled metric learning.
First, we improved the supervised locality preserving projection algorithm, and
then the within-class and between-class information of this algorithm are added to
the coupled metric learning, so an improved coupled metric learning method is
proposed. This method can effectively extract the nonlinear feature information,
and the operation is simple. The experiments based on two face databases show
that, our proposed method can get higher recognition rate in low-resolution face
recognition, and it can reduce the computing time; it is an effective metric method.

Keywords Metric learning � Coupled metric � Degraded face recognition

1 Introduction

Distance metric is an important basis for similarity measure between samples, and
it is one of the core issues in pattern recognition. The essence of distance metric
learning is to obtain another representation method with better class separability
by linear or nonlinear transformation. In recent years, some researches about
distance metric have been done by researchers [1–7]. They learn a distance metric
by introducing sample similarity constraint or category information, the distance
metric is used to improve the data clustering or classification. These researches can
be concluded to two categories: linear distance metric learning and nonlinear
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distance metric learning. The linear distance metric learning is equivalent to
learning a linear transformation in sample space, including a variety of common
linear dimensionality reduction method, such as PCA, LDA, and ICA. The non-
linear distance metric learning is equivalent to learning a nonlinear transformation
in sample space, such as locally linear embedding [8], isometric mapping [9],
Laplace mapping [10], in addition, there is a more flexible distance metric learning
algorithm, which is based on kernel matrix [7].

These traditional distance metric learning methods are defined on the set of
single attribute, which are incapable for the metric of elements in different set with
different attribute. Aiming at the shortage of traditional distance metric, the cou-
pled metric learning [11–13] is proposed. The goal is to find a coupled distance
function to meet the specific requirement. First, the data in different set is projected
to same coupled space, and then the elements with a correlation should be as close
as possible in the new space after projection, and then further metric learning is
performed in this common coupled space. Therefore, this new distance metric
should have broader application scope and better recognition effect.

In this paper, we improved the supervised locality preserving projection algo-
rithm and added supervised locality preserving information to coupled metric
learning. Then the supervised locality preserving projection kernel coupled metric
learning (SLPP–KCML) is proposed. This method can solve the matching problem
of different faces and extract the nonlinear feature, the operation is simple and the
training speed is fast. The experiments based on two face databases show that, a
higher recognition rate can be achieved in the proposed algorithm.

2 Related Works

The traditional distance metric algorithm is to learn a distance function d(xi, xj):

d xi; xj

� �
¼ xi � xj

�� ��
A
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xj

� �T
A xi � xj

� �q
ð1Þ

The distance metric aims to find a distance metric matrix A, it is required that
A is a real symmetric and positive semidefinite matrix, namely A = PT P, where
P is a transformation matrix.

dA xi; xj

� �
¼ dP xi; xj

� �
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pxi � Pxj

� �T
Pxi � Pxj

� �q
ð2Þ

Obviously, the distance metric learning is realized by learning a transformation
matrix P. So the process of distance metric learning is equivalent to the process of
obtaining another representation form through some transformation of samples.

If X � RDx ; Y � RDy represent two different collections respectively, the data
x 2 X and data y 2 Y. The elements of collections X and Y are mapped from
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original space to a common coupled space RDC by using the mapping functions fx
and fy. Then the distance metric is performed in the coupled space.

dc x; yð Þ ¼ dA fx xð Þ; fy yð Þ
� �

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fx xð Þ � fy yð Þ
� �T

A fx xð Þ � fy yð Þ
� �q

ð3Þ

where A is a real symmetric and positive semidefinite matrix. Letting A = WaWa
T,

we can get:

dc x; yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fx xð Þ � fy yð Þ
� �T

WaWT
a fx xð Þ � fy yð Þ
� �q

¼ WT
a fx xð Þ � fy yð Þ
� ��� �� ð4Þ

The goal of coupled metric learning can be achieved by minimizing the dis-
tance function, the objective function is as follows:

min J ¼ min
X
ði;jÞ2C

WT
a fx xið Þ � fy yj

� �� ��� ��2 ð5Þ

where C is a correlation matrix of elements in collection X and Y.

3 SLPP–KCML

The coupled distance metric learning must be used under the constraints of
supervised information. We improved the SLPP algorithm [14] and proposed the
supervised locality preserving projection coupled metric learning (SLPP–CML)
based on improved SLPP, The SLPP–CML includes the following steps:

Step 1: Building the neighborhood relation in same collection. We use the
k nearest neighbor method. First, building within-class adjacency graph in
same collection: if the data point xi(yi), is one of the k within-class nearest
neighbors of data point xi(yj), we connect these two data points; then,
building between-class adjacency graph in the same collection: if the data
point xi(yi) is one of the k between-class nearest neighbors of data point
xi(yj), these two data points are connected.

Setp 2: Building the connected relation between two collections. If the data points
xi and yj in two different collections belong to the same class, then these
two points are connected, otherwise not connected.

Step 3: Constructing the relation matrix in same collection. According to the
neighborhood relation collections, the relation matrixes (similarity
matrixes) of within-class and between-class are constructed in same
collection, respectively.
Within-class similarity matrix is W corresponding to within-class adja-
cency graph and the within-class similarity value is Wij. The definition is
as follows:
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Wij ¼ expð� xi � xj

�� ��2
=tÞ if xi connected xj

0 otherwise

�
ð6Þ

Between-class similarity matrix is B corresponding to between-class
adjacency graph and the between-class similarity value is Bij. It can be
defined as follows:

Bij ¼ expð� xi � xj

�� ��2
=tÞ if xi connected xj

0 otherwise

�
ð7Þ

where parameter t is the average distance between all sample points.
Step 4: Constructing relation matrix S between two collections as follows:

Sij ¼
1 if xi connected yj

0 otherwise

�
ð8Þ

Step 5: Calculating the final similarity matrix C between two collections. As
shown in Fig. 1, the similarity relations between element x1 2 X and
elements of collection Y include the following several situations.

(a) The similarity between x1 and y1. These two data points in different
collections belong to the same class and they are connected to each
other, so the similarity of which is C11 = S11 = 1.

(b) The similarity between x1 and y5. These two data points belong to
different class, but the relationship between y5 and y3 is the between-
class neighborhood relation in the same collection, and the similarity
B35 is the maximum similarity value, so similarity between x1 and y5

is C15 = B35.
(c) The similarity between x1 and y6. The y6 does not have between-

class neighborhood relation with any element in collection Y of class
1. But there is a between-class neighborhood relation of same col-
lection between y5 and y3, and within-class neighborhood relation
between y5 and y6. So the similarity between x1 and y6 is defined as
the product of similarity B35 and similarity W56, which is the max-
imum similarity between y6 and y3, that is C16 = B35 W56.

(d) The similarity between x1 and y9. These two data points belong to
different class, there are not any between-class neighborhood rela-
tions between the elements of class 1 and class 3 in collection Y,
namely C19 = 0.

Step 6: Constructing the optimal objective function:

J ¼
X
ði;jÞ2C

WT
a fx xið Þ � fy yj

� �� ��� ��2¼
X

i

X
j

WT
a fx xið Þ � fy yj

� �� ��� ��2�Cij

ð9Þ
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where the functions fx and fy are considered to be linear, that is
fx(x) = Wx

Tx, fy(y) = Wy
Ty. The optimal objective function can be

rewritten as follows:

J ¼
X

i

X
j

WT
a ðfxðxiÞ � fyðyjÞÞ

�� ��2 �Cij

¼
X

i

X
j

WT
a WT

x xi �WT
a WT

y yj

���
���

2
�Cij ð10Þ

Letting Px = WxWa, Py = WyWa, we can get:

J ¼
X

i

X
j

WT
a WT

x xi �WT
a WT

y yj

���
���

2
�Cij ¼

X
i

X
j

PT
x xi � PT

y yj

���
���

2
�Cij

ð11Þ

Therefore, our method aims to learn two linear transformations Px and Py.
Equation (12) is an alternate matrix expression of Eq. (11):

J ¼ Tr PT
x XF1ðCÞXT Px þ PT

y YF2ðCÞYT Py � PT
x XCYT Py � PT

y YCT XT Px

h i

¼ Tr
Px

Py

" #T
X

Y

" #
F1 Cð Þ � C

�CT F2 Cð Þ

" #
X

Y

" #T
Px

Py

" # !

ð12Þ
where Tr(X) represent computing the trace of matrix X, F1(C) and
F2(C) are diagonal matrixes, their diagonal elements are the row or
column sums of similarity matrix C, respectively.

1x

1y
5y6y 3y9y

10y

7y

Set Y

Set X

Fig. 1 The relationship between elements. h represents class 1, s represents class 2, e

represents class 3
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Assuming that P ¼ Px

Py

� �
; Z ¼ X

Y

� �
; C ¼

F1ðCÞ � C

�CT F2ðCÞ

" #
, Eq. (12)

can be rewritten as follows:

J Pð Þ ¼ Tr PT ZCZT P
	 


ð13Þ

The solution to make Eq. (13) minimized is obtained by generalized ei-
gen-decomposition of (ZCZT)p = k(ZZT)p and taking the eigenvectors
p2, p3, … pm+1 corresponding to the second to (m + 1)th smallest
eigenvalues k2, k3, … km+1, and P = [p2, p3, … pm+1], its dimension is
(Dx + Dy) 9 m � Dx and Dy are the dimensions of samples in collection
X and Y, so the transformation matrix Px corresponds to the 1st to Dxth
rows of P and Py corresponds to the (Dx + 1)th to Dyth rows.

Step 7: Bringing the matrix Px and Py to the Eq. (11), the distance metric of the
elements belonging to different collections can be realized

Assuming that the mapping functions fx and fy are nonlinear functions, namely
fx = /x(x), fy = /y(y), using the nonlinear mapping /: Rn ? F, x ? /x(x),
y ? /y(y), The sample data can be mapped to the high dimensional Hilbert space.
The criterion can be defined by:

J ¼
X
ði;jÞ2C

WT
a /x xið Þ �WT

a /y yj

� ��� ��2 ð14Þ

An alternate matrix expression is as follow:

J ¼ TrðWT
a UxðxÞGxUxðxÞT Wa þWT

a UyðyÞGyUyðyÞT Wa

�WT
a UxðxÞCUyðyÞTWa �WT

a UyðyÞCTUxðxÞT WaÞ

¼ Tr
Wa

Wa

� �T UxðxÞ

UyðyÞ

" #
Gx �C

�CT Gy

� � UxðxÞ

UyðyÞ

" #T
Wa

Wa

� � ! ð15Þ

where Tr represent computing the trace of matrix, Gx and Gy are diagonal
matrixes, their diagonal elements are the row or column sums of similarity matrix
C, respectively. Letting Wa = Ux(x)Ax, Wa = Uy(y)Ay, we can get:

J ¼ Tr
UxðxÞAx

UyðyÞAy

� �T UxðxÞ
UyðyÞ

" #
Gx �C
�CT Gy

� �
UxðxÞ

UyðyÞ

" #T
UxðxÞAx

UyðyÞAy

� � !

ð16Þ

The kernel function Ki,j
x = (/(xi) � /(xj)), Ki,j

y = (/(yi) � /(yj)), the kernel
matrixes Kx and Ky are real symmetric matrices. Equation (17) is an alternative
expression of Eq. (16):
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J Ax;Ay

� �
¼ Tr

Ax

Ay

� �T
Kx

Ky

� �
Gx �C
�CT Gy

� �
Kx

Ky

� �T
Ax

Ay

� � !
ð17Þ

Obviously, the coupled metrics learning in kernel space is a process of calcu-
lating the transformation matrix Ax and Ay.

Assuming that A ¼ Ax

Ay

� �
; K ¼ Kx

Ky

� �
; C ¼ Gx �C

�CT Gy

� �
, the general-

ized characteristic equation is Ea = kFa, and E = KCKT, a is the eigenvector
corresponding to eigenvale k. The eigenvectors corresponding to the minimum to
the Dcth smallest eigenvalues construct the feature matrix A, the size of matrix A is
(Nx + Ny) 9 Dc, where Nx and Ny are the number of training samples of collection
X and Y. Finally, we can get the feature matrix Ax corresponding to X and the
feature matrix Ay corresponding to Y.

4 Experiment and Analysis

The proposed coupled metric learning approach is tested on Yale face database
and CAS-PEAL-R1 face database. The Yale face database contains 165 pictures of
15 people with the size of 100 9 100 and 256 gray levels. We used six images per
person for training, and the other images were used as test sample, a total of 75.

The face images per person in CAS-PEAL-R-accessory data set include six
different appendages; there are three images with different glasses and 3 images
with different hats. We selected 300 images corresponding to 50 people, the odd-
numbered images were training samples and other images were test samples.

4.1 Experiment 1: The Low-Resolution Face Recognition
Based on SLPP–CML

Traditional measure method can not calculate the distance between two images
with different resolution. So the general handling method is interpolation operation
for the low-resolution image, but it is easy to introduce false information. With the
increase of false information, the distortion degree increases, as shown in Fig. 2.
Aiming at the problem of recognition rate declining because of image distortion,
the researchers realized the low-resolution image compensation by restoration
preprocessing, but the image restoration algorithm is often more complex, and the
quality of restoration has great impact on final recognition results. The proposed
coupled metric learning method can directly realize the feature extraction and
measurement of two different resolution images, which do not need to do image

An Improved Coupled Metric Learning Method for Degraded Face Recognition 65



restoration. This method not only saves computing time, but also avoids the
negative impact of image restoration on recognition performance.

In the experiment, the normal face is clear image with the size of 64 9 64
pixel, the low-resolution face image can be obtained through blurring and sam-
pling, which is corresponded to normal resolution face image. The size of low-
resolution face image is 16 9 16. The training set is consisted of normal training
face image and corresponding low-resolution face image. The test set is the low-
resolution face image generated by the normal test face image.

The SLPP–CML algorithm has two influence factors: (1) the neighbor number
k of supervised locality preserving projection; (2) the reserved dimensions Dc of
the feature. Therefore, the recognition results based on different parameters should
be discussed and analyzed, as shown in Fig. 3.

The curve has a general change law, with the increase of feature dimensions, the
recognition rate kept a decreasing trend after increasing, and the best recognition
results can be achieved only in the optimal feature dimensions. In Yale face
database, the recognition rate kept a higher trend when feature dimensions remain
10–20. The optimal recognition rate is 86.67 % when feature dimension is 10 and
neighbor number is 5. In CAS-PEAL-R1 face database, the recognition rate can
reach the maximum value 86.67 %, when feature dimension is 40 and neighbor
number is 2.

Obviously, the neighbor number has some influence on recognition rate, but
does not change the overall trend of the curve. The training sample number is 6 in
Yale face database, and the recognition effect is optimal when the neighbor
number is 5; In CAS-PEAL-R1 face database, the training sample number is 3, the
neighbor number k = 2 we can obtain optimal recognition rate. In addition, in
order to illustrate the effectiveness of the proposed method. Based on the face after
restoration, we used the principal component analysis for feature extraction and
recognition. And then the comparative experiments were carried out with Ref. [11,
13], respectively. The experiment results are shown in Table 1.

The experiment data illustrated that the recognition results of feature extraction
after restoration is not satisfactory. The method in Ref. [11] cannot overcome the
influences of within-class multiple modes, so the identification effect is not good.
The method in Ref. [13] is conducive to resolving within-class multiple modes; the
recognition effects have been greatly improved, but it does not fully consider the
between-class relationships of training samples. The proposed SLPP–CML takes

Fig. 2 The normal face image, low-resolution image, and the result after restoration
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advantage of the supervisory of category information, while the within-class and
between-class relationship information of training samples have been considered
into the metric learning, so we can get better recognition results.

The experiment result in Yale face database 

The experiment result in CAS-PEAL-R1 face database

 

Fig. 3 The recognition rate under different dimensions and different nearest neighbor numbers

Table 1 Experimental
comparison of our proposed
method with other methods

Method Yale face
database

CAS-PEAL-R1
face database

Image restoration [15] + PCA 61.33 55.33
CML [11] 77.33 74.67
CLPM [13] 82.67 80.67
Our method 86.67 86.67
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4.2 Experiment 2: The Low-Resolution Face Recognition
Based on SLPP–KCML

The SLPP–KCML algorithm is a nonlinear coupled metric learning algorithm,
there are three factors which affect the algorithm: (1) the neighbor number k of
supervised locality preserving projection; (2) the reserved dimensions Dc of the
feature; and (3) the kernel function. The nearest neighbor number is the same as
that of SLPP–CML. The kernel function, we choose the Gauss function, the value
of adjustable factor affects the function performance. So in this paper, the

The experiment result in Yale face database 

The experiment result in CAS-PEAL-R1 face database

 

Fig. 4 The recognition rate under different dimensions and different adjustable factors
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experiments were carried out according to the different adjustable factors and the
change of feature dimensions on recognition rate, the results are shown in Fig. 4.

The curve indicated that, In Yale face database, the optimal recognition rate is
89.33 % when the value of a is 0.5 and the feature dimension is 20, compared with
the SLPP–CML, the recognition rate increased by 2.66 %. In CAS-PEAL-R1 face
database, when a = 0.7 and Dc = 40, recognition rate is 91.33 %, compared with
the SLPP–CML algorithm, the recognition rate increased by 4.66 %.

5 Conclusions

Aiming at the problem that the traditional metric method can not calculate the
distance of the elements in different data sets, we proposed the kernel coupled
metric learning method based on SLPP. The elements of different sets are mapped
to the same space combined with the within-class and between-class information,
and then the metric matrix learning is performed. This algorithm can effectively
extract the face nonlinear features. Low-resolution face recognition experiments
show that the proposed method can obtain a higher recognition rate, and has a high
computational efficiency.
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A New Phase Estimator of Single Sinusoid
by Restricted Phase Unwrapping

Fang Wang, Yong Chen and Zhiqing Ye

Abstract In order to estimate the original phase of a sinusoid corrupted by
additive noise accurately, this paper proposes a novel phase estimator which based
on restricted phase unwrapping and Tretter’s phase estimation algorithm. Using
appropriate linear combinations for observed phase, restricted phase unwrapping is
easily performed on the basis of the principle of minimum phase error. A formula
for evaluating the error probability of restricted phase unwrapping is presented.
Simulation results show that the SNR threshold of restricted phase unwrapping
method is much lower than that of traditional unwrapping methods, and the esti-
mator derived attains the Cramer–Rao lower bound (CRB) at high SNR, which has
better performance than the segmented DFT estimator developed in [10, 13] and
the all-phase FFT estimator in [14].

Keywords Phase estimation � Restricted phase unwrapping � Linear combina-
tion � Cramer–Rao lower bound

1 Introduction

Estimation of the frequency and phase of a single noisy sinusoid is a classic
subject in signal processing with application domains including radar, communi-
cation, etc. Converting the additive noise into an equivalent additive phase noise,
Tretter presented a method of least squares linear regression on the instantaneous
signal phase for estimating the frequency and phase [1]. In theory, the variances of
the estimates are identical to the Cramer–Rao lower bound (CRB) [2]. But actu-
ally, the range of observed signal phase is far greater than 2p, that is to say, there
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exists the problem of ambiguity in phase measurement. Therefore, a variety of
methods have been proposed for overcoming the cumbersome ambiguity in phase
estimation by many scholars, which can be divided into two kinds.

One alternative method is called phase unwrapping. The difference of the
argument is calculated by adjacent signal samples in traditional unwrapping. If the
difference is greater than p or less than -p, it is considered as phase ambiguity,
then all the subsequent arguments should be increased or decreased by 2p [3]. This
method is easy to implement, but the error propagation always exists at low SNR.
An improved unwrapping algorithm was researched for achieving better perfor-
mance at low SNR by restricting the samples of each period [4]. In addition, the
least squares phase unwrapping algorithm based on the nearest lattice point
problem in algorithmic number theory was proposed, but the computational
complexity attains O(N3 log N) [5]. A regression unwrapping algorithm was
presented via the result of iterative frequency estimation. Although the compu-
tational complexity is relatively low, the error propagation also occurs at low SNR
[6].

Another approach is to avoid processing the phase ambiguity. The frequency
estimation is carried on by the instantaneous phase difference of signal samples.
With the phase ambiguity avoided, the initial phase information is also lost [7].
Similarly, the difference of the argument of the sample autocorrelation function is
used for estimating the frequency, while the computing complexity and the SNR
threshold are both high [8]. Besides, in [9] the coarse frequency estimation based
on FFT is utilized for frequency shift. With the phase limited to a certain range, the
unwound sequence can be selected according to the principle of minimum phase
variance.

Apart from Tretter’s phase estimation method, there are several phase esti-
mation techniques for sinusoidal signal. The difference of phase of two-segmented
DFT spectrum in [10] is used to estimate the phase, and the root-mean-square error
(RMSE) of phase estimation is about 2 times of CRB. Since the variance of phase
estimation in [10] depended on the frequency of the signal, a modified algorithm
based on [10] was presented, in which the variance of phase estimation has better
stability during the whole dynamic range of frequency [11]. In [12] and [13], a
multi-segmented DFT phase averaging algorithm with optimal weighting coeffi-
cients was proposed, the phase estimation variance obtained is slightly lower than
that of [10]. Using all-phase FFT for phase estimation in [14] and [15], the phase
estimation accuracy can be enhanced double compared with the result of [10].
Additionally, a method based on Gauss–Newton iterative algorithm was proposed,
which was able to estimate the amplitude, phase, and frequency of a time-varying
sinusoid accurately at high SNR [16]. In this paper, we present a novel estimator
based on Tretter’s phase estimation algorithm, which using the technique of
restricted phase unwrapping. Simulation results show that the SNR threshold of
restricted phase unwrapping method is much lower than that of traditional
unwrapping methods, and the estimator derived achieves the CRB at high SNR,
which has better performance than the segmented DFT estimator developed in [10,
13] and the all-phase FFT estimator in [14].
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2 Tretter’s Phase Estimation Algorithm

The observed sequence is assumed to have the form

rðnÞ ¼ A exp½jðx0nT þ hÞ� þ zðnÞ; for n ¼ n0; n0 þ 1; . . .; n0 þ N � 1 ð1Þ

where z(n) is a white Gaussian complex noise sequence; var z(n) = E{|z(n)|2} =
rz

2; A, x0, h are unknown constants; and T is the sampling period. The SNR is
defined as SNRr = A2/rz

2. The additive noise z(n)can be converted into an
equivalent additive phase noise vQ(n)

rðnÞ � A exp½jðx0nT þ hþ vQðnÞÞ�: ð2Þ

Using the method of least squares linear regression for the observed phase
/(n) = x0nT + h + vQ(n), the parameters x0 and h can be estimated as

x0

h

" #
¼ 12

N2ðN2 � 1ÞT2

N �ðPþ Nn0ÞT
�ðPþ Nn0ÞT ðQþ Nn2

0 þ 2Pn0ÞT2

� �
Xn0þN�1

k¼n0

kT/ðkÞ

Xn0þN�1

k¼n0

/ðkÞ

2
666664

3
777775

ð3Þ

where P ¼
PN�1

n¼0 n;Q ¼
PN�1

n¼0 n2. These estimators have been proved to be
unbiased by [1], and the variances of the frequency and phase are exactly the same
as the CRB on condition that the observed phase should be unwrapped correctly
[2]. But the problem is that current phase unwrapping algorithms all need higher
SNR threshold, so it’s essential to study the issue of phase unwrapping at low
SNR.

3 Phase Estimation by Using Restricted Phase Unwrapping

The traditional process of phase wrapping and unwrapping are separately descri-
bed as below

/wðnÞ ¼ w½/ðnÞ� ¼ /ðnÞ � 2p � kn ð4Þ

/unðnÞ ¼ w�1½/wðnÞ� ¼ /wðnÞ þ 2p � k0n ð5Þ

where /w(n) is the ambiguous phase observed, /(n) is the original phase, /un(n) is
the unwrapped phase, kn is the ambiguity number of whole cycle, w½ � � represents
the process of phase wrapping by using proper kn to make /(n) - 2p � kn 2 [-p,
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p]; and w-1[�] represents the process of phase unwrapping which means that we
should choose a certain kn

0
from the integer set Z to make kn

0
= kn.

We define a set of observed phase as {/w(n1), /w(n2), …, /w(nm)}, and the linear
combination phase UwðnÞ ¼

Pm
i¼1 li � /wðniÞ, where li is constant. The correspond-

ing original phase is defined as {/(n1), /(n2), …/(nm)}, which has the same linear
combination form UðnÞ ¼

Pm
i¼1 li � /ðniÞ. we find that UwðnÞ ¼ UðnÞ � 2pK, where

K ¼
Pm

i¼1 li � kni .
It can be inferred that there still has the issue of phase unwrapping between

UwðnÞ and UðnÞ. But it is to be noted that K may be restricted in the subset Z0 of
the integer set Z by choosing appropriate li and ni. Apparently, we can have better
unwrapping performance for Uw with fewer elements in Z0. For the sake of dis-
tinction, we call this method as restricted phase wrapping and unwrapping which
are denoted as wr½ � � and w�1

r ½ � � respectively. Thus, we can describe the process
as below

UwðnÞ ¼ wr½UðnÞ� ¼ UðnÞ � 2pK ð6Þ

UunðnÞ ¼ w�1
r ½UwðnÞ� ¼ UwðnÞ þ 2pK 0 ð7Þ

In order to realize the initial phase estimation by using restricted phase
unwrapping, we let P + Nn0 = 0, i.e. n0 = - (N - 1)/2, then (3) can be sim-
plified as

h ¼ 1
N
f/ð0Þ þ

XðN�1Þ=2

n¼1

½/ðnÞ þ /ð�nÞ�g: ð8Þ

It is evident that the linear combination of original phase is included in (8), then let
UðnÞ ¼ /ðnÞ þ /ð�nÞ and UwðnÞ ¼ /wðnÞ þ /wð�nÞ, where /w(n) = /(n) -

2p � k+, /w(-n) = /(-n) - 2p � k-. Substituting these into (6), we can derive
K = k+ + k-, and the setZ0 that K belonged to is just what we focus on in this paper.
The relationship between /w(n) and /(-n)can be derived as below

/ð�nÞ ¼ �/wðnÞ þ 2hþ vQðnÞ þ vQð�nÞ � kþ � 2p ð9Þ

Since h 2 [-p, p], /w(n) 2 [-p, p], and vQ(n), vQ(-n) is very small, there are
only three situations: k- = - k+, k- = - k+ + 1 or k- = - k+ - 1, which can
make /(-n) wrapped to [-p, p]. It appears that when the linear combination
coefficients l1 = 1, l2 = 1 and observation time n1 = n, n2 = -n, K can be
restricted in the subset Z0 ¼ f�1; 0; 1g which is much smaller than the integer set
Z. According to the principle of least phase error between the unwrapping phase
UunðnÞ and E½UðnÞ� ¼ 2h, K

0
can be expressed as
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K 0 ¼ arg min
K02Z0

jUwðnÞ þ 2pK 0 � 2hj ð10Þ

But actually, the initial phase h is unknown, K0 cannot be directly calculated by
(10). One attempt is to substitute /w(0) for h, but it is infeasible at low SNR.
Therefore, we should explain our coarse phase estimation method as below.

First, the former N-1 points are selected to make the length even with
Tp = (N - 1)T, and then the sequence is divided into two parts. Not considering
the noise, the two subsequences are separately expressed as

r1ðnÞ ¼ r2ðnÞ expð�jx0Tp=2Þ; n ¼ 0; 1; . . .; ðN � 3Þ=2 ð11Þ

r2ðnÞ ¼ A exp½jðx0nT þ hÞ�; n ¼ 0; 1; . . .; ðN � 3Þ=2 ð12Þ

Performing FFT for r1(n) and r2(n), the discrete spectra are separately derived
as

R1ðkÞ ¼ R2ðkÞ expð�jx0Tp=2Þ; k ¼ 0; 1; . . .; ðN � 3Þ=2 ð13Þ

R2ðkÞ ¼ Ak expðjukÞ; k ¼ 0; 1; . . .; ðN � 3Þ=2 ð14Þ

where the amplitude Ak and argument uk of R2(k) are as below

Ak ¼
A sin½pðk � x0Tp=4pÞ�

sin½2pðk � x0Tp=4pÞ=ðN � 1Þ� ð15Þ

uk ¼ hþ ð1� 2=NÞðx0Tp=4p� kÞp ð16Þ

From (15), the discrete frequency corresponding to the maximum amplitude is
given by k0 = [x0Tp/4p], where [x] denotes the nearest integer to x, u1 and u2

denote the argument corresponding to the maximum amplitude of R1(k) and R2(k),
respectively, then the phase difference can be described as:

Du ¼ u2 � u1 ¼ x0Tp=2� 2k0p ð17Þ

Substituting (17) into (16), we obtain the coarse value of initial phase

hc ¼
N � 2

2N
u1 þ

N þ 2
2N

u2 ð18Þ

When N � 1, the coarse value is approximately expressed as hc ¼ 0:5u1þ
0:5u2. Substituting this into (10), K0 becomes

K 0 ¼ arg min
K0 2Z0

jUwðnÞ þ 2pK 0 � u1 � u2j ð19Þ
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Substituting (19) into (7), we can get the restricted unwrapping phase Uun(n),
then the final phase estimation is obtained

hr ¼
1
N

/ð0Þ þ
XðN�1Þ=2

n¼1

UunðnÞ
( )

ð20Þ

Our phase estimation system based on the restricted phase unwrapping is shown
in Fig. 1, where Arg[�] denotes the process of computing observed phase /w(n),
z-1 and wr

-1 means time-delay and restricted phase unwrapping respectively.

4 The Statistical Performance Analysis of Phase
Estimation

It is supposed that the process of restricted phase unwrapping given by (19) is
correct, that is to say K0 = K, UunðnÞ ¼ UðnÞ, then the phase is estimated as:

hr ¼ hþ 1
N

XðN�1Þ=2

n¼�ðN�1Þ=2

vQðnÞ ð21Þ

Here, vQ(n) is the imaginary part of the noise with var[vQ(n)] = 1/(2 � SNRr). It
can be easily proved that EðhrÞ ¼ h, varðhrÞ ¼ 1=ð2N � SNRrÞ, so the phase esti-
mation hr is unbiased, and the variance of hr is the same as the CRB [2].

Fig. 1 Phase estimation system based on the restricted phase unwrapping
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Substituting (6) into (19), it results in wrong restricted phase unwrapping
provided that jUðnÞ � 2hcj[ p, i.e., K

0 6¼ K. For N � 1, hc � h, the condition
above can be simplified as jUðnÞ � 2hj[ p, and the corresponding error proba-
bility of restricted phase unwrapping Pe is

Pe ¼ 2 � P½
ffiffiffiffiffiffiffiffiffiffiffi
SNRr

p
ðvQðnÞ þ vQð�nÞÞ[ p

ffiffiffiffiffiffiffiffiffiffiffi
SNRr

p
� ð22Þ

Since n 6¼ 0, vQ(n) and vQ(-n) are normally distributed and uncorrelated with
each other, and var½

ffiffiffiffiffiffiffiffiffiffiffi
SNRr
p

ðvQðnÞ þ vQð�nÞÞ� ¼ 1, then

Pe ¼ erfcðp
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SNRr=2

p
Þ ð23Þ

Since vQ(n) and vQ(-n) are normally distributed and uncorrelated with
each other, Pðp\UðnÞ � 2h� 3pÞ ¼ Pð�p[ UðnÞ � 2h� � 3pÞ, PðUðnÞ �
2h[ 3pÞ ¼ PðUðnÞ � 2h\� 3pÞ, then the error of UunðnÞ will be offset. That is
to say, when N � 1, hr can also be estimated by (21) even though UunðnÞ is
different with the original phase U(n), finally the variance of hr still achieves the
CRB. But as a matter of fact, the data length N is finite, so the numbers of four
types above are not exactly the same. For example, the number of K0 = K - 1 is
probably different from that of K0 = K + 1, then the actual variance of phase
estimation is slightly higher than the CRB.

5 Computer Simulations

First, computer simulations have been carried out to compare the theoretical result
given by (23) with traditional phase unwrapping and restricted phase unwrapping
which are shown in Table 1. The simulations of phase unwrapping error proba-
bility were run with N = 1,023, SNR varied between -1 and 7 dB, and 1,000
trials were run for each SNR value. As it is shown in Table 1, the SNR threshold of
traditional phase unwrapping is about 6 dB, and the error probability is increased
seriously as the SNR reduces. In addition, the actual error probability of restricted
phase unwrapping basically agrees with the theoretical result, and the SNR
threshold is about 3dB or less than that. When SNR = 0 dB, the corresponding
error probability can reach level of 10-3.

Second, simulation results of the proposed phase estimator have also been listed
in Table 2. The mean and RMSE of phase estimation were simulated under the
condition of SNR = 5 dB, N = 1,023, and 1,000 trials were run for each phase. It
is clear that the RMSE is close to the CRB, and the result remains almost the same
for each phase. For N = 1,023, the RMSE of phase estimation with SNR varied
between 0 and 20 dB is shown in Fig. 2. It appears that when SNR C 5 dB, the
RMSE attains the CRB, while it is higher than the CRB with low SNR. For
SNR = 5 dB, the RMSE of phase estimation with N varied between 103 and 105 is
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depicted in Fig. 3. The RMSE gradually approaches the CRB as N increases.
Therefore, the simulation results above agree with the theoretical analysis in
Sect. 4.

Finally, we have compared the performance of four phase estimators: the
proposed estimator based on restricted phase unwrapping (denoted as estimator 1);
the estimators based on the difference of phase of two-segmented and four-seg-
mented DFT spectrum in [10, 13] (denoted as estimator 2, 3, respectively); the all-
phase FFT estimator in [14] (denoted as estimator 4). The data length of estimator

Table 1 Comparison of error probability of phase unwrapping (N = 1023)

SNR/dB Traditional phase
unwrapping

Restricted phase
unwrapping

Theoretical result

-1 0.92794 0.00524 0.00511
0 0.87013 0.00166 0.00168
1 0.73564 0.00045 0.00042
2 0.49960 0.00006 0.00008
3 0.21837 0.00002 0.00001
4 0.06677 0 0
5 0.01328 0 0
6 0.00093 0 0
7 0 0 0

Table 2 Performance of the proposed phase estimator (CRB = 0.7123	)

h/	 0 30 60 90 120 150 180

EðhrÞ=	 0.0307 30.0419 60.0288 90.0575 120.0117 149.9316 179.8400

rhr
=	 0.8652 0.8199 0.7957 0.8155 0.8255 0.7969 0.8471
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Fig. 2 RMSE in phase
versus SNR when N = 1023
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1 and 4 should be odd and thus N = 1023 is selected, while it should be even for
estimator 2 and 3 and thus N = 1024 is selected. The RMSE simulation results of
four estimators above are shown in Table 3 with following conditions: the signal
should be a complex sinusoid sequence in AWGN; the window function is rect-
angular; 1,000 trials were run for each SNR and relative frequency deviation d,
where |d| B 0.5 and d is defined in [10]. From Table 3, we can see that the RMSE
of estimator 1 has no significant change as d increases, while other estimators
change a lot, and the RMSE of estimator 1 is much lower than the other three for
each SNR and d.
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Fig. 3 RMSE in phase
versus N when SNR = 5 dB

Table 3 Comparison of RMSE in degrees among four phase estimators

d = 0 d = 0.1 d = 0.2 d = 0.3 d = 0.4 d = 0.5

SNR = 5 dB
(CRB = 0.7123)

Estimator 1 0.8057 0.8055 0.8335 0.8290 0.8067 0.8185
Estimator 2 1.5920 1.6185 1.7018 1.8546 2.1035 2.5007
Estimator 3 1.4591 1.4834 1.5597 1.6998 1.9279 2.2919
Estimator 4 0.8221 0.8497 0.9394 1.1157 1.4353 2.0285

SNR = 10 dB
(CRB = 0.4006)

Estimator 1 0.4246 0.4177 0.4196 0.4132 0.4096 0.4046
Estimator 2 0.8952 0.9101 0.9570 1.0429 1.1829 1.4062
Estimator 3 0.8205 0.8342 0.8771 0.9559 1.0841 1.2888
Estimator 4 0.4623 0.4778 0.5283 0.6274 0.8071 1.1407

SNR = 15 dB
(CRB = 0.2253)

Estimator 1 0.2257 0.2272 0.2300 0.2359 0.2345 0.2340
Estimator 2 0.5034 0.5118 0.5382 0.5865 0.6652 0.7908
Estimator 3 0.4614 0.4691 0.4932 0.5375 0.6097 0.7248
Estimator 4 0.2600 0.2687 0.2971 0.3528 0.4539 0.6415
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6 Conclusions

This paper proposes a novel phase estimator based on restricted phase unwrapping
and Tretter’s phase estimation algorithm, which is able to estimate the original
phase of a sinusoidal signal under noisy circumstances precisely. This new esti-
mator has the advantages of low SNR threshold and RMSE. When SNR = 0 dB,
the error probability of restricted phase unwrapping can reach level of 10-3, while
it is high in traditional methods because of the error propagation. When
SNR C 5 dB, the RMSE of the proposed estimator is close to the CRB, with the
performance of phase estimation better than the segmented DFT estimator
developed in [10, 13] and the all-phase FFT estimator in [14].
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An Improved Concurrent Multipath
Transfer Mechanism in Wireless Potential
Failure Network

Wenfeng Du, Liqian Lai and Shubing He

Abstract To avoid unnecessary performance degradation coursed by accidental
packet loss in unreliable wireless network, a simple congestion distinguishing
mechanism is introduced to the CMT. This mechanism can distinguish an acci-
dental packet loss from a real congestion with a special system state and can
improve the performance of CMT in wireless potential failure network.

Keywords CMT � Congestion distinguishing � QoS

1 Introduction

The Stream Control Transport Protocol (SCTP) defined in RFC 4960 [1] is orig-
inally designed for signaling transport in telephony networks and can provide
attractive features such as multihoming and multistreaming. Multihoming binds
multiple IP addresses to a single association between two SCTP endpoints. Mul-
tistreaming means that multiple streams could be concluded in only one SCTP
association and each stream is logical, unidirectional data flow.

Concurrent Multipath Transfer (CMT) [2], which utilizes the multihoming
feature of SCTP protocol and distributes data across multiple end-to-end paths, is
the concurrent transfer of data from a multihomed source to a multihomed des-
tination via a SCTP association.

With the default congestion control algorithm, a time out event or fast
retransmit event reduces the throughput by decreasing the size of congestion
window, cwnd, or the slow start threshold, ssthresh.
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However, the nature of wireless radios makes wireless networks have much
more packet losses than wired networks, especially when the environment of
transmission is terrible. Since the packet loss is quite different in wired and
wireless scenes, an accidental packet loss cannot always indicate congestion in
transmission. How to improve the transmission performance of CMT in wireless
potential failure network has become an important research issue.

To avoid unnecessary congestion avoidance process incurred by accidental
packet loss, an improved congestion distinguishing mechanism has been intro-
duced to CMT in wireless potential failure network, CMT-PF, in which a possible
loss state has been introduced to avoid performance degrade when an accidental
packet loss happen.

2 Related Work

Since SCTP is originally designed for the wired network environment, it does not
consider the various situations happen in the wireless network. In wired network
environment, packet loss is a rare event and is considered to be a signal of con-
gestion. However, many reasons could frequently cause accidental packet loss in
the wireless network environment: (1) mobility, (2) link-layer contention, and (3)
transmission errors [3].

Currently, the SCTP sender does not identify whether the network is congested
or just considers it as an accidental packet loss. According to the default con-
gestion control algorithm in CMT, the ssthresh is set to 1/2 cwnd or 2MTU and the
cwnd is set 1 MTU when a time out happens or it is set to the changed ssthresh
value when a fast retransmission happens. And then, the SCTP returns to the stage
of slow start again. It can be found the performance of CMT, it is deteriorated
frequently in wireless scenario especially in packet loss prone case.

Currently, some research works have been presented to improve the perfor-
mance of CMT transmission, such as retransmission policies [2], Potentially Failed
(PF) destination state [4, 5], loss differentiation algorithm [6], dynamic CMT
enable algorithm [7], meanwhile, some research focus on improving TCP trans-
mission in wireless network [3, 8, 9]. To detect the route restoration and address
the issue of Multiconnection’s fairness in TCP, this paper [10] proposes a SCTP-
Fixed RTO mechanism from the TCP-Fixed RTO. It counts the number of suc-
cessive retransmission timeout events. When the number exceeds a certain
threshold, it adjusts the RTO value.

However, there is little work to discuss how to avoid unnecessary performance
reduction in wireless potential failure network for CMT in case of accidental
packet loss.
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3 Congestion Distinguishing Mechanism

With the principle of CMT, the receiver sends a Gap ACK to the sender and
informs a data chunk is like being potentially lost when it receives an out-of-order
data chunk. Gap ACK do not cause any change of cwnd and ssthresh. The sender
increases by a counter of potential missing reports for the data chunk. A fast
retransmission is enabled when the counter reaches the forth stroke and the data
sender retransmit the possible lost data chunk.

To distinguish an accidental packet loss from a real congestion, a Possible
Congestion state has been introduced in the proposed congestion distinguish
mechanism to represents the state of CMT association recently experiences a fast
retransmission. The sender counts recent fast retransmission and switch to different
working state. (1) If there is no fast retransmission happens, the sender holds the
Normal state; In this case, ssthresh and cwnd grow as normal. (2) If the counter
number is more than zero and does not exceed PMR threshold, the sender enters
the Possible Congestion state, in which the sender does not change its configu-
ration on cwnd and ssthresh. (3) Otherwise, the sender is in the Congestion state, in
which ssthresh and cwnd decrease as the original congestion control algorithm
mentioned.

To distinguish these three different working states, three additional variables are
introduced for each destination.

Congestion_state represents the working state of a CMT sender.
times_uninterrupted_ack keep the number of uninterrupted heartbeat ACK of

each destination when it leaves Possible Congestion state and enters Normal state.
times_uninterrupted_ack[i] represents the number of received uninterrupted

heartbeat ACK of the ith Possible Congestion state. It can be found this variable is
updated as follows.

times uninterrupted ack 1½ � ¼ 1 ð1Þ

times uninterrupted ack 2½ � ¼ 2 ð2Þ

. . . . . .

if loss[i] C loss[i]-1

times uninterrupted ack i½ � ¼ times uninterrupted ack i� 1½ � þ 1 ð3Þ

else

times uninterrupted ack i½ � ¼ times uninterrupted ack i� 1½ � � 1 ð4Þ

times_current_loss keeps the number of recent fast retransmission or timeouts
event.

The detail of state transition of a CMT sender is shown in Fig. 1.
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The sender enters Normal state after its association initialization and begins
data transmission. However, the sender enters Possible Congestion state when a
fast retransmission event happens, instead of Congestion state. In Possible Con-
gestion state, the sender can only send and receive heartbeat chunks. The
times_uninterrupted_ack increases by 1, when receive a heartbeat ACK chunk.
When the received heartbeat ACK chunk reach a special threshold, the sender
leaves Possible Congestion state and enter Normal state.

In case of Possible Congestion, the special times_current_loss increases by 1
when a fast retransmit event happens. If times_current_loss [ PMR, the sender
enters into Congestion state. The sender directly enters Congestion state when a
time out event happens.

4 Simulation

To evaluate the performance of CMT association with the proposed congestion
distinguish mechanism, a series of simulations results have been presented with
ns2 [11]. A random loss error model is applied to simulate the wireless potential
failure network.

Normal

Possible Congestion Congestion

Association 
initialization

ACK 
---------------

CWND 
increase

FastRtx
---------

CWND decrease

Timeout
-----------

CWND decrease

Heartbeat ACKs 
=times_uninterrupted_ack[i] 

---------------------------
CWND increase

Heartbeat ACK 
---------------------------

CWND increase

(FastRtx && 
Current_loss>PMR) || 

timeout
-------------------
CWND decrease(FastRtx && Current_loss< PMR) 

|| (Heartbeat ACKs 
<=times_uninterrupted_ack[i] )

Timeout || FastRtx 

Fig. 1 The working state of a CMT sender
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To achieve a random chunk lost list, the second random seed in ns2 is applied to
generate a lost event list. The loss rate is set as 0.01. The topology of our simu-
lation is shown in Fig. 2.

The whole simulation process last 60 s. A FTP application starts establishing an
association to transport data at 0.1 s. With the generated lost event list, the initi-
ation control chunk INIT is lost at 0.15 s. The HEARTBEAT chunk is lost at 3.3 s.
The data chunk transmission began at 6.4 s indeed.

Figures 3 and 4 present some simulation result of the standard CMT and CMT-
WPF mechanism on different performance metrics. Since the proposed CMT-WPF
mechanism can prevent spurious triggering of congestion control mechanism, the
CMT with congestion distinguishing mechanism can achieve better performance
than the standard CMT association in all metrics.

SCTP-CMT 
Agent

SCTP-CMT 
Agent

interface interface

Path 1 with loss model 0.1Mb 
50ms Droptail

sender receiver

interface interface

Path 2 with loss model 0.5Mb 
200ms Droptail

Fig. 2 The simulation topology
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5 Conclusion

To avoid performance degrade in wireless potential failure environment, a con-
gestion distinguishing mechanism for the CMT has been proposed in this paper.
A Possible Congestion state is introduced to distinguish the real congestion from
accidental packet loss due to link-layer contention or transmission errors and avoid
unnecessary cwnd and ssthresh reduction. A series of simulations in ns-2 is per-
formed and the results show the proposed mechanism performs better than the
standard one in wireless potential failure network.
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Model-Based Testing of Web Service
with EFSM

Fuzhen Sun, Lejian Liao and Longbo Zhang

Abstract Web services are becoming more and more widespread as an emerging
technology; it is hard to test Web services because they are distributed applications
with numerous aspects of runtime behavior that are different from typical appli-
cations. This paper presents a new approach to testing Web services based on
Extended Finite State Machine (EFSM). Web Services Description Language
(WSDL) file alone does not provide dynamic behavior information. This problem
can be overcome by appending the formal model of EFSM to standard WSDL, we
can generate a set of test cases which has a better test coverage than other methods.
Moreover, a procedure for deriving an EFSM model from WSDL specification is
provided to help a service provider augment, the EFSM model describing dynamic
behaviors of the Web service. To show the efficacy of our approach, we applied
our approach to Parlay-X Web services. In this way, we can test Web services with
greater confidence in potential fault detection.
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1 Introduction

Some testing techniques that are used to test software components are being
extended to Web services [1–3]. A few papers have presented testing techniques
for Web services, but the dynamic discovery and invocation capabilities of Web
services bring up many testing issues. Existing Web service testing methods try to
take advantage of syntactic aspects of Web service rather than semantic, dynamic,
and behavioral information because standard Web Services Description Language
(WSDL) is not capable of containing such information. Therefore, they focused on
testing of single operations rather than testing sequences of operations. Further-
more, they heavily rely on the test engineers’ experience.

Heckel and Mariani [4] generate test cases for Web services with individual
rules by selecting ‘‘likely’’ inputs. Possible inputs are further restricted by the
preconditions of the graph transformation (GT) rules [5]. This suggests the deri-
vation of test cases using a domain-based strategy, known as partition testing [6].
The idea is to select test cases by dividing the input domain into subsets and
choosing one or more elements from each domain [7]. The execution of an oper-
ation can alter parts of service’s state that are used by other operations. GT rules
specify state modifications at a conceptual level. By analyzing these rules, we can
understand dependencies and conflicts between operations without inspecting their
actual implementation. In this method, data flow testing technique is used to test the
interaction among production rules if creation of nodes and edge is interpreted as
‘‘definition’’ and deletion as ‘‘use’’ [8]. Test cases are derived from default
boundary values of XML schemas. Tests are created by replacing each value with
each boundary value, in turn, for appropriate type. In the paper [9, 10, 12], the
authors propose a method of extending WSDL to describe dependency information
which is useful for Web service testing. They suggest several extensions such as
input–output dependency, invocation sequences, hierarchical functional descrip-
tion, and concurrent sequence specification.

In this paper, we propose a new approach to test Web services. This idea stems
from similarities between communication protocol testing and stateful Web services
testing. Second, using the Extended Finite State Machine (EFSM)-based approach,
we can generate a set of test cases with a very high test coverage which covers both
control flow and data flow. Third, we applied our method to an industry-level example
and showed the efficacy of our method in terms of test coverage and fault detection.

2 Test Cases Generation for Web Services Using EFSM

2.1 Modeling Web Service with EFSM

A WSDL specification does not provide sufficient information for Web service test
derivation because it only provides the interface for the service. An EFSM starts
from an initial state and moves from one state to another through interactions with
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its environment. The EFSM model extends the FSM model with variables,
statements, and conditions. An EFSM is a six-tuple\S, s0, I, O, T, V[, where S is
a nonempty set of states, s0 is the initial state, I is an nonempty set of input
interactions, O is a nonempty set of output interactions, T is a nonempty set of
transitions, and V is a set of variables. Each element of T is a five-tuple of the form:
\source_state, dest_state, input, predicate, compute_block[, where ‘‘source
state’’ and ‘‘dest state’’ are states in S corresponding to the starting state and the
target state of T, respectively; ‘‘input’’ is either an input interaction from I or
empty; ‘‘predicates’’ is a predicate expressed in terms of variables in V, the
parameters of the input interaction and some constants, and ‘‘compute-block’’ is a
computation block consisting of assignment and output statements. We will only
consider deterministic EFSMs that are completely specified. In addition, the initial
state is always reachable from any state with a given valid context.

Figure 1 presents our procedure for deriving EFSM model from a WSDL
specification. First of all, we have to decide whether the Web service to be
modeled is stateful or not. A Stateful Web service in general can be modeled as an
EFSM. Stateful Web service has several operations which change the service’s
internal state that are used by other operations. In that case, the operations may
response with different output messages according to the internal state of Web
service server. If the Web service is stateless, then we have to use other Web
service testing methods such as [4] and [11]. Otherwise, we continue with Steps 1
through 4.

Step (1) We analyze the WSDL specification and the web service specification
in informal language and fill the WSDL analysis template. For example, Table 1
shows the WSDL analysis template filled out for a banking Web service. From
WSDL description, we find out that the banking Web service provides four public
operations, i.e., openAccount, deposit, withdraw, and closeAccount. The operation
openAccount expects a single parameter init which means an initial deposit, and
returns an account number identifier. The operation closeAccount expects a single
parameter Id, which means account number, and returns the result of operation
such as ResultOK and Error. The operations deposit and withdraw expect two
parameters id (identifier) and v (value), and return results such as ResultOK and
Error.

Step (2) To construct EFSM, it is necessary to classify variables in the pre-
condition and postcondition of step 1 into control variables and data variables.

Figure 2 shows an initial version of EFSM for the banking Web service. The
states are constructed by combining possible value range of control variables. The
variable accountId and value have two possible values: ranges 0 and greater than 0.
If the control variables have value 0, it means that it is not initialized yet. When the
variable accountId is initialized by openAccout operation, the variable has a value
greater than 0 until it is closed by closeAccout operation. After initialization, the
variable value keep a balance greater than 0 according to the operation withdraw
and deposit. Therefore, we make four different states with combinations of the two
control variables. Then we associate transitions with the appropriate operations by
examining the precondition and postcondition of an operation.
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Step (3) It is desirable to reduce states in the initial version of EFSM model
because, first, often the number of states would be otherwise huge and, second,
there is a possibility that unreachable states may exist. For example, the state with
value[0 and accountId = 0 is an unreachable state. Unreachable states should be
deleted for the state reduction. Some states could be merged into one state
according to test engineer’s judgment. Figure 3 gives an enhanced EFSM obtained
by removing an unreachable state and merging two states into a state named
Active. For human readability, we assign a meaningful name to each state.

Fig. 1 Procedure for deriving an EFSM model from a WSDL description of a service

Table 1 Classification of variables for banking Web service

Operation Precondition Postcondition

Control
variable

Data
variable

Control
variable

Data
variable

Name: openAccount _ init accountId init
Parameter: init value
Return: identifier
Name: deposit accountId v value _
Parameter: id, v id
Return: res
Name: withdraw accountId v value _
Parameter: id, v value id
Return: res
Name: closeAccount accountId id accountId _
Parameter: id value
Return: res
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Step (4) To make a concrete transition in EFSM, operation information in the
WSDL is used. An operation has input and output message. Input message is
transformed into input event and output message is transformed into output event
in the transition. Precondition is transformed into guard condition in the transition.
Postcondition is transformed into actions in the transition. Figure 4 shows our final
EFSM model derived from the WSDL specification for the banking Web service.

2.2 Test Cases Generation Algorithm Using EFSM

We choose Bourhfir’s algorithm [13] as our test case generation method for Web
services because the algorithm considers both control and data flow with better test
coverage. The control flow criterion used is Unique Input Output (UIO) sequence
[14] and the data flow criterion is ‘‘all-definition-uses’’ criterion [15] where all the
paths in the specification containing a definition of a variable and its uses are

Fig. 2 EFSM construction
with control variables

Fig. 3 Enhanced EFSM with
state reduction and merging
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generated. Moreover, the algorithm uses a technique called cycle analysis to
handle executability of test cases.

The detailed algorithm is described in Fig. 5. For each state S in the EFSM, the
algorithm generates all its executable preambles (a preamble is a path such that its
first transition’s initial state is the initial state of the system and its last transition’s
tail state is S) and all its postambles (a postamble is a path such that its first
transition’s start state is S and its last transition’s tail state is the initial state). To
generate the ‘‘all-definition-uses’’ paths, the algorithm generates all paths between
each definition of a variable and each of its uses and verifies if these paths are
executable, i.e., if all the predicates in the paths are true. After handling execu-
tability problem, the algorithms remove the paths which are included in the already
existing ones, complete the remaining paths (by adding postambles) and add paths
to cover the transitions which are not covered by the generated test cases.

3 Case Study for Parlay-X Web Services

To show that our method can be effectively used for nontrivial real-world prob-
lems, we applied it to Parlay-X Web services [15]. A Parlay-X Web service, Third
Party Call, is used to create and manage a call initiated by an application.

The overall scope of this Web service is to provide functions to application
developers to create a call in a simple way. Using the Third Party Call Web
service, application developers can invoke call handling functions without detailed
telecommunication knowledge. The Third Party Call Web service provides four
operations: MakeCall, GetCallInformation, EndCall, and CancelCall.

Fig. 4 Final EFSM for banking Web service
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For comparison, we generated test cases for the Third Party Call Web service
with three different methods, the method of Offtutt et al. [11] and finally our
method. For the method of Heckel et al. [4], we defined a domain based on GT
production rules. Eight production rules for the four operations were found. After
that, we found attributes for each production rule. Test cases are generated by
fixing a boundary value for at least one of them and randomly generating the other
two values.

To generate test cases using our method, we followed the procedure described
in Sect. 2.1. First, we analyzed the WSDL specification of Third Party Call and the
informal specification of the Third Party Call Web service. For Step 2, three
control variables were identified by analyzing the WSDL analysis template. Then
we constructed an EFSM based on these three control variables and the four
operations. The final EFSM shown in Fig. 6 have five states and fifteen transitions.
Using the EFSM and the algorithm described in Sect. 3.2, 95 test cases were
generated for Third Party Call.

Fig. 5 Test case generation algorithm using EFSM

Model-Based Testing of Web Service with EFSM 97

http://dx.doi.org/10.1007/978-3-642-54927-4_3
http://dx.doi.org/10.1007/978-3-642-54927-4_3


Test cases and results of different methods are summarized in Table 2. As we
expected, our method located more faults than the other methods even though it
spent more time for executing a test case. Our method spent more time than other
method because test cases generated using our method consist of the complex
sequences of operations but almost all test cases generated using other method is
made of a single operation. To show the efficacy of our method, the number of test
cases and the accumulated number of faults detected are analyzed in Fig. 7.

As shown in Fig. 7, our method detected many faults in the early phase of
testing. Our methods detected many errors that occurred during executing complex
sequences of operations. For example, the operation GetCallInformation worked
well in the initial state and at the progress state, but the operation caused an error
when it executed in the connected state. The method [4] located some faults
related with boundary value and incorrect input values in the case of testing for
single operations. However, the sequences of operations derived from the method
[4] were not effective for locating faults. Even if the method [4] expected the data
flow coverage criterion ‘‘all-definitions-uses’’ for generated test cases, the gener-
ated test cases using relations of conflicts and casual dependencies between pro-
ductions rules did not find out any faults which were located by our method.
During testing using this method [11], it was difficult to find faults because faults
rarely occurred when we executed single operations with different boundary val-
ues. Only two faults related with message parameter value with maximum length
were founded.

Fig. 6 EFSM model for the
third party call Web service

Table 2 Test cases and
results

Method of
Heckel
et al. [4]

Method of
Offutt
et al. [11]

Our
method

Number of test cases generated 36 40 95
Number of faults found 5 2 18
Total execution time (s) 90 80 859
Average execution time (s) 2.5 2 9
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4 Conclusion

In summary, the main contributions of this paper are as follows: First, this paper
introduces a new Web service testing method that augments WSDL specification
with an EFSM formal model and applies a formal technique to Web service test
generation. Second, using the EFSM-based approach, we can generate a set of test
cases with a very high test coverage which covers both control flow and data flow.
Third, we applied our method to an industry-level example and showed the effi-
cacy of our method in terms of test coverage and fault detection.

One of drawbacks of our approach is the overhead to generate test cases based
on an EFSM. Without any automatic tool for generating test cases using EFSM, it
is a very tedious task to generate test cases manually. Currently, we focused on
testing of a Web service with single EFSM derived from a WSDL specification.
For future work, we plan to extend our method to treat more complex situations
such as test cases generation for compositions of Web services.
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Data Fault Detection Using Multi-label
Classification in Sensor Network

Zhenhai Zhang, Shining Li and Zhigang Li

Abstract Detection of data fault is a hit point in sensor network in recent years
and multiple data faults may occur at the same time. However the existing
detection methods can only detect one type of data fault at the same time. To solve
this problem, the detection of data fault is model as multi-label classification task,
where an instance may belong to more than one label. We firstly break down the
sensor data into instances using sliding window and then employ feature extraction
methods to extract data features from instances. After this we associate each
instance with corresponding data fault labels. A comparative experimental eval-
uation of five multi-label classification algorithms is conducted on aforementioned
multi-label dataset using a variety of evaluation measures. Experimental results
and their analysis show preliminarily that: (1) LP outperforms other classification
algorithms on all evaluation measures since it takes the correlation of multiple data
fault labels into account in detection of data fault; (2) outlier is the easiest data
fault to detect and high noise is the hardest data fault to detect.
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1 Introduction

Sensor network, a data-centric network, has received worldwide attention in recent
years and has a lot of important applications such as military [1], agriculture [2],
architecture [3], and so on. Sensor network is used to sense and collect information
from physical world, which provides people with significant evidences when
trying to make meaningful conclusions. Therefore, the data sensor network col-
lected must be true and reliable, which is the key that whether sensor network has
been applied successfully or not in practical deployments. If there are some faulty
sensor readings in collected data, it is possible to make an improper decision or
draw meaningless conclusions. Several practical deployments have observed
faulty sensor readings caused by improper data calibration, or hardware failures, or
low battery levels, or interference around environment, and so on [4, 5]. To ensure
the data quality of the collected data, fault detection in sensor network have been
an important research direction [6].

Noise is an important factor of affecting data quality. Eiman [7] proposed a
Bayesian approach, combining prior knowledge of true sensor readings, the noise
characteristics of the sensor and the observed noisy readings, to reduce the
uncertainty due to noise and enhance the reliability of sensor readings. Spatial-
temporal correlation is an important characteristic of sensor data, aiming at which
several researchers have proposed some fault detection approaches [8, 9]. Tulone
[10] presented an approach relies on autoregressive models of time series fore-
casting to predict the approximate values of sensors in sensor network, which
could detect outlier fault but do nothing for noise fault. Jeffery [11] proposed a
framework for fault detection based on spatial and temporal characteristics of
sensor data. Zhang [12] transformed sensor data using Principal Component
Analysis (PCA) and then within which sensor identification indices were calcu-
lated. If difference of sensor identification indices between the absence of the
sensor and it included was greater than threshold value, there was a fault in the
sensor. Kevin [13] systematically described common sensor data faults and defined
a data fault to be data reported by a sensor inconsistent with the interest’s true
behavior. The paper described the fault from data-centric view called data fault
and not only divided data fault into four types but also presented a detailed study
of each data fault. The four types of data faults are described as follows:

1. Outlier
Outlier is defined as an isolated sample whose value is significantly greater
than the expected. Outlier is one of the most seen data faults in sensor network,
and occurs randomly and instantaneously. Outlier affects only one sample in
sensor data.

2. Spike
Spike is defined as that the rates of change are significantly greater than the
expected during a short period of time. The obvious difference between outlier
and spike is that spike affects more than one sample while outlier affects only
one sample.
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3. Stuck-at
Stuck-at is defined as that there are no changes over a series of sample values;
that is to say, the sample value is almost a constant. The characteristic of stuck-
at is that variation of sample values stuck-at affects is zero or nearly zero,
which is one of the most important differences between spike and stuck-at.

4. High Noise
High noise is considered as sample values that exhibits high amount of vari-
ation over a period of time. Although noise is common in sensor data, high
noise may be a sign that there are faults in sensors. High noise may be caused
by hardware fault or low battery level in sensors.

Based on Kevin’s work, Abhishek [6] used rule-based methods, estimation
methods, time-series analysis-based methods, and learning-based methods to
detect three types of data faults. The experimental results showed that rule-based
methods could detect data faults effectively but it was seriously dependent on the
choose of parameters, and estimation methods could detect data faults but it could
not discriminate which data fault was, and time-series analysis-based methods
were good at detecting short duration faults, and learning-based methods could not
only detect data faults effectively but also discriminate which data fault was.

However, the existing data fault detection methods can detect only one type of
data fault at the same time. If multiple data faults occurs simultaneously, it cannot
detect all of them at the same time. In practical applications, multiple faults may
occur at the same time [13] and it is impossible to model each fault separately due
to a lot of potential faults [14]. Hence, it is necessary to develop a fault detection
method which can detect multiple faults at the same time. To achieve this, this
paper models fault detection problem as a multi-label classification task.

The main contributions of this paper are as follows: (1) the sensor data is first
resolved into instances using sliding window and then data features are extracted
from instances and finally a multi-label dataset for data fault detection is created;
(2) comparative experiments with five multi-label classifiers using several evalu-
ation measures are performed on the aforementioned dataset.

The rest of the paper is organized as follows. Section 2 provides background
material about multi-label classification. Section 3 presents dataset creation
including data feature extraction and labeling in detail. Section 4 reports experi-
mental results and analysis. Conclusions are drawn in Sect. 5.

2 Multi-label Classification

In this section, we introduce the formal notations of multi-label classification used
throughout this paper.

An instance is associated with only one label in single-label classification. For
example, a document can only be classified to economy or politics. However, an
instance can be associated with multiple labels simultaneously in multi-label
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classification. For example, a document may belong to economy and politics at the
same time.

Definition 1 Let a vector of n attribute values X = (x1, x2, …, xn) represent an
instance, xi 2 R and L = {l1, l2, …, lm} be a finite set of labels. The label set with
which an instance is associated is Y = {y1, y2, …, yp}, p B m, and it is the subset
of L, Y ( L. Then the multi-label dataset containing t instances is denoted by

D ¼ fðXi; YiÞj1� i� t;Xi 2 Rn; Yi � Lg ð1Þ

3 Feature Extraction and Labeling

Sensors collects data periodically in sensor network and then transmits them to the
data center, hence sensor data is the continuous data stream. It is necessary to
resolve the continuous data stream into instances of finite length and assign labels
to them before multi-label classification algorithms are used. We employs sliding
window to break down the continuous data stream into instances of finite length.

Definition 2 Let T = (t1, t2, …, tn) be the continuous data stream with length of n
collected periodically by sensors in sensor network. W = (tu, tu+1, …, tu+l) rep-
resents the sliding window with length of l, here 1 B u B n – l. The number of
samples over which the sliding window W slides forward or backward one step is
called the step size of the sliding window, which is s.

When sliding window is adopted to resolve T, it is first, placed on the first
sample t1, and right now the first instance resolved by sliding window is
X1 = (t1, t2, …, tl). Second, sliding window slides forward one step and then the
second instance resolved is X2 = (ts+1, ts+2, …, ts+l). And so on, it can obtain

n�l
s

� �
þ 1 instances.

3.1 Data Feature Extraction

Data features are used to describe characteristics or natures of the data. We adopt
sliding window to break down the sensor data into instances which consist of
original data values, nevertheless instances which consist of original values cannot
describe characteristics of sensor data enough. As a result, they cannot be used
straightforward in multi-label classification. Hence, it is necessary to extract
appropriate data features from them, which helps to promote the performance of
data fault detection of multi-label classification algorithms.
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Standard deviation, variance, and mean are used to represent features of data in
the statistics. For instance Xi = (ti+1, ti+2, …, ti+l) we calculate standard devia-
tion, variance, and mean of Xi as data features of Xi.

The rate of change is an important data feature for detecting data faults. The
rate of change employed in this paper is defined as follows:

Definition 3 Let X = (t1, t2, …, tl) be an instance. CR ¼ ti�tiþ1j j
ti

is called the rate

of change between samples ti and ti+1, here 1 B ti \ l.

For an instance X = (t1, t2, …, tl), we calculate the rate of change of each pair
of samples, and then obtain a set of rates of change C = {CR1, CR2, …, CRl-1}.
Finally, we calculate maximal value, minimum value, standard deviation, vari-
ance, and mean of C as data features of the instance.

The goal of PCA is to find an array of orthogonal bases to maximize variance
between variables. Data transformed by PCA can describe difference between
instances better, which helps to detect data fault. Hence, we transform instances
consisting of original data values using PCA, and take the transformed results as
data features of instances.

The Fourier Transform can transform the signal from the time domain to the
frequency domain. Usually, characteristics of the signal cannot be understood
easily in time domain while they can be observed obviously in frequency domain.
Therefore, for each instance we transform it from the time domain to the frequency
domain using Discrete Fourier Transform, and take the transformed results as data
features of the instance.

Although the Fourier Transform can transform the signal from the time domain
to the frequency domain, it loses information of the time domain, which makes it
suitable for depicting global characteristics of the signal. The Wavelet Transform
can hold information of the time domain and the frequency domain simulta-
neously, which makes it suitable for depicting local characteristics of the signal.
Hence, for each instance we transform it using Discrete Wavelet Transform, and
take the transformed results as data features of the instance.

3.2 Data Fault Labels

In Sect. 1 we have presented four types of data fault in sensor network: (1) outlier
fault; (2) spike fault; (3) stuck-at fault; (4) high noise fault. The four types of data
fault are used as data fault labels. If an instance occurs at a data fault, it is
associated with the corresponding data fault label, otherwise normal label. The
information of data fault labels are described in Table 1.

According to Definition 1, the finite set of labels is L ¼ fL - Outlier;
L - Spike;L - Stuck,L - Noise;L - Normalg
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4 Experiments

To evaluate the performance of data fault detection of multi-label classification
algorithms in sensor network, we conducted experiments on Mulan. We compared
the following multi-label classification algorithms: binary relevance (BR) [15],
label powerset (LP) [15], multi-label k-nearest neighbor (MLkNN) [16], classifier
chains for multi-label classification (CC) [17] and random k-labelsets for multi-
label classification (RAkEL) [18], which have outstanding performance in other
application domains. The number of neighbors in MLkNN was set to 10. LP, BR,
and RAkEL were run using the decision tree algorithm C4.5 as the base classifier.
Experiments were performed using 10-fold cross-validation for evaluation.

4.1 DataSet

The dataset used in experiments are collected by the temperature sensor in Net-
worked Aquatic Microbial Observing System (NAMOS), which is available at
http://robotics.usc.edu/*namos/data/jr_aug_06/. The sensor collected data every
10 s, and obtained 30,823 samples totally. To evaluate the performance of
aforementioned five classifiers in data fault detection, we artificially injected four
types of data faults presented in Sect. 1 into the dataset, since injecting data faults
into the dataset can give us exact result that help us to better understand the
performance of multi-label classification algorithms in data fault detection. The
information of injecting faults are described as follows:

1. Outlier Faults
To inject outlier faults, we chose a sample i and replaced the reported value ti
with eti ¼ ti � f . f is chosen from {1.3, 1.5, 1.8} randomly.

2. Spike Faults
To inject spike faults, we chose a set of successive samples W and replaced the
reported values of W with the values generated from the aperiodic triangle
signal.

3. Stuck-at Faults
To inject stuck-at faults, we chose a set of successive samples W and replaced
each reported value ti in W with eti ¼ t � f . Here, t is the reported value of the
first sample in W and f is chosen from {1.5, 1.8} randomly.

Table 1 Information of data
fault labels

Label Corresponding data fault

L-Outlier Outlier fault
L-Spike Spike fault
L-Stuck Stuck-at fault
L-Noise High noise fault
L-Normal Normal, no fault
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4. High Noise Faults
To inject high noise faults, we chose a set of successive samples W and added a
random value from a normal distribution, N(0, b2), to each sample in W. b is
chosen from {d, 1.5d} randomly and d is the standard deviation of samples in W.

According to Definition 3, we chose parameters l = 720 and s = 10 to resolve
the sensor data using sliding window, which obtained 3,010 instances of length of
720. Then feature extraction methods discussed in Sect. 3 were employed to
extract data features from 3,010 instances, which obtained 1,809 data features. The
statistics of the generated multi-label data set are listed in Table 2.

4.2 Evaluation Measures

Let the predicting label set of a classifier predicting an unseen instance be Z, and
the evaluation measures are defined as follows according to Definition 1.

Micro FMeasure is defined as

Micro FMeasure ¼ 2� tp

2� tpþ fpþ fn
ð2Þ

Here tp, fp, and fn represent the number of true positives, false positives, and
false negatives, respectively. The larger Micro FMeasure is, the better the pre-
diction performance is.

Hamming Loss is defined as

Hamming Loss ¼ 1
t

Xt

i¼1

YiDZij j
m

ð3Þ

Here D stands for the symmetrical difference of two label sets. The smaller
Hamming Loss is, the better the predicting performance is.

Average Precision is defined as

Average Precision ¼ 1
t

Xt

i¼1

1
Yij j
X
k2Yi

fk0 2 Yi : riðk
0 Þ � riðkÞg

���
���

riðkÞ
ð4Þ

The larger Average Precision is, the better the prediction performance is.
OneError is defined as

Table 2 Statistics of dataset

Instances Features Labels Cardinality Density

3010 1809 5 1.101 0.22
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OneError ¼ 1
t

Xt

i¼1

dðarg min
k2L

riðkÞÞ ð5Þ

where

dðkÞ ¼ 1 if k 62 Yi

0 otherwise

ffi
ð6Þ

The smaller OneError is, the better the predicting performance is.
Coverage is defined as

Coverage ¼ 1
t

Xt

i¼1

max
k2Yi

riðkÞ � 1 ð7Þ

The smaller Coverage is, the better the predicting performance is.
Ranking Loss is defined as

Ranking Loss ¼ 1
t

Xt

i¼1

1

Yij j Yi

�� ��
fðka; kbÞ : riðkaÞ[
riðkbÞ; ðka; kbÞ 2 Yi � Yig

�����

����� ð8Þ

where Yi is the complementary set of Yi with respect to L. The smaller Ranking
Loss is, the better the predicting performance is.

Macro FMeasure is defined as

Macro FMeasure ¼ 1
m

Xm

i¼1

2�
Pt

j¼1
Yi

j \ Zi
j

���
���

2�
Pt

j¼1
Yi

j \ Zi
j

���
���þP

t

j¼1
Yi

j \ Zi
j

���
���þP

t

j¼1
Yi

j \ Zi
j

���
���

ð9Þ

The larger Macro FMeasure is, the better the prediction performance is.

4.3 Experimental Results and Analysis

The experimental results are reported in the form of average ± standard deviation.
The two-tailed paired t-tests at 0.05 significance level is employed to analyze the
experimental results in order to examine whether the results have a statistical
significant advantage. In the following tables, the results in bold represent the
performance of the classifier is optimal in comparative classifiers. The sign :
means that the larger value the better performance while the sign ; is inverse.
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The performance of five comparative multi-label classification algorithms using
six different measures is shown in Table 3. It can be seen that LP dominates the
other algorithms in all measures in data fault detection. The reason may be that LP
takes correlations among multiple labels into account when LP is trained. Hence,
we can infer that taking correlations among different data fault types helps to
promote the performance of multi-label classification algorithms in data fault
detection. We further analyze the results using the two-tailed paired t-tests at 0.05
significance level, and it shows that LP outperform than other classifiers signifi-
cantly under all measures.

The predicting performance of multi-label classification algorithms using Macro
FMeasure measure for each label is shown in Table 4. It can be seen that LP
dominates the other algorithms for three of all data fault labels. We calculate the
average of Macro FMeasure of all algorithms for each label and the results are that L-
Outlier is 0.97292 and L-Spike is 0.94044 and L-Stuck is 0.95416 and L-Noise is
0.76774. From the average of Macro FMeasure, we can see that the label hardest to
predict is L-Noise and the easiest label to predict is L-Outlier. This can be interpreted
that outlier fault affects only one sample, which leads to distinguish it from others
more easily. While high noise fault affects a set of samples and noise is common in
sensor data, hence it is more difficult to distinguish them from other samples.

5 Conclusions and Future Work

This paper proposes to model the data fault detection using multi-label classifi-
cation in sensor network, which could detect multiple types of data faults simul-
taneously. The task of transforming the sensor data into multi-label data set is
investigated. An experimental evaluation of five multi-label classification algo-
rithms was carried out using a variety of measures. Experimental results show that
LP is the most effective of five comparative algorithms and five algorithms show
good performance in data fault detection.

LP exhibits excellent performance compared with other classification algo-
rithms, since it take correlations between labels into account. Therefore, future
work will further exploit correlations among different types of data fault to
enhance the detection of data fault.

Table 4 Micro FMeasure (:) of multi-label classification algorithms for per label

Name L-Outlier L-Spike L-Stuck L-Noise

BR 0.9835 – 0.0986 0.9583 ± 0.1042 0.9591 ± 0.0971 0.8673 ± 0.0845
LP 0.9810 ± 0.0979 0.9746 – 0.1011 0.9628 – 0.0907 0.9671 – 0.0910
MLkNN 0.9331 ± 0.0917 0.8527 ± 0.1011 0.9307 ± 0.1008 0.2697 ± 0.0129
CC 0.9835 – 0.0986 0.9583 ± 0.1042 0.9591 ± 0.0971 0.8673 ± 0.0845
RAkEL 0.9835 – 0.0986 0.9583 ± 0.1042 0.9591 ± 0.0971 0.8673 ± 0.0845
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A Cloud Evolution Based Handoff
Decision Scheme with ABC Supported

Cheng-Bo Zhang, Xing-Wei Wang and Min Huang

Abstract With wireless access technologies maturing, the wireless network
environments have a characteristic of multiple networks overlapping, called het-
erogeneous wireless networks. As a key procedure of the always best connected
(ABC) concept, handoff decision schemes need to consider with plenty of factors.
Based on the game analysis and a cloud evolution algorithm, it is proposed that a
cloud evolution-based handoff decision scheme with ABC supported to maximize
user utility and network provider utility. Simulation results show that this scheme
can search the optimal solution efficiently and has good performance.

Keywords Wireless networks � Always best connected (ABC) � Handoff deci-
sion � Cloud evolution algorithm � User utility � Network provider utility

1 Introduction

The access network technologies have been rapidly developed, and 2, 2.5, 3 and
4G networks appear. And they constitute heterogeneous access networks with
plenty of networks overlapping at the same time. With the support of Software
defined radio (SDR) and multimode intelligent terminals, it becomes the core issue
for heterogeneous access networks that the Always Best Connected (ABC) concept
[1] allows an application to connect with any network anywhere and anytime. And
ABC supporting handoff technologies insures the application Quality of service
(QoS) and the seamless roaming [2] for users among a multitude of access network
technologies. But it is difficult for users to describe QoS requirements accurately,
and QoS requirements have strong fuzziness [3]. In addition, handoff decision
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schemes need to ensure that terminals have reasonable dwell time for each deci-
sion, so as to prevent terminals from frequent handoffs. On this base, we think that
handoff decision schemes should consider with the will of users and network
providers besides many internal factors.

Some existing algorithms [4, 5] made handoff decisions to decrease the proba-
bilities of handoff dropping, call blocking, and frequent handoffs. Some algorithms
[6, 7] considered with some factors, such as Received signal strength (RSS), load
balancing, bandwidths, delay, service types, service prices, terminal velocities,
power, and user preferences to select the better wireless access technology. How-
ever, network environments and influence factors of ABC supporting handoff
schemes are not considered comprehensively at the same time in these schemes. The
most important thing is that they do not make users and access network providers
achieve the win–win situation. So we propose a handoff decision scheme with ABC
supported. This scheme should consider with application types, QoS requirements,
service prices, access network provider preferences, mobile terminal conditions and
access network conditions to find optimal handoff solutions, and ensure the ratio-
nality of handoff and the equilibrium of user utility and network provider utility. To
improve the efficiency of decisions, we use the evolutionary algorithm based on
cloud model [8], which converges more rapidly with retaining diversities.

2 Model Descriptions

According to the DiffServ (differentiated services) model, this scheme supports
different types of applications, and ATS = {AT1,…, AT|ATS|} is the set of appli-
cations. QSi is the QoS requirements of ATi type applications, where QSi = {[B-
Wi

l, BWi
h], [DLi

l, DLi
h], [JTi

l, JTi
h], [ERi

l, ERi
h]}, i = 1,…, |ATS|. Since it is difficult

to describe QoS requirements accurately, the form of interval is adopted to
describe QoS.

Assume that the order number of an access network is j 2 1;M½ �, where
M represents the total number of access networks. The access network model is
defined as follows.

The access network provider and access network type are NPj 2 NPS and NTj

2 NTS, where NPS = {NP1,…,NP|NPS|} and NTS = {NT1,…,NT|NTS|} are the cor-
responding sets. Similarly, NASj ( ATS and SLj ( SL are the sets of application
types and service levels supported by the access network, where SL is the set of all
service levels. And there are some parameters of the access network described, such
as the coverage CAj, lowest signal strength LSj, highest terminal velocity HVj, work
frequency FRj, total bandwidth TBj, available bandwidth ABj, and overload threshold
ABj

min. If ABj \ ABj
min, access network cannot accept any of the terminal requests.

Assume that the access network provides a k level service to an ATi type

application, and k 2 SLj. So that the QoS is QSk
ji ¼ bwkl

ji ; bwkh
ji

h i
; dlkl

ji ; dlkh
ji

h i
;

n

jtkl
ji ; jt

kh
ji

h i
:; erkl

ji ; erkh
ji

h io
, where the parameter intervals are subsets of the ones of

114 C.-B. Zhang et al.



ATi type applications, such as [bwji
kl, bwji

kh] ( [BWi
l, BWi

h]. And scji
k and spji

k are the
service cost and service price of access network for k level services. For seeking
the greater utilities of both sides, this handoff decision scheme can support the
cooperation among terminals or access networks. If there is a cooperation, prji

k

should be cut or risen.
Assume that the order number of a terminal is t 2 [1, N], where N represents

the total number of terminals. The terminal model is defined as follows.
TASt ( ATS is the set of application types with the terminal supported. And

there are some parameters of the terminal described, such as the work frequency
WFt, lowest received signal strength RSt, current velocity of the terminal CVt,
threshold of high velocity CVh, remainder battery capacity RBt, and threshold of
low battery capacity RBth. If CVt C CVh, the terminal is considered at high
velocity conditions; if RBt B RBth, the terminal is considered at low capacity
conditions.

PPt = {PPt1,PPt2,…,PPtm} ( NPS is the sequence of user preferences to
access network providers, where PPt is sorted by preference degrees from high to
low. And WPti is the price that the user is willing to pay for ATi type applications.

In summary, HRt = {ATi, PPt, WPti} is the handoff request of terminal t.
On the base of above-mentioned models, the QoS satisfaction model is defined

as follows.
In this paper, the grey relational analysis method [9] is adopted to evaluate

service levels. According to handoff request HRt, access network j provides a
k level service to terminal t with an ATi type application running based on the
access network conditions. So the weighted fuzzy satisfactions for bandwidth

bwkl
ji ; bwkh

ji

h i
and delay dlkl

ji ; dlkh
ji

h i
are BSji

k and DSji
k , as Eqs. (1) and (2). And

weighted fuzzy satisfactions for delay jitters and error rates are JSji
k and ESji

k , which
are calculated like Eq. (2).

Assume that k* is the ideal service level, and BSk�
i ¼ max

j
BSk

ji is the bandwidth

satisfaction. Similarly, DSk�
i , JSk�

i and ESk�
i can be obtained. The grey relational

degrees of four parameters, GRji
kB, GRji

kD, GRji
kJ, and GRji

kE, are regarded as the
evaluations of them. And the mean of them is the evaluation QEji

k of k level ser-
vice. Where GRji

kB is obtained as Eq. (3), and then GRji
kD, GRji

kJ, and GRji
kE are

calculated like Eq. (3). CBji
k and CDji

k are the conformity of bandwidth bwkl
ji ; bwkh

ji

h i

and delay dlkl
ji ; dlkh

ji

h i
to bandwidth request [BWi

l, BWi
h] and delay request [DLi

l, -

DLi
h]. They can be calculated by Eqs. (4) and (5), where a is a constant. And

conformity CJji
k and CEji

k are calculated like Eq. (5).

BSk
ji ¼

1
2 ðbwkl

ji þ bwkh
ji Þ �min

j

1
2 ðbwkl

ji þ bwkh
ji Þ

max
j

1
2 ðbwkl

ji þ bwkh
ji Þ �min

j

1
2 ðbwkl

ji þ bwkh
ji Þ

ð1Þ
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DSk
ji ¼

max
j

1
2 ðdlkl

ji þ dlkh
ji Þ � 1

2 ðdlkl
ji þ dlkh

ji Þ

max
j

1
2 ðdlkl

ji þ dlkh
ji Þ �min

j

1
2 ðdlkl

ji þ dlkh
ji Þ

ð2Þ

GRkB
ji ¼

min
i

min
j

BSk
ji � BSk�

i

���
���þ 1

2 min
i

max
j

BSk
ji � BSk�

i

���
���

BSk
ji � BSk�

i

���
���þ 1

2 min
i

max
j

BSk
ji � BSk�

i

���
���

ð3Þ

There are four coefficients -i
B, -i

D, -i
J, and -i

E representing the importance of
bandwidth, delay, delay jitter, and error rate, respectively, and -i

B + -i-
D + -i

J + -i
E = 1. They are assigned by access network providers according to

application types. CQji
k is the suitability of QSji

k to the QoS requirements of ATi

type applications, and CQji
k = -i

B � CBji
k + -i

D � CDji
k + -i

J � CJji
k + -i

E � CEji
k . In

summary, SQji
k = QEji

k � CQji
k is the QoS satisfaction of a user for the k level

service which is provided by access network j to ATi type application.

CBk
ji ¼

bwkl
jiþbwkh

ji

2 � BWl
i

BWh
i � BWl

i

0
@

1
A

a

ð4Þ

CDk
ji ¼

1
2
� 1

2
sin

p

DLh
i � DLl

i

dlkh
ji þ dlkl

ji

2
� DLh

i þ DLl
i

2

 !
ð5Þ

Apart from the QoS satisfaction model, there are other evaluating indicators
defined as follows. SPtij is the satisfaction of a user for the price of an access
network. If spji

k B WPti, SPtij ¼ 1; otherwise, SPtij ¼ 0. SRtj is the satisfaction of a
user for an access network provider. If NPtj 2 PPt, SRtj = 1/x2; otherwise, SRtj = 0,
where x is the order number of NPtj in PPt, and 1 B x B |PPt|. If the velocity of a
terminal is high at current, an access network with larger coverage should be
selected to decreasing the number of handoffs. Oppositely, if the battery capacity of
a terminal is low at current, an access network with smaller coverage should be
selected to decreasing the power of receiving and sending to extend terminal
working time. SVtj is the velocity satisfaction of access network j to terminal t. If
CVt \ CVh, SVtj = 1; if CVh B CVt B HVj, SVtj = 1/y2; otherwise, SVtj = 0.
Where y is the order number of access network type NTj in NTS sorted by the
coverage from high to low, and 1 B y B |NTS|. SBtj is the battery capacity suitability
of access network j. If RBt B RBth, SBtj = 1/(|NTS| - y)2; otherwise, SBtj = 1.

To make users and access network providers achieve the win–win situation, the
game analysis is used in this paper. In the game analysis, a terminal and an access
network play the game. And the payoff matrices of the terminal and access net-
work are TG and NG, as Eqs. (6) and (7), where the rows of the matrices show
willingness and unwillingness of a terminal in turn, and the columns of the
matrices show willingness and unwillingness of an access network; the minus sign
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shows the lost payoff; the penalty factor, s[ 1, shows that it would have negative
effect in future if one side refuses to accept the other. If tgu�v� � tgu�v ^ ngu�v�

� nguv� , {u*, v*} is a pair of policies which can achieve Nash equilibrium of the
terminal payoff and access network payoff, where u*, v*, u, v = 1, 2.

TG ¼
WPti � spk

ji WPti � spk
ji

�s � ðWPti � spk
jiÞ �ðWPti � spk

jiÞ

" #
ð6Þ

NG ¼ spk
ji � sck

ji �s � ðspk
ji � sck

jiÞ
spk

ji � sck
ji �ðspk

ji � sck
jiÞ

" #
ð7Þ

In this paper, a coefficient matrix K = [k1…k5] expressing the relative
importance of factors is utilized, and the factors include QoS requirements, service
prices, access network providers, terminal velocities, and terminal battery capac-
ities, where

P
i=1
5 ki = 1. The value of ki, is assigned by access network providers.

An evaluation matrix Gtij ¼ ½SQk
ji SPtij SRtij SVtij SBtij�

T and a control coefficient
X are introduced. And X expresses the influence on the utilities of both sides. If they
achieve Nash equilibrium, X = 1; otherwise, 0 \X \ 1. If terminal t transfers to
access network j, the terminal utility uutij ¼ X � K � Gtij � ððWPti � spk

jiÞ=WPtiÞ, and

the network provider utilitynutij ¼ X � K � Gtij � ððspk
ji � sck

jiÞ=spk
jiÞ; otherwise, both

are 0.

3 Algorithm Design

3.1 Species and Initialization

Assume that S is the total number of individuals, and P is the number of popu-
lations. The mth population is PSm, so that S =

P
m=1
P PSm. According to the sizes

of populations, populations are divided into the building population, advantage
populations, and disadvantage populations. The building population is the most
representative one of a species, and its size is larger than all advantage popula-
tions. There are many advantage populations and disadvantage populations in a
species, and the sizes of advantage ones are much larger than all disadvantage
ones. The populations are sorted by the sizes from high to low, then
|PS1| [ … [ |PSP|. Individual Imn of population m is a decision solution. So that
Imn is N dimensional code, Imn = (xmn

1 ,…,xmn
N ), where xmn

t is the tth dimension of
individual n in population m. Each dimension shows access network information
j and service level information k, and n 2 [1, PSm], t 2 [1, N], j 2 [1,M], k 2 SL.
The population initialization is a process of assigning an initial value to each
individual, where j and k from each dimension of each individual are randomly
assigned with the values of interval [1, M] and interval [1, |SLj|], respectively.
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3.2 Fitness Function and Forward Cloud Generator

If Vt((TASt ( NASj) ^ (WFt ( FRj) ^ (RSt B LSj) ^ (CVt B HVj) ^ ((ABj -

bwji
kh) C ABj

min)), handoff solution Imn is feasible, and the fitness function FTU-

N(Imn) =
P

t=1
N (1/uutj + 1/nutj); otherwise, FTUN(Imn) = + ?. Obviously, the

smaller the value of FTUN(Imn) is, the better handoff solution is.
ArForwardC(Ex, En, He) is the one dimensional forward cloud generator [10],

which is a mapping from overall characteristics of qualitative concept to quanti-
tative modality. The mapping is p: C ? P satisfying the following conditions:
H = {ps|Norm(En, He)}; X = {xs|Norm(Ex, ps), ps 2 H}; P = {(xs, ys)|xs 2 X,

ys ¼ e�ðxs�ExÞ2=ð2p2
s Þ; ps 2 Hg. Where Norm(l, d) is a normal random variable, l

and d are the expected value and standard deviation, and s 2 [1, S] is a cloud drop.
In this paper, ArForward(C(Ext, Ent, Het), C(Ext

0
, Ent

0
, Het

0
)) is the evolving model of

each dimension xmn
t .

3.3 Evolving Control Strategies and Termination Condition

Evolving control strategies which adjust entropy En and hyper entropy He to
control the evolving process includes the local search operation, local change
operation, and mutation operation.

In this paper, the elite individual is the best individual of each generation with the
minimum FTUNðImnÞ. If one individual is always the elite individual in consecutive
generations, it is called as an intergenerational elitist. If a new intergenerational elitist
appears, the current generation is called as a nontrivial generation. Otherwise, it is a
trivial generation. And the number of generations between two nontrivial genera-
tions is called as the number of consecutive trivial generations.

If a new intergenerational elitist appears, this algorithm may find a new extreme
neighborhood or approach for the previous extreme neighborhood. A local search
operation is needed. This operation reduces En and he to decrease the evolutionary
range and increase the stability, so as to increase the search accuracy and stability
for more rapidly searching the optimal solution of this extreme neighborhood. In
this paper, En and he are reduced to 1/K of the originals. And K called as the
evolutionary coefficient is much bigger than 1.

If the number of consecutive trivial generations achieve threshold THlocal, this
algorithm may fall into a local optimal neighborhood. It needs to jump out of this
small range, and try to search a new optimal solution round this neighborhood. The
local change operation raises En and he to increase the evolutionary range and
decrease the stability. In this paper, En and He are raised to L ¼

ffiffiffiffi
K
p� ffi

of the
originals, where L is the evolutionary mutation coefficient.

If the number of consecutive trivial generations achieve threshold THglo-

bal = THlocal + C1, this algorithm may fall into a local optimal solution and the
local operation does not work, where C1 is a constant. It needs to get itself off the
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guarantee of local and search a new extreme in the global range. In this paper, the
mean of some historical intergenerational elitist is regarded as the expectation Ex
of forward cloud generator; entropy En and hyper entropy He are adjusted suitably;
and the mutation operation is executed in all individuals of species.

If the number of consecutive trivial generations achieve threshold THend = TH-
global + C2, the intergenerational elitist does not change in C1 local change operations
and C2 mutation operations, where C2 is also a constant. So this algorithm has
converged to the Pareto optimum solution, and the evolving process ends; otherwise,
this algorithm does not terminate until it achieves the maximum of generation
denoted by THmax. Then, the elite individual is regarded as the optimal solution.

3.4 Algorithm Description

Step 1: Initialize the size of species S, the number of populations P, the
threshold of local search THlocal, the threshold of local change THglobal,
the threshold of termination condition THend, and the maximum of
generation THmax.

Step 2: According to Sect. 3.1, initialize the species. Then let the optimal
fitness of species FT�UN ¼ þ1, the current optimal fitness
FTUN ¼ þ1, the number of consecutive trivial generations ct = 0,
and the current number of generation et = 0.

Step 3: Make the terminal and access network of each dimension to play the
game, and determine the utilities of both sides based on cooperation
conditions.

Step 4: Calculate the fitness of each individual, assign the minimum of fitness
to FTUN, and et = et + 1. If FTUN �FT�UN , ct = ct + 1; otherwise,
FT�UN ¼ FTUN , and ct = 0.

Step 5: If et [ THmax, go to Step 10.
Step 6: If FT�UN ¼ þ1, initialize the species again, and go to Step 3.
Step 7: If ct [ THend, go to Step 10; if ct [ THglobal, execute the mutation

operation, and go to Step 9; if ct [ THlocal, execute the local change
operation; if ct = 1, execute the local search operation.

Step 8: Select P individuals with the minima of fitness from the current
individuals, and sort them by fitness from low to high. Regard them as
the parent individual of each population, and put them into each
population, respectively.

Step 9: Utilize the forward cloud generator to generate P subpopulations, keep
the size of each subpopulation, and go to Step 3.

Step 10: If FT�UN 6¼ þ1, regard the individual corresponding to FT�UN as the
handoff decision solution, successfully finish. If there is more than one
individual, randomly select one from them. Otherwise, there is no
solution, failed.
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4 Simulation Results and Discussions

With the help of NS2 (Network Simulator 2), this proposed scheme (Scheme 1) is
compared with the greedy algorithm-based handoff decision scheme [11]
(Scheme 2) and the QoS-based handoff decision scheme [12] (Scheme 3). We use
three hexagonal honeycomb topologies, set two kinds of user cases, and implement
300 times of experiments for 3, 5, 10, 20, and 50 terminals. The means are
regarded as results in Tables 1 and 2. All the summation utilities of three schemes
fall with the numbers of terminals increasing, but the downward trend and the
utility of Scheme 1 are slightly lower and higher. Because Scheme 1 aims to
maximize the utilities of both sides, Scheme 2 looks for the load balancing of
access networks, and Scheme 3 seeks the QoS satisfaction of users. So Scheme 3
has a higher performance of QoS satisfaction, but Scheme 1 is still better than
Scheme 2. Because QoS is the main factor of Scheme 1, but it is not the only one.
Scheme 1 has many more advantages than the other two in the other evaluating
indicators. And Scheme 1 takes reasonable time to search optimal solutions.

5 Conclusions

With the continuous developments of wireless access technologies and mobile
terminals, handoff decision schemes supporting the ABC concept have been the
main motive force promoting the development of wireless network. We make a

Table 1 Simulation results 1

User
number

Summation utility QoS satisfaction Price satisfaction Provider
satisfaction

1 2 3 1 2 3 1 2 3 1 2 3

3 0.679 0.365 0.446 0.236 0.164 0.277 0.788 0.614 0.585 0.801 0.487 0.465
5 0.643 0.287 0.362 0.232 0.158 0.247 0.769 0.634 0.575 0.721 0.474 0.434
10 0.616 0.259 0.326 0.221 0.156 0.235 0.762 0.575 0.541 0.686 0.466 0.402
20 0.587 0.224 0.259 0.202 0.145 0.231 0.716 0.565 0.529 0.665 0.462 0.355
50 0.562 0.212 0.259 0.192 0.137 0.224 0.677 0.506 0.473 0.616 0.403 0.322

Table 2 Simulation results 2

User number Velocity satisfaction Battery capacity satisfaction Running time (ms)

1 2 3 1 2 3 1 2 3

3 0.987 0.712 0.624 0.857 0.484 0.424 0.170 0.138 0.004
5 0.963 0.708 0.657 0.853 0.508 0.478 0.204 0.392 0.021
10 0.909 0.686 0.591 0.806 0.489 0.429 0.408 1.592 0.025
20 0.884 0.582 0.547 0.728 0.426 0.396 0.893 6.091 0.037
50 0.875 0.565 0.493 0.677 0.376 0.357 1.942 39.223 0.086
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close study of the factors influencing handoff decision schemes, and propose a
handoff decision scheme with ABC supported with the help of the game analysis
and the cloud evolution algorithm. This scheme takes into account of application
types, QoS requirements, service prices, access network providers, terminal
velocities, battery capacities and access network conditions, and realizes the
maximization of user utility and network provider utility. The simulation results
show that this proposed scheme has better performance compared with existing
schemes.
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Ultra-Wideband Pulse Generator
for Heart-Rate Monitor

Xiaoyan Liu, Zheng Fang and Jianguang Zhou

Abstract Ultra-wideband (UWB) heart-rate monitor designed in this text mainly
consists of controller, pulse generator, pulse receiver, and displayer. Controller
controls the pulse generating and receiving and heart-rate display. Based on the
characteristics of avalanche of RF-BJT, we designed an UWB pulse generator in
this paper. By simulating and debugging, we successfully obtained the bipolar
UWB pulse, with the peak-to-valley voltage 6.7 V and peak-to-valley width
600 ps. The pulse generating circuit is suitable for the UWB heart-rate monitor,
with its simple structure, low cost, and good performance.

Keywords Heart-rate monitor � UWB pulse generator � RF-BJT � Simulation �
Circuit board

1 Introduction

With the improvement of the living standard, people have growing demands on
medical care. Traditional heart-rate monitor may monitor one’s heart-rate well, but
most of the instrument structures are complex, contacting with human directly, and
inconvenient to use. So we designed the potable ultra-wideband (UWB) heart-rate
monitor. UWB heart-rate monitor based on UWB technology. The pulse generator
of the monitor may emit UWB pulse to human body, and the receiver received the
reflected signal from human body and then send the signal to the controller to deal
with it, getting the heart-rate information at last. Besides, the controller determined
when the pulse generator generating pulse and when the receiver receiving the
reflected signal.
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Ultra-wideband (UWB) is a wireless communication technology which is to
transmit (telecommunications) or collect (radar) data using pulse signals of short
duration and then would have a broad spectrum of frequencies [1]. In 2002,
Federal Communications Commission (FCC) regulates that the frequency for the
UWB technique is from 3.1 to 10.6 GHz in America. Now, UWB is defined as a
signal that occupies a bandwidth larger than 500 MHz or a fractional bandwidth
larger than 20 % [2]. Applying UWB technology in medical applications is an
emerging research trend in recent years. First, attempt of using UWB radar in
medical applications is in human body monitoring and imaging in 1993. On
August 9, 1994, the first US Patent application was filed for medical UWB radar.
One year later, MIT began an educational project for the ‘‘Radar Stethoscope.’’ In
1996, the biomedical use of UWB radars is better described with photo and sample
tracings, and in the same year, the US Patent was awarded. Since then, UWB is
often deemed as a possible alternative to remote sensing and imaging. By 1999,
many works have begun for UWB medical applications in cardiology, obstetrics,
breath pathways, and arteries [3, 4]. The UWB radar has very low average power
level and is very power efficient. Thus, it is suitable to be a potentially cost
effective way of heart-rate monitor.

2 Principle of UWB Heart-Rate Monitor

UWB heart-rate monitor system is mainly composed of pulse generator, pulse
receiver, controlling, and processing part, as is shown in Fig. 1.

In the pulse generating part, signal source (in this article, positive 5 V square
wave signal is adopted) produces pulse signals which would be modulated, and
drive the pulse-forming circuit to form the UWB pulse. Then antenna sends the
UWB pulse signal to human body. Normally, the waveform of the first derivative
of the Gaussian function is adopted as the UWB radar pulse form. It can be
expressed as the function (1)

S1ðtÞ ¼ �
4
ffiffiffi
2
p

p
a3

te
�

2pt2

a2 ð1Þ

In function (1), a2 ¼ 4pr2 is the pulse shape parameter, and r2 is variance.
At the receiving end, reflected pulse signal is received by the antenna and then

send to the sampling and amplifying circuit. The sampling and amplifying circuit
samples amplify the signal, in accordance with the negative pulse which is
transmitted by the time-delay circuit. Then matched filter extracts the available
reflected signal and sends them to the AD converter and the microcontroller whose
clock signal is generated by the signal source. Controller processed the received
signal and gets the heart-rate information. Besides, the adjustable time-delay cir-
cuit is also manipulated by the microcontroller.
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Pulse generator plays an important role in the UWB heart-rate monitor system.
The performance of the UWB pulse generator depends on the components in its
circuit to a great extent. Now, devices with advantages of high frequency and high
speed which can be used to produce picosecond pulse and nanosecond pulse are
mainly these, step recovery diode (SRD), trapatt diode, tunnel diode (TD), and
avalanche transistor. The power of SRD, trapatt diode, and TD is relatively lower,
while the avalanche transistor may produce pulse with much higher power and the
pulse duration is in nanoseconds and picoseconds [5, 6]. In consideration of these
advantages of avalanche transistor, we applied it to form the UWB pulse gener-
ating circuit in this paper.

3 Generator of the Basic UWB Pulse

3.1 Principle of Avalanche Effect

Normally, the output characteristics of the triode transistor can be divided into four
areas: saturation region, linear region, cutoff region, and avalanche region. When
the voltage of collector increased, the field intensity of the space charge region
would be enhanced, and the electron and hole in the space charge region would get
more energy and collide with atom at the same time. The collision activates the
electron in the covalent bond to form the electron–hole pairs when the electron and
the hole are powerful enough. The new electron and hole would also play the role
of originals, getting more energy and forming the new electron–hole pairs. This is
called the multiplication effect of the charge carrier. When the voltage is high
enough, the charge carrier will increase largely and quickly which is similar to the
avalanche on the steep slopes, and make the countercurrent increase sharply. This
is called the avalanche of triode transistor [7].

Pulse Transmission Pulse Receive

Matched Filter

UWB Pulse

Generator

ModulateClock

Signal Source

Sampling Gate

Adjustable Delay

Control Unit A/D Converter

Sample and Amplify

Fig. 1 Operating principle of UWB heart-rate monitor
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3.2 Principle of Pulse Generator

Figure 2 shows the circuit of the basic UWB pulse generator which is based on the
avalanche of triode transistor. When there is no trigger impulse, the base electrode
of the triode transistor is reverse-biased, and the HVDC VCC is added to the
collector passing through resistor Rc and charge the capacitance C2 at the same
time. In this time, the triode transistor is in cutoff and critical avalanche condition.

Accompany with the input of the trigger pulse, the triode transistor avalanched
and got break over quickly. Energy-storage capacitor C2 discharged through triode
transistor and load RL. So the voltage of C2 dropped fastly. When the discharge
current of C2 cannot meet the needs of avalanche, the triode transistor would be
saturated with the base trigger pulse still in rise condition. Once the trigger pulse is
over, the base would be transferred to reverse bias again and the triode transistor
would be in cutoff station [8]. At the same time, power source VCC charge the
capacitor C2 again, getting already for the next trigger.

3.3 Type of Components in the Circuit

Signal source: According to the needs of the circuit, we choose the square wave
with impulse amplitude of +5 V, frequency of 10 MHz, and duty ratio of 50 % for
the signal source.

Triode transistor C1: In order to make sure that the triode transistor and the
circuit will work well, the power loss of the triode transistor cannot exceed its
maximum value. The power loss [9] of triode transistor can be expressed as the
following expression.

P ¼ 1
2

C0V2
0 f ð2Þ

In expression (2), C0 is storage capacitor, V0 is output pulse amplitude, and f is
operating frequency of the circuit. Besides, avalanche phenomenon of the triode
transistor should be apparent, that is to say the triode transistor should be qualified
with high, broad avalanche region, high characteristic frequency, and low satu-
ration voltage drop. Considering comprehensively, we take use of RF-BJT
MRF5812 in our experiments.

Capacitance C2: The output impulse width is determined by capacitance C2 and
load RL. The value of C2 should be moderate. If the value of C2 was too high, the
output impulse width would be broadened and the recovery time of circuit would
be too long. On the contrary, if the value of C2 is too low, the amplitude of the
output impulse would be reduced and the distribution of capacitance C2 would be
destroyed. The charging process of C2 should be finished before the arrival of

126 X. Liu et al.



trigger pulse, and so the time constant of C2 should be shorter than the cycle of
trigger pulse. We choose the capacitance C2 as several pF.

Bias voltage VCC: The value of bias voltage VCC should be large enough to
make the triode transistor avalanche, while its highest value must be lower than
BVCBO.

Collector resistance RC: To make sure the avalanche circuit recovered in qui-
escent stage, we should choose adequate collector resistance RC to ensure that the
charging time of C2 should be shorter than the period of trigger pulse.

Resistance R1 and capacity C1 of the differentiating wave shaping circuit: The
function of R1 and C1 is to accelerate the base impulse, steepen the rising age of
the trigger pulse, make the triode transistor avalanche more quickly, and protect
the triode transistor from overlarge base sustained current.

4 Generator of Bipolar UWB Pulse

4.1 Design of Bipolar UWB Pulse Generating Circuit

By estimating the value of the electronic devices and simulating the circuit in
Fig. 2, we get the narrow impulse whose duration is between 120 and 500 ps. But
the wave shape is not ideal, so we studied it further and got the circuit below, as is
shown in Fig. 3.

Figure 3 shows the bipolar UWB pulse generating circuit which is based on the
discharge of capacitance and inductance. The circuit in Fig. 3 added an acceler-
ating circuit between the differentiating wave-shaping circuit C1, R1 and the triode
transistor Q1 to the circuit in Fig. 1. Besides, we also added the capacitance C4, C5,

and inductance L1 to the basic circuit. Addition of the inductance L1 makes sure
that capacitance C3 can be charged to 1.2 times of voltage VCC. Because of that
when the voltage of capacitance C3 is charged close to the power source VCC,
inductance L1 releases energy and then capacitance C3 would be charged
continuously.

Fig. 2 Pulse generating
circuit of basic UWB pulse
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Inductance L1 also has the function of electrifying DC and blocking AC, so the
harmonic AC noise in power source VCC can be filtered effectively. Capacitance
C4 and C5 may copula the AC ripple of VCC to the ground, reducing the AC noise
which would enter the intermediate frequency circuit. Inductance L2 may dis-
charge with capacitance C3 by turns and form the bipolar narrow pulse on load RL.
Therefore, the charging circuit could be seen as cutting out in the charging process
of capacitance C3, and the charging speed of capacitance C3 is improved highly.

4.2 Simulation and Debugging of the Bipolar UWB Pulse
Generating Circuit

The value of the components in Fig. 3 was chosen as: C1 = 150 pF, R1 = 150 X,
C2 = 5 lF, R2 = 100 X, L1 = 30 lH, C4 = 10 lF, C5 = 0.1 lF, RC = 800 X,
L2 = 6.8 nH. The value of capacitance C3 has great influence on the output
impulse. We chose some typical values of capacitance C3 to study its influence on
the circuit, and determine the optimum value.

By simulating the circuit in Fig. 3, we get the following UWB pulse, as is
shown in Fig. 4. In the debugging process, we changed the value of power source
VCC, energy-storage capacitor C3, and load resistance RL gradually, and got the
different output UWB pulses. Increasing the value of power source VCC, ampli-
tude of the output UWB pulse would be increased with it. While the value of the
power source VCC is added too high, the output pulse would be distorted. So we
chose the 24 V power source. The amplitude of the output UWB pulse can also be
improved by increasing value of resistance RL, but that may also bring about the
increase of ultraharmonics. Consider comprehensively, we chose resistance RL as
20 X.

In Fig. 3, small changes of capacitance C3 may lead great variations to the
output impulse. Maintaining the value of power source VCC and resistance RL, we
chose some typical values of capacitor C3 to study its effect to the output UWB
pulse.

Fig. 3 Bipolar UWB pulse
generating circuit

128 X. Liu et al.



We can see from Table 1 that capacitor C3 has great influence on the UWB
pulse generating circuit. Increasing the value of capacitor C3, the pulse amplitude
and mean power would also increased, while pulse width would also added and the
bandwidth decreased. When the value of C3 is too small, the output UWB pulse
would be distorted. On the contrary, when the value of C3 was added up to 6 pF,
positive part and negative part of the single UWB pulse was asymmetric. So by
overall consideration, we choose the value of C3 as 5 pF. And so we can see from
the Fig. 5 that peak-to-valley amplitude of UWB pulse is about 6.79 V, and peak-
to-valley width is about 367 ps. We may also see that the output waveform is
similar to the first derivative of the Gaussian pulse form. Besides, we may also see
from Fig. 5 that frequency range of 10 dB bandwidth is 120 MHz*1.56 GHz.

From the experimental result, we may see that the output waveform of the
bipolar UWB pulse has high bandwidth, high EFT and is suitable for short-dis-
tance transmission.

Fig. 4 Bipolar UWB pulse

Table 1 Relationship of capacitor C3 to output UWB pulse amplitude, bandwidth, duration, and
mean power

C3

(pF)
Peak-to-valley
amplitude (V)

Peak-to-
valley
width (ps)

Frequency range of 10 dB
bandwidth (GHz)

Mean power
(dB)

1 2.413 220.2 0.115–2.351 -38.6
2 3.950 293.5 0.116–2.133 -32.5
3 5.110 293.6 0.135–1.781 -28.9
4 6.020 348.7 0.129–1.620 -26.4
5 6.792 367.1 0.120–1.556 -24.5
6 7.419 460.1 0.115–1.385 -22.9
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4.3 Manufacturing of the Circuit Board and the Measuring
Results

After the simulation of the bipolar UWB pulse, we designed and typeset the PCB
board. We printed the pulse generating circuit on the glass-epoxy FR4 baseboard
which was often used in high frequency circuit. In order to improve the perfor-
mance of the circuit, all the packaging of the resistors and capacitors are adopted
0805 Surface Mount Device (SMD) and most of the other devices are also packaged
in SMD. Considering the miniaturization and practicality request, the size of the
circuit board produced only 4.8 9 3.2 cm. We applied the copper technology and
connected all the GND together to decrease the signal disturb, as shown in Fig. 6.

In testing, we adopted the 24 V switching power supply as the board power
supply and supplied the crystal oscillator with the filtered 5 V regulated power
supply. We observe the output bipolar UWB pulse from the Agilent DSO6104A
1 GHz, as is shown in Fig. 7.

We may see from Fig. 7 that peak-to-valley amplitude of the bipolar UWB
pulse is about 6.7 V, and peak-to-valley width is about 600 ps. Because of the

Fig. 6 Photo of the actual
circuit

Fig. 5 Amplification map and power spectral density map of the output UWB pulse
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disturbance in the actual circuit, the amplitude of the actual UWB pulse is close to
the simulation and the width of the actual UWB pulse is a little larger. In general,
the two are well in agreement. And now, the bipolar UWB pulse generating circuit
has been successfully used in a small size UWB transmitter, and the transmission
pulse matched well with the UWB antenna, while the whole circuit works stably.

5 Conclusion

This paper designed a bipolar UWB pulse generator which is based on transistors
RF-BJT MRF581. We generated the pulse by making use of the low voltage and
avalanche characteristic of the RF-BJT and the function of magnetic storing and
releasing of capacitances and inductances. Using the software multisim 11, we
simulated and debugged the pulse generating circuit and get the ideal circuit for
the heart-rate monitor. After that, we manufactured the circuit board of the bipolar
UWB pulse generating circuit and test it. From the experimental results, we may
see that the bipolar UWB pulse generating circuit in this paper can be used in
medical applications well because of its good performance, simple construction,
and low-budget produce.
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Pseudorange Differential GPS-Based
Relative Navigation for UAV Formation
Flight

Hongyu Yang, Yandong Wang, Haifeng Fu and Jian Liu

Abstract In pseudorange differential GPS-based relative navigation, two linear
models for UAV formation flight are designed, respectively, to simplify system
equipment, reduce complexity of algorithm, and most of all weaken the effect of
spatial-correlated errors such as satellite ephemeris error, ionosphere delay and
troposphere delay. Above errors are analyzed and simulated to verify the feasi-
bility of the method. Moreover, positioning deviation of lead plane is also under
consideration in the system without base-station, demonstrating the effect of lea-
der’s deviation on position accuracy for the system. Both theoretical and practical
results for the two models conclude that the system without base-station can reach
a better precision and is more cost effective.

Keywords Formation flight � Pseudorange differential GPS � Relative naviga-
tion � Residual error � Base-station

1 Introduction

With the development of the control and navigation, formation flight has become a
new warfare mode and received unprecedented attention throughout the world.
Traditional Global Positioning System has a wide coverage area and high preci-
sion, but its weakness of susceptibility to interferences greatly affects position
accuracy. In addition, relative navigation is a good remedy to weaken spatial-
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correlated errors and the determination of relative position in aircrafts is of great
importance to maintain formation flight. Considering the shortage mentioned
above, relative navigation based on DGPS (differential GPS) has been put forward
as an effective solution.

Present studies on DGPS relative navigation mostly focus on satellites forma-
tion flight and spacecraft autonomous rendezvous docking. D’Amico Simone puts
forward some fundamental aspects about differential GPS in formation flight [1].
Afterward, methods such as double-differential carrier phase [2, 3], VISNAV
(vision navigation) [4], INS/GPS/RF integrated navigation [5] are all applied to
improve the precision of formation flight.

In recent research on DGPS relative navigation, single or more base-stations are
generally contained in the UAV (Unmanned Aerial Vehicle) formation flight
models. A correction is calculated by each base-station, and is then broadcasted to
the users in order to figure out their absolute position. However, spatial-correlated
errors still rise as distance between user and base-station increases notably, and the
reliability is a significant issue to consider. Faced with above difficulties, model of
DGPS relative navigation for formation flight without base-station is designed.

In the paper, two linear models of pseudorange DGPS relative navigation for
UAV formation flight are established to weaken position errors (Sect. 2 is about
system with single base-station and Sect. 3 is about system without base-station).
A variety of position errors are considered in these sections as well. Performances
of the two systems are simulated and compared in Sect. 4, and a conclusion is
drawn that with the correction of leader plane, the new model can reach a better
precision and is more available (Sect. 5).

2 Pseudorange DGPS Relative Navigation with Single
Base-Station

2.1 System Model

In a UAV formation flight, pseudorange between base-station (b) and user (u) can
be presented as [6]:

q j
b ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxb � x j

sÞ2 þ ðyb � y j
sÞ2 þ ðzb � z j

sÞ2
q

þ cðdtb;r � dtSjÞ þ e j
b ð1Þ

q j
u ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxu � x j

sÞ2 þ ðyu � y j
sÞ2 þ ðzu � z j

sÞ2
q

þ cðdtu;r � dtSjÞ þ e j
u ð2Þ

where (xb, yb, zb) (xu, yu, zu) and (xs
j, ys

j , zs
j) each represents coordinates of base-

station, user and the j.th GPS satellite in the ECEF (Earth-Centered, Earth-Fixed)
coordinate system. ej includes eeph

j , eion
j , etrop

j , emulti
j , erec

j , which stands for ephemeris
error, ionosphere delay, troposphere delay, multipath deviation, and receiver
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observation noise, respectively. dtSj and dtr are receiver clock errors of satellite
and aircraft.

Pseudorange correction of base-station Dqb
j can be solved according to Eq. (3):

Dq j
b ¼ cðdtSj � dtb;rÞ � e j

b ð3Þ

The result of Eq. (3) is sent in real time to every user afterward in order to
correct their pseudorange data with measurement errors. Regardless of all position
errors, revised pseudorange can be described as:

q j
u þ Dq j

b ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxu � x j

sÞ2 þ ðyu � y j
sÞ2 þ ðzu � z j

sÞ2
q

þ c � dt ð4Þ

There are four values unknown in Eq. (4), so by observing at least four satel-
lites, the solution can be acquired.

2.2 Residual Position Errors

In the model above, residual errors are considered as observation noise, which will
actually affect positioning precision to some extent. However, among those errors,
satellite ephemeris error, troposphere delay and ionosphere delay all belong to
spatial correlation errors, and can be weakened by differential calculation. These
residual errors will be analyzed as follows.

Figure 1 shows the geometry relationship schematic of satellite ephemeris

error. First, orbit error of the satellite is decomposed into two components~n and~1,

among which ~n should be parallel to line SB, and ~f be perpendicular to ~n.

Afterward, plane O is set to be perpendicular to~f, and~f is composed into~11 and~12

as well, among which~11 is on Plane SBU. Suppose g1 and g2 represent the distance
error of SB and SU separately, so they can be expressed as [7]:

g1 ¼ ~n
���
��� ð5Þ

g2 ¼ ~n
���
��� � cosb� ~11j j � sin b ð6Þ

Furthermore, we can get Eqs. (7) and (8):

BS � sin b ¼ BU � cos h ð7Þ

b � arctan
BU
US

ð8Þ
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thus the residual error can be described as:

g1 � g2 ¼ ~n
���
���ð1� cos bÞ þ BU

BS
� ~11j j � cos h ð9Þ

Troposphere error can be evaluated by applying Hopfield model:

DS ¼ DSd þ DSw ¼
Kd

sin
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2 þ 6:25
p þ Kw

sin
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2 þ 2:25
p ð10Þ

The geometry relationship schematic and derivation of troposphere residual
error is complicated and can be obtained in [8].

Ionosphere error can also be obtained by an empirical model. Select Klobuchar
model parameter:

IZðtÞ ¼ A1 þ A2 � cos½2pðt�A3Þ
A4
�; t � A3j j\A4=4

A1; others

�
ð11Þ

Theoretical deduce of ionosphere residual error is also given in detail in [9].
In the simulation, satellite orbit error is supposed to be 5 m, distance between

satellite and airplane is approximately 20,000 km, satellite elevation angle is 70�
and observation universal time is set at 14 o’clock. Then residual error curves are
shown in Fig. 2.

mP ¼ PDOP � mC ð12Þ

Receiver three-dimensional position error can be calculated as follow:
PDOP represents the position dilution of precision, and can be replaced with 10

here. Then it can be observed from Fig. 2 that when the distance between base-
station and user is 20 km, three-dimensional position residual of ephemeris error,
troposphere delay and ionosphere delay turns to be 0.05, 0.09 and 0.15 m
independently.

Plane O

B U

S

1

2

η

η

β

θ

ζ

ζ

Fig. 1 Ephemeris residual
error
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Compared with some real-time experiments (relative distance is about 100 km),
results are listed in Table 1.

Table 1 obviously reveals that pseudorange DGPS relative navigation has a
higher positioning precision. However, with the increase of distance between base-
station and user, these errors still remain in some degree. To solve this problem
thoroughly, relative navigation without base-station is needed.

3 Pseudorange Differential GPS Relative Navigation
Without Base-Station

3.1 System Model

In pseudorange differential GPS relative navigation technique with single base-
station, spatial-correlated position errors decrease notably as shown in Table 1.
However, as the relative distance rise to a certain amount, those errors turn to be
unignorable. Furthermore, the construction and maintenance of base-stations
increase the cost of the system by a large scale, and the reliability and inerrancy of
base-station turns to be of great significance.

To handle with defects mentioned above, relative navigation without base-
station is adopted in the study. Instead of applying ground position reference,

Fig. 2 Residual error
(elevation 70�)

Table 1 Comparison Results GPS point
positioning/m

Pseudorange DGPS
(Single base-station)/m

Ephemeris error 2.0 0.2
Troposphere delay 0.5 0.48
Ionosphere delay 6.0 0.75
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leader and follower plane are, respectively, treated as ‘‘base-station’’ and ‘‘user’’ in
the model, and all the data are transmitted and processed in follower planes.

In Eqs. (13) and (14), difference between q j
b; q j

u can be obtained as follow:

Dq j ¼ q j
u � q j

b ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxu � x j

sÞ2 þ ðyu � y j
sÞ2 þ ðzu � z j

sÞ2
q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxb � x j

sÞ2 þ ðyb � y j
sÞ2 þ ðzb � z j

sÞ2
q

þ cðdtu;r � dtb;rÞ þ e j
u � e j

b

ð13Þ

V is selected as a base point near follower plane U, and coordinate of the point
is assumed to be xb þ 500 yb þ 200 zbð Þ, therefore the distance between point U
and V can be expressed as:

dP ¼ ð x y z Þ ¼ ð xu � xv yu � yv zu � zvÞ ð14Þ

Expand Eq. (13) at dP ¼ ð 0 0 0 Þ, we get:

Dq j ¼ Dq j
dP þ

oDq j

ox dPj � x
���� þ oDq j

oy dP�j yþ oDq j

oz dP�j z

¼ ðxv � x j
sÞxþ ðyv � y j

sÞyþ ðzv � zi
sÞz

ffi � 1

q j
dP

þ q j
dP � q j

0 þ dd þ v j
ð15Þ

In Eq. (15), dd = c(dtu, r - dtb, r), vj represents observation noise in the

system, q j
0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxb � x j

sÞ2 þ ðyb � y j
sÞ2 þ ðzb � z j

sÞ2
q

, q j
dP ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðxv � x j
sÞ2 þ ðyv � y j

sÞ2 þ ðzv � z j
sÞ2

q
.

Differential three-dimensional position and clock correction value are selected
as state variables:

xDq ¼ x y z dd½ �T ð16Þ

Observation equation can be expressed as:

ZDq ¼ HDqXDq þ VDq ð17Þ

where

ZDq ¼

Dq1 þ q1
0 � q1

dP

Dq2 þ q2
0 � q2

dP

. . .

Dqn þ qn
0 � qn

dP

2
6664

3
7775; HDq ¼

H1

H2

. . .

Hn

2
6664

3
7775;

Hj ¼
�
ðxv � x j

sÞ
q j

0

;
ðyv � y j

sÞ
q j

0

;
ðzv � z j

sÞ
q j

0

; 1

�
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When n C 4, relative position between leader and follower plane can be solved
by least square method:

P̂e
Dq ¼ ðHT

DqHDqÞ�1HT
DqZDq ð18Þ

Analysis of modeling error of linearization is given by [10], simulation result
shows that observation error will be only several millimeters when distance
between UV is less than one kilometer, which is negligible. So the method can be
applied in close range formation flight.

3.2 Position Error of Leader Plane

As distance between airplanes in a close-range formation flight is usually only
several hundred meters, those spatial-correlated errors mentioned in Sect. 2 can be
neglected according to Fig. 2. However, there is another kind of position error that
must be considered—position error of leader plane. As it is known that although
leader plane is treated as ‘‘base-station’’, its precise position cannot be acquired, so
the positioning accuracy of leader plane itself also will affect the whole system.
Theoretical derivation is given below. (x, y, z) represents the accurate position of a
plane, regardless of any errors, expand Eqs. (1) and (2) at point ð x y z Þ:

q0jb ¼ q j
b þ

oq0jb
oxb

Pj � dxb þ
oq0jb
oyb

P � dj yb þ
oq0jb
ozb

P � dj zb

¼ q j
b þ ðxb � x j

sÞ � dxb þ ðyb � y j
sÞ � dyb þ ðzb � z j

sÞ � dzj

ffi � 1

q j
b

ð19Þ

q0ju ¼ q j
u þ

oq0ju
oxu

Pj � dxu þ
oq0ju
oyu

P � dj yu þ
oq0ju
ozu

P � dj zu

¼ q j
u þ ðxu � x j

sÞ � dxu þ ðyu � y j
sÞ � dyu þ ðzu � z j

sÞ � dzu

ffi � 1

q j
u

ð20Þ

Subtracting the two equations, we get:

Dq0j ¼q0ju � q0jb ¼ q j
u � q j

b � l j
u m j

u n j
u

	 

� dPu

þ l j
b m j

b n j
b

	 

� dPb

ð21Þ

where dPi ¼ dxi dyi dzið ÞT ; l j
i ¼

x j
s�xi

q j
i

; m j
i ¼

y j
s�yi

q j
i

; n j
i ¼

z j
s�zi

q j
i

. Suppose n sat-

ellites can be observed, L ¼
q1

u � q1
b � Dq01

..

.

q2
u � q2

b � Dq02

0
B@

1
CA; Ai ¼

l1i m1
i n1

i

..

.

lni mn
i nn

i

0
B@

1
CA, Then
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rewrite Eq. (21) as L + Ab � dPb = Au � dPu, which can be solved by least squares
method as Eq. (22).

dPu ¼ ðAT
u PAuÞ�1AT

u PðAbdPb þ LÞ
¼ ðAT

u PAuÞ�1AT
u PLþ ðAT

u PAuÞ�1AT
u PðAb � AuÞdPb þ dPb

ð22Þ

P represents the weight of observation values. Equation (22) shows that position
error of follower plane is increasing with leader one, and errors on each axis
component of leader plane only affect the corresponding axis component of follower
plane. Table 2 shows different leader error values and their simulation results.

From Table 2, it can be concluded that with the growth of positioning error of
leader plane, positioning deviation of relative navigation increases accordingly.
Also, the results are strongly directional. Adding a certain deviation in a certain
direction will produce influence substantially the same degree. Simulation results
prove the correctness of theoretical analysis.

4 Simulation Verification

Figure 3 shows a flow chart of DGPS relative navigation procedure.
This paper displays simulation results for a leader/follower pair of airplanes.

Initial positions of ground base-station, leader plane and follower plane are,
respectively, (30�, 110�, 0) (30�, 110�, 8000) and (29.9968�, 110.0028�, 8000),
both of the planes fly straight toward north with a velocity of 200 m/s. Position
error of leader plane is set as 5 m per axis, ephemeris error and satellite clock
correction are constants of 3 and 1.5 m. Other errors all include both constant and
random drift sections, which are handled as Gauss white noise. Table 3 shows the
exact figures.

Table 2 Statistical properties of relative navigation errors with leader position error

Leader deviation/m Relative navigation/m

X Y Z X Y Z

0 0 0 -0.7706 0.8023 1.1023
5 0 0 4.0761 0.9569 1.0661
0 5 0 -0.7856 5.9355 1.2121
0 0 5 -0.8510 0.8090 6.2625
10 0 0 9.1585 0.9100 1.1390
0 10 0 -0.7145 10.8577 1.3544
0 0 10 -0.7701 1.2102 11.2887
15 0 0 14.2168 0.9839 1.1571
0 15 0 -0.8485 15.9503 1.1545
0 0 15 -0.9047 0.9122 16.2388
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GPS satellite ephemeris is acquired by Satellite Tool Kit (STK), and the method
of max Ve with constraints of two satellites is applied to select visible satellites as
well.

Figure 4 demonstrates GPS point position error.
Next, in the simulation for pseudorange DGPS relative navigation with single

base-station, it is considered that spatial-correlated errors change linearly
according to Fig. 2 and Eq. (12). Simulation result is shown below in Fig. 5.

In the end, Simulation for relative navigation without base-station is conducted
and results are shown in Fig. 6. In the simulation, spatial-correlated error
parameters for DGPS relative navigation without base-station are set, respectively,
as 5, 9 and 15 mm according to Fig. 2.

Figures 4, 5 and 6 shows the simulation results of above three situations.
Statistical results are shown in Table 4. For relative navigation without base-
station, means of each axis is acquired to summarize the characteristics, while for
relative navigation with single base-station, due to the fact that position errors
increase as the plane fly away from the base-station, several points of different
relative distances are selected to describe the diverging curves.

Fig. 3 Flow chart of DGPS
navigation

Table 3 Error parameter
settings

Means Square deviation/m2

Position error of leader plane 5 0
Clock correlation for receiver 6 2
Ionosphere delay 3 3
Troposphere delay 3 3
Multi-path effect 2 2
Receiver noise for receiver 0 3
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Statistical data in Table 4 indicates that when the distance between base-station
and plane is approximately less than 20 km, position accuracy of single base-
station can be better. However, with the further growth of relative distance, its
performance begins to get worse.

In fact, if we can improve the positioning precision of leader plane, or get the
error regularity beforehand, then relative positioning error can be impaired by a
large amount. In this way, the performance of pseudorange differential DGPS
relative navigation without base-station will be much better.

Fig. 4 GPS point position
error

Fig. 5 GPS point position
error
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5 Conclusion

In the research on relative navigation, how to overcome the spatial correlation
error is a significant issue. Linear model of both systems (pseudorange DGPS
relative navigation with single base-station and without base-station) can be good
solutions to this problem. However, comparison between the two methods proves
that relative navigation without base-station is a better choice. Not only can the
method simplify complexity of algorithm and reduce equipment spending, it also
improves positioning accuracy better. Besides, in order to improve precision of the
system further, it is necessary to improve the positioning accuracy of the lead
plane or get its error regularity.

Fig. 6 Relative navigation
error (No base-station)

Table 4 Position errors

(km) Axis X/m Axis Y/m Axis Z/m

Single base-station 10 1.1511 3.7440 3.9491
20 -3.3878 4.7312 9.7242
40 -9.3130 14.5311 16.9692

No base-station 4.1325 6.1381 6.3794

Pseudorange Differential GPS-Based Relative Navigation... 143



References

1. D’Amico S, Montenbruck O (2010) Differential GPS: an enabling technology for formation
flying satellites: small satellite missions for earth observation. Springer, Berlin, pp 457–465

2. Li Y, Zhang S, Wu C (2012) Research on relative navigation for formation flying spacecrafts
based on differential GNSS. In: Proceedings of China satellite navigation conference
(CSNC). Springer, Berlin, pp 433–444

3. Li Y, Glennon E, Li R (2012) Development of a spaceborne GPS receiver for precise relative
navigation of formation flying small satellites. In: Proceedings of China satellite navigation
conference (CSNC). Springer, Berlin, pp 467–476

4. Wang X, Shao X, Gong D (2011) GPS/VISNAV integrated relative navigation and attitude
determination system for ultra-close spacecraft formation flying. J Syst Eng Electron
22(2):283–291

5. Liu W, Wang Y, Chen P (2010) Research on relative navigation system for UAV formation
flight. In: International symposium on inertial technology and navigation. Springer, Berlin,
pp 481–489

6. Xiu-sen Wang, Hong-jin Zhou, Shang-yue Zhang (2012) Relative navigation between vessels
based on GPS single difference. J Chin Inert Technol 20(4):464–467

7. Hai-song Jiao, Hong-fang Wang, Fei-juan Yao (2009) Effect and analyse of broadcast
ephemeris errors on GPS survey precision. GNSS World China 1:24–28

8. Ji-chao M, Ye-shu Y (2010) Analysis of residual error in GPS pseudorange differential
positioning error. In: Proceedings of 15th national youth communication conference. Beijing,
pp 302–308

9. Hong-pin Z, Jin-song P, Wen-yao Z et al (2006) Brief review of the ionospheric delay
models. Prog Astron 1:16–26

10. Tao Liu, Yong-chun Xie (2007) Study of relative navigation based on relative differential
pseudo range of GPS. Chin Space Sci Technol 1:1–8

144 H. Yang et al.



Image Fire Detection System Based
on Feature Regression Analysis
and Support Vector Machine

Yang Jia and Huiqin Wang

Abstract In order to improve the image fire detection rate in spacious buildings,
regression analysis is used to find the inherent relationship between flame features.
Then support vector machines (SVM) are used to finish recognition. First, sus-
pected fire regions are detected depending on improved fire-colored pixel detection
and hierarchical clustering method. Then, features are extracted and analyzed with
regression method. Finally, features are applied to a two-class SVM classifier for
fire region verification. The experimental results show that the new feature, area
overlap, is efficient and the proposed algorithm has a lower positive false rate than
the previous algorithm.

Keywords Image fire detection � Feature regression analysis � Support vector
machines � Spacious buildings

1 Introduction

Spacious buildings, such as museums, stadiums, and airports, if they catch fire will
cause huge loss of life and property. So there is an increasing need for improved
early warning fire alarm systems. Image fire detector offers several advantages,
because it can be built on the existing surveillance system and has a better
response rate than temperature and smoke detector and is more cost-effective than
other detectors. A number of methods have been proposed in the traditional image
fire detection [1–7]. According to the methods used, they can be mainly classified
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as color segmentation, feature extraction, and recognition. All the methods focus
on better detection rate. Actually, every stage needs to be considered and mutually
coupled to improve the detection rate in a practical system. In this paper, series of
methods are used to improve the fire detection effectiveness.

2 Candidate Region Detection

A flowchart of the fire detection algorithm using images is depicted in Fig. 1. The
algorithm is composed of three phases: segmentation, feature extraction, and
recognition. In the segmentation phase, the candidate fire pixels are segmented
from a frame sequence. In the feature extraction phase, the features of fire are
extracted and preprocessed for two-class SVM classifier. In the recognition phase,
SVM is trained and utilized to distinguish between fire and non-fire. In the fol-
lowing sections, the proposed fire detection algorithm is presented in detail.

2.1 Fire-Colored Pixels Detection

Using YCbCr color space to separate luminance from chrominance is more
effective than color spaces such as RGB, so YCbCr color space is used to construct
a generic chrominance model for flame pixel classification. Rules used are as
follows:

Fs ¼ 1; if

Y(x; y) [ Cb(x; y)

Y(x; y) [ Ymean

jCb(x; y)� Cr(x; y)j[ s

8><
>:

0; else

8>>><
>>>:

ð1Þ

Ymean ¼
1
k

Xk

i¼1

Y(xi; yi) ð2Þ

s is a constant, values of s can be selected with respect to required true positive
and false positive rates. In this paper s = 20. The flame detection rate is higher
than 95.65 %. Even in some extreme conditions, the flame can be segmented.
Figure 2 illustrates the segmentation results. The tiny fire region could not be
found using the present segmentation method.

Feature extraction and recognition are both based on the segmentation result. In
order to improve the robustness of segmentation, a group of frames are computed
to get a movement accumulation matrix. Finally, the matrix is binarized as the
segmentation result [10].
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Because the initial segmentation result of flame is often not a complete con-
nected domain, cluster is used to merge the discrete segmentation result [5].
Experiment results show that the method is good for feature extraction; however, if
the number of discrete connected regions is too large or the area of the connected
region is too large, time complexity becomes unbearable, video delay is increased
seriously, so sampling the edge of connected areas to minimize time complexity is
considered. Edge coordinates of the connected areas are treated as the total sample.
Since each edge coordinate is independent, equiprobable, systematic sampling is
used. If the sampling interval is N2, the statement execution time drops to 1=N3.
The sampled data can also express the flame edge and the video delay is resolved.

Frame grabbing

A group of frames

Moving fire-colored region 
segmentation

Fire recognition using SVM

Region feature extraction and 
feature regression analysis 

Making a fire alarm

Segmentation 

Feature analysis 

Recognition

Fig. 1 Flowchart of the proposed image fire detection algorithm

Fig. 2 Detection of fire-colored regions using the approximate method: a an original fire image,
b the resulting image using the present segmentation method, c the resulting image using the
proposed segmentation method in YCbCr color space

Image Fire Detection System Based on Feature Regression Analysis... 147



After all of the distance between two classes are calculated, clustering is fin-
ished. If the number of pixels of a fire region is below 12 pixels after merging, it is
declared as noise and removed.

3 Feature Analysis

To distinguish a fire-like color object moving similar to fire is difficult, although
most of the background interference is removed using the algorithm above. Hence,
more efficient features should be proposed to differentiate flame and non-flame
regions. There are already some features used in fire detection, such as inter-frame
correlation, area change rate [5], motion vector, average brightness, red and green
component ratio. In this paper, a new feature, area overlap rate, is proposed and
regress analysis is used to seek the internal relations between the dynamic features.

3.1 Dynamic Flame Features and Static Features

In this system, four dynamic features are used to describe fire. Area overlap rate is
calculated to present the relative stability of flame. In two adjacent time frames, the
rate is calculated as follows:

Oxy ¼
Sx \ Sy

Sx [ Sy

Oxy ¼
Sx \ Sy

Sx [ Sy

overlapxy ¼
Sx \ Sy

Sx [ Sy

ð3Þ

Sx, Sy is the area of the same suspected region in two adjacent frames in a group.
Oxy is the area overlap rate.

Because of image flame continuity in time domain, flame brightness changes
within a range, the correlation coefficient is chosen as a description of the flame
brightness changes. Because the area of wavering flame changes continually and it
varies differently from non-fire areas, area change rate is chosen as a feature. As
fire spreads, flame position moves constantly; although the whole of the flame is
not a bouncing move, it keeps relative stability. The centroids of fire-like regions
are used to express the continuous movement of flame.

Here, two static features are used. The average flame area brightness is higher
than the background, so it can be used as a feature of flame. The ratio of RGB
intensity values in the flame image is in a certain range; in this paper, green and
red component area ratio is a flame feature.

In order to eliminate the influence of data scale, these six features are stan-
dardized to build the feature space.
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3.2 Feature Regression Analysis

Area correlation coefficient describes the stability and variability of flame. It
should be a number larger than zero and near one (if the value ranges between [0,
1]), which means in two consecutive frames most of the flame part occupies the
same area. So it can be supposed that there was a positive correlation between area
overlap rate and area correlation coefficient, and a negative correlation between
area change rate and area correlation coefficient. In order to verify the validity of
the hypothesis, regression analysis is used here.

Multivariable linear regression model can be described as follows:

Y ¼ Xbþ e ð4Þ

Y ¼ (y1; y2; . . .yn)T ; b ¼ (b1; b2; . . .; bn)T ; e ¼ (e1; e2; . . .; en)T

Here, Y is area correlation coefficient vector. X is the independent variable,
which can be a matrix consisting of several feature vectors, such as area overlap
rate and area change rate. n is frame number and e is random error; 298 frames
from a video are tested in the experiment. Figure 3 is the regression result and it
shows the residuals. The red bars are outliers which should be avoided, while they
are the interference in the video, so the data are actually valid.

After regression, the significance of the regression equations should be verified.
Table 1 shows the parameters of significance testing.

R2 statistic is coefficient of determination showing that the goodness of fit (a)
and (c) are much better than (b). F statistic and p-value both show the significance
and also show that (a) and (c) are better. p-value shows there are significant
differences between the features. All of the data show that the models (a) and (c)
are proper and the feature combinations are better than (b). So area correlation
coefficient, area change rate, and area overlap rate should be chosen to describe
flame.

4 Fire Alarm Using SVM

To classify the regions as fire regions or non-fire regions using several features
seems difficult because the statistical analysis result shows that an obvious
threshold discriminating the two regions could not be found; in other words, the
feature value distribution is nonlinear. Therefore, a binary classification method in
high-dimensional data space needs to be found. Two mutually parallel hyperplanes
are established to separate the data locating on both sides of the hyperplanes and
the optimal hyperplanes need to be found to maximize the distance of either class.

In order to get good generalization ability, a large set of 6,300 images cut from
videos containing fire and interference at different resolutions are collected.
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The flame and interference regions are clipped manually; several training
images are shown in Fig. 4. As depicted in Fig. 4, only the regions including fire
and interference are clipped to make sure that we can extract precise feature values
of the regions without unknown data. The fire features are labeled 1 while the
interference features are labeled 0, so the features are divided into two classes
manually and correctly. A binary classification SVM can be trained after all the
data are prepared.

First feature values are scaled into [- 1, + 1]. The main purpose is to prevent
large numerical interval attributes from dominating small numerical control
interval attribute excessively. In addition, scaling is used to avoid the numerical
complexity of calculation. Then ‘‘grid-search’’ on the optimal parameter (c, c)
using cross-validation is proposed to solve the optimization problem. Because the
number of training sets is much larger than the feature’s number, the experiment
result shows that the recognition rate is much higher when using the RBF kernel
[4]. Finally, the candidate flame regions are classified with the trained hyperplanes.
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Fig. 3 The residual from regression of area correlation coefficient and other features a and area
overlap rate; b and area change rate; c and area change rate, area overlap rate

Table 1 Parameters of significance testing

R2 statistic F statistic p-value Error variance

(a) 0.90 2707.50 0 0.0089
(b) 0.19 69.4 3 9 10-15 0.0065
(c) 0.93 1977.74 0 0.0063

Fig. 4 Images of fire and interference clipped for SVM training
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5 Experiment Result

All of the experiments are implemented on AMD 2.2 GHz PC with 640 9 480
image size, 15 Hz frame rate. The system is designed for real-time fire monitoring.

To validate the effectiveness of the proposed system, we conduct experiments
with videos shot in spacious buildings, including indoor fire videos, annular lamp,
light bulb, and the interference of combination of video with different focal length,
fire plate, and distance between camera and fire. The test was performed using 21
videos. The mixture of petrol and diesel is kindled based on CNS. Part of the
videos and parameters are stated in Table 2.

With the developed hierarchical cluster method ensuring the system real-time,
the execution time drops to approximately 1/16 of Liang’s method. The proposed
method execution time ranges between 0.21 and 1.19 ms, while Liang’s method
costs 3.44 to 21.55 ms. Using the longest delay video with Liang’s method to test
the proposed method shows no signs of delay.

The dataset combines fire feature vectors and interference feature vectors. In
order to test the classification accuracy, the fire part is clipped to make sure no
interference data included in fire feature data. Then a training set, like a decision
table is obtained. The data are permutated randomly and divided into two parts:
training set and testing set. Training set is used to train the SVM and testing set is
used to test the classification accuracy. Accuracy of SVM classification is dis-
played in Fig. 5.

The miscellaneous data training result shows that these features are enough to
separate fire and interference. Tested with 21 videos, training set number is much
larger than the feature number, so nonlinear RBF kernel is chosen, which has a

Table 2 Videos shot based on CNS

Video sequence Description

Focal length
(mm)

Distance between camera
and fire (m)

Length of the square
fire plate (cm)

Frame
number

Movie 1 fire in
warehouse

4 5 2 300

Movie 2 fire in
warehouse

6 5 4 300

Movie 3 fire in
warehouse

8 50 40 300

Movie 4 fire in
warehouse

12 25 9 300

Movie 5
incandescent
lamp

4 10 – 300

Movie 6 annular
tube

4 10 – 300
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higher recognition rate than with polynomial kernel and sigmoid kernel. Some of
the fire detection results are shown in Fig. 6.

6 Conclusion

Image fire detection approaches offer several advantages, while using cameras also
poses challenges for the development of fire alarm systems. In this paper, in
YCrCb color space, flame pixel movement accumulation matrix is obtained as the
preliminary flame segmentation result. Then features are extracted and analyzed
with regression and a method of selecting features is recommended. Features are
used to train the SVM for classification. Because a group of images are used to
segment the flame, the robustness of the algorithm is better. Features can be
selected rationally, so that less features would work more efficiently. For future
works, the system designed for real-time fire monitoring with DSP will be
optimized.
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Spur Bevel Gearbox Fault Diagnosis
Using Wavelet Packet Transform
for Feature Extraction

Wentao Huang, Peilu Niu and Xiaojun Lu

Abstract Gear as an important transmission component in the production of
modern industrial, used in all areas of production and life, its stable and reliable
work has great social significance. In this paper, gear fault diagnosis based on
wavelet packet for fault feature extraction has been proposed for gear fault
detection and diagnosis. First, this paper analyzes the variations of gear fault
vibration signal, using time-domain and frequency-domain sign attributes to
characterize these gear vibration signal and then extract fault sign attributes by
using wavelet packet. This paper introduces a kind of new method for wavelet de-
noise, eliminating the problem of wavelet de-noise decompose level and de-noise
threshold value selection, at the same time analysis a kind of wavelet packet
transform method, eliminating the frequency and frequency band confusion,
reducing the error in fault sign attribute extraction. At last, using fault simulation
platform to simulate different conditions and different gear fault vibration signals.
The results demonstrate that this method can accurately and reliably detect failure
modes in a gearbox.

Keywords Fault diagnosis � Wavelet packet � Frequency aliasing

1 Introduction

Gearbox was an important component in industrial drives, its safe and reliable
operation had great significance of industrial production. Used acceleration sensors
can collect the vibration signal of the gearbox without disturb the gearbox normal
working conditions, analysis the collected vibration acceleration signal to
extracted the gearbox feature characteristics, so as to reflected the type of gearbox
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failure and fault degree. So we can take appropriate measures to minimize eco-
nomic losses and improve production efficiency. Thus, the effective fault diagnosis
method for the gear failure mode classification had important significance.

The primary concepts of wavelet analysis are dilation and translation. In 1983,
Morlet proposed the concept of wavelets in the analysis of seismic data. In 1997,
Xiong, Ramchandran, Herley, and Orchard proposed variable wavelet packet
transform (WPT) algorithms based on a tree structure [1]. In 1999, Newland
introduced the WPT in the engineering field, with several calculation methods and
examples of his application in vibratory signal analysis [2]. In 2002, Zheng et al.
published a gear fault diagnosis method based on a continuous wavelet transform
and proposed a new concept of time-averaged wavelet spectrum for reducing the
enormous operand [3]. In 2010, Lei et al. introduced a multidimensional hybrid
intelligent method for gear fault diagnosis; a Hilbert transform, WPT, and
empirical mode decomposition were used for gear multidimensional fault diag-
nosis [4]. In 2010, Zhou et al. introduced a gearbox fault diagnosis based on a
redundant second-generation WPT; a second-generation WPT has a redundancy
feature that is able to maintain time-invariant properties to increase the effec-
tiveness of the information [5].

Many gear faults are partial failures, reflected in the change of partial infor-
mation in the spectrum; therefore, gear fault diagnosis should focus on the partial
information of the signal. The WPT can describe partial signal characteristics; a
low-band WPT has low time resolution and high frequency resolution, whereas a
high-frequency-band WPT had high time resolution and low frequency resolution.
By further decomposing high-frequency information, the WPT can be more flexible
in dividing signals. WPT provides an efficient and a reliable tool for the separation
of the characteristic frequencies of mechanical failure and fault feature extraction.

In this paper, the proposed WPT is used for feature extraction. WPT analysis
has an acute partial locked ability to extract feature information from the vibration
signals. Using a WPT for partial gear vibration signal spectrum analysis or time-
domain frequency attributes can help to detect gear failure. The single-node
reconstruction of the wavelet coefficients can lead to the generation of other fre-
quency components. If the gear signal spectrum analysis and the time—and fre-
quency-domain sign attributes are false, they can affect the accuracy of the gear
fault diagnosis. In this paper, we introduce an improved WP algorithm to eliminate
the excess frequency components to ensure the accuracy of the partial attribute.

2 Data Acquisition Experiment

2.1 Experimental Setup

The gear fault forms are varied; in the same types of gear fault, the different fault
degrees causing the form of gear vibration signals are not the same. To study the
form of gear fault vibration in further detail, more accurate detection of the gear
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fault is necessary. A mechanical failure simulator can be used to simulate different
gear faults and provide analysis for the vibration signals of gear faults to obtain
decision rules for the gear faults.

A variable speed DC motor (1 hp) with a speed of up to 6,000 rpm was used as
the basic drive. A short shaft with a diameter of 0.75 inch was attached to the shaft
of the motor through a flexible coupling; this scheme minimized the effects of
misalignment and the transmission of vibrations from the motor.

The shaft was supported at its ends by two roller bearings. From this shaft, the
motion was transmitted to the bevel gearbox via a belt drive. A torque attribute of
5 Nm was applied at the full load condition. Various defects were created in the
pinion wheels, and the mating gear wheel was not disturbed. Gearbox vibration
signals were obtained by mounting the accelerometer on the top of the gearbox.

2.2 Experimental Procedure

In this study, the gear pair details are listed in Table 1.
One wheel was new and assumed to be free from defects. In the other two pinion

wheels, defects were created using an EDM to control the size of the defects. A
piezoelectric acceleration sensor was mounted on the gearbox, and the electro-
magnetic spring loaded disc brake load was adjusted to 5 Nm. The DC motor speed
adjusted the pinion shaft rotational speed to 11 Hz. The gearbox was initially run
several times. The sampling frequency was 2,560 Hz, and the sample length was
2,048 for all data acquisition conditions. During the experiment, the normal pinion,
tooth breakage pinion, and tooth surface wear pinion were used for data collection.

3 Wavelet Packet Transform Theory

3.1 Basic Concepts of WPT

For a discrete wavelet, the wavelet scale a and offset b must be discretized. To
facilitate the calculation, a binary discrete of a = 2j, b = 2jk was used, resulting in
a binary discrete wavelet transform. The discrete wavelet transform at each level

Table 1 Gear wheel and
pinion details

Parameters Gear wheel Pinion wheel

No. of teeth 27 18
Module M2 M2
Pitch angle 56o190 33o410

Normal pressure angle 20o 20o

Material Forged steel Forged steel
Backlash tolerance (inches) 0.001–0.005 0.001–0.005
Pitch diameter (inches) 1.6875 1.125
Pinion bearing NSK 6202 (2) NSK 6202 (1)
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as the decomposition of a low-frequency sub-band (and no longer the decompo-
sition of the details of the high-frequency sub-band) is illustrated in Fig. 1a. When
further analysis of the high-frequency part was required, the discrete wavelet could
not meet the requirements. Therefore, Coifman and Wickerhauser proposed the
concept of WPT. The high-frequency part of each level was decomposed to meet
the demand, as shown in Fig. 1b.

Ik
j ¼ ½�ðk þ 1Þp2�j;�kp2�j� [ ½kp2�j; ðk þ 1Þp2�j� ð1Þ

In actual production applications, the meaningful signal frequencies were
positive. Therefore, the actual signal of the ith wavelet packet at the level-
jpj

i(t) frequency band is the positive frequency portion, i.e.,

Ik
j ¼ ½kp2�j; ðk þ 1Þp2�j�: ð2Þ

Note that the frequency range of Ij
k was obtained under the assumption that the

WPT filter was the ideal filter. However, this assumption was incorrect because the
WPT filter did not have ideal cutoff characteristics. Therefore, in the single-node
reconstruction algorithm, each sub-band contains some frequency components that
do not belong to it, which generates frequency aliasing and causes artificial errors.

3.2 Frequency Aliasing

We next use an example to simulate the frequency aliasing. For the tooth breakage
pinion, a sampling frequency of 2,560 Hz and a sample length of 2,048 were
considered. The time- and frequency-domain waveforms of the tooth breakage are
shown in Fig. 2. The signal was decomposed into three levels using a Db4 wavelet.
The reconstructed signal spectrum waveform, whose node was reconstructed with
a WPT, is presented in Fig. 3.

Based on WPT theory, the reconstructed signal of node (3, 0) only contains the
information of (0, 160 Hz); node (3, 1) only contains the information of (160,
320 Hz); node (3, 2) only contains the information of (320, 480 Hz); and node
(3, 3) only contains the information of (480, 640 Hz);

(0,0)

(1,0) (1,1)

(2,0) (2,1)

(0,0)

(1,0) (1,1)

(2,0) (2,1) (2,3)(2,2)

(a) (b)Fig. 1 Structure of the
wavelet tree. a Discrete
Wavelet Transform,
b Wavelet packet transform
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Referring to Fig. 3, nodes (3, 0), (3, 1), (3, 2), and (3, 3) contain many other
frequency components, resulting in a large amount of frequency aliasing. Node
(3, 1) generated a pulse at 240 Hz, with a larger amplitude than that at 198 Hz. The
initial signal did not generate a pulse frequency of 240 Hz, greatly affecting the
accuracy of the gear fault diagnosis.

Based on WPT theory node (3, 2) only contains the information of (320,
480 Hz); node (3, 3) only contains the information of (480, 640 Hz); but referring
to Fig. 3 node (3, 2) contains the information of (480, 640 Hz); and node (3, 3)
contains the information of (320, 480 Hz), and nodes (3, 2) and (3, 3) had their
frequency bands interleaved. The frequency band interleave becomes more com-
plex as the level of decomposition increases. Analysis of the frequency aliasing
indicates that the WPT frequency band interleave is regular; at each node, if the
decomposition of the high frequency sub-band has a band interleave, the interleave
of the low-level into the high-level will generate further interleave. According to
the regular band interleave, reconstruction sorts the band interleave into the correct
sequence to avoid a band interleave.
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Fig. 2 Time- and frequency-domain waveforms of tooth breakage
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Fig. 3 Reconstructed signal spectrum waveform
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3.3 Eliminate Frequency Aliasing

WPT decomposition differs from discrete wavelet decomposition in that only the
former decomposes the high-frequency portion of the signal. WPT filters do not
have ideal characteristics; therefore, the detailed components of the level can
generate frequency aliasing [6]. If the further decomposed detail parts are
equivalent to the decomposed false signals, then reconstructing these parts also
reconstructs false ingredients [7].

Frequency aliasing is inherent in WPT decomposition algorithms. To eliminate
frequency aliasing, one must proceed with three basic operations of the algorithm.
To improve the convolution of the wavelet packet filters, interval point sampling
and interval dot zero insertion must be used to eliminate frequency aliasing.

Using a WPT for gearbox fault diagnosis generated the other frequency com-
ponents due to frequency aliasing. In the spectral analysis, the node (3, 1) in Fig. 3
generated an additional pulse shock, causing the testing personnel to generate a
judgment error. For gear sign attribute extraction, the extracted attributes also
contained many false components, which influenced the accuracy of the gear fault
diagnosis. Therefore, eliminate the single node reconstruct frequency aliasing was
of great significance. Concrete steps to achieve the improved algorithm were as
follows [8]:

• Each wavelet coefficient performs a Fourier transform after filter convolution.
• The superfluous portion of the spectrum is set to zero and then performs an

inverse Fourier transform of the spectrum.
• The results of the inverse transformation replace the results of wavelet filter

convolution. Wavelet packet decomposition and reconstruction continues.
• The interleaved band is adjusted to obtain the correct band of the spectrum

signal.

Using the improved WPT algorithm in the above example, the reconstructed
signal spectrum waveform is shown in Fig. 4.

Contrasting Fig. 3 with Fig. 4, one can observe that the improved WPT algo-
rithm effectively eliminated the frequency aliasing. By adjusting the wavelet sub-
band dislocation sequence, the sequence interleave problems were resolved.

The WPT algorithm achieved a reconstructed signal of each node that only
contained the signal of the theoretical frequency domain without any additional
frequency components. However, the nonideal cutoff characteristic of the wavelet
filters caused a leakage of signal energy, therefore decreasing the amplitude of the
reconstructed signal in each node.

The improved wavelet packet algorithm led each node to contain only the
theoretical frequency information. The characteristics of the nonideal wavelet filter
generated other frequency components. Applying this wavelet node information to
the fault diagnosis could accurately express the respective frequency components,
which can significantly increase the accuracy of fault diagnosis.
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4 Fault Feature Extraction

Adjusting the rotational speed of the motor changed the pinion shaft speed to
11 Hz, resulting in a gear mesh frequency of 198 Hz. The gear vibration signal
was extracted when the speed was stable. Figures 5, 6, and 7 present the time- and
frequency-domain spectrum waveform of the normal pinion, tooth breakage pin-
ion, and tooth wear pinion, respectively. These figures illustrate that the three
pinion states are mainly distributed in the pinion mesh frequency at the second and
third harmonics. The extracted signal features are f = fm = 198 Hz,
f = 2 fm = 396 Hz, and f = 3 fm = 594 Hz.

For the signal with a sampling frequency of 2,560 Hz, the WPT wavelet node
(3, 0) contains a frequency component of (0, 160 Hz), node (3, 1) contains a
frequency component of (160 Hz, 320 Hz), node (3, 2) contains a frequency
component of (320 Hz, 480 Hz), and node (3, 3) contains a frequency component
of (480 Hz, 640 Hz). We extracted features from the WPT decomposition and
reconstruction nodes (3, 1), (3, 2), and (3, 3) for pinion fault diagnosis.

Using the WPT for single-node reconstruction, the single-node reconstruction
time-domain waveform for the normal pinion, tooth breakage pinion, and tooth
wear pinion are shown in Figs. 8, 9, and 10, respectively.

In this paper, we selected nondimensional time-domain parameters to charac-
terize the gear state.

Kurtosis : xq ¼
1
N

XN�1

i¼0

x4
i

�
x2

a � 3 ð3Þ

Waveform indicators : K ¼ xrms=x0 ð4Þ
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Fig. 4 Reconstructed signal spectrum waveforms using the improved algorithm
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Peak indicators : C ¼ xp

�
xrms ð5Þ

Pulse indicators : I ¼ xp

�
x0 ð6Þ

Margin index : L ¼ xp

�
xr ð7Þ

Here, xa is the mean square value, xa ¼
PN

i¼1 x2
i =N; x0 is the average amplitude,

x0 ¼
PN

i¼1 xi=N; xrms is the mean square amplitude; xrms ¼
ffiffiffiffiffi
xa
p

; xp is the peak
value, xp = max(xi); and xr is the amplitude of the square root,

xr ¼ ð
PN

i¼1

ffiffiffiffiffiffi
xij j

p �
NÞ2.
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Fig. 5 Normal pinion time- and frequency-domain spectrum waveform
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Fig. 6 Tooth breakage time- and frequency-domain spectrum waveform
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Fig. 7 Tooth wear pinion time- and frequency-domain spectrum waveform
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Fig. 8 Normal pinion single-node reconstruction time-domain waveform
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Fig. 9 Tooth breakage single-node reconstruction time-domain waveform
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Fig. 10 Tooth wear single-node reconstruction time-domain waveform

Spur Bevel Gearbox Fault Diagnosis Using Wavelet Packet... 163



In the selection time domain, we selected the sum of the node frequency-
domain amplitude spectrum G to characterize the gear state.

G ¼
XN

i¼1

yij j � 2=Nð Þ ð8Þ

Here, yi is the FFT of xi.
The kurtosis indices of nodes (3, 1), (3, 2), and (3, 3) are defined as xq1, xq2, and

xq3, respectively; other indicators are also defined with this method. We extracted
18 total attribute signs to characterize the state of the pinion, namely, [xq1, xq2,
xq3, K1, K2, K3, C1, C2, C3, I1, I2, I3, L1, L2, L3, G1, G2, G3]. Normal, tooth
breakage and tooth wear were the three gear states; we sampled each state for 40
datasets, totaling 120 datasets as the raw data for fault diagnosis.

5 Discussion and Conclusion

In this paper, we did a full analysis and research on gear fault detection based on
fault feature extraction using wavelet packet. First we analyzed gear dynamics,
discussed the types of gear vibration signal. Based on the actual fault signal, we
obtained different forms of gear fault vibration signal. According to the form of
gear vibration signal chose appropriate characteristic parameters to describe the
gear faults. Second, this paper introduces a kind of new method for wavelet de-
noise, eliminating the problem of wavelet de-noise decompose level and de-noise
threshold value selection, at the same time analysis a kind of wavelet packet
transform method, eliminating the frequency and frequency band confusion,
reducing the error in fault sign attribute extraction. Finally, through analyzing
different gear fault vibration signal in different conditions; combined with theo-
retical analysis, extract symptom attributes by using signal wavelet packet anal-
ysis, so as to carry out the gear fault detection and diagnosis.
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Steering Nonholonomic Systems
with Cosine Switch Control

Yifang Liu, Liang Li and Yuegang Tan

Abstract In this paper, a cosine switch control method for nonholonomic chained
form system is proposed. Inputs switch between two modes to steer the nonhol-
onomic system from an initial configuration to an arbitrary final configuration. The
motion trajectories of states are smooth and have low oscillation under the cosine
switch control. It has proved that a mobile robot system can be converted into
chained form system. Thus, a two-wheeled mobile robot model is discussed as an
example to illustrate the application of this new control algorithm. Finally, sim-
ulations and experiments of mobile robot are implemented to verify the feasibility
and effectiveness of the proposed method.

Keywords Nonholonomic motion planning � Chained form system � Mobile
robot � Cosine switch control

1 Introduction

Nonholonomic motion planning is to design an appropriate bounded input to steer
the system from an initial configuration to a desired final configuration over finite
time. Nonholonomic system, unlike holonomic one, can’t be expressed by a set of
independent generalized coordinates. Therefore, the motion of nonholonomic
system is not arbitrary, but one satisfied nonholonomic constrains is feasible.

In recent years, there are many works involved in nonholonomic motion plan-
ning. Among them, the study of chained form system has an important significance.
Chained system is a class of standard controllable nonholonomic systems. In [1] a
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set of sufficient conditions for converting a nonholonomic system to chained form
were given. The basic character of chained form conversion was analyzed in [2].
The chained form conversion for a car with n trailers was discussed in [3]. A con-
trollable n-joint manipulator was designed and controlled based on chained form
conversion in [4].

Chained form system has simple structure and can be easily integrated. Most
practical nonholonomic systems can be converted to chained systems through
coordinate conversion and input feedback conversion. Therefore, many useful
motion planning algorithms have been proposed based on chained form system.
Murray and Sastry introduced a sinusoidal input control algorithm for chained
form system [5]. The sinusoidal control algorithm is an open-loop control strategy
based on optimal control theory. Each state moved to the final value step-by-step
utilizing the periodicity of sinusoidal function. Tilbury used sinusoidal, piecewise
constant and polynomial functions as inputs for the motion planning of chained
form system, respectively in [6]. Yoshihiko Nakamura proposed an optimal three-
point trailer system and applied open-loop control with time polynomial input and
sinusoidal input to the new mechanism [7]. The polynomial input control for an
underactuated manipulator was studied in [8]. Chelouah demonstrated the effec-
tiveness of digital control method through two classical examples—the car with
one trailer and the hopping robot [9]. A switch control method for chained form
system based on bang-bang control was discussed in [10]. An algorithm was given
to calculate the sequences of switching time.

In addition, the problem of nonholonomic motion planning with obstacle
avoidance is more complex. Sekhavat combined geometric techniques of obstacle
avoidance together with control techniques of nonholonomic motions in order to
take into account constrains due both to the obstacles and to the kinematic limits of
the system [11]. A curve fitting approach for nonholonomic motion planning was
proposed in [12]. The path was required to pass a set of given points to avoid the
collision with obstacles. Obstacle avoidance problem was considered as inequality
constraints by Divelbiss in [13]. Exterior penalty functions were used to convert
the inequality constraints into equality constrains. Then the motion planning
problem can be solved by iterative path space algorithm. A constrained motion
planning algorithm for mobile manipulators was introduced in [14].

Inspired by above studies, we propose a cosine switch control method for
nonholonomic motion planning. This new algorithm combines the trigonometric
functions with discrete control law. The problems of nonsmooth path at switching
time for piecewise constant control and high oscillation for sinusoidal control can
be solved effectively. We apply the cosine switch control to a two-wheeled mobile
robot system based on chained form conversion. Simulation and experiment results
prove the validity of this control algorithm.
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2 Cosine Switch Control

Control inputs switch between two different modes to accomplish the cosine
switch control. Using undetermined coefficients method, cosine functions with
unknown coefficients are taken as control inputs. After integrating operation and
obtaining the expression of terminal configuration, we can solve the undetermined
coefficients by substituting boundary conditions. Cosine function is used to avoid
the mutations of velocity and acceleration at switching time.

Consider a n dimensional chained form system with two inputs described as
follows:

_z1 ¼ v1; _z2 ¼ v2; _z3 ¼ z2 � v1; . . .; _zn ¼ zn�1 � v1 ð1Þ

For n dimensional chained form system, cosine switch control can steer it from
a given initial configuration to a desired configuration through 2 n� 2ð Þ þ 1 times
of switch mostly. There are two cases to illustrate this control method.

2.1 Case One

When z1 0ð Þ 6¼ z1 Tð Þ, the total time T is divided into 2 n� 2ð Þ þ 1 intervals
equally. The length of each time interval is e ¼ T= 2 n� 2ð Þ þ 1½ �.

In odd time intervals, i.e., when t 2 2i � e; 2iþ 1ð Þ � e½ �, i ¼ 0; 1; 2. . .n� 2ð Þ, the
control inputs are represented by (2).

v1 ¼ 0

v2 ¼ c2iþ1 1� cos xtð Þ

(
ð2Þ

where c2iþ1 are undetermined coefficients, x is the angular frequency and
x ¼ 2p=e. Using inputs (2) to steer system (1), we can get the configuration of
system (1) at the end-point of odd time interval through integral operation.

z1 t2iþ1ð Þ ¼ z1 t2ið Þ
z2 t2iþ1ð Þ ¼ c2iþ1 � eþ z2 t2ið Þ
z3 t2iþ1ð Þ ¼ z3 t2ið Þ

..

.

zn t2iþ1ð Þ ¼ zn t2ið Þ

8>>>>>>><
>>>>>>>:

ð3Þ

In even time intervals, i.e., when t 2 2jþ 1ð Þ � e; 2jþ 2ð Þ � e½ �, j ¼ 0; 1; 2. . .ð
n� 3Þ, the control inputs are represented by (4).
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v1 ¼ c2jþ2 1� cos xtð Þ
v2 ¼ 0

(
ð4Þ

where c2jþ2 are undetermined coefficients. Using inputs (4) to steer system (1), we
can get the configuration of system (1) at the end-point of even time interval
through integral operation.

z1 t2jþ2
� �

¼ c2jþ2 � eþ z1 t2jþ1
� �

z2 t2jþ2
� �

¼ z2 t2jþ1
� �

z3 t2jþ2
� �

¼ c2jþ2 � z2 t2jþ1
� �

� eþ z3 t2jþ1
� �

..

.

zn t2jþ2
� �

¼
Xn�2

k¼1

c2jþ2 � e
� �k�zn�k t2jþ1

� �
k!

þ zn t2jþ1
� �

8>>>>>>>>>><
>>>>>>>>>>:

ð5Þ

The final configuration at T can be calculated by iterative operation via (3) and
(5):

z1 Tð Þ ¼
Xn�3

j¼0

c2jþ2 � eþ z1 0ð Þ

z2 Tð Þ ¼
Xn�2

i¼0

c2iþ1 � eþ z2 0ð Þ

z3 Tð Þ ¼
Xn�3

i¼0

Xn�3

j¼i

c2jþ2 � e
 !

� c2iþ1 � eþ
Xn�3

j¼0

c2jþ2 � e � z2 0ð Þ þ z3 0ð Þ

..

.

zn Tð Þ ¼
Xn�3

i¼0

Pn�3

j¼i
c2iþ2 � e

 !n�2

n� 2ð Þ! � c2iþ1 � eþ
Xn�2

k¼1

Pn�3

j¼0
c2jþ2 � e

 !k

k!
� zn�k 0ð Þ þ zn 0ð Þ

8>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>:

ð6Þ

Specify a set of coefficients c2jþ2, and they must be satisfied with (7).

Xn�3

j¼0

c2jþ2 ¼
z1 Tð Þ � z1 0ð Þ

e
ð7Þ

Then we can get the remaining coefficients c2iþ1 by substituting initial state
z 0ð Þ, final state z Tð Þ and total time T into (6).
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2.2 Case Two

When z1 0ð Þ ¼ z1 Tð Þ, c2jþ2 are equal to zero. This problem can be solved by
choosing an intermediate configuration different from initial and final configura-
tions. Thus, the motion planning is divided into two parts, one from initial con-
figuration to intermediate configuration and the other from intermediate
configuration to final configuration.

We use control inputs c0 1� cos xtð Þ; 0½ �T to steer system to the intermediate
configuration in advance. The motion planning from intermediate configuration to
final configuration is similar to case one. Therefore, if control inputs switch
between (2) and (4), it can steer a chained form system moving between two
arbitrary configurations.

Remark 1 Cosine switch control algorithm is flexible by regulating the undeter-
mined coefficients. A set of appropriate coefficients can help to reduce the over-
shoot. Total time T can also be divided into unequal intervals, and the equality
intervals chosen here is for the convenience of computation.

Remark 2 Cosine function is used to ensure the continuity of velocity and
acceleration curves. Displacement curves of states are smooth and differentiable.
Thus, the system can move stable between two given configurations.

Remark 3 When z1 0ð Þ ¼ z1 Tð Þ, there is no solution for (6). An intermediate
configuration is chosen to overcome this problem.

3 An Example: Two-Wheeled Mobile Robot

3.1 Two-Wheeled Mobile Robot

Mobile robot is an important canonical example of nonholonomic system. The
nonholonomic constrains arise from constraining each wheel to roll without
slipping during the movement. The structure of a two-wheeled mobile robot is
shown in Fig. 1.

The configuration of a two-wheeled mobile robot is determined by three states:
x, y indicate the barycenter position of car in a plane coordinate, h indicates the
angle between car body and x axis. The kinematic model of two-wheeled mobile
robot can be described as follows [15]:

_x ¼ cos h � u1

_y ¼ sin h � u1

_h ¼ u2

8><
>:

ð8Þ
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where u1 stands for the forward velocity of car and u2 stands for the steering
velocity of car. u1 and u2 are determined by the following kinematic relationship:

u1

u2

� ffi
¼ r=2 r=2

r=a �r=a

� ffi
_uR

_uL

� ffi
ð9Þ

where r is the radius of each wheel and a is the distance between two wheels. The
angular velocity of right wheel _uR and left wheel _uL are the two actual inputs of
mobile robot. The steering velocity is caused by the differential of two wheels. The
kinematic model of two-wheeled mobile robot can be converted to a two-input
chained form system with three states by coordinate conversion and input feedback
conversion as (10).

z1 ¼ x

z2 ¼ tan h

z3 ¼ y

8><
>:

v1 ¼ cos h � u1

v2 ¼
1

cos2 h
� u2

8<
: ð10Þ

When cosine switch control algorithm is applied to the two-wheeled mobile
robot, the forward velocity and steering velocity effect alternately. Therefore,
motion of the car is divided into three steps: rotary motion, linear motion, and
rotary motion. This is due to the simply kinematic model and input conversion.

3.2 Simulations

Simulation 1 As the first task, the two-wheeled mobile robot is required to go from

an initial configuration of x 0ð Þ; y 0ð Þ; h 0ð Þ½ �T¼ 0; 1; 0½ �T to a final configuration of
x Tð Þ; y Tð Þ; h Tð Þ½ �T¼ 5; 0; p=4½ �T . The total time is 30 s.

The mobile robot system can convert to a three-dimensional chained system
and z1 0ð Þ 6¼ z1 Tð Þ. According to case one, the mobile robot can move between
initial and final configurations through 2ðn� 2Þ ¼ 2 times of input switch.
Therefore, we divide T into three intervals. In time intervals of t1 and t3, control

O

Y

X

r

a

x
y

c

θ

Rϕ

LϕFig. 1 Mobile robot with
two wheels
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inputs are as (2). In time interval of t2, we use inputs (4) to steer the system. The
expression of z Tð Þ for a three-dimensional system can be obtained by (6).

The value of c2 is determined by c2 ¼ z1 Tð Þ � z1 0ð Þ½ �=e. Then substitute c2 into
(6) to solve the remaining coefficients. We can finally get the control inputs by
substitute c1, c2, and c3 into inputs (2) and (4). The simulation results are as Fig. 2.

Simulation 2 The second task is a parallel parking for the two-wheeled mobile
robot. The initial configuration is x 0ð Þ; y 0ð Þ; h 0ð Þ½ �T¼ 0; 3; p=18½ �T and the goal is

x Tð Þ; y Tð Þ; h Tð Þ½ �T¼ 0; 0; 0½ �T . The total time is 30 s.
When z1 0ð Þ ¼ z1 Tð Þ, according to case two, the mobile robot can move

between initial and final configurations through 2ðn� 2Þ þ 1 ¼ 3 times of input
switch. Therefore, total time T is divided into four intervals. We steer mobile robot

in the first time interval t0 with input c0 1� cos xtð Þ; 0½ �T in advance. Then z t0ð Þ
(the intermediate configuration) can be regarded as a new initial configuration,
z(T) is still the final configuration. The next calculation steps are similar to sim-
ulation 1. The simulation results are as Fig. 3.
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4 Experiments

The cosine switch control is experimentally tested with prototype of the two-
wheeled mobile robot. As a means of comparison, we have also used time poly-
nomial input to steer the mobile robot under the same condition.

Experiments are carried out corresponding to simulation 1 and simulation 2. In
the first experiment, a straight line connecting initial and goal positions is regarded
as a reference line. In the second experiment, reference lines are two straight lines
connecting initial position, intermediate position, and goal position successively.
The experiment results are shown in Figs. 4 and 5.

Experimental results show that the mobile robot can move to the goal config-
uration under both cosine switch control and polynomial control. The speed var-
iation of cosine switch control is more obvious than polynomial control. Since
speed is a gradual change, the new method is still able to guarantee the stability of
movement.

The trajectory of mobile robot has a significant overshoot in the first experiment
with polynomial control. And cosine switch control is more efficient. This is
because cosine switch control separates the effect of two inputs in chained form
space. Therefore, a complex movement which is affected by two inputs is
decomposed into two simple movements which are affected by only one input.

1 2 3

4 5 6

1 2 3

4 5 6

(a)

(b)

Fig. 4 Experiment 1 a Experiment 1 with cosine switch control. b Experiment 1 with polynomial
control
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Accordingly, the movement in state space is also simpler. It can be predicted that
cosine switch control is more suitable for high coupling systems such as n trailer
system and manipulator system mentioned in [3, 8].

5 Conclusions

In this paper, we propose a new cosine switch control algorithm based on non-
holonomic chained form system. Two modes of control inputs effect alternately
during the movement. Then the nonholonomic system can be controlled from an
initial configuration to a final configuration by finite times of input switch. The
algorithm is illustrated through two cases, initial and final values of the first state
equality and inequality. The advantage of this new method is that the movement of
system is rapid and smooth. By regulating coefficients, the overshoot of states can
be reduced effectively. A two-wheeled mobile robot is taken as an example to
carry out this new control method. The simulation and experiment results pre-
sented here to verify the practicality of this new method for steering nonholonomic
chained form systems.

1

1

2 3

4 5 6

2 3

4 5 6

(a)

(b)

Fig. 5 Experiment 2 a Experiment 2 with cosine switch control. b Experiment 2 with polynomial
control
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Predicting and Verifying Forces by Using
Different Cutters and Spaces

Zhaoqian Wang, W. S. Wang, Jiye Wang and Chunguang Liu

Abstract It is notoriously known there are lots of factors influence cutter
efficiency and tool life for boring operations. The key problem is how much each
influenced and where is the best balance point. This paper uses the orthogonal test
method to simulate and verify the influence by the two most important cutting
parameters, like cutting speed, cutting penetration (which is the same as cutting
depth as in the mechanical machine). First, we used the optimized model and
designed a new test mechanism. In the simulation part, we use Rock Failure
Process Analysis simulates the rock fragments and the changes of stress field. With
these new numerical algorithms, we can simulate the mass and cutting forces in the
boring, and we finally find each balance point in the real boring in different cutting
parameters. And we also updated a new liner cutting test experimental mechanism,
which can simulate the real boring operations in the lab when we set different
cutting parameters. We use the simulation and test method to verify our predicting
result. We show that the best disc cutter shape is 10 mm flat cutter ring and the
best cutting space in our project is 76 mm for 17 inch cutter ring in our cutting
test. However, since we understand the complex of different factors we can bound
the balance point to those values in certain boring condition.
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1 Introduction

As we all know, the motion of disc cutter is a composite motion in the real boring
[1–3]. One is the straight penetration together with the cutter head in the boring
axis, the second movement is the revolution motion around the main bearing,
which is named cutting speed in this paper, the last but not the least one is the
cutter ring self-rotation caused by the friction force between the cutter ring and the
rock. This paper studied the boring effect and efficiency under different cutting
factors especially on cutting speeds, penetration. We are trying to find the best
penetration and cutting speed in our project. The result will greatly help in the
tunnel boring operations and help the operators to decide how much penetration
and cutting speed in the project. And from this we can calculate the thrust of the
hydraulic cylinder and the cutter head speed. This will greatly reduce the project
time and improve the boring efficiency.

2 Model Theories

Cutting forces is one of the impotent physics parameters in cutting process. In the
real boring, there are two main forces on disc cutters, one is the thrust from the
hydraulic cylinder and main drive, the other one is the forces between the cutter
and rock [4]. We can divide this force into three parts, which we have optimized
from the Colorado School of Mine predicting model [1]. The value of the force
directly determines the power consumption and fatigue of the cutter in the boring
process. The force value greatly affect the friction heat between cutter tool and
rock, and this heat will further affect the cutter tool weariness, broken, fatigue, and
etc. [5]. Mastering the cutting force variation can greatly help to analyze the
cutting process, the selection of cutter tool structural parameters, and operating
parameters, which will have important guiding significance in actually tunnel
boring. The sum normal force is:

Fv ¼
ffiffiffiffiffiffi
Dh
p

� h tan
h
2
þ Dr

2
sin /þ

ffiffiffiffiffiffi
Dh
p

� w
� �

rc þ a � rn
3

ffi �
þ hZR sin /

cos h
P sin hþ bð Þ

ð1Þ

The rolling force is decided by the multiplication between normal force and
constant C, C is cutter constant.

Fr ¼ FvC ¼ Fv
1� cos /ð Þ2

/� sin / cos /
ð2Þ
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There are no side forces in the lining cutting test in theory, but there are side
forces in the actual cutting test. There are three reasons; the first one is the different
sizes of Rock shear body on the both side of disc cutter; the second reason is the
strength improvement under compression strength; the last but not least one is the
rock boring is not in the same time.

~Fs ¼ hZ1P1 þ hZ2P2ð ÞR sin /
2 cos h

cos hþ bð Þ ð3Þ

3 Design of Simulate and Test Parameters

The best cutting of TBM is consuming smallest power to get biggest cutting
length, and remove more mass with smallest forces [6, 7]. This paper studied the
value of forces and the fragmentation of rock under different factors using
orthogonal test method. We paid mostly attention on the operation parameters,
such as cutting speed and penetration. Table I shows the effect factors and
parameters in the simulation and test. Because our predicting model is based on the
CSM force predicting model [1, 8–12], so we chose the same test parameters and
rock samples as in the liner cutting test with the Colorado school of mine in our
test and simulation, so that we can easily extend our predicting to more range by
comparing our predict result from our mathematical model with the CSM liner
cutting test data and. As we all know, the Colorado school of mine’s rock sample
is Colorado Red Granite. The uniaxial compressive strength 158 MPa; The punch
shear strength is 22.8 MPa; The brazilian tensile strength is 6.78 Mpa; The
Young’s modulus of elasticity 41.0; The poisson’s ratio is 0.234; The p-wave
velocity is 4557 m/s and s-wave velocity is 2886 m/s. We use the 17 inch constant
cross-section disc cutter, the width of test disc cutter is 13 mm.

This disc cutting test were performed on the two disc cutting boring machine in
the state key lab of tunnel boring machine of ‘Northern Heavy Industries Group
Co. Ltd’ (the test platform structure is shown in Fig. 1). The disc cutter rings used
in the test and simulation all are made by Tiangong Company with a 432 mm
(17 inch) diameter, made by standard hardened steel. This kind of disc cutter is
common used in all the field of rock boring area. The rock samples are nominally
1500 mm 9 800 mm 9 500 mm. The rock samples were put in the rock holder
tightly. We put concrete flow under and around the rock sample in order to avoid
unexpectedly rock break. The rock holder is made up by a moveable table of
Y axis, two cylinders for modulation of X axis, one shift sensor of X axis and one
forces sensor of X axis. The physical properties of the samples are listed in
Table 1. The cutting forces were measured by two three orientation force sensors
named YBY-500, which are assembly between each disc cutter holder and the
vertical telescopic cylinders. The maximum range is 500 KN. The total force from
the vertical telescopic cylinders is 1000 KN, which is shared by two disc cutters
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placed in different spaces. The penetration both in the test and simulation is
3.8 mm. We test different spaces in the other paper and find the different effect.

4 Cutter Ring Shape Influence

Cutter ring is the most easy to fail and replace in the whole cutter tool. There are
two different kinds of cutter ring shape mostly used. One is V edge, the other one
is flat edge [13]. Different kinds of cutter ring shape have different effect on the

Vertical teles-
copic cylinders 

3-Oriorientation  
Force sensor

Guiding pole

Guiding table

Sample holder

Sample Cutter holder and 
disc cutter

Space modulation
mechanism

Y-axis Moving 

Fig. 1 Disc cutter boring machine in NHI. This linear cutting machine is different with the CSM
linear cutting machine, we added two Space modulation mechanism. The range ability of vertical
cylinder is 1000 KN; the longitudinal cylinder is 200 KN, and the side cylinder is 100 KN

Table 1 Penetration and
spaces in simulation and test

Factors Levels

1 2 3 4

Cutter Shape 60o 90o 10 mm 20 mm
Cutter Space/mm 56 64 76 89
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rock boring efficiency and thrust [14, 15]. This paper designed four kinds of cutter
ring shapes to study the different shapes in the boring. One is 60� V edge, one is
90� V edge, and one is 10 mm width flat edge, the last one is 20 mm width flat
edge.

The stress concentration and deformation are mostly distributed under the
inferior of the V shape cutter ring in the Fig. 2a. There is no lateral acoustic
emission in this cutting condition, and the rock boring effect is not so entirely
satisfied. On the other side, there is more lateral acoustic emission and more effect
in boring in 90 o V shape cutter ring in Fig 2b than the 60 o V shape cutter ring.
There is no big difference of the formation and development of lateral acoustic
emission between the flat widths 10 mm (Fig. 2c) and 20 mm (Fig. 2d). The rock
is hardly boring in Fig. 2d, and the crushed powder nuclear area is hardly
deformed under the cutter ring, which is not used in the formation and the
development of the acoustic emission. The boring area is very small and there is no
radicalized acoustic emission in Fig. 2c, and all the acoustic emission is distributed
on the surface. The boring effect of the V shape is much better and the boring area
is much bigger than the flat shape. The cutting edge is little changed after longtime
use from the view of the cutter tool wear. But there is great change of the cutting
edge after longtime use, which will great affect the forces of the disc cutter and the
stationary working state of the cutter head.

The mass of bored rock is increased with the increment of the cutter angle,
which have great influence on the cutting efficiency. On the other side, the tem-
perature of the cutter ring is also steep rise with the difference of the cutter angle,
which will increase the wear of the cutter ring. The cuter forces are also different
with different angle, as shown in Fig. 3. The value of the forces greatly increased
with the increscent of the cutter width. The reasons are the contact area increase,
the boring angle increase, and boring mass increase, which increase the reaction
force of the totally cutter. The influence on the normal force is much larger than
the influence of the rolling force with the change of cutter shape from the contrast
of the forces in Fig. 4.

5 Influence of Cutter Space

The boring and transfixion of the crack is different with different spaces from the
data in the simulation and test. As shown in Fig. 5, when the spaces are 25 and
38 mm, the space is too small. There are many tiny rock blocks between two cutter
rings. But the total units are too small, and the unit boring power increase. The
boring area is excessive coincidence between two cutter rings. The cracks are
easily transfixion. And the rocks are excessive bored. The rock boring area is very
similar between two disc cutters and one single cutter. In other words, two times
power input only results in half boring, which reduced the mechanical efficiency
and improve the cost of boring. As shown in Fig. 5, when the space is 89 mm, the
space is too large. The rotation time is too short and the load working time is also
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very short. The boring range is too small. The length of the crack is not enough,
which can’t make adjacent cracks connected each other. The rocks between two
cutters can’t be bored, which will form the boring saddle. When the space is
64 mm, the cracks can be connected easily. There is big and suitable block
between two cutters when space is 64 mm and 76 mm, as shown in Fig. 6, the
masses are in large amount and cutting efficient is the most.

Fig. 2 Fail stress of different cutter’s shape. a 60� V edge, b 90� V edge, c 10 mm width flat
edge and d 20 mm width flat edge

Penetation=3.8mm

60 65 70 75 80 85 90

V Edge

Flat Edge

Cutter shape

Mass(kg)

Mass Mass Test

Fig. 3 Contrast of cutting mass with cutter shape’s change

Penetation=3.8mm

0 50 100 150 200 250

V Edge

Flat Edge

Cutter Shape

Force(KN)

Normal Roll

Normal Test Roll Test

Fig. 4 Contrast of cutting force with cutter shape’s change
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The cutting forces increases with the spaces increase. It will need more power.
And on the other side, the boring units are also increased. This is clearly shown in
Fig. 7, which is consistent with the CSM boring mechanism. The spaces also affect
the forces of cutters as shown in Fig. 8. The forces will be increased with the
increase of spaces in the same simulation conditions, such as the same rock
parameters, the same penetrations, and the same cutter ring shape. The increase of
spaces will make the boring area larger and will be easily developed into big
block. On the other side, the block is tiny, and the total boring units is small. This
will increase the power in every boring unit. The reasonable spaces are between 52
and 64 mm. When the space is in this range, the smallest boring power can bore
most granite.

This paper also gives the simulation of boring when the space is 62 mm in three
Dimensions. The boring stage is clearly divided into three stages, break zone
independent into nuclear, break zone connection, and cracks extending. First stage,

S=
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S=
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S=
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S=
89

Fig. 5 Fracture mode under
different spaces
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Step
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Fig. 6 Contrast of cutting
mass with cutter space
change
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this stage is the same with one single cutter boring. There is independent break
zone into nuclear. The tensile boring units are distributed around the boring zone,
as shown in Fig. 8a–c. Second stage, nonlinear character is the most obvious
characters after the second cutter added into cutting.

Penetation=3.8mm

0

20

40

60

80

100

120

140
25

38

5164

76

Formal

Roll

Formal Test

Roll Test

Fig. 7 Contrast of cutting forces with cutter shape’s change

Fig. 8 Rock boring at space 62 mm. It describes the attrition crushing and shear crushing the
boring process from (a) to (f); the attrition crushing occurred at the front part rock of the disc
cutters; The side rock are failure for reaching the shear crushing limit
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The failure stress is easily crossed, which will result in macroscopic failure. The
total rock is bored from two adjacent cutters, as shown in Fig. 8d, e. The third
stage, adjacent stress failure zone is formed after the boring area transfixion. The
most failure is middle line boring failure under the combined action by vertical
pressure and side pressure. There is also small radial stress on both sides. As
shown in Fig. 8f.

6 Conclusions

This paper studied the influence in boring by orthogonal test method both in
simulation and test under different disc cutter parameters, such as cutter shape and
disc cutter space. All the research is based on the new optimized predicting model.
It also gives different affect law, which gives a lot of theoretical basis and simu-
lation experiment data on the future project. And we can find the best space is
76 mm in our new project. In this cutter layout, the cutting is the best and the rock
between two disc cutters is more easily to boring and the flaw is more easily to be
break through.
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The Segmentation and Adherence
Separation Algorithm of Cotton Fiber

Li Yao, Dong Wang and Shanshan Jia

Abstract Accurate separation and extraction of natural cotton fiber’s microscopic
image are the required prerequisites for the feature analysis of cotton fiber. An
edge detection algorithm based on level set combined with clustering idea is
proposed as there were no significant differences between target area and back-
ground, and each cotton fiber has one lumen. Firstly, the small region is obtained
by binarization algorithm, and the outer contour is got by level set algorithm based
on it. Then combined the fiber’s outer contour with OSTU, and the rough edge of
the fiber is appeared after the burr and broken edge are eliminated. And the seed
area of the fiber is emerged by using flooding algorithm and dilation algorithm.
Finally, the adherence separation algorithm found on clustering idea is applied to
gain the separated fibers. The experimental results show that this algorithm can not
only ensure the integrity and the continuity of the fiber’s edge, but also segment
each fiber rapidly and reliably.

Keywords Level set � OSTU � K-means � Edge detection � Overlapped fiber

1 Introduction

Image segmentation is the required prerequisite for subsequent processing of
image in image processing. The quality of image segmentation affects the preci-
sion of target identification in subsequent sections. Especially automatic pro-
cessing and identifying of fiber’s microscopic image by using computer
technology, image segmentation is the basis of fiber quality’s measuring.

Many different image segmentation algorithms have been raised base on the
different between image and target in recent years. Now, the main stream of the
image segmentation algorithm can be categorized as follows: threshold methods,
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region growing method, edge detection, neural network approach, and method
based on the fuzzy set theory, etc. But because of many fiber numbers, various
shapes, extrusion in the image, result of the existing image segmentation algo-
rithms are easily impacted. And then, the image is uneven light, in which case
many algorithms will ignore week edges. References [1–5] are proposing some
methods, which are based on boundary tracing, morphology, and distance trans-
formation, respectively. Some positive effect is obtained, but their research mainly
focuses on some regular shape structures like cells. There is serious noise pollution
in image, and it is easy to hit conditions, such as breakage, tortuosity, and dis-
tortion. So the existing image segmentation algorithms cannot be directly adapted
to cotton fiber microscopic image. The edge detection results in Fig. 1 is the result
of concave points algorithm and watershed algorithm.

The segmentation algorithm that can apply fiber image with poor quality and
adhesions is the research aspect in this paper. An edge detection algorithm is pro-
posed as there were no significant differences between target area and background,
and cotton fibers are closely packed. Firstly, the small region is obtained by binari-
zation algorithm, and the outer contour is got by level set algorithm based on it. Then
combined the fiber’s outer contour with OSTU, and the rough edge of the fiber is
appeared after the burr and broken edge are eliminated. And the seed area of the fiber
is emerged by using flooding algorithm and dilation algorithm. Finally, the adherence
separation algorithm found on clustering idea is applied to gain the separated fibers.
The experimental results show that this algorithm can not only ensure the integrity
and the continuity of the fiber’s edge, but also segment each fiber rapidly and reliably.

2 The Proposed Algorithm

2.1 The Segmentation Algorithm

The existing edge detection algorithm based on gradient cannot get the accurate
edge of the cotton fiber’s microscopic image, and tend to gain broken edge, which
is mainly caused by the fabrication technique and illumination of the cotton fiber’s

Fig. 1 Separation comparison of the concave points (b) and the watershed (c). a The fiber image,
b The result of concave points algorithm, c The result of watershed algorithm
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microscopic image. The level set algorithm adopts adaptive tracking topology
changes, which guarantees the integrity of the fiber’s profile, and it solves the
problem very well.

There are a large number of cotton fibers in one image, so the paper uses the
level set algorithm based on C-V model. This method, suitable for the target area
of the cotton fiber, is uncertain, because it it is not dependent on the gradient of the
image, and the position of the initial curve has no limit. But it also has some
defects, such as large calculated amount, low efficiency, and it aims to get the
global value of the energy function, which cannot use narrow band. The paper
proposes the method of divide and conquer based on the characteristic of the level
set algorithm. It divides the image into many small images, which contain the
target area, and then uses level set algorithm on the small image, which greatly
speeds up the computational efficiency by narrowing the background area.

Detection of the local area of the target is the precondition of the proposed
method. So this paper gets the target area by combing OSTU method with K-mean
algorithm. OSTU method gets the auto threshold on the basis of statistical feature
of the whole image, which is a global threshold algorithm. But it cannot achieve
good result if the target area and background were different. K-mean algorithm
stops until it gets the local optimum. This paper bonds OSTU method with K-mean
algorithm, which not only satisfy the need of complex image’s rough location, but
also improve the efficiency of level set algorithm.

The rough outer contour can be gained after the level set algorithm, the accurate
edge is achieved for the single fiber, but we can only get the outer contour for the
adhered fiber. We can find that each fiber has an entocoele area, and regard the
entocoele as the seed area. Then, separate the adhered fiber by using clustering
method. This paper proposes a separation method to segment the adhered fiber
based on this thought.

The experimental results of the proposed algorithm, which is applied to cotton
fiber, show that the method not only has good anti-interference, but also accurately
segments all fibers. The flow chart of this algorithm is shown in Fig. 2.

2.2 Contour Extraction based on Level Set

After the level set method was proposed by Sethian and Osher [6] in 1988, the
effect of level set algorithm was widely recognized. In recent decades, level set
method has been widely used for promotion, and it has found wide applications in
image processing. Some progress has been made. The basic idea of this method is
that we can see the curves in two spatial dimensions as zero level set of some
function u in three-dimensional space. Meanwhile the evolution of curves is also
expanding to the higher dimensional space. The contour is represented by zero
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level set function and approached by evolution of the level set function. The
fundamental of level set is as follows:

The signed distance function is defined as

u x; tð Þ ¼ 0 ¼ �d ð1Þ

where d is the shortest distance between point x and initial curve C(t = 0). d is
positive when point x is inside the curve and vice versa.

If we have level set function u(x, y, t) and plane curve C(x, y, t), then zero level
set is defined as C(x, y, t) = {(x,y) | u(x, y, t) = 0}. The Hamiltong–Jacobi
function, which represents the evolution of the level set function, is defined as

o/
ot
¼ F r/j j

/ x; y; 0ð Þ ¼ /0 x; yð Þ

8<
: ð2Þ

where F is the diffusion speed of the points on curve. The direction often involves
the gradient of the image and the curvatures of curve.

Level set method can efficiently resolve dynamic topological variation during
the evolution of curve. We get the curve by finding the minimum of a function.
The traditional level set method will be inefficient because the computational area
is the entire image plane for optimal image. References [7, 8] put forward the
narrowband algorithm, so the computational area becomes the area near the curve
with corresponding computations. Reference [9] has put forward the famous C-V
model, which is based on the simplified Mumford-Shah model and level set
method. The model introduces information, which is based on area into the energy
function, so the method is independent of gradient in an image and the demand for
the initial curve location is not strict. But, it cannot be computing by the

Cotton fiber ’ s
image

Locate target area by 
binaryzaion

Single target 
area extraction

Edge
expansion 

The contraction of 
active contour

Merge the profile Preliminary 
contour

The extraction 
of seed region

The adhesion separation of 
the adhered fiber

Final image 
preview

Denoising

Image Preprocessing Get Initial Contour by Level Set Algorithm

Adhesion Separation by Clustering

Fig. 2 The flow chart of segmentation algorithm
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narrowband algorithm in their evolution because the result it solved is the global
solution of the energy function.

To overcome this weakness, this paper chooses a divide and conquer approach,
and the main idea of this approach is equivalent to the following reasoning. We
have an image with m by n pixels, if active contour shrink t times, the total
calculation are m�n�t; but if we can divide original image into several small image
based on targets, the total calculation can be reduced largely. So, this paper has
taken the method that runs level set algorithm on subgraph of single target or target
that was fused. In order to finish the segmentation, the method will combine the
result of subgraph together. So it improves the effect of segmentation, and it gives
the flow diagram of algorithm in Fig. 3.

2.3 Adherence Separation Algorithm Based on FCM

The level set algorithm cannot meet the requirement of separating each single
fiber, although it can extract the complete fiber outer contour. The researchers
introduce the other methods into the field of processing image in recent years, and
many new adhesion separation methods are proposed. The separation algorithm
based on morphological operations was proposed in reference. The reference uses
distance transformation after binary conversion, then applies the rapid recon-
struction to rebuild the image after distance transformation, finally segments image
by using watershed algorithm. It gets better separation results, but it still has the
problem of excessive segmentation caused by the watershed algorithm. The ref-
erence separates the adhesive blood cells by adopting erosion. The research of
adhesion separation algorithm mainly focused on the regular object such as cell,
and microscopic image of natural cotton fiber always presents a variety of forms,
even overlaps, so the common used adhesion separation algorithm can only extract
the cotton fiber’s outer contour, and cannot get accurate separation for further, or
simply cannot segment the cotton fiber. We can find that each cotton fiber contains
an endocele after careful observation of the fiber image, and the level set algorithm

The Step of Modified Level Set Algorithm

Rough location 
by binaryzation

Single target 
area extraction

Edge expansion 
of small image

The result of 
the algorithm

Adhesion
separation

The extraction 
of seed area

Fig. 3 The flow diagram of modified level set algorithm
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can gain the accurate and continuous contour of the single fiber or the adhered
fibers. According to the above characteristics, the adhesive fiber’s separation
algorithm based on the clustering is proposed in this paper. The basic idea of it is:
regarding the cotton fiber’s endocele as seed area, and dividing the fiber area
which is obtained by the level set algorithm among the seed area on the basis of the
Euclidean Distance, then we can get the accurate outer contour of each single fiber.

We can see that each fiber has only one seed region from Fig. 4b, c. The
following problem is how we can distribute the fiber area, which is also named
black candidate points that is calculated by the level set algorithm to the seed area.
And the seed area remains the outer profile’s shape of each fiber, so we segment
the fiber area according to the shortest distance between each black candidate point
and the outside edge of the current seed area, and it makes the seed area to grow
unceasingly until it stops growing.

The black part is the point to be distributed, which is also named the black
candidate point, as shown in Fig. 4c. There are a lot of methods that can be chosen
to estimate the black candidate point shown in Fig. 4c belongs to what fiber by
calculating the distance from each black candidate point to the outer edge of the
seed area. But there is no doubt that it is too slow to determine the belonging of the
black seed point by calculating the shortest distance between each black and the
outer edge of the seed area. And we should calculate the shortest Euclidean
Distance of each black candidate point and the outer edge of the seed area when
assigned a black candidate point, because the seed area is increasing. In turn, we
can regard the seed area is expanding outward if we calculate from the edge of the
seed area, and it accords with the idea of the breadth-first algorithm, the schematic
diagram is shown in Fig. 5.

The diagram of adhesion separation algorithm based on eight neighborhood
breadth-first search shown in Fig. 5. The initial seed region is the area that is
surrounded by red border and blue border and the point’s value is zero, and then,
we can determine the alternative black point belongs to which seed area by cal-
culating the distance of the alternative point to the current edge. The algorithm
expands the initial seed area by increasing new outer edge until there is no black
alternative point to be calculated. Thus, we can get the single cotton fiber by
proposed separation algorithm.

Fig. 4 Seed and alternative point. a original image, b image of seed, c image of alternative black
points
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2.4 Algorithm Detailed Steps

Figure 6 depicts detailed steps of algorithm which is running on the fiber image:

(1) Based on original image, we can get the binary images computed by OSTU
and K-means. And then, we can combine the two binary images into one
binary image. We can solve the low-fidelity problem from single binarization
method by using two binarization methods, and it can also reduce noise. We
have concluded by experiment that very small area is disturbance, so we can
delete it. And then, we get the result shown in Fig. 6b.

(2) The edge’s binary image gained by merging the binary image, respectively,
got by the two binarization methods generally contains small holes, as shown
in Fig. 6b. We can get the area of the signal fiber or the adhered fiber through
the expansion operation and the filling algorithm, the result of which is shown
in Fig. 6c, and it provides the basis for the level set algorithm that is used to
the single fiber. Use the level set algorithm on small images shown in rect-
angle of the Fig. 6c, respectively, and combine the results; then the rough
outer contour will emerge, as shown in Fig. 6d.

(3) The next step is how to divide adhered fiber into single fiber. We find that
each fiber has an entocoele when we observe fiber image carefully. We can
assign the fiber area calculated by level set algorithm to those entocoeles, if
we can get the entocoele, which is the adhesion separation. Merge the edge
images respectively achieved by OSTU method and the level set algorithm,
which not only solve the problem of fracture edge, but also retain the profile
of single fiber. Then, the fiber’s accurate entocoele can be obtained by
dilation and erosion, and the result is shown in Fig. 6f.

(4) Consider the entocoele as the seed region, and use to allocate the target area
to each seed region by using adhesion separation algorithm based on clus-
tering thought, and then the final segmentation result emerged, as shown in
Fig. 6h.

Fig. 5 Sketch of BFS
algorithm
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3 Experimental Results and Discussion

The experiment uses the proposed algorithm and the fiber images provided by
Shanghai’s pledges inspect bureau to extract the fiber. We write experimental
program under the VC++ 2010 environment, and it runs in the PC of a 1.5 GHz
Intel core 2 DuoT5250, 2 GB RAM for testing. In the experimental results of
nearly a thousand of images show that the proposed algorithm can not only very
well solve the questions proposed in front of paper, but also accurately and quickly
segment the fibers, and the recognition accuracy can reach 98.6 %.

Respectively, segment the common and serious adhered cotton fiber image use
the proposed method in this paper.

Figure 7 is a gray-scale image of 279 9 316 pixel. It takes 11.08 s to be
separated. As can be seen from the Figure, the three parts have been clearly
separated, and the segmentation result meets our demand.

Figure 8 is a gray-scale image of 640 9 484 pixel. It takes 46.18 s to be
separated. And we can see that the proposed algorithm can find the fiber’s com-
plete profile no matter the fiber is single or adhesive.

Fig. 6 The diagram of proposed algorithm. a Original image, b Binary image, c Blank image,
d Result of level set algorithm, e Binary image of level set & Otsu method, f Image of shrink,
g Image of dilate, f Image of seeds, h Result
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Figure 9 is also a gray-scale image of 640 9 484 pixel. It takes 40.56 s to be
separated. As can be seen from the image, it segments precisely, and almost
appears no error segmentation.

The experimental results show that the proposed method can not only resist
noise very well, but also segment accurate and complete every fiber. Moreover, the
method also solves problem that the common segmentation algorithm cannot be
used to separate the adhered fiber.

4 Conclusion

The nature cotton fiber’s microscopic image has the feature that the difference
between the target area and background is little and each fiber has an entocoele,
and according to this, this paper proposes a segmentation algorithm based on level
set algorithm combined with clustering method. It sufficiently takes the advantage
of the level set that it can get the weak edge when it is used to gain the fiber’s outer

Fig. 7 Small image.
a Original image, b Result

Fig. 8 Image of the more
overlapped fiber. a Original
image, b Result

Fig. 9 Image of overlapped
fiber. a Original image,
b Result
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contour. In order to improve its efficiency, it proposes the divide and conquer
method by combining the level set algorithm with the traditional binary method. It
speeds up the segmentation efficiency on the condition of keeping the same seg-
mentation accuracy. In addition, this paper puts forward the separation algorithm
based on the clustering method, which according to the feature that each fiber has
an entocoele. The proposed algorithm applies the BFS algorithm, which based on
Euclidean distance to separate the adhered fiber on the foundation of the level
set algorithm. This method can not only quickly and accurately obtain signal
cotton fiber, but also guarantee the integrity of the profile, which makes fully
preparations for the recognition.

The experimental results also show that the fiber will be divided into two parts,
if the fiber’s inner has connecting edge, which causes the inaccurate segmentation.
And if several fibers are connected as a loop, its inner will be count as a fiber. But
in view of the whole situation, this method makes great progress and makes the
separation result better compared with the traditional segmentation algorithm.
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Assessment Metrics for Unsupervised
Non-intrusive Load Disaggregation
Learning Algorithms

Lingling Zhang, Yangguang Liu, Genlang Chen, Xiaoqi He
and Xinyou Guo

Abstract Non-intrusive appliance load monitoring (NILM) is the process for
disaggregating total electricity consumption into its contributing appliances.
Unsupervised NILM algorithm is an attractive method as the need for data
annotation can be eliminated. In order to evaluate the performance of unsupervised
NILM learning algorithm, most of the research work evaluates the algorithm
performance using accuracy type metrics. These assessment metrics can not only
identify total disaggregation error, but also distinguish the disaggregation error of
each other single appliance. In order to better quantify the nature of disaggregation
algorithm, we propose two assessment metrics: the total disaggregation accuracy
and the disaggregation accuracy for a single appliance. In this paper, we evaluate
the performance of unsupervised disaggregation methods using these assessment
metrics. The experiment results show that our assessment metrics can evaluate the
unsupervised algorithms effectively.

Keywords NILM � Unsupervised disaggregation algorithms � Assessment
metrics

1 Introduction

Energy and sustainability problems represent one of the greatest challenges facing
society. Energy used in the residential sector is a significant contributor, but it is a
very abstract concept to most consumers. Consumers are often mistaken about how
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energy is used in the home, thus knowing about the power of each electric
appliance would be most beneficial for conserving energy [1]. Non-intrusive
appliance load monitoring [2] is concerned with how the total energy consumed in
a household can be disaggregated into individual appliance. The motivations for
such a process are twofold. First, informing a household’s occupants of how much
energy each appliance consume empowers them to take steps toward reducing
their energy consumption. Second, if the NILM system is able to determine the
current time of use of each appliance, a recommender system would be able to
inform a household’s occupants of the potential savings through deferring appli-
ance use to a time of day when electricity is either cheaper or has a lower carbon
footprint [3]. The aim is to calculate such information and provide it to the con-
sumer through NILM.

Recently researchers have started to explore methods to achieve disaggregated
energy sensing without a priori information. Hence, unsupervised learning
approaches are needed for a wider applicability of NILM techniques. Shao et al.
[4] describes motif mining approach for unsupervised load disaggregation. Power
change has been considered in contrast to power consumption in order to recognize
individual appliances. The approach is feasible for appliances that have repeatable
and distinctive events. Kim et al. [5] presented a probabilistic model of appliance
behavior using variants of factorial hidden Markov models. Kolter and Jaakkola
[6] proposed an approximate inference algorithm, additive factorial approximate
maximum a posteriori, with a convex formulation. However, they have a common
problem; due to inconsistency in the assessment metrics it is not possible to draw
meaningful comparisons between reported research works [7].

Most of the research works in NILM analyzes the performance of their algo-
rithms using different metrics. Kim et al. adapted a metric from the information
retrieval domain, F-measure. F-measure is widely used in this type of evaluation.
Researchers also often use receiver operating curves [8] to compare the perfor-
mance of different models. However, the metrics captures well the total disag-
gregation error, but does not directly identify error from single appliances. Parson
et al. [9] used the average normalized error and root mean square error to evaluate
the performance of each approach. In contrast to the previous metrics, the
assessment metrics directly use disaggregation error of single appliance, but fail to
evaluate the total disaggregation error, so combined with the two metrics is a good
choice. In this paper, in order to better quantify the effectiveness of different
disaggregation algorithms, we can analyze according to the following aspects: the
total disaggregation accuracy of various disaggregation algorithms, the disaggre-
gation accuracy of single appliance for a known database.

Apart from a common assessment metric there is also a lack of reference dataset
on which the performance of algorithm can be compared. In order to draw meaning
performance comparison of different NILM algorithms, the availability of common
datasets is critical. There are currently four datasets that are briefly described as
follows [10]. The first is Reference Energy Disaggregation Data Set (REDD) [11].
It is primarily released for the nonevent-based approach, and consists of whole-
house and circuit/device level consumption data from six US houses collected.
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The second is the Building-Level fully labeled Electricity Disaggregation dataset
(BLUED) [12]. It is especially tailored for the evaluation of event-based NILM
approaches. It consists of one week of whole-house current and voltage high
frequency measurements from one US home. The third is UMASS Smart* Home
Date Set [13]. It provides power data for two submetered houses in the US. The last
is Trace base [14] in which individual appliance consumption data was collected at
1 Hz frequently from 158 appliances instances in a total of 43 different appliance
types. In this paper, we evaluate unsupervised disaggregation algorithms using
low-frequency power measurements of REDD.

In this paper, we firstly define two types of accuracy, total accuracy, and single
appliance disaggregating accuracy to distinguish single appliance error from total
disaggregating error. Then we evaluate two unsupervised non-intrusive load
disaggregation algorithms from two aspects: total disaggregation error, single
appliance disaggregation error. And the experiment results running on six homes
of power load data from real homes show the metrics can evaluate disaggregation
algorithms effectively.

The remainder of the paper is organized as follows. In the next section, we
provide a brief introduction to the NILM disaggregation algorithm and two
unsupervised learning methods based on hidden Markov models. In Sect. 3, we
describe algorithm performance from two aspects. Subsequently, we do six
experiments for all households of REDD data set to evaluate each algorithm in
Sect. 4. In Sect. 5, we summarize conclusions and discuss some future work.

2 Problem Descriptions

In this section, we provide an introduction to non-intrusive load monitoring. The
problem can be formulated as follows: The power signals from the active appli-
ances aggregate at the entry point of the meter of time t as yt, where this can be

mathematically defined as yt ¼ yð1Þt þ yð2Þt þ � � � þ yðnÞt , where yðiÞt ; i ¼ 1; 2; . . .; n
is the power consumption of individual appliances contributing to the aggregated
measurement and n is the total number of active appliances within the time period t.
The task of the NILM is to perform decomposition of yt into appliance specific
power signals in order to achieve disaggregated energy sensing. Table 1 describes
the notation used in this paper.

Recently, many researches make use of unsupervised learning algorithms and
attempts to disaggregate the aggregated measurements directly without performing
any sort of event detection. In the section, we introduce briefly two unsupervised
disaggregation algorithms: additive factorial approximate maximum a posteriori
(AFAMAP) and Exact maximum a posteriori (MAP) [6]. The two algorithm
models are the variant of factorial hidden Markov models (FHMM) [15]. In a
FHMM, if we consider Y ¼ y1; y2; . . .; yTð Þ to be the observed sequence then

Assessment Metrics for Unsupervised Non-intrusive Load... 199



q ¼ qð1Þ; qð2Þ; . . .; qðMÞ
� �

represents the set of underlying state sequences, where

qi ¼ qðiÞ1 þ yðiÞ2 þ � � � þ yðiÞT

� ffi
is the hidden state sequence of the chain i.

Firstly, consider optimization approaches to exact MAP inference and perform

optimization over the variable S ¼ SðqðiÞt 2 Rmi ; SðqðiÞt�1; q
ðiÞ
t Þ 2 Rmi�mi

n o
. In the
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� ffi
j
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MAP inference can now be cast as optimizing the log-likelihood of the model.
Due to the Gaussian likelihood term, these problems take the form of mixed-
integer quadratic programs (MIQPS).For the additive FHMM, this leads to the
optimization problem:

min
S2L\ 0;1f g

1
2

X
t

yt ¼
X

i;j

lðiÞj S qðiÞt

� ffi
j

�����

�����
2

R�1
1

þ
X
t;i;j;k

S qðiÞt�1

� ffi
j;k
�logPðiÞk;j

� ffi

We can obtain predicted individual HMM output ŷðiÞt ¼
P

j l
ðiÞ
j S qðiÞt

� ffi
j
.

Table 1 Notations used in this paper

Symbol Description

N The number of HMMs
M The number of states
T The number of time steps

qðiÞt
The state of device i in time t

lðiÞj
The mean of the ith HMM for state j

R1;R2 2 Rn�n The total observation variance and difference observation variance

/ ið Þ 2 0; 1½ �mi The initial state distribution for i th HMM

P ið Þ 2 0; 1½ �mi�mi The transition matrix for i th HMM

yðiÞt
The given true output

ŷðiÞt
Predicted individual HMM output

Terror The total disaggregation error
Nerror(i) The normal disaggregation error for i th device
Perror(i) The absolute percentage error for i th device
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Secondly, AFAMAP combines additive FHMM and difference FHMM. Natu-
rally, as exact MAP involves non-convex integer constraints, and so some form the
relaxation is necessary to obtain a tractable formulation. A typical method for
converting binary integer problems into tractable optimization problems is to drop
the constraint that S take on integer values. S obeys the one-at-a-time condition.

That is, O ¼ S :
P

i;j;k 6¼j S qðiÞt�1; q
ðiÞ
t

� ffi
j;k
� 1

� �
; ðDlj;k ¼ Dlj � DlkÞ. For the

difference FHMM and additive FHMM, this leads to the optimization problem:

min
S2L\0

;
1
2

X
t

yt ¼
X

i;j

lðiÞj S qðiÞt

� ffi
j

�����

�����
2
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We can obtain predicted individual HMM output ŷðiÞt ¼
P

j l
ðiÞ
j S qðiÞt

� ffi
j
.

3 Assessment Metrics

In the section, in order to evaluate disaggregation algorithm more fully and effi-
ciently, we present and define two assessment metrics, total disaggregation error,
disaggregation error of single appliance.

3.1 Total Disaggregation Error

To evaluate unsupervised disaggregation algorithm in global, we can use total
disaggregation error, which directly measures how well the disaggregation algo-
rithms recovered the total appliance outputs. For the whole family, the total
disaggregation error is defined as

Terror ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X

t;i

yðiÞt � ŷðiÞt

� ffi2
,X

t;i

yðiÞt

� ffi2

vuut

The numerator in the fraction is the square error sum, and denominator the
square sum of the given observation. The less Terror is the better effect of the
algorithm is. So we can evaluate various disaggregation algorithms by the value of
Terror.
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3.2 Accuracy of Single Appliance

However, the total disaggregation error only shows the disaggregation perfor-
mance of whole household. The household occupants are more concerned about
the power consumption of single appliance, so performance should be assessed
according to how accurately a NILM can infer the energy consumption of each
appliance. Next we consider appliance-based accuracy from two aspects in the
meantime.

3.2.1 Proportion Error

In aggregate power, each electric appliance consumes different energy. So, we can
evaluate the performance of each algorithm by computing the proportion of the
power that the single appliance consumed in aggregate power.

The Tru(i) presents the true proportion of the power that the i th appliance
consumed. The Dis(i) presents the proportion of the i th appliance after disag-
gregation. Perror(i) is defined as

Perror ið Þ ¼ Dis ið Þ � Tru ið Þj j

where Tru ið Þ ¼
P

t yðiÞt

.
yt

� ffi.
T and Dis ið Þ ¼

P
t ŷðiÞt

.
yt

� ffi.
T . The smaller the

value for Perror(i), the nearer Dis(i) approximates to Tru(i). Otherwise, the more
Dis(i) deviates from Tru(i). For example, if Perror(i) = 0, it means that Dis(i) is
equal to Tru(i).

3.2.2 Normal Disaggregation Error

To evaluate disaggregation error for single appliance, we also can use the normal
disaggregation error, which measures how well the algorithms disaggregated the
individual appliance. Similar to the total disaggregation error, it is defined as

Nerror ið Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X

t

yðiÞt � ŷðiÞt

� ffi2
,X

t

yðiÞt

� ffi2

vuut

Lower the value of Nerror(i) equates to better performance of disaggregation
algorithms.
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4 Experiment Results

In order to compare disaggregation algorithm, we use REDD data set described by
Kolter and Johnson [11]. This data set is chosen as it is an open data set collected
specifically for evaluating NILM methods. The data set comprises six houses, for
which both household aggregate and circuit-level power demand data are col-
lected. Even though each household has more than ten appliances, we choose six
usual electric appliances of each home to test the performance of algorithms on all
the six households from REDD data set. Because the other appliances were not
active, that is, either they were never turned on, or consumed fewer power. To
evaluate the performance of the method, we used the performance metrics
described in Sect. 3.

Table 2 shows the disaggregation performance of two algorithms on the six
households we consider. They describe the proportion of total energy disaggre-
gated correctly, proportion error, and disaggregation error of single appliance
using MAP and AFAMAP disaggregation algorithm. Table 2 describes the total
disaggregation error of six households. As seen in the two tables, in each house-
hold, the proportion error of appliance using AFAMAP algorithm is much smaller
than MAP algorithm. The disaggregate error of single appliance as well as total
disaggregation error are much smaller than those of MAP. When the consumed
power of device is low relatively, the proportion error of MAP algorithm is likely
to be lower than that of AFAMAP algorithm. Specifically, we analysis the
experiment results taking household 3 and household 6 as examples.

As seen in Fig. 1, the proportion error is absolute difference between predicted
proportion and true proportion. Upper-left and lower-left corners of the figure
represent the proportion error and disaggregation error of individual appliance in
home 3, respectively. And the upper-right and lower-right are those of home 6. In
home 3, the total disaggregation error using AFAMAP algorithm is lower than
MAP algorithm. However, the proportion error and disaggregation error of the
fourth appliance using AFAMAP algorithm are larger than using MAP. And
proportion error of the other five appliance using AFAMAP algorithm is lower
than using MAP. In general, the proportion error of six appliances using MAP
algorithm is below 20 %, while using AFAMAP algorithm is below 18 %. In the
home 6, the proportion error of the second appliance using AFAMAP algorithm is
larger than using MAP, but disaggregation error is lower than using MAP. The
proportion error and disaggregation error of appliance 1, 3, 4, 5, 6 are similar for
the two algorithms. And for each home, the total disaggregation error is smaller
than MAP algorithm as in the Table 3. That is to say, combining proportion error
with normal disaggregation error is much more effective when we evaluate dis-
aggregation algorithms.
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Table 2 True Percent of single appliance, Proportion error and normal disaggregation error of
single appliance in six homes

Home and device Tru% MAP AFAMAP MAP AFAMAP
Perror% Perror% Nerror% Nerror%

Home 1 device 1 18.47 3.51 0.60 0.87 0.81
Home 1 device 2 8.37 4.90 4.30 0.73 0.71
Home 1 device 3 33.25 4.77 5.34 0.76 0.83
Home 1 device 4 24.39 4.62 4.46 0.61 0.52
Home 1 device 5 4.59 2.10 2.10 0.81 0.82
Home 1 device 6 0.94 0.35 5.80 0.82 0.71
Home 2 device 1 5.08 1.95 1.85 0.41 0.40
Home 2 device 2 11.43 0.58 0.47 0.05 0.04
Home 2 device 3 1.03 0.38 0.31 0.92 0.91
Home 2 device 4 5.95 1.09 1.03 0.15 0.15
Home 2 device 5 6.35 0.71 0.69 0.17 0.16
Home 2 device 6 38.85 4.68 3.95 0.13 0.13
Home 3 device 1 33.71 19.66 18.37 0.68 0.72
Home 3 device 2 16.02 4.23 5.09 0.37 0.32
Home 3 device 3 16.42 8.36 1.94 0.91 0.61
Home 3 device 4 15.28 4.59 1.28 0.93 0.95
Home 3 device 5 0.29 0.09 0.05 0.32 0.39
Home 3 device 6 3.71 0.52 0.40 0.18 0.17
Home 4 device 1 60.67 1.08 1.83 0.13 0.26
Home 4 device 2 0.94 0.04 0.05 0.15 0.15
Home 4 device 3 15.69 11.07 1.71 0.65 0.61
Home 4 device 4 1.03 0.65 1.24 0.16 0.15
Home 4 device 5 10.48 2.65 0.05 0.55 0.51
Home 4 device 6 15.45 10.93 0.34 0.92 0.58
Home 5 device 1 2.14 0.11 0.09 0.16 0.16
Home 5 device 2 41.25 1.35 0.99 0.02 0.01
Home 5 device 3 2.29 0.51 0.29 0.23 0.17
Home 5 device 4 9.85 1.36 1.25 0.14 0.12
Home 5 device 5 2.91 0.27 0.33 0.02 0.21
Home 5 device 6 4.79 0.82 0.81 0.22 0.22
Home 6 device 1 1.57 0.09 0.09 0.12 0.11
Home 6 device 2 13.35 3.98 6.45 0.47 0.32
Home 6 device 3 7.39 0.20 0.08 0.03 0.02
Home 6 device 4 25.68 0.59 0.55 0.09 0.07
Home 6 device 5 34.11 5.71 6.48 0.22 0.20
Home 6 device 6 1.13 0.03 0.05 0.08 0.09
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5 Conclusions

In this paper, we describe assessment metrics of unsupervised disaggregation
algorithms from two aspects: the total disaggregation accuracy and the disaggre-
gation accuracy of single appliance. We evaluate two unsupervised disaggregation
algorithms using the two assessment metrics. Through evaluation of two metrics
using real data from six households, we have shown that the two metrics can
evaluate unsupervised disaggregation algorithms fully.
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Optimal Sensor Placement of Long-Span
Cable-Stayed Bridges Based on Particle
Swarm Optimization Algorithm

Xun Zhang, Ping Wang, Jian-Chun Xing and Qi-Liang Yang

Abstract An optimization based on particle swarm optimization (PSO) algorithm
was put forward for optimal sensor placement (OSP) in the structural health
monitoring system (SHMs) of long-span cable-stayed bridges. The mathematical
model was firstly presented and dual-structure coding was adopted to improve the
individual encoding method in the PSO algorithm. Fitness function was estab-
lished to solve the optimal problem based on the root-mean-square value of off-
diagonal elements of modal assurance criterion matrix. Finally, one long-span
cable-stayed bridge was taken as an example, and implemented the sensor
placement based on PSO. The stimulation results show that the proposed PSO
algorithm has better improvement in search ability and computation efficiency
when compared with genetic algorithm (GA).

Keywords Optimal sensor placement � Particle swarm optimization � Cable-
stayed bridge � Structural health monitoring

1 Introduction

In recent years, with the rapid development of bridge technology, the complex
large-span bridges are emerging. There will be various damages because of the
roles of external factors during these bridges’ service period and will cause sudden
destruction and huge economic losses if these damages are not processed timely.
In order to monitor the health of the bridge, it is necessary to establish the
structural health monitoring system (SHMs). Since sensor system is one of the
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most important parts of the SHMs, optimal sensor placement (OSP) can not only
reduce the cost, but also acquire the most reliable and comprehensive structural
health information [1].

OSP can be regarded as an optimization problem that is the application of
optimal theory in sensor placement. Using artificial intelligent algorithm to solve
the issue becomes an investigation hotspot in recent years. Genetic algorithm (GA)
as one of the intelligent algorithms occupies the property of global search,
robustness, and high parallel efficiency. Many researchers studied this algorithm
and applied it in the sensor placement of SHMs successfully, for example, Liu
et al. [2] presented a decimal two-dimensional array coding approach instead of
binary coding method to code the solutions. Ma et al. [3] proposed a kind of hybrid
genetic algorithm to find the global optimum of the placement for sensors in SHMs
for Nanjing Yangtze River Bridge (NYRB), and the algorithm is stable with rapid
convergence. Dhuri and Seshu [4] presented multi-objective genetic algorithm to
identify the optimal locations and sizing of piezoelectric sensors/actuators. These
locations and sizing gave good controllability with minimal changes in system
natural frequencies. Yi et al. [5] studied the dual-structure coding GA for selecting
optimal sensor locations of Guangzhou New TV Tower. The optimal results
demonstrated the algorithm can get better results with lower computational
iterations.

Particle swarm optimization (PSO) algorithm, which is an evolution compute
technique based on swarm intelligence, was firstly proposed by Kennedy and
Eberthart [6] who were inspired by birds seeking food. This algorithm precludes
the complex selection, crossover, and mutation operations of GA. It is easy in
implementation and there are fewer parameters to adjust, and it has faster con-
vergence rate. This algorithm has been successfully applied in some engineering
field currently [7].

In view of the superior of PSO algorithm to solve optimal problems, this paper
adopted dual-structure coding to improve the individual encoding method of PSO
algorithm firstly, and then applied this improved algorithm to OSP in SHMs for an
example of a long-span cable-stayed bridge. Comparing with other placement
methods certified the superiority of the proposed algorithm. Finally, a few
concluding remarks are given.

2 Mathematic Model

It is impossible to place sensors at every degree of freedom (DOF) of bridge
because the high cost of sensors, data acquisition system, and data processing
system. It is better to use few sensors to acquire the maximum structural health
information, and make sure the sensor locations are the best. Assume the number
of placement node is m, and compose a set N, where N = {n1, n2,…, nm}, the DOF
of node ni is fi (i = 1,2,…, m), these nodes constitute a set X with
f1 + f2 + ��� + fm, now, we want to select x1, x2,…, xs from the set X to place
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sensors, so it can be presented as an optimal problem, which consist of objective
function and constraint condition as follows [8]:

min FðxÞ
s:t: x ¼ x1; x2; . . .; xsð Þ

�
ð1Þ

where F(x) is the objective function with x1, x2,…, xs. To solve the problem, the
key point is how to determine variable xj (j = 1, 2,…, n) and make objective
function to be minimum, if xj = 1, then a sensor is placed at the jth DOF, if xj = 0,
then no sensor is placed there. So if xj is confirmed, the locations will be determined.

3 Particle Swarm Optimization

PSO algorithm is a randomly search algorithm that has been developed over the
past decade. The new populations are generated through cooperation and com-
petition among the particles and use fitness to evaluate the solution directly, thus to
guide the optimization search. The algorithm uses a simple velocity-displacement
model, which can not only avoid the complex genetic operation of the GA, but also
get a higher efficiency of parallel search.

The position of each particle is used as the potential solution of n-dimensional
space in standard PSO algorithm. It is assumed that each particle searches for the
optimal value in the n-dimensional space, Xi = (Xi1, Xi2,…, Xin) represents the ith
particle’s position, where, Xid [ [ld, ud], d [ [1, n], ld, ud is the upper and lower limits
of the d-dimensional position space. Vi = (Vi1, Vi2,…, Vin) is the velocity, which is
used to control the particle flight direction and distance, and is limited by the
maximum velocity of Vmax. Pi is the position of the best fitness achieved so far by the
ith particle, and Pg is the global best fitness by the whole population. The particles
update their own velocity and position based on the following two equations.

Vtþ1
id ¼ wVt

id þ c1 rand ð Þ Pid � Xt
id

� �
þ c2 rand ð Þ Pgd � Xt

id

� �
ð2Þ

Xtþ1
id ¼ Xt

id þ Vtþ1
id ð3Þ

where w is the inertia weight, c1, c2 are the acceleration coefficients which usually
take 2, rand is a rand number, generated uniformly in the range (0, 1), Vid

t and Xid
t are

the velocity and position that the ith particle of tth iteration in the d-dimensional
space. Shi and Eberhart [9] studied the w and pointed out that a large w facilitated
global search while a small w facilitated local search. In order to balance the global
and local search capabilities, a linear w adjustment strategy was proposed.

wðtÞ ¼ wmax � ðwmax � wminÞ
t

itermax

ð4Þ
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where wmin is the minimum value of the w, wmax is the maximum value of the w,
itermax is the maximum iteration, t is the current iteration.

3.1 Coding

Coding is the primary problem in application of PSO algorithm. It directly
determines how to carry out the evolution of the population and the efficiency of
evolutionary computation. Huang et al. [10] proposed an OSP method based on
dual-structure coding GA and pointed out that this method can improve the search
capability for constraint problems. In order to obtain better results, this paper also
used dual-structure coding method to the particles’ positions encoding of PSO
algorithm. The specific method is as follows.

The extra code is generated randomly by the method of shuffling and put on the
upper line firstly. Then the variable code is generated randomly (with the value of
0 or 1) and put on the lower line. Thus, an individual position is constituted with
the extra code and the variable code. The particles’ position that is obtained by the
dual-structure method is shown as Table 1. The upper line is extra code line,
P(i) is the extra code of Kj, P(i) = j, the lower line is corresponding value to
P(i) of variable KP(i). When decoding, constraint conditions should be taken into
consideration. It combines the extra codes of variables and penalty function to
decode these variables. If a variable does not accord the constraint conditions, its
corresponding value is supposed to be 0, or 1 otherwise until all variables are dealt
with.

3.2 Fitness Function

Fitness function is the criterion that is used to judge the quality of individuals in
evolutionary computation. PSO algorithm evaluates the solution through calcu-
lating and comparing the value of the fitness function in search space. So the
fitness function is very important for PSO algorithm. Carne and Dohrmann [11]
considered the modal assurance criterion (MAC) matrix was a good tool to
evaluate the mode vector angle. Its matrix elements are expressed as:

MACij ¼
/T

i /j

� �2

/T
i /i

� �
/T

j /j

ffi � ð5Þ

where /i and /j represent the ith and jth column vectors of the matrix /. In the
MAC matrix defined by Eq. (5), the off-diagonal elements represent the inter-
section angle between the two different modal vectors and value is bound between
0 and 1. As the root-mean-square reflects the magnitude of a group of data and is a
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measurement of the size of this set of data. In order to measure the entire size of
off-diagonal elements for MAC matrix, this paper selects the root-mean-square
value of off-diagonal elements as the optimization objective function [12], that is:

f ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn

i¼1

X2
i

s
ð6Þ

where Xi is the value of off-diagonal element of MAC matrix, and this fitness
function reflects the change of off-diagonal elements of MAC matrix, the smaller
the value of fitness function, the better.

3.3 Algorithm Design

From what has been discussed above, the sensor placement algorithm can be
designed. Figure 1 is the program flow chart of the OSP based on PSO algorithm.

4 Case Study

This paper analyzes a 200 + 400 + 200 m three-span twin towers and double
cable planes pre-stressed concrete cable-stayed bridge. There is isolation bearing
connection between pier beams. Full-bridge length is 800 m and the main span is

Table 1 The new individual
generated by dual-structure
coding method

Extra code P(1) P(2) … P(i) … P(n)
Variable code KP(1) KP(2) … KP(i) … KP(n)

Start

Calculate Pi , Pg

Initialize X i  using 
dual-structure coding

Update particle position using 
equation (2),(3),(4) 

Calculate fitness using 
equation (6)

Termination?

Yes

No

Update Pi , Pg
Initialize population

End

Fig. 1 Flow chart of optimal
sensor placement by using
PSO algorithm
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400 m. The main structure are the main beam, main tower fishbone beams, the
main pier, side piers, and cable-stayed, etc. The finite element modal analysis is
carried out by ANSYS 10.0, and the fishbone model is adopted, finite element
model shown in Fig. 2.

The frequencies and mode shapes of cable-stayed bridge can be obtained
through modal analysis. Taking into account the lower modes with larger partic-
ipation factors, only the first 10 mode shapes are extracted (shown in Table 2).

4.1 Algorithm Parameters Set

As parts of the bridge positions, such as the underwater and the pier are difficult to
install sensors, this paper only selects deck part of the finite element model of 387
nodes, and places sensors in the DOFs of these nodes. The OSP program based on
PSO algorithm is tested by MATLAB7.1 platform. The specific setting of the other
parameters of the algorithm is shown in Table 3.

4.2 Number of Sensors

Theoretically, the more the number of sensors are, the more the modal information
will be obtained. But excessive number of sensors will improve testing costs, thus
increase the costs of the SHMs. It is necessary to select the appropriate number. In
order to compare the results with different number of sensors, this paper takes
s = 10, s = 20, s = 30 DOFs to place sensors. The procedures run on a host
computer with Pentium dual-core processor, clock at 3.2 GHz and memory 2.0G.

Fig. 2 The finite element
model of long-span cable-
stayed bridge was established
by ANSYS

Table 2 First ten mode
frequencies and descriptions
of cable-stayed bridge by
modal analysis

Mode order 1 2 3 4 5

Frequency (Hz) 0.10463 0.27262 0.31498 0.39785 0.48316
Mode order 6 7 8 9 10
Frequency (Hz) 0.49986 0.65922 0.67557 0.74887 0.77755
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It can obtain different evolutionary curves and MAC value, as shown from Figs. 3,
4, and 5.

As can be seen from the evolutionary curves, PSO algorithm can converge to an
optimal value with three different numbers of sensors. It shows that the algorithm
can search in the direction to minimize the objective function. When s = 30 the
optimal value is the smallest. As can be seen from the MAC value, the off-diagonal
elements of MAC matrix decrease gradually with the increase of the sensors, and
when s = 30, the overall value of these off-diagonal elements preserve the lowest
level, so it can get a better performance with respect to the two others. Therefore,
considering the evolutionary curve and MAC value, the number of sensors is taken
as 30 so as to obtain a better result.

4.3 Comparison of Placement Results

In order to illustrate the validity of the sensor placement based on PSO algorithm,
using accumulative method [13] and Effective Independence (EI) method [14] to
place sensors for the case of 30 ones. The MAC value obtained as shown in Fig. 6.
The off-diagonal elements of these two methods are larger than PSO algorithm
optimized ones, so this algorithm can be used in the OSP.

To illustrate the superiority of PSO algorithm, we can compare its optimal
results with GA. For comparison, some of the major operations and parameters of
GA set the same with PSO algorithm, mainly in the following aspects: (a) Use the
same coding method; (b) Select the same fitness function; (c) Populations
parameters set the same. Where the population size N = 80, maximum iteration
tmax = 500. The differences are the genetic operators, where crossover probability
Pc = 0.8, mutation probability Pm = 0.001. To ensure the reliability of the
algorithms, these two methods calculated 10 times continuously on the same
computer. Comparison of the average optimal fitness value curve of these two
algorithms is shown in Fig. 7, and comparison of the optimal results can be seen in
Table 4.

In Fig. 7, it can be seen that these two algorithms have roughly the same trend
of convergence, and the PSO results are better than the GA, but the accuracy
improvement is not great. In addition, analyzing the optimal results in Table 4 can
come to the same conclusion. It indicates that these two algorithms get similar

Table 3 The parameters set
in particle swarm
optimization algorithm

Parameter Set Parameter Set

Population size N 80 Maximum
velocity vmax

100

Inertia weight range 0.9–0.4 Accelerate
coefficient c1

2

Maximum iteration
tmax

500 Accelerate
coefficient c2

2
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Fig. 3 The evolution curve (left) and MAC value (right) of 10 sensors from PSO algorithm

1 2 3 4 5 6 7 8 9 10

1
2

3
4

5
6

7
8

9
10
0

0.5

1

ModeMode

M
A

C

0 100 200 300 400 500
0.055

0.06

0.065

0.07

0.075

0.08

0.085

0.09

0.095

Iteration

Variance of optimal solution

Fi
tn

es
s

Fig. 4 The evolution curve (left) and MAC value (right) of 20 sensors from PSO algorithm
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Fig. 5 The evolution curve (left) and MAC value (right) of 30 sensors from PSO algorithm
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results. But comparing the average time-consuming of each computation, PSO
algorithm saves nearly half the time than GA, so it can greatly improve the
computation efficiency of OSP based on PSO algorithm. The main reason for this
result is that PSO algorithm avoids the complex genetic operators compared with
GA. Thus, reducing the computation complexity of PSO algorithm significantly,
and improving execution efficiency and saving computation time.
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Fig. 6 The MAC value obtained by cumulative method (left) and EI method (right)
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Fig. 7 Comparison of the average fitness value curve of GA and PSO algorithm

Table 4 Comparison of the optimal results of GA and PSO algorithm

Algorithm 1 2 3 4 5 6 7 8 9 10 Average
time (s)

GA 0.034 0.042 0.039 0.033 0.039 0.032 0.040 0.032 0.033 0.035 18.26
PSO 0.029 0.035 0.026 0.033 0.029 0.039 0.029 0.035 0.026 0.033 9.850
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5 Conclusions and Future Work

For solving the OSP of long-span cable-stayed bridge, the PSO algorithm is
studied to optimize the sensors placement. Following are the conclusions of OSP
for a long-span cable-stayed bridge example.

PSO algorithm is simple, easy to understand, and the computation process is
easy to program. The analysis of the stimulation example shows that this method
can be applied in the long-span cable-stayed bridge OSP, and better results can be
obtained. In initializing the population, we used dual-structure code to improve the
encoding. In optimization process, linear decreasing inertia weight is adopted to
balance the global and local search capacities of particles. So it can escape from
the local optima, and also ensure the convergence of the algorithm at the same
time. PSO algorithm abandons the complex genetic operations, so that it has higher
computation efficiency and consumes less computation time than the GA for OSP
problems. To determine the number of sensors, this paper just compares the sensor
placement results of three cases to select the appropriate number and has not yet
proposed system method. How to determine the number of sensors will be the next
focus.
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A Method for the Shortest Distance
Routing Considering Turn Penalties

Lihua Zhang and Tao Wang

Abstract A shortest distance route is crucial in emergent navigations including
rescue and military applications. This paper proposes a method of the shortest
distance routing considering turn penalties. First, unnavigable shallow areas are
obtained based on tracing of the safety contours, and they are processed together
with other fixed obstacle areas. Then paths bypassing two sides of obstacle areas
are analyzed, a binary tree of route is created, navigable paths are tested, and a
shortest route is acquired automatically. Finally, a penalty is considered for each
turn, and different penalties of turn angles are further analyzed. Experimental
results demonstrate that the proposed method can acquire a shortest distance route
considering turn penalties.

Keywords Shortest distance � Route � Turn penalties � Obstacle

1 Introduction

The technology of Electronic Navigational Charts (ENC) has been used increas-
ingly in marine navigation. In the ENC system, the most common application is to
determine an optimal or a most economical route (path) from any start point to the
destination point without crossing any landmass (also called obstacle or barrier
area) including shoals [1, 2]. An optimal planned route is a foundation of safe
navigation on the sea [2, 3]. The civilian routes are usually immutable [4], but it is
necessary to search optimal routes for a prompt navigation in military, especially in
the emergency. In recent years, many scholars have paid attentions to the study on
the shortest distance routing between any two points in the chart using the com-
puter’s automatic solution. Zhang et al. build the mechanism of bypass the obstacle
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area automatically based on the predefined principles and propose the automatically
creating algorithm for optimal routing on the platform of Electronic Chart Display
and Information System [5, 6]. These methods have greatly improved in the quality
and efficiency of the traditional routing. However, besides the index of the shortest
distance in chart, these methods do not take into account the limiting conditions of
maneuverability, such as the route’s turning times and steering angle, etc. Although
a method for automatic routing based on comprehensive evaluation on limiting
conditions of maneuverability is proposed [7], a turn penalty is still not considered.
The vessel has a certain turning radius and inertia, and will have a certain penalty
(lose time and voyage) when turning. Therefore, it is significant to study the
shortest routing considering turning penalties.

2 Acquisition of Obstacle Areas

2.1 Tracing of Safety Contours

In the process, safety contours, depending on the draft of the vessel, needs to be
traced based on digital depth model. Nowadays there are two methods for contour
plotting (i.e., triangulation and grid contouring). Because data used for navigation
in a chart is an irregular distribution usually, this paper traces contour using
triangulation contouring. Contouring from triangulated data uses a triangulation
technique and interpolates values based on the source data, then traces all equal
depth nodes orderly [5]. Figure 1 shows a part of TIN and contours in a sea area.

For the convenience of modeling, definitions are given as following: If the left
of a contour is the shallow area and the right is the deep area along the tracing
direction, the direction is defined as positive, or else negative. As Fig. 1 shows, the
directions indicated by arrowheads are positive. Furthermore, contours are cate-
gorized into three classes: the class I is a closed curve, inside of which is at a lower
elevation than that outside (i.e., a depression) (as c1 shown in Fig. 1), the class II is
closed curve whose inside is a highland (as c2 shown in Fig. 1) and the class III is
unclosed (as c3 shown in Fig. 1) because of the limit of the local study area. The
closed contours and the unclosed ones are distinguished depending on whether the
start point and the end one are a superposition or not. However, both of the class I
and the class II contours are closed. So they are further differentiated depending on
whether nodes of a contour are a clockwise or anti-clockwise arrangement [5].

2.2 Safety Areas Derived from Contours

A safety contour is a boundary of a navigable area and a unnavigable one for a
vessel. The inside of the class II is an island or a shallow ground, which is a shallow
obstacle area for safe navigation. The class III contour is unclosed, and it needs to be
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closed with the boundary of the studied area along its positive direction. The inside
of the closed polygon is also a shallow obstacle area. The class I contour located in
inside of a greater shallow obstacle area. Although inner part of the contour is deeper
than safety depth, yet the exterior obstacle of it cannot be traversed, the inside of the
class I contour is also incorporated into shallow obstacle areas.

There are some influencing areas of fixed obstacles (i.e., shipwrecks and mines)
except for shallow areas derived from safety contour. These influencing areas, not
changing with a changing safety depth, are regarded as fixed obstacles areas, as a
range represented using a rectangle (as A1 shown in Fig. 2). To make the display
neater, irregular boundary of source data is cut out, and a regular rectangle
boundary is formed.

Fig. 1 TIN and contour

Fig. 2 Obstacle areas. Obstacle areas is represented by the red and avigable areas represented by
the white. a Obstacle areas not including the extended areas. b Obstacle areas including the
extended areas
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2.3 Extension of Obstacle Areas

Inaccuracy of obstacles’ position and ships’ positioning, a gyral buffer of ships’
operation and influence of wind and flow might bring an uncertainty for safe
navigation. In consideration of room for safety, initial obstacle areas are extended
to a certain extent. A method of angular bisectrix is used to extend uncertain
influence areas of obstacles in this paper, and the extended areas are delineated
with the yellow, as shown in Fig. 2b.

2.4 Processing of Obstacle Areas

The areas might intersect each other (e.g., obstacle areas A2 and A3 shown in
Fig. 2a) after some obstacle areas are extended. The intersected areas need to be
merged further. An example for the merged area is A4 as shown in Fig. 2b. The
red areas represent obstacle scopes, the yellow area represents uncertain range for
safe navigation, and the blank areas are navigable ones in the final result.

3 The Shortest Routing Considering Turning Penalties

3.1 Creation of a Route Binary Tree

As Fig. 3 shows, the test line ST is created from the start point S to the destination
point T. If ST is not intersectant with any obstacle area, the line segment ST is the
shortest route directly, otherwise a route binary tree needs to be created. First, the
nearest obstacle area (O1) to the current test point S needs to be searched, and each
azimuth of the start point S to each vertex of the current obstacle polygon is
computed, respectively. Two extremums of azimuths, respectively locating the left
and right side of the nearest obstacle area are acquired, and two key points (P1 and
P3) and corresponding paths are recorded, respectively. Second, two new test lines
(P1T, P3T) are created from the two key points to the destination point. If the new
test line (P3T) is not intersectant with the current obstacle area (O1), the point P3 is
recorded as a node of the route binary tree. If the new test line (P1T) is intersectant
with the current obstacle area (O1), the point P1 is only recorded as a transitional
point, and tests are continued to be performed until P2T is not intersectant with the
current obstacle area (O1) and the point P2 is recorded as another node of the route
binary tree. Then two nodes of the route binary tree (P2 and P3) are regarded as
current test points, and the above operations are repeated until the test line from
the node of the route binary tree to the destination point T is not intersectant with
any obstacle area. Finally, navigable routes of the binary tree are analyzed and
contrasted, and the shortest route is obtained, as SP3P4P5T shown in Fig. 3.
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3.2 Improvement of the Route Binary Tree

There maybe an excrescent point in the created route (e.g., the P2 in the route
SP1P2P6P7T, as Fig. 3 shows), so an additional test is necessary. If the test line
linked by former point (P1) and latter point (P6) of the current point P2 is not
intersectant with any obstacle area, the current point is an excrescent point, and it
should be deleted in the route.

On the other hand, the created path of the route binary tree is also possible to be
intersectant with a new obstacle area (e.g., SP3 is intersectant with O3, as shown in
Fig. 5). If the binary tree motioned above is created, two paths SAP3 and SBP3

should be inserted to the original binary tree. Similarly, SA is still possible to be
intersectant with a new obstacle area, the repeated test is necessary.

There maybe an excrescent point in the created route (e.g., the P2 in the route
SP1P2P6P7T, as shown in Fig. 3), so an additional test is necessary. If the test line
linked by former point (P1) and latter point (P6) of the current point P2 is not
intersectant with any obstacle area, the current point is an excrescent point, and it
should be deleted in the route.

On the other hand, the created path of the route binary tree is also possible to be
intersectant with a new obstacle area (e.g., SP3 is intersectant with O3, as shown in
Fig. 4). If the binary tree motioned above is created, two paths SAP3 and SBP3

should be inserted to the original binary tree. Similarly, SA is still possible to be
intersectant with a new obstacle area, the repeated test is necessary.

3.3 Turning Penalty

However, the maneuverability, besides the index of shortest distance in chart, is
another important factor for the route evaluation [7]. The vessel has a certain
turning radius and inertia, so a certain penalty should be considered for loss of
voyage and time when turning [2]. Usually, the turning times should be as small as
possible and the steering angle should be little during a voyage.

S

3P 4P 5P

1P 2P

6P 7P

2O
T1O

Fig. 3 Creation of route
binary tree
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To consider effect of the turning on the route, a certain penalty is added when
turning one time. If the initial distance is s0, the distance considering a turning
penalty is s = s0 + sTP. Given turning times are n, the distance considering the
turning penalties is computed with the following expression:

s ¼ s0 þ n� sTP ð1Þ

In fact, the steering angle should also be considered during a voyage. The

course is altered from Pi�1Pi
���!

to PiPiþ1
���!

during bypassing the point Pi along the
route as Fig. 5 shows, and h (difference of two courses) is the steering angle. As
general, the larger the steering angle h is, the maneuverability is more difficult to
perform and the turning penalty should be increased correspondingly.

As Fig. 5 shows, the planned route is a direct line distance from A to B, namely
is APi + PiB. In fact, turning is a gradual progress, and an arc track will appear. At
the same time, the arc track should be locating the side of safe areas, as in Fig. 6.
Thus, the arc distance during turning can be represented r � 2h (r is a gyral radius,
1,244 m is used in this paper, unit of h is radian), and the turning penalty can be
computed with the following expression:

sTP ¼ r � 2 h� APi þ PiBð Þ ð2Þ

The expression is simplified as:

sTP ¼ 2r h� 4r sin
h
2

ð3Þ

A regular arc during turning is an ideal case, an effective coefficient g is used in
fact (for example g = 0.6), the expression can be as follows:

sTP ¼ 2
1
g

r h� 4 r sin
h
2

ð4Þ

S

3P 4P 5P

1P 2P

6P 7P

2O
T1O

A

B
3O

Fig. 4 Improvement of the
route binary tree
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In addition, slowdown effect is also necessary to be considered during turning, a
formula is cited directly [8].

V

V0
¼ �8:697þ 6:361 K 0 þ 7:960CN � 5:295K 0 CN � 0:226 CN h

þ 0:667 K 0ð Þ2þ 0:028 h2 ð5Þ

V0 is a normal velocity, V is a velocity considering slowdown effect, K0 is an
experiential coefficient (1.3966 is used in this paper), CN is the normal force
coefficient of the helm (1.2574 is used in this paper).

sTP ¼ 2
1
g

r h� 4 r sin
h
2

� �
� V0

V
ð6Þ

1−iP

iP

1+iP

θ

1−iP

iP

1+iP

θ
A

O

B

(a) (b)

Fig. 5 Turning penalty. a The steering angle shown by difference of two courses. b An arc track
during a gradual turning

Fig. 6 The shortest routing not considering turning penalty
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4 Applications and Discussion

To demonstrate the proposed method that is available, this paper makes two
experiments with the same data as shown in Figs. 6 and 7. A bold and black line
from S to T (as shown in Figs. 6 and 7) is a route for vessels with safety depth of
10 m, which is the shortest route automatically created. Turning penalty is not
considered in the shortest routing as Fig. 6 shown, while the shortest route con-
sidering turning penalty is changed obviously as shown in Fig. 7.

5 Conclusion

This method can acquire shallow areas by tracing safety contours and handling
obstacle areas. Then the shortest route considering turning penalty is created
automatically in ENC. Experimental results demonstrate that the shortest route is
possible to change after turn penalty is considered. In future studies, dynamic
changes of water levels, and other requirements should be considered.

Acknowledgments This study is supported by the National High Technology Research and
Development Program of China (2012AA12A406) and the National Natural Science Foundation
of China (41171349).

Fig. 7 The shortest routing considering turning penalty
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Space Robot Teleoperation Based
on Active Vision

Cheng Huang, Huaping Liu, Fuchun Sun and Yuming Sheng

Abstract In order to increase the robustness of space robot teleoperation system
and good operational performance, the article design a set of haptic feedback
system based on hand controller data glove and active vision system, which
depend on the Pan-Tilt-Zoom (PTZ) camera and Kinect camera. It makes opera-
tors have the feeling of immersive. This system requires two operator cooperation,
one processing Active Vision tracking and image processing, one controlling the
movement of robot under the good perception environment. At the same time,
Good interpersonal interface design to alleviate the pressure of the operator, in
order to study the real space teleoperation scene, we use the software to set the
delay system to make the operator to verify the performance of the system in the
case of delay. The experiments show that no matter in the presence or absence of
delay, the system completes the tasks at a high success rate.

Keywords Teleoperation � Active vision system � Time delay � Perception
environment
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1 Introduction

With the rapid development of space technology and the establishment of space
station and space shuttle, the demands for space robot teleoperation system are
increasing as there’s lots of space experiments and efforts. The main research of
telerobot system is to ensure the robustness of the system (namely stability) and
good operational performance (namely transparency). Transparency means the
telerobot system can provide sound-surround ambiance, which includes sight and
force sense with telepresence telerobot system, including visual presence and force
Telepresent. The existence of delay during the transmission [1–4] is the major
technical difficulties for the telerobot system, which made the operator unable to
catch the operating ambient on time, and influences the operation. In order to
improve the maneuverability, here we establish an Active Vision System which
based on video camera with Pan-Tilt-Zoom (PTZ), which adjusts the visual per-
spective automatically to achieve the target tracking, and reconstruct the three-
dimensional visual scene with Microsoft kinect camera. It makes operators have
the feeling of immersive. It uses the technology of GPU [5] parallel with com-
puting to accelerate the image information processing capabilities to reduce the
time of information transmission. In this article, it uses software to set the delay
system to simulate the real space teleoperation.

2 System Architecture

2.1 Ground-Based Monitoring Section

The main equipment is hand controller (data glove), four computers, three mon-
itors, virtual reality equipment. The manipulator operating data and the entire
system is controlled through a computer which connected with the hand controller.
Take one computer as a display and control of the three-way image data. Virtual
reality system is made of a computer, a monitor, and a virtual device. Statistics
storage and dynamics simulation processed by the other two computers. The below
is the framework of the program (Fig. 1).

2.2 Simulated Space in the Rail Section

Seven degrees of freedom in orbit manipulator is made of three PTZ cameras on
kinect camera, one is for global scene acquisition, one is for robotic arm move-
ment tracking, and one is for target supervision.

The three-way image acquisition card as a video capture interface plan and
control the robotic arm movement, taking advantage of the orbit of the IPC. One
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computer collect video signal got by the video capture board, and track and check
to process data send by IPC. The below figure is the simulation scenario (Fig. 2).

3 Active Vision System

The vision system is the key technology for the Space teleoperation, and it made
the robot arm system with high-level perception institutions, and provides infor-
mation of the real image and special positions for the target object. Then the robot
arm system react the surrounding environment in an intelligent and flexible way,
and the reliability and safety be improved.

And at the same time, the visual system feedback the state and the environment
of the manipulator to the operator, then the operator can make error diagnosis and
take measurement. The active vision systems [6, 7] provide a sensitive perception
system for the robot arm in remote control system, and the target information pass

Fig. 1 Structure of control system for the space robot
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to the operator on the ground timely. It’s easy for the operator to solve the problem
in an effective way. He can take action before mechanical arm action, and feed-
back information in the course of action to suit the environment.

3.1 A Based on Active Vision Pan-Tilt-Zoom (PTZ) Camera

The robot arm system is a space station platform, it can change the angle of the
camera, so it needs the camera with automatic adjust function to keep tracking. It
is difficult to catch unless it’s with a separated control system. But if so, it will be
very complicated. We can solve this problem easily if we choose PTZ camera, as
the PTZ camera can adjustment angle in the horizontal and vertical directions, so it
suit for the system. The PTZ camera target tracking system shown in Fig. 3, we
used two sets of wireless transceivers to achieve wireless transmission of the
image and the control instruction.

3.2 Target Tracking Algorithm

In order to make the robot arm focus spatial capture job, it is very important to
catch the target tracking. The basic idea is to use a series of targets which with
reliable and characteristics descriptions, and then select the appropriate algorithm
to detect these features in consecutive video frames, then get the movement locus
of the target. Therefore, it is closely related between targets tracking algorithm
with the selected characteristics. The key issue for the visual tracking is how to
select effective features to achieve stable tracking. It has been studied extensively
for various tracking algorithm, such as the particle filter tracking algorithm [8]

Fig. 2 Space simulation
scenarios
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based on the characteristics of color, Speed Up to Robust Features (SURF)
tracking algorithm [9] based on local features, Principal Component Analysis
(PCA) tracking algorithm [10, 11] based on the contour feature.

The target object can artificially increase the calibration points, suppress
background noise with the bright colors characteristic, and guarantee high real-
time in the ground simulation system. Finally, the particle filter tracking algorithm
based on the characteristics of color is the main tracking algorithm.

In this article, we choose the Gaussian distribution function [12] as a density
function (a priori probability density function), which is considering the target
movement is a random process, and the process is similar to the Brownian motion
of the particles, the state of motion in any time is independent of the previous
states, and the path of movement is continuous, so this choice is reasonable. The
experimental results show that, it can get better tracking results if takes the
Gaussian distribution function as the important density function.

Color-based particle filter tracking algorithm [13] is divided into the following
processes:

� Initialization process
Target region of interest in the image annotation manual observation produces
the particle set, fxm

t0
g as the Regional Center for the origin, and as m ¼

1; . . .;M; each particle represents a goal that may exist in the region.
` Particle propagation process

According to the dynamic model of target movement (Here, we illusion the
target motion obeys normal distribution, and this is reasonable because of
random motion), each particle follows the rules that transfer process from one
sate to another independently, and get the new particle set of the next time. It
means that the particle set of time in t {xt

m}, can get the particle set of time in
t + 1{xt+1

m } by transfer state.
´ Observation process

Then turn to observe these new propagation particles, and calculate the sim-
ilarity of their propagation state between the original sate, that is to calculate
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Fig. 3 Active visual tracking system diagram
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the Bhattacharyya distance from the color histogram to the reference histo-
gram of each new particle region (namely the weight of each particle). If the
distance is very far, that means the particle set is closer to the reference model,
and its weight is heavy, one the contrary, the weight is light.

ˆ The estimation procedure
Check the probability after calculating for those with heavy weight particles,
which is more than N B M. And finally figure the expected value as below:

E xtþ1ð Þ ¼
XN

n¼1

xn
tþ1xn

tþ1 ð1Þ

The mark of xt+1 represents for the weight (probability) of each particle region
for each particle area obtained weights (probability). Take the expected value as
the optimal estimation of the target state at time t + 1.

Experiments show that this algorithm reflects tracking the target with color
characteristics in real-time, and the speed of video processing reach 14.58 FPS
(frames per second). Figure 4 is a few frames of the video images captured from
the tracking process, which be marked in the image. We can see that the color-
based tracking is more effective, if there’s a big difference between background
and target.

3.3 Three-Dimensional Reconstruction for Kinect

The Light coding, the content of Kinect, technology, measures the space of code
for needed ones under using lighting; it is also called structured light technique.
But the light source is not a pair of two-dimensional periodic variation, but a
‘‘body code’’ with the 3D depth, and this is the main difference from the traditional
method of structured light. This light source is called as laser speckle, it was
formed by the laser irradiation on the rough objects or the random diffraction spots
through the frosted glass. These speckle, with high randomness, changes different
image according to the variation of the distance. That is to say the two speckle
patterns in spatial arbitrary are different. As long as the space is with the structure
light, the whole space is marked. We can know the exact position of the object
only to find the speckle pattern on this object. Of course, we should record all
speckle patterns in the whole space. And that needs to demarcate the light source.
The calibration method is that, note the reference plane down in different posi-
tions. If the space activities if the range of 1–4 m from the Kinect, take a reference
plane in each 10 cm, then we note 30 pcs speckle image.

Take a speckle image photo when needed measure, shooting a scene to be
measured. Then we would make cross-correlation operation between this image
and the saved 30 pcs reference images. In this way, we will get 30 pcs correlation
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images, and find the locations of the object in the space. Also it shows the peak on
these images. If we lay all data of the peak, and with some interpolation, we will
get a 3D shape with whole scene. The Fig. 7 is the 3D reconstruction.

4 Design for Time Delay System

In order to research impact of network delay on teleoperation in the laboratory, we
use software timer to simulate the delay. As each hardware sensor corresponds to a
sensor object in the software system, data transmission and retransmission oper-
ation is based on each sensor object, therefore, each object should correspond to a
timer.

Since the timer resend to the corresponding sensor if it meets overtime, and the
timer be reset when the data be received. And the timer will not be reset if the date
packet be received. Then the retransmission queue is sent to the sender as the timer
expired after a period of time. After the sender receives the retransmission queue,
he would check the corresponding bite bits, and send back. The one-way delay is
around in 0–5 s. If simulation the communication delay and the universe com-
munication delay, the delay date is showed by interface input or read from ini-
tialization file. Module controls the delay by compare the packet reception time

Fig. 4 Particle filter based on color tracking process
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and transmission time. Figure 5 is a schematic diagram of the communication time
delay mechanism.

5 Experimental Results and Analysis

As it is time-consuming for the image information processing, so here we use GPU
to parallelize accelerated processing, for the detail parts, please check the paper
wrote by Liu [5]. The whole ground control is mainly responsible for the content of
the two parts. One is the human–computer interaction process of the operation
control mechanical arm, and one is the tracking manipulator operation process by
controlling the camera. So it needs two operators to cooperate and to finish the
whole system. One person is responsible for tracking control; the other is respon-
sible for human–computer interaction. The operation interface as below (Fig. 6):

Control the state of the camera can be controlled manually before the tracking
(via U, L, R, D, H and other key artificial adjustment of the camera rotation), and
search the interest targets in the searching range.

Fig. 5 Schematic diagram of the communication time delay mechanism
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Then choose tracking target through the observation window (Observer), and
use the correlation algorithm which mentioned in this paper. In the process of
tracking, he should adopt the heuristic judgment, and send commands to the
camera by the computer, and keep the target always at the near of the center of the
image coordinates. At the same time, the teleoperation controller sends control
instructions to the mechanical arm system according to the images returned by
camera, and filially catch the target (Fig. 7).

The control of mechanical arm mentioned in this paper mainly control by hand
heterogeneous. It adopts the connection in series of a double parallel four-bar
mechanism and a diamond connecting rod mechanism. The motor is almost on the
base, reducing the moment of inertia of moving parts. The mechanism of the
coupling movement light and it can achieve free translation in three different
directions, and the influence between each other is almost neglected. Figure 8
shows the graph structure of a heterogeneous type master manipulator.

5.1 Experimental Verification

In the above-mentioned, we designed a seven degrees of freedom controller based
on the vision system. Hand controller is the basic input device of robot teleop-
eration. On one hand, it can check the hand position information of the robot
operator, as a control instruction to control the remote manipulator’s position and
movement. And on the other hand, it will feedback the interaction information of
the mechanical hand and environment to the operator’s hands, the operator can

Fig. 6 Three image data display and control interface

Space Robot Teleoperation Based on Active Vision 237



Fig. 7 The manipulator control interface

Fig. 8 Structure of a
heterogeneous type master
manipulator
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understand and judge the environment and the robot according to the feedback,
that the operator can control the feeling of robot with force telepresence, which
helps the operator remote control robot to complete the work accurately.

The operator can judge the position between the end of arm and performed
tasks with the active vision system and a three-dimensional Kinect view, to
coordinate feedback information on data glove device. Then can get the vision and
haptic information of space simulation scene. The operator has the feeling of
immersive, the probability of success, and efficiency increasing.

5.2 The Experimental Results

We did two groups of experiments, one is with 5 s operation delay and one is
without any delay based on the above-mentioned experiment system. Through the
comparison of few experiments, we found that probability of success is almost same
for within delay and without delay; the main difference is depending on the fin-
ishing time. The Completed tasks in the experiment: � manipulator grasping the
object, ` put the object into a large paper tube, ´ put the object to the drawer in
safety, ˆ close the drawer and return back. The experimental process is shown in
Fig. 9.

Fig. 9 Experimental process
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6 Conclusion

In the paper, the active vision system and manipulator force feedback to the
operator, provides visual and haptic information. That made the operator have a
feeling of be personally on the scene with high transparency. At the same time, in
order to simulate the delay of space robot teleoperation, we use software to set the
delay system that made the operator experience real teleoperation scenarios.
Through the experiment, the system can complete a certain complexity work.
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Listed Company Reorganization Risk
Evaluation Based on Neural Network
Model

Wang Zuogong and Li Huiyang

Abstract The reorganization of listed company is a complicated system engineer
with great risk. While aiming at risk characteristics of listed company reorgani-
zation, this paper builds up evaluation index system of listed company reorgani-
zation risk, designs risk evaluation model based on variable structure neural
network of re-linking random process, trains the model by using 10 cases of listed
company reorganization and assess the reorganization risk of four listed company.
The result shows that the average relative error of the model is 2.44 %, and the
largest relative error is 2.96 %, which means that the model has a preferable
prediction result.

Keywords Listed company � Reorganization � Neural network � Variable
structure � Risk evaluation

1 Foreword

In addition to general requirements of unlisted company, the reorganization risk of
listed company has its own characteristics. In particular, listed company is dif-
ferent with unlisted company in aspects such as applicable regulation, government
supervision, information disclosure, and stock price volatility.

Research on risk evaluation of listed company reorganization is mainly focused
on financial risk, financing risk, and integrated risk. Pan Jin proposed risk eval-
uation method [1] using three index, including risk factors, expected revenue, and
risk rate. Tan considered that the financial risk of listed company reorganization is
mainly manifested in target company valuation risk, financial risk, liquidity risk,
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and leverage risk [2]. Zhang considered that listed company financial risk could be
divided into external risk and internal risk, which is important because of the
imperfect environment for reorganization and financing, obstacle existed in the
financial process and relatively great payment risk [3].

Traditional risk evaluation method is hardly to satisfy scientificalness and
accuracy of listed company reorganization risk evaluation at the same time. As a
result, it has extremely important significance to find a new method that can be fit
for freeway investment risk evaluation.

Neural network is defined as an engineering system that stimulates human brain
structure and intelligent behavior based on the understanding of human brain
operation mechanism and organization structure. The most common type of
neutral network is BP neural network. BP neural network is multilayer feed for-
ward neural network based on error back propagation algorithm. BP neural net-
work has several advantages like self-organized learning, fault tolerant, high
nonlinear mapping, and generalization. Neural network has been widely used and
has made great achievements in risk evaluation area. Lou [4] applies neural net-
work to high-tech project risk evaluation; Cui [5] introduces artificial neural
network modeling method and builds high-tech agriculture investment project risk
evaluation model; Wang [6] summarized and analyzed the contradiction between
traditional neural network operation speed and accuracy, improved the structure of
traditional neural network evaluation model, built variable structure neural net-
work evaluation model. While applying the model into freeway project investment
risk evaluation, taking historical data and each project technology index as input
value and each index that project evaluation depends on as output value, we can
achieve a preferable evaluation result.

2 Modified BP Network Model and Algorithm

BP neural network, which belongs to learning algorithm with mentor (error back
propagation algorithm), is made up with neuron and links between neuron. The BP
network can be divided into input layer, hidden layer, which could contain several
layers, and output layer. The structure and learning principle are shown in Fig. 1.

Based on the gaps of previous related research, the paper presents a quasi-three-
BP (Back Propagation) neural Network in terms of structural optimization to
improve accuracy. For a quasi-three-BP neural network, this paper presents ran-
dom reconnection process from input layer neuron to hidden layer neuron and
from hidden layer neuron to output layer neuron. Figure 2 shows the Quasi-BP
neural network topology structure after the process of random reconnection when
C = 4. Through the process of self-organized study, by using random reconnec-
tion study algorithm[9], the operation precision of BP neural network is modified.
The specific algorithm is shown below:

At the step N in the process of training study, for the weights of hidden layer
and output layer, steps are as follows:
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(1) Review the each neuron i of output layer one by one, and take the connecting
hidden layer neuron j 2 [0, C];

(2) Order n1 2 [0, 1] as a random number;
(3) If n1\

p1E
wij

, disconnect the link and one end of hidden layer neuron;

Fig. 1 The diagram of structure and learning method for BP network

1 

2
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4

N-5

N-5

N-5
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N-5

N

Input layer

Output layer

Hidden layer

Fig. 2 The topology of quasi-BP neural network after re-linking randomly
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(4) Order that new hidden layer neuron g, g 2 {1, 2, …, N} is a random number
while g 6¼ j, which means that new hidden layer neuron and former con-
necting C number hidden layer neurons are not overlapping at all;

(5) Order n2 2 [0, 1] as a random number;
(6) If n2 2 q1wig

E , take hidden layer neuron as new connecting joint; otherwise turn
to (4);

(7) To each activated hidden layer neuron and its connection weights, according
to the following way updating:

Wkj nþ 1ð Þ ¼ wkj nð Þ þ g
Xp

p¼1

dkpOjp

dkp ¼ dk � Okp

� �
Okp 1� Okp

� �

(8) When E� e, the process of training study will be finished; otherwise,
n = n + 1, turn to (1).
If weight value between hidden layer and input layer has similar algorithm,
update as following:

vji nþ 1ð Þ ¼ vji nð Þ þ g0
Xp

p¼1

dkpOjp

dkp ¼ dk � Okp

� �
Okp 1� Okp

� �

Here, vji is original weight between input layer neuron and hidden layer neuron;
wkj is original weight between hidden layer neuron and output layer neuron, every
v and w is larger than 1 and relatively small. C is the number of hidden layer
neuron connecting with every input layer neuron or output layer neuron. N is taken
as the neuron number of hidden layer in BP neural network, while E is taken as

output error in BP neural network p1 ¼ min wf g
E ; p2 ¼ min vf g

E ; q1 ¼ E
max wf g ;

q2 ¼ E
max vf g, g and g0 are the smaller number to make sure that learning algo-

rithm cannot be shocked; P is shown as learning samples of neural network, Okp is
shown as the output of node k (k = l, 2,…, K) in output layer, dk is shown as the
expectation value of output accordingly.

Variable structure BP neural network adjusts connection strength (Vji) of input
layer node and hidden layer node, connection strength (Wkj) of hidden layer node
and output layer node and threshold through random reconnection learning algo-
rithm, makes sure that error could satisfy requirements and the corresponding
network parameter (weights and threshold) would be stored after training for
several times. Here, the trained variable structure BP neural network can handle
the input information from similar sample itself and output information which is
with least error and have been nonlinear transformed.
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3 Listed Company Reorganization Risk Evaluation
Method

During the process of random disconnection and reconnection, due to self-learn-
ing, the connection number of hidden layer neuron is different. Neuron that plays
an important role in risk evaluation always has more connection number, and its
weight is an important parameter that can influence the evaluation. With more
connection number, the neuron is more important in system evaluation. Variable
structure BP neural network has advantages such as strong nonlinear mapping
ability[11], self-organized study, and no necessary to reveal equations that describes
the relationship between inputs and outputs. Therefore, it has great adaptability to
the risk evaluation project that has complicated factors and can solve contradic-
tions between operation precision and efficiency.

Factors that can influence listed company reorganization risk are multiple and
complex, and the risk evaluation is to figure out the final risk evaluation result by
evaluating each factor in listed company reorganization. Therefore, different
evaluation index has different weight. During the process of random disconnection
and reconnection of variable structure BP neural network, different hidden layer
neuron can correspond to different weight of different evaluation index in listed
company reorganization risk evaluation model. Therefore, we can take factors of
listed company reorganization risk evaluation as inputs, take final evaluation value
as and output, and evaluate listed company reorganization risk by using BP neural
network to describe the non-linear mapping relationship between the input and the
output

3.1 Listed Company Reorganization Risk Evaluation Index
System

Following the principles of considering suggestions of technical experts, invest-
ment experts, market experts, and venture capitalists, from the perspective of
systemic risk and non-system analysis, this paper comprehensively analyzes risk
factors of listed company reorganization and their characteristics and builds risk
evaluation index system shown in Fig. 3:

1. Policy and regulation risk: The listed company reorganization is not only about
cooperate law, contract law, and securities law, but also about series of rules
such as merger regulation of listed company, information disclosure, and stock
transaction in the secondary market. Policy and regulation risk mainly includes
approval risk, violation risk, and policy change risk.

2. Business risk: business risk points to risk existed in acquired company during
business development while mainly including industrial risk and production
risk.
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3. Detection risk: detection risk points to risk existed in financial of acquired com-
pany while mainly including cash flow risk, balance sheet risk, and profit rate risk.

4. Financial risk: financial risk points to risk caused by the volatility of financial
market while mainly including interest rate risk, exchange rate risk, financing
risk, and stock price volatility risk.

5. Technical risk: technical risk points to risk existed in aspect of technology in
acquired company while mainly including patent risk, core technical personnel
risk, and technical innovation risk.

Approval risk R1

Violation risk R2

Policy change risk R3

Industrial risk R4

Product risk R5

Cash flow risk R6

Balance sheet risk R7

Profit rate risk R8

Interest rate risk R9

Exchange rate risk R10

Financing risk R11

Stock price volatility risk R12

Patent risk R13

Core technical personnel risk R14

Technical innovation risk R15

Raw material risk R16

Sale risk R17

Cultural integration risk R18

Human resource integration risk R19

Business integration risk R20

Financial integration risk R21

Market integration risk R22

Business risk U2

Detection risk U3

Financial risk U4

Technical risk U5

Market risk U6

Management risk U7

Policy and regulationrisk U1

R
isk E

valuation Index System
 of L

isted C
om

pany R
eorganization

Fig. 3 Risk evaluation index system of listed company reorganization
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6. Market risk: market risk points to risk of raw material and production price
volatility during managing in acquired company, while mainly including raw
material price volatility risk, and sale risk.

7. Management risk: management risk points to risk existed between acquiring
company and acquired company in reorganization process while mainly
including culture integration, human resource integration, business integration,
financial integration, and market integration.

3.2 Constructing a Variable Structure BP Neural Network

According to the index system of freeway investment project risk assessment, we
decide the number of input layer neuron as p = 21. There is one neurons of output
layer to evaluate conclusion; the number of hidden layer neuron are
C¼minðNK ; N

PÞ = min(4, 84) = 4. In the initial state, we can assume that the input
layer neuron is connected with four hidden layer neurons successively; the output
layer neuron is connected with four hidden layer neurons randomly. We can
conduct Quasi-BP network with three layers by using random reconnection
algorithm and error back propagation algorithm.

3.3 Comprehensive Evaluation

There are not only qualitative factors but also quantitative factors in the index
system of listed company reorganization risk assessment. It is difficult to decide
the weight even for quantitative factors. Thus, it is necessary to normalize each
evaluation index and adopt expert scoring to the average risk index before
applying the neural network model. The levels of expert scoring method and
scores are as given in Table 1.

There is only one unit of comprehensive evaluation to output that uses evalu-
ation results. If the score of the output is higher, the overall investment project risk
is lower. On the contrary, if the score of the output is lower, the overall investment
project risk is bigger.

When BP neural Network is applied to listed company reorganization risk
assessment, it is necessary to collect a certain number of forensic testing results as
training set to train the neural network. The choice of training set must be
authoritative evaluation results with high reliability. After neural network is
trained, the trained weight and threshold are stored and to forecast projects, which
will be assessed. As long as experts give the values of the indexes, the neural
network can figure out the average risk value of the project and the final evaluation
result can be obtained from the output layer.
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4 Case Study

On the foundation of evaluation index system, evaluate the reorganization risk of
four listed companies by using variable BP neural network model.

First, we employ experts to assess the investment risk of ten typical listed
companies’ reorganization cases. According to the designed index-evaluation
system obtain the training set of the neural network, which are shown in Table 2.
By using the BP neural network to train the risk of the ten listed company reor-
ganization projects he results are obtained and are shown in Table 3.

As Table 3 shows, the average error of training sets of the ten freeway
investment risk evaluation is 2.38 % and the maximum error of training testing is
5.19 %. Thus, the fitting of the neural network is good, and the error is near 5 %.
Since the trained neural network have simulated and memorized function relation
between input variables and output variables, the trained neural network can
predict freeway investment risk.

Then we let experts take a risk evaluation to the freeway investment project and
get the evaluation data, which is shown in Line A, B, C, D. Then we make
predictions by using trained BP neural network, and the result is shown in Table 4.

From Table 4, it can be seen that the average relative error of prediction data set
is 2.44 %, and the largest relative error of the prediction set is 2.96 % while the
least relative error of the prediction set is 1.15 %, which means that the BP neural
network model is trained well and with relatively accurate prediction result.

5 Conclusions

Factors that influence freeway investment project risk are multiple and complex,
so it is with great reference significance for acquiring company, acquired com-
pany, and minority investors to find out an applicable listed company reorgani-
zation risk evaluation method. Based on traditional BP neural network, this paper
presents variable structure BP neural network model. In this model, different
hidden layer neuron connection numbers in the process of disconnection and
reconnection represent different weight of factors in the listed company reorga-
nization risk evaluation. In this paper, it takes factors of listed company reorga-
nization risk evaluation as the input, takes the final evaluation value as the output,
and then evaluates risks of four listed company reorganization projects. The result
shows that the average relative error of prediction data set is 2.44 %, the largest
relative error of the prediction set is 2.96 % while the least relative error of the

Table 1 Expert scoring
corresponding to risk level

Risk level Lower Low Ordinary High Higher

Expert scoring 1.0 0.7 0.5 0.3 0.0
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prediction set is 1.15 %, indicating that the result is quite accurate. Variable
structure BP neural network has strong ability of self-organized study, and can
solve the contradiction between operation precision and operation efficiency of
traditional network algorithm well. This model has a great application prospect in
the area of freeway investment and construction.
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Fuzzy Prediction of Molten Iron Silicon
Content in BF Based on Hierarchical
System

Qihui Li

Abstract A hierarchical fuzzy system model is presented based on data driving,
and then, the model is used to predict the molten iron silicon content in BF. As
input variables this model uses the control parameters of a current BF such as
moisture, pulverized coal injection, oxygen addition, coke ratio, etc. And variables
employed to develop the model have been obtained from data collected online
from Blast Furnace of Baotou Steel plant. This paper utilizes the fuzzy clustering
algorithm combined nearest neighbor clustering and fuzzy c-means clustering to
classify the input space. The simulation and error results show that the prediction
based on hierarchical fuzzy model and data-driven method has good approxima-
tion and fit the output characteristics of the system. The most important point is
that the number of fuzzy rules is greatly reduced.

Keywords Blast furnace � Hierarchical fuzzy system � Prediction � Silicon
content

1 Introduction

In the Blast Furnace (BF) ironmaking production process, hot metal temperature is
an important parameter to be controlled during the BF operation, and it should be
kept around a set point to obtain a homogeneous pig iron quality and a stable BF
performance [1]. Due to the fact that in the smelting, it is difficult to directly
measure the BF temperature, the silicon content in the molten iron is usually used
to reflect the BF temperature [2].
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As to the highly complex processes that take place inside a BF, then it should be
mathematically modeled on fuzzy logic theory to achieve an approximate
knowledge of their behavior. These applications of fuzzy prediction and control
with standard fuzzy system to BF can be found in many literature studies.
Although fuzzy prediction and control techniques have been successfully applied
to BF ironmaking production process, the applications are usually limited to
system with few variables. A fundamental limitation of standard fuzzy system is
that as the number of variables increases, the number of rules increases
exponentially.

The hierarchical fuzzy systems were proposed by Raju et al. in [3] as a way to
deal with the rule-explosion for fuzzy control applications. Their hierarchical
fuzzy system consists of a number of low-dimensional standard fuzzy systems
connected in a hierarchical fashion. Figure 1 shows a typical example of hierar-
chical fuzzy systems.

It is well known that standard fuzzy systems, as well as hierarchical fuzzy
systems are universal approximators [4].The low-dimensional fuzzy systems are
Takagi-Sugeno-Kang (TSK) fuzzy systems which were proposed in [5]. The
control method based on the data-driven is a new control algorithm born in recent
years [6]. This method only uses the saved large amount of input and output data to
online learn and calculate the control variables which can match with current state,
and can get all kinds of dynamic and static quality satisfying system requirements.

In Sect. 2, input and output variables employed to control the BF operation
which could be controlled by plant operators are selected, and the hierarchical
fuzzy systems are constructed. In Sect. 3, we use the hierarchical fuzzy systems
constructed in Sect. 2 to control the BF Ironmaking Process. Section 4 concludes
the paper.

yn=y

y3

yn-2

y2

… …

y1

x1 x2 x3 x4 xn

Fuzzy system 1

Fuzzy system 3

Fuzzy system (n-1)

Fuzzy system 2

Fig. 1 An example of n-
input hierarchical fuzzy
system
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2 Variables Employed and Construction of Hierarchical
Fuzzy Systems

2.1 Selecting Variables

Because not all monitored process variables have an influence on the silicon
content in the molten iron, it is necessary to select which ones will be used as input
data in the hierarchical fuzzy system. Input variables employed to control the BF
operation which could be controlled by plant operators, having a precise set point
assigned. Owing to their importance in BF control, the parameters used in the
present work are selected in Table 1.

2.2 B Construction of Hierarchical Fuzzy Systems

The TSK fuzzy system is constructed from the following rules:

If x1 is Al
1 and x2 is Al

2 and � � � and xni is Al
ni
; Then yi ¼ hl

iðx1; x2 � � � xniÞ ð1Þ

where Aj
l are fuzzy set, hj

l are linear or nonlinear functions, and l = 1, 2, …Mi.

Given an input xi ¼ ðx1; x2 � � � xniÞ
T 2 Ui � Rni , the output fi(xi) 2 R of the TSK

fuzzy system is computed as the weighted average of the hi
l in (1), i.e.

fi xið Þ ¼
PMi

l¼1 hl
i x1; x2 � � � xnið Þwl

iPMi
l¼1 wl

i

ð2Þ

where the weights wi
l are computed as

wl
i ¼

Yni

j¼i

lAl
i

xj

� �
ð3Þ

Table 1 Input variables and
delay time

Variables Delay times (h)

Silicon content, % 4
Blast moisture, gm-3 2

Pulverized coal injection, kg t�1
HM 2

Ore to coke ratio, kg kg-1 8
Coke charge, kg t�1

HM 5

Burden, kg t�1
HM 5

Blast rate, N m3 h-1 2

Oxygen injection, % in blast or N m3 t�1
HM 2
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Each low-dimensional TSK fuzzy system constitutes a level in the hierarchical
fuzzy system, there are eight input variables. The hierarchical fuzzy system is to
choose n1 = 2 and ni = 1 for i = 2, 3,���L. All the TSK fuzzy systems in the
hierarchy have two inputs, that is, 8-input hierarchical fuzzy system, which
comprises seven two-input TSK fuzzy system is presented in this paper. This
special hierarchical fuzzy system is illustrated in Fig. 1.

The first level is a TSK fuzzy system with two input variables (x1, x2), that is, it
is the fi(xi) of (2) with i = 1.

The second level is a TSK fuzzy system with two input variables (x3, y1) which
are constructed from the following rules:

If x3 is Al
3 and y1 is Cl

1; Then y2 ¼ hl
2 x3; y1ð Þ ð4Þ

According to (2) and (3), this TSK fuzzy system is

f2 x3; x4; y1ð Þ ¼
PMi

l¼1 hl
i x3; y1ð Þ

Q3
j¼3 lAl

j
xj

� �
ll

1 y1ð ÞPMi
l¼1

Q3
j¼3 lAl

j
xj

� �
ll

1 y1ð Þ
ð5Þ

where hl
i xi; yi�2ð Þ ¼ a0xi þ a1yi�2 þ a2y2

i�2 þ � � � þ an�1yn�1
i�2 i ¼ 3; 4; . . .8ð Þ.

The construction continues until i = L such that
PL
j¼1

nj ¼ 8, that is, until all the

input variables are used in one of the level.

Theorem 1 [4] For the hierarchical structure containing n system variables, if t is
the number of variables contained in each of the hierarchical levels including the
output variable of the preceding level. Suppose that m fuzzy sets are defined for
each variable, then the total number of the rules K is

K ¼ n� tð Þ
t � 1ð Þ þ 1

� ffi
mt ¼ n� 1ð Þ

t � 1ð Þ mt ð6Þ

The proof is omitted.

Theorem 2 [4] Let the assumptions in Theorem 1 be true. If n� 2, then the total
number of rules K of (6) is minimized where t = 2, that is, when TSK fuzzy systems
in all the levels have two inputs as shown in Fig. 1.

The proof of this theorem can be found in [7].
We see from (6) that the number of rules K in the whole hierarchical fuzzy

system increases linearly with the number of input variables n. For the case in this
paper n ¼ 8; t ¼ 2; and m ¼ 5, we have K = 7 9 52 = 175. If we use the stan-
dard fuzzy system, the number of rules is K = 58 = 390625. The reduction of
rules is great.
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Let the domains of xi be ½ai; bi� i ¼ 1; 2 � � � 8ð Þ, and we design the domain of y1

be [0, 1]. Define m fuzzy sets Al
i; . . .Am

i in ½ai; bi� with the following equal-spaced
triangular membership functions:

lAl
i

xið Þ ¼ lAl
i

xi; e1
i ; e

1
i ; e

2
i

� �
;

lA j
i

xið Þ ¼ lA j
i

xi; ej�1
i ; e j

i ; e
jþ1
i

� �
; for j ¼ 2; 3 � � �m� 1; and

lAm
i

xið Þ ¼ lAm
i

xi; em�1
i ; em

i ; e
m
i

� �
;

ð7Þ

where i = 1, 2���8, ei
j = ai + (j - 1)bi with bi = (bi - ai)/(m - 1), and the tri-

angular membership functions are defined by

lA x; a; b; cð Þ ¼
x� að Þ= b� að Þ a� x� b

c� xð Þ= c� bð Þ b� x� c

0 x\a or x [ c

8><
>:

ð8Þ

And then define m fuzzy sets B1���Bm in [0, 1] with equal-spaced triangular
membership functions as in (7). In this paper, we select m = 5.

3 Prediction of the Silicon Content Based on Hierarchical
Fuzzy Model

A hierarchical fuzzy model was designed, using software tool to simulate the
silicon content in the molten iron, then to study how the system will work and be
implemented in a real BF.

In Baotou Steel plant of China, the operators use the moisture and the pul-
verized coal injection as input variables to control the BF and to obtain the
desired hot metal properties, but sometimes these control actions are not taken in
order to minimize the fuel and coke consumption [1]. Therefore, the objective of
the present work is to determine which are the best input variables variations to
reduce the fuel and coke consumption, yet obtain the desired hot metal proper-
ties. The effects produced for different moisture variations, keeping the rest of
variables constant, were studied in a chosen and constant period of time. The
method used was the introduction of different steps during the time period
selected. First of all, a moisture value for a time period was introduced and
answer from the model was obtained. After that, different moisture values steps
were introduced in order to observe the silicon content behavior in each one. The
same trials were carried out for both pulverized coal injection and the blast rate.
It is well known that when the moisture is high the silicon content in hot metal
decreases.
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As the input variables to the first level of the hierarchical fuzzy model are Blast
moisture and Pulverized coal injection. The second-level input variable is Coke
charge, and third-level input variable is Oxygen injection, the fourth-level input
variable is silicon content, and so on (Fig. 2).

Through data processing and fuzzy clustering algorithm, the collected data are
divided into five fuzzy states from low to high. Using the notation to express fuzzy
classification is {NB, NS, ZE, PS, PB}, for every parameter of input and output
variables, the data are collected from BF of Baotou steel using the nearest neighbor
clustering to deal with the data roughly, and then finding out the data clustering
center, and the data clustering membership matrix by using FCM.

Selecting 100 set of data of the Balst Furnace in Baotou to test the model, the
simulation result is shown in Fig. 3.

The simulation result and the prediction error result show that the error between
model output and actual data is small.

4 Conclusions

This paper utilizes hierarchical fuzzy system modeling method based on data-
driven to prediction the molten iron silicon content in BF. Under the relatively
stable conditions of the blast furnace, eight factors affecting silicon content are
obtained. According to the ironmaking data collected online in Baotou Steel Blast
Furnace, the nearest neighbor clustering algorithm and fuzzy C-means clustering
algorithm are used to blur the parameters and identify the structure. The simu-
lation and error results show that the prediction based on hierarchical fuzzy model
and data-driven method has good approximation and fit the output characteristics

0 50 100 150 200 250 300 350 400 450
0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

No

S
i

0 50 100 150 200 250 300 350 400 450
0

10

20

30

40

50

60

70

80

90

100

No

P
ul

ve
riz

ed
 c

oa
l i

nj
ec

tio
n 

kg
 t-

1H
M

(a) (b)

Fig. 2 a Silicon content and b Pulverized coal injection

256 Q. Li



of the system. Meanwhile the algorithm is simple and has high accuracy pre-
diction. The most important point is that the number of fuzzy rules is
greatly reduced.
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An Evaluation of Integration Technologies
to Expose Agent Actions as Web Services

Juan Pablo Paz Grau, Andrés Castillo Sanz
and Rubén González Crespo

Abstract Integration capabilities are a key feature of today’s enterprise software
systems; therefore, integration capabilities are necessary if Multi Agent Systems
are to be successful on the enterprise current software landscape. This paper starts
by presenting some remarks on exposing agent actions as web services, its pros
and cons; then we present the results of exposing an agent action as a web service
by exercising a contract net among agents and by invoking the contract net from a
web service.

Keywords Multi agent systems � Agent-oriented software engineering � Agent
modeling � Web services

1 Introduction

Integration technologies are currently the main enabler of enterprise information
systems. When a new software component is to be deployed on an enterprise
technology ecosystem, the first goal to achieve is the integration of this new
subsystem with the pre-existing software components, permitting the new com-
ponent to consume data and processes from its host environment and to provide
interfaces for other components to take advantage of the data processing
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capabilities of the deployed subsystem. The integration task should not only cover
the existing components; the interfaces from the newly deployed component
should also consider the interactions with already planned or yet to be imple-
mented components.

The integration technology that has become the de facto standard to enable
integration among software components and enterprises are web services. Web
services have been chosen by the software engineering community as an inte-
gration enabler because of its simplicity and its reliance on existing technologies;
that is, to implement a web services solution an enterprise does not need to deploy
and configure a variety of complex execution platforms or to perform intricate
configurations on their server software; instead, web services lie on top of the
enterprise’s web infrastructure.

From an operational perspective, web services can be classified as entity ser-
vices, functional services, or process services [1]. Entity services represent domain
entities, and therefore, their operations usually perform CRUD operations on the
domain objects they represent. Functional services provide functionalities that
other services can use for their own objectives, and therefore, they are usually
autonomous or independent, that is, they do not depend on the state of the system
or of the domain entities to perform their actions. Finally, process services may
represent a series of related tasks in a workflow, and it is very usual for such
services to be implemented as an orchestration or composition of other web
services.

From this perspective, it is clear that agent actions can be exposed as functional
or process web services, as agent actions can perform the kind of complex task that
these kind of web services enact. Web services are simple, reactive artifacts that
only respond to service invocation [2], and although it is possible to implement
intelligent-like behaviors with web services through service orchestration or
compositions, an external (e.g., BPM) engine should be configured and deployed
to achieve this goal. A multi agent system can overtake this task on a more
effective and native way, as agents can more easily discover one another and talk
to each other autonomously.

Despite this possibility, multi agent systems (MAS) are currently closed sys-
tems that are hardly integrated with other enterprise components when they are
deployed. MAS are seen as standalone platforms that perform their actions to
achieve a predefined set of goals, but do not interact with other enterprise com-
ponents, nor expose their capabilities to allow other enterprise components to take
advantage of its capabilities. Multi agent systems are able to provide an infra-
structure that eases the construction of complex or composite tasks that can be
orchestrated, composed, or arranged in a variety of ways that can provide as
outcome intelligent behaviors.

In this paper, we present some grounding on the current status of the issues
around exposing agent actions as web services, and continue by describing the
workings of a small multi agent system that exposes some of its behaviors as web
services, thus facilitating it to be easily integrated onto an enterprise solution.
Then, we exercise the multi agent system behaviors by means of invoking the

260 J. P. P. Grau et al.



exposed behaviors through its web service interface with a stress test tool. Fol-
lowing, we show the interaction results. Finally, we present some conclusions
derived from the topics exposed in the paper.

2 Remarks on Exposing Agent Actions as Web Services

The printing area is 122 9193 mm. The text should be justified to occupy the full
the idea of exposing agent actions as web services have been around for a while,
but there has been a significant disinclination from the multi agent systems
community to follow this path of integration of MAS with other software entities
[3]. The first identified issue is how to translate the agent stateful communication
model into the web services stateless communication model. This seems a very
strong issue, but from a practical point of view, not all agent actions are subjected
to be exposed as web services. Moreover, a multi agent system will only expose
agent actions engineered specifically to overcome this difficulty. Therefore, their
external interface would be composed of a set of functional or process web ser-
vices; this last set of services could start processes that can involve many agents
and agent interactions, returning the final status after the process has finished.

Another issue is the lack of substantial theoretical work to support exposing
agent actions as web services to provide an external interface to the multi agent
system allowing it to fully integrate onto the enterprise architecture. This paper
aims at widening the foundations of agents and web services integration.

Although much attention has been focused on enabling agents to invoke web
services, on the other side, little attention has been paid in enabling multi agent
systems to integrate into an enterprise software architecture by exposing its
behaviors as web services; from the reviewed tools, many of them addressed only
certain aspects of the web services stack, and among the tools that implemented the
whole communication stack, their key goal was allowing agents to invoke web
services. From the tools and frameworks reviewed, only two of them enable full 2-
way integration of agents with web services, WSIG [4] (Web Services Integration
Gateway), which is an add-on for the JADE platform and Agent Web Gateway [5,
6], a set of converter tools that perform conversions between agent standards and
web services standards; e.g., ACL/SOAP conversion for the messaging standard,
DF/UDDI conversion for the service publishing standard, and DF service to WSDL
service description conversion. On the other hand, WS2JADE [7] grants the ability
to create agent services definition that could be published on the Directory Facil-
itator (DF) so that the agents could invoke web services as if they were invoking an
agent action, which would be performed by means of a proxy agent.

We have implemented a reference multi agent system using the JADE Java
Agent Development Framework [8]. This decision has marked our choice to use
the WSIG to expose some agent actions as web services. We chose WSIG because
it is already specifically designed for JADE, and because of the flexibility to use an
ontology mapper class to perform mapping between the exposed interface and the
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agent actions present in the MAS ontology. As an alternative, we have also created
web service interfaces by means of the JAX-WS technology using the same
interface exposed by the WSIG’s ontology mapper, which will invoke an agent
action by means of a proxy agent. This is the same approach as that of WSIG
architecture, but using another web services technology and without the dynamic
service discovery features of WSIG.

3 Reference Multi Agent System

We have chosen a relatively small multi agent system with the aim of avoiding
confusion and loss of focus while working or explaining complex agent interac-
tions. Instead, we present a MAS composed of very few agents that perform
concrete operations. Despite being a small multi agent system, our MAS is cur-
rently deployed in a production environment, where it is integrated with the other
components of the enterprise IT architecture.

The MAS is composed of five kinds of agents:

• Report Executor: The report executor agent is part of a report execution con-
tract net. It receives requests from the report contractor to execute Jasper
Reports� reports. If the report executor gets awarded the contract to execute the
report, it arranges to find the desired report in a report database, then passes the
required parameters and executes the report, exporting it to the requested
format (e.g., PDF, HTML, or XLS). It hands the executed report on to the caller
agent as Base 64 encoded data, or stores it in a file.

• Report Contractor: It is also part of the report execution contract net. The
report contractor directly receives requests to execute reports, and then, it
issues a bid on the report executor’s contract net to execute the report. Once a
report executor is awarded the report execution, it handles the request to the
winning report executor, which is transferred also the responsibility to answer
the request to the original requestor. If all report executors refuse to participate
in the report execution bid, the report contractor continues the bidding process
until the report execution is awarded.

• Mailer Agent: The mailer agent receives as input a set of user ids and an e-mail
message, and attempts to retrieve the e-mail of the proposed users from the user
database, and sends every one of them a copy of the e-mail message.
Depending on the request, it sends plain or MIME mail messages.

• Reminder Agent: This agent composes the services provided by the mailer and
report contractor agent, performing an orchestration of their tasks. The reminder
agent receives a scheduled job, which it executes at the specified time interval.
The jobs currently implemented following the pattern of retrieving a set of user
ids from the user database, and then, executing a report passing as parameter
each of the user ids. Then, the report executions and the user list are passed to
the mailer agent, to send the personalized report execution for each user.
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Some of the reminder jobs we have implemented are: sending student coun-
seling appointment reminders to students, daily student counseling appointment
schedules to psychologists, pending teacher’s coaching dates to students, daily
coaching schedule to teachers, survey reminders to alumni at certain dates after
graduation, and others.
The reminder agent acts autonomously, enacting a process workflow. It is an
example of how services can be actively composed to perform complex tasks,
based on a proactive behavior.

• WSIG Agent: The WSIG (Web Services Integration Gateway) agent exposes
some agent actions as web services. In the reference multi agent system that has
been described, the report and mail agent actions from the reporter and mailer
agents are exposed as Web Services, thus enabling other artifacts of the
enterprise architecture to run reports or send emails.

The agent ontology includes concepts like Report, Mail, and Schedule, which
are used by the agents defined in the ontology. There are two agent actions exe-
cuted by the Reporter Agent (Execute Report and Execute Save Report), two agent
actions executed by the Mailer Agent (Send MIME and Send Plain), and an agent
action (Execute Schedule) executed by the Reminder Agent; nevertheless, the
Reminder Agent uses the Report and Mail concepts as well to perform its oper-
ations. Even though a minimal ontology, we followed the ontology design
guidelines presented in [9, 10].

At the second stage of our experiments, the WSIG agent was replaced by a
Proxy Agent that interfaces the Web Service invocation with JAX-WS with the
agents that perform the requested operations. The system architecture remains the
same as the situation with the WSIG, because after all, the Metro Web Services
stack install a Servlet at our Tomcat 7.0 servlet container. The overall architecture
for the reference multi agent system is shown in Fig. 1.

The DF and AMS agents are implemented by the JADE framework according
to the FIPA specification; the WSIG servlet is the ultimate artifact that allows the
publication of the exposed agent actions as web services, with its corresponding
WSDL specification.

The reporter and mailer agents perform actions that are basic building blocks
for other, existing, or future artifacts of the system. To bring on some examples,
the report Web Service is the main component of the report launcher application,
which centralizes the reports of all the system modules in a single control panel; it
is also used by the financial software to generate bank payment orders at the online
payments system; on the other hand, the mail Web Service is the main component
of an application that allows university officials to create and operate mailing lists.

We emphasize in this paper the Reporter Contract Net because its performance
is a key indicator of the multi agent system throughput. The Mailer Agent per-
formance is not as important as mailing, although it indeed is a slow task and has
no impact on the user experience. The Reminder agent is a scaled agent [11, 12]
(that is, provides no observable primitives to the outside world) working on the
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backend of the system, so its performance is not observable directly; moreover, its
performance is indirectly related to the performance of both the Mailer and
Reporter agents; so any improvements on the performance of any of the two
orchestrated agent actions will have a direct impact on the performance of the
Reminder agent.

The report generation task is susceptible to generate bottlenecks because report
execution is a very time- and resource-consuming task depending on the number of
pages, the quantity and complexity of charts, and the selected export format. The
execution time can grow significantly. Although for most cases reports are exe-
cuted sparsely over time, there are some events that cause many university officials
to run a large amount of reports at the same time, stressing the system. The report
execution activity is depicted in Fig. 2.

The encoding Base 64 subtask includes gzip compressing the report output, and
it is performed when the Reporter should return the report execution to a caller
agent instead of writing the report to a file. This is needed as the content payload of
the ACL message does not have support for the exchange of binary data between
agents.

Our main interest is then to analyze how exposing the report execution contract
net as a web service impacts on the global system, and to have insights into the
process that would allow us to identify possible improvements to the contract net
agents.

The following two sections of the paper describe how the stress test tool was set
up to exercise the report execution contract net and the results we obtained from
the stress tests performed over the system.

Fig. 1 The reference MAS
system
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4 Exposing the Report Execution Contract Net
as a Web Service

To exercise the contract net and to be able to check the multi agent system in
action, we performed some basic measurements of the execution of the system,
exercising the MAS protocols by means of a stress test tool. The first step to
achieve this was to record a session of the report launcher application with the
packet sniffer Wire Shark [13], then we selected a set of 12 report request SOAP
messages, choosing a heterogeneous set of reports, ranging from very simple, text
only, one page reports, to complex, tens of pages, chart intensive reports. Then, we
copied each report request and modified each SOAP message changing the report
execution parameters. In this way, we could obtain a set of 24 report request SOAP
messages to be chosen randomly by the stress test tool.

The report execution contract net protocol that will be enacted behind the report
web service invocation is implemented as follows: the report contractor receives
the report execution request and begins a contract net protocol with the report

Fig. 2 Report execution task
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executors. The first executor to send a bid to the contractor gets awarded with the
report execution. The report awarding protocol is shown in Fig. 3. We exercise the
protocol varying the number of report executor agents.

The report execution contract net design favored stability over performance,
that is, the invocation of a report should always give as a response the requested
report; there should not be (and there were no) error messages as the invocation
response, and the WS client should and did always get the requested report served,
despite the running time of the report.

To exercise the multi agent system, we used the Apache JMeter stress test tool
[14]. We developed a very conservative experiment setup as shown in Table 1 and
the same test parameters were used for all the contract net exercising runs. As the

Fig. 3 The report contracting protocol

Table 1 JMeter parameters
for layer two and three
performance testing
experiments

Configuration element Parameter Value

Thread group Threads 20
Up time 300 s
Loops 50

Constant timer Time 5 s
Uniform random timer Max. time 1 s
SOAP request Use random SOAP messages Yes

Read SOAP response Yes
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idea was not to stress the web service, but rather to emulate a group of users
executing a set of reports, the execution times and the stress test configuration
were very moderate. Although the tests took a very long time to complete, it
emulated a fair execution scenario for the multi agent system report execution
contract net.

Finally, the test environment was composed of a JADE platform containing all
of the agents of the multi agent system and an Apache Tomcat Web Server 7.0
distribution. For the first execution scenario, the WSIG Servlet was deployed at the
container; while for the second execution scenario we had to install the Metro web
services layer to sit the JAX-WS web service implementation on top of it.

The test environment was run on an OracleTM VM Virtual BoxTM running
Ubuntu Linux 12 with two cores of an Intel Core i3 processor and 1.95 GB of base
memory.

5 MAS Execution Results

Once the JMeter test plan was defined and the test environment was ready, we
proceeded to perform the experiments. In this section, we show and discuss the
results obtained while exercising the subsystem of the Report Contractor and
Report Executors shown in Fig. 2, while they enact the contract net protocol
interaction protocol shown in Fig. 3.

We ran the performance experiment several times, varying the number of
Report Executors from two agents to ten agents. The throughput of the reporting
system, using the WSIG as the web services gateway, is shown in Fig. 4. As the
figure shows, we obtained only a slight improvement on the reporting perfor-
mance, although the improvement was very tiny.

We were curious about the small gain in throughput by adding more agents to
the system, and by means of monitoring the contract net execution through the
JADE’s Sniffer Agent we found that when the system was serving simple reports,
the gain in performance was noticeable, but when running complex reports with
binary results of many megabytes, the WSIG response stalled and queued further
report executions, responding after some time to the clients in ‘‘response bursts,’’
thereby hurting the performance indicators of the queued responses. This phe-
nomenon is depicted in Fig. 5, which shows the performance evolution over time
while running the experiment, and the discontinuities in the graph are caused by
the WSIG agent stalling at response time.

The graph corresponds to a test run of 200 samples of the Reporting System
with four Report Executors.

In the next step, we kept the same JMeter configuration (as shown in Table 1),
but used JAX-WS over the Metro Web Services stack as the web services gateway.
Again, we varied the number of Report Executor agents from two agents to ten
agents. The throughput of the stress test is shown in Fig. 6.
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Surprisingly, the stress test results did not follow a linear pattern, but instead
followed a disordered pattern, although we got better throughput with 2 and 5
agents (10.61 and 10.24, respectively) than the maximum throughput that we could
get with the WSIG integration gateway. We also experienced the performance
degradation phenomenon depicted in Fig. 5.

Although this was an unexpected result, we would not change the input reports
to feed the report system only with text only or not with chart intensive report

Fig. 4 Performance of the
Report Contract Net exposing
WS with WSIG

Fig. 5 The performance
degradation problem
identified in the WSIG
response

Fig. 6 Performance of the
Report Contract Net exposing
WS with JAX_WS
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requests, as these would suppose an unfair change in the test plan; instead we
assumed it as an unexpected test result. We are currently analyzing the collected
data to identify other stress points on the contract net to allow the system to
escalate better when more report executor agents are added to the contract net.

6 Conclusions

We presented in this paper a reference MAS that uses a contract net and other
agent compositions to perform its work; these behaviors can be also exposed as
web services to allow other enterprise components to take advantage of the tasks
implemented by the MAS. We put the MAS to work and execute the reports
execution contract net, following the guidelines for stress tests in [15]. This pro-
tocol exercising permitted us to gain more insight into the inner workings of our
implemented MAS, and it led to the identification of implementation issues that
would otherwise have been difficult to identify.

As we plan to develop further MAS and to integrate them with different soft-
ware architectures via exposing agent actions through Web Services, our next goal
will be to develop a further stress plan method that allows us to have deeper
insights into the inner workings and capabilities of our MAS system.

Finally, we expect that this paper could give an insight into multi agent systems
integration technologies as a step to allow MAS to become more present in the
current software landscape.
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Research on Evolution Mechanism
of Runway Incursion Risks Based
on System Dynamics

Xianli Zhao and Fan Luo

Abstract Based on system dynamics theory, the system boundary of runway
incursion is confirmed. The causal loop diagram and system flow diagram of
runway incursion risks evolution are built. The logical relationship and feedback
mechanisms between the factors are analyzed. The process of runway incursion
evolution is revealed and the trend of this evolution is forecasted. Based on the
System Dynamics Software Vensim, the simulation results show that the risk value
of runway incursion stabilizes after experiencing the peak value in a period of
time. The finding is consistent with practical state of runway incursion in the civil
aviation industry, which verifies the validity of the model.

Keywords Runway incursion � Evolution mechanism � System dynamics

1 Introduction

With the rapid development of China’s civil aviation, the airline fleet and the scale
of airport increased. The construction and management of runway is particularly
important. Runway operations involved human factors and equipment factors. It is
the multiple aspects of aviation ground accidents. According to the statistics, the
United States has 3,156 runway incursion accidents from 1999 to 2007 in 450
airports with control towers [1]. From 2005 to 2011, China’s civil aviation has 104
runway incursion events (not including D and E). The accident rate increased from
5.77 to 22.12 %,which shows significant growth trend. According to a study by the
Canadian Department of transportation, an airport traffic flow increased by 20 %
will make the possibility of runway incursions increase 140 % [2]. The world
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transportation passenger number is 2,439 million in 2010. The increased rate of
passenger traffic is 7.3 % year-on-year. According to this development trend, the
increase in traffic flow will inevitably bring about an increased risk of runway
incursions.

At present, China’s civil aviation in the vast majority of airports lack of
effective means and measures to prevent runway incursions, the future increase in
traffic flow will inevitably bring about increased risk of runway incursions. Run-
way incursion caused serious consequences, so the runway incursion is necessary
for risk management, and provide theoretical basis for the prevention of runway
accident from the aspect of risk control. Study on the airport runway incursion has
important practical significance to reduce casualties and property losses, to ensure
aviation safety.

2 Review of Literature

Domestic and foreign scholars in the area of runway incursion are concentrated on
the study of influencing factors, risk assessment, and prediction, control model
etc. In the aspect of influencing factors of runway incursion, Huo and Han [3]
believed that the main factors affecting runway incursion in airfield management is
in chaos, unauthorized personnel and vehicles to enter the runway, the combined
military and civilian airport poor coordination, lack of personnel training, and no
runway invasive consciousness. Luo et al. [4] used Gauss Bayesian network model
analysis of runway incursions, including implicit human factors, equipment fac-
tors, airport and operation errors and other factors as well as low visibility, flight
flow, field supervision, and lack of surface factors. Sun [5] analyzed factors of
runway incursion from the air traffic control, flight operations, airport and ground
navigation, and traffic flow to improve the capacity of program and for the airport
design of four functional domains. In the aspect of runway incursion risk evalu-
ation and prediction, Xu [6] proposed an improved correlation function calculation
formula, and established a runway incursion risk extension assessment model. Gao
[7] established runway incursion autoregressive moving average model on the
forecast of the trend of runway incursions. In the aspect of runway incursion risk
control model, Xu and Huang [8] proposed runway accident risk control based on
risk defense, including technology research (starting from the angle of the influ-
ence factors of accident) and organizational support measures (starting from the
angle of the airport security management global). For example, changing the
surface distribution [9] and improving the air side traffic surveillance system [10,
11] and other means both can prevent the runway incursion events.

In summary, the current research methods of runway incursion risk evaluation
focus on the extension evaluation model, Bayesian network model, fuzzy analytic
hierarchy process, autoregressive moving average method, and so on. Few scholars
use the evaluate dynamics. For the content of the study, most of the studies focus
on risk assessment methods and models. Research on risk evolution mechanism
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has not been involved in the intrusion on the runway. The risk of runway incur-
sions is obviously nonlinear, open, dynamic characteristics. The system dynamics
method is selected to study the evolution mechanism. The boundary of the system
dynamics model is confirmed based on the analysis of factors which affects runway
incursions. The logic relationship between each factors are analyzed. The system
flow diagram of runway incursion is built. Based on the simulation, the risk rates
of runway incursion between various elements are contrasted which provided a
scientific basis for the prevention of runway incursion.

3 Runway Incursion Risks Evolution Model

3.1 System Boundaries

Usually, the general principles to determine the boundary of the model are to select
the relevant state variables, and determine the state vectors that are classified,
arranged to determine the variables to be studied are controlled by the state
variables. Due to cognitive limitations, it is impossible to analyze an all-encom-
passing model. The boundary model in this paper shows below.

(1) The research scope is runway incursion risks, regardless of the apron, taxi-
ways, access road, and clearance risk;

(2) Related factors of runway incursion only involved in the incident are taken
into account, not considering the emergency management of unsafe accidents
or incidents occurred;

(3) Runway incursions are complex system, involving human, machine, envi-
ronment and management. The environment factors are very uncontrolla-
ble. In order to ensure the relevance of the study, this model only considers
the human factors, equipment factors, and management factors, without
considering the influence of irresistible.

Boundary system dynamic model with endogenous, exogenous and do not
consider the factors that three parts define the runway incursion risk, as shown in
Table 1.

3.2 Circuit Diagram of Runway Incursion Risks

The risks of runway incursion is influenced by many factors, including primarily
by control risk, the risk of plant unit operation, the risk of communications
equipment, airfield lighting risk, risk of ground identification. There are correlating
relationships between control risks and Flight Flow, training investment, job sat-
isfaction and management capacity. The relationships between the risk of plant
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unit operation and investment in training, job satisfaction, management ability are
existed. Circuit diagram of runway incursion risks is shown in Fig. 1.

3.3 System Flow Diagram of Runway Incursion Risks

The evolution process of runway incursion can be shown in Fig. 1, but more
variables should be introduced to reflect the integrity of the system and evolution
in order to analyze systematically. System flow diagram can be more detailed and
incisive in the description of system running state. The logical relationship
between the risk factors is depicted. The nature of variables is cleared so as to
achieve the purpose of feedback and control the behavior of the system. Com-
bining the system boundaries and the circuit diagram, the system flow diagram is
built, which is shown in Fig. 2.

As is shown in Fig. 2, there are three main feedback loops.

(1) The feedback loop of runway incursion risks as the center
Runway incursion risks ? + foreign Flyer ? + the runway foreign
object ? + management capabilities ? + management system ? + orga-
nizational climate ? + working environment ? + job satisfaction ? +
controllers ability ? - runway incursion risks

(2) The feedback loop of control risks as the center
Control risks ? + flight flow ? - management capabilities ? + control
risk increase ? + + training inputs ? + controllers ability ? - control
risks

(3) The feedback loop of plant unit operating risks as the center
Plant unit operating risks ? + communications equipment risk ? +
equipment failure rate ? - the error rate of control ? - organizational
climate ? unit operation risk

Table 1 Variables in the model

Endogenous variables Exogenous variables Irrespective factors

Control risk Working environment Weather factors
Flight flow Foreign flyer Policy factors
Plant unit operation Runway foreign matters Social factors
Controller capacity Military aircraft impact Economic factors
Job satisfaction Management system
Communications equipment Organizational climate
Airfield lighting
Ground marks
Training investment
Management capabilities
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4 System Dynamics Simulation and Result Analysis

4.1 The Kinetic Equation

Based on the variables and the type of the system flow diagram, the key indicators
are selected. The parameters are defined as shown in Table 2.

According to the circuit diagram and system flow diagram of runway incursion
risks, the rate equations and auxiliary equations are established. The paper uses
integral formula or differential formula to express level variables and rate vari-
ables. Literature summary and experts scoring are used to express soft variables.
Comprehensive weight is used to express the dimensionless variables. The main
equations in the paper are shown as below.

FFIRt ¼ FTIRt � FTIRt � 1ð Þ=FTIRt � 1 ð1Þ

In Eq. (1), FTIRt stands for Flight Flow Increase Rate at time t. FTIRt-1 stands
for Flight Flow Increase Rate at time t-1.

RV t ¼ RV t � 1þ
X

RV in�
X

RVout
� �

� DT ð2Þ

In Eq. (2), RV t stands for Runway Incursion Risks Value at time t. RV t - 1
stands for Runway Incursion Risks Value at time t - 1. RV in stands for the
inflow rate variable in the period, and RV out stands for the outflow rate variable in
the period. DT stands for the simulation time step.

CEFR t ¼ CEFR t � CEFR t � 1ð Þ=CEFR t � 1 ð3Þ

In Eq. (3), CEFR t stands for Communication Equipment Failure Rate at time t.
CEFR t-1 stands for Communication Equipment Failure Rate at time t - 1.

TIAV t ¼
X

TIAV t �
X

TIAV t � 1 ð4Þ

In Eq. (4), TIAV t stands for Training Inputs Added Value at time t. TIAV t-1
stands for Training Inputs Added Value at time t - 1.

4.2 Equation Initial Values Setting

The paper uses expert scoring and empirical data to set the initial values. If the
simulation results are not satisfactory, the initial values are reset to improve
secondary analog. In the value of the variables, Flight Flow Increase Rate and
Communication Equipment Failure Rate are percentage. Training Inputs Added
Value is the absolute increasing value. Runway Incursion Risks Value and Job
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Satisfaction are dimensionless numbers, which include 1, 2, 3, 4, 5 five levels. Set
the time parameters of the system for 12 months. The time setting is : FINAL
TIME:12,INITIAL TIME:1,TIME STEP:1,UNITS FOR TIME: MONTH. The
initial values of the equations are set as follows: FTIR0 = 5.3 %, RV0 = 2,
CEFR0 = 0.244 %, TIAV0 = 5.5 ten thousand RMB/month, JS0 = 3.

4.3 Simulation Results and Analysis

Substituting the initial values and equations to system dynamics simulation soft-
ware Vensim-PLE, the simulation results are shown in Fig. 3.

As can be seen from Fig. 3, the air traffic flow rises oscillatory in course of
time. With the rapid development of the civil aviation industry in recent years,
the number of aircraft increases, so f the air traffic flow presents upward trend
overall. Communication equipment failure rate is upward slowly and stabilizes
after a certain period of time. As the increasing of aircrafts, the carrying
capacity of communications equipment enhances, so the failure rate exists.
Training inputs added value stabilizes after a certain period of time. Training
investment will increase the accident-prone period and will stabilize in the
safety period. Job satisfaction fluctuates in the early time and stabilizes over
time.

5 Conclusions

The above analysis show that the runway incursion risks value stabilizes after
experiencing the peak value in a period of time. Analyzing the runway incursion
risks as a complex system, this paper analysis the factors affecting the evolution
based on System Dynamics. The simulation results are consistent with practical
state of runway incursion in the civil aviation industry, which verifies the validity
of the model. The application of system dynamics theory and simulation methods
can be more intuitive display changes and evolution trend of the related factors in

Table 2 Parameters of key indicators

Num Variables Properties Units

1 Flight flow increase rate Rate variable %
2 Runway incursion risks value Level variable Dimensionless
3 Communication equipment failure rate Rate variable %
4 Training inputs added value Level variable Ten thousand RMB/month
5 Job satisfaction Auxiliary variable Dimensionless
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the system. It not only reveals the process of runway incursion evolution, but also
predicts the trend of the evolution of runway incursion risks, which provide new
idea on the prevention of runway incursions.

Acknowledgments The authors acknowledge the support from the National Nature Science
Foundation of China ‘‘Research on the Evolution Mechanism and Early warning Simulation
System of Safety Risks in the Flight Area of Airport’’ (No. 71271163).

Fig. 3 Runway incursion risks value and related factors in the trends evolution
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Simulation of Nonpoint Source Pollution
Based on LUCC for Er-hai Lake’s
Watershed in Dali of China

Quan-li Xu, Kun Yang and Jun-hua Yi

Abstract Many evidences have given that there is a chain process for water
pollution formation in Er-hai Lake Watershed, which could be described like this:
Human activities (more in agriculture) have changed LUCC, and LUCC leads
nonpoint source pollution. As a result, in this paper, those have been discussed
according to the driving mechanism of nonpoint source water pollution in Er-hai
Lake, which include three explorations. The first is how to build a ABM-LUCC
model by using Repast and GIS technology, and the second is the method and
implementation for hydrological and water quality model by using SWAT model
and GIS, as well as Remote sensing technology. And establishing a platform for
comprehensively simulating the whole process of water pollution by integrating
GIS, ABM-LUCC models, and hydrological model is the last work for this study.

Keywords Nonpoint source pollution � ABM � GIS � SWAT �Model integration
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1 Introduction

Er-hai Lake lies on the state of Dali, which is so important to the local people that they
consider her as the Mother Lake. Unfortunately, she is threatened by the more serious
pollution of water. And from the water quality assessment of Er-hai Lake over the
years, it is indicated that the major water pollution sources come from nonpoint
source pollution. The arguments for water environmental protection of Er-hai Lake
are focused on some issues such as what has formed the nonpoint source pollution of
water? What has lead to the environmental change of Er-hai watershed? And the most
important is how to get the efficient methods to simulate the temporal–spatial process
for change on environment and nonpoint pollution? Those are the questions that we
should give more attention to. Till the questions are clearly answered, the real reasons
of producing for nonpoint source pollution maybe found and the reasonable sug-
gestions for solving water pollution could be given for Er-hai Lake.

What has changed the hydrological cycle and increased the nonpoint pollution
in the past several years in Er-hai Lake? The answer is the negative effect of the
land use change and cover change of watershed, as we know, which is called
LUCC. There is a consensus that LUCC effects greatly on water environment and
it takes a major research field since the study of LUCC plan is developed in the
1990s of twentieth century. As declared by Veldkamp and Verburg, what is the
biggest challenge for researchers in studying on LUCC is to explore the dynamic
interaction and process between change of LUCC and response on water envi-
ronments [1]. It is of no doubt that, as the carrier of water resources, the changes of
environments of Er-hai Lake watershed will make effective changes to the cycle of
hydrology as well as the space distribution and density of pollution loads. Thereby,
we could conclude that a reasonable plan or structure for land use could improve
the quality of water; otherwise, it may take a degradation of water quality. As a
result, it could be declared that the driving force of nonpoint source pollution of
Er-hai Lake is coming from the negative changes of LUCC such as the loss of soil
and water, excessive fertilization, and so on.

However, what has been affecting the LUCC? It is another important question
we should give an answer for water pollution. As we know, land is one of the
important resources and material as concerned for human survival and develop-
ment, as well as the foundation in the complex system of ‘‘Population—Resour-
ces—Environment—Development (PRED)’’ [2]. And many evidences have given
that the change of LUCC is more due to the human activities in lake basin, [3]
especially, those for agriculture production. Thereby, there is a chain rule for water
pollution in Er-hai Lake watershed, which could be described like this: Human
actions (more in agriculture) have changed the LUCC, and LUCC leads nonpoint
source pollution. Finally, based on the approach of this chain, we could explore the
effect between human activities and nonpoint water pollution by using the indi-
cator of LUCC of Er-hai Lake watershed.

At last, the more important issues in the paper we should discuss is how to
establish the models to simulate this chain that drives the producing of nonpoint
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source pollution for Er-hai Lake. Obviously, the impact on LUCC from human
activities is a complex system, whose modeling is not more better than using the
theory of Complex Adaptive System (CAS) [4]. The emergence of complexity in
science is questioning traditional methods and tools of modeling. Furthermore, as a
popular method and a new approach to understand and learn complex systems,
Agent-based modeling (ABM) is playing a very important role in the CAS world
[5, 6]. ABM is used to simulate behaviors of agents in complex systems, as well as
relations between the patterns in order to find the emergence of macro behavior
[7]. As far as the modeling for space-time process of hydrologic and water quality
as concerned, many distributed hydrological models are good for this work, such
as SWAT, which is a power tool to simulate the space-time process of hydrology
and the change of water quality [8].

As a result, in this paper, those have been discussed according to the driving
mechanism of nonpoint source pollution in Er-hai Lake, which include three
explorations. The first is how to build a ABM-LUCC model by using Repast and
GIS technology, and the second is the method and implementation for hydrolog-
ical and water quality model by using SWAT model and GIS, as well as Remote
Sensing technology.

2 Methodology of Establishing for Simulating Model

2.1 Modeling for ABM-LUCC Model by Using GIS

The model of ABM-LUCC is based on multiagent systems, which are made-up of
the environmental factors and many agents in those environments. The interactions
between the agents as well as between agents and the environments influence the
land using tendency in whole regional; in other words, the regional land use
change is decided by agents through judging the comprehensive properties of the
surrounding environment and the choice they want to make. Based on this
approach, we established a model of land use change in Er-hai basin. The method
for establishing ABM-LUCC model is shown as Fig. 1.

2.1.1 Agents Categories

The major purpose in this step is to define the varying agents those are incharge of
simulating the human activities. This work includes finding the dynamic factors
which could directly change the status of LUCC, and then making a classification
for those factors, as well as giving some attributes for them. Through exploring the
development of agriculture and economy in Er-hai watershed, there are two agents
designed in this model, which are Farmer and Government. Government agents
play a decisive role in land use. They often consider natural and cultural factors
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and combine with government master plan so as to determine whether land use
type is changed and how to converse them. Farmer agents are those people who
have demanded for agricultural land, and they drive the change in agricultural land
use by making their decisions based on their probable incoming in one year. In
addition, all agents are attributed as some properties, such as age, sex, culture, and
profession, etc., which would affect those agents’ choices greatly during the
process of their decisions.

2.1.2 Layers of Environmental Factors

These are two types of environment, which are natural environment and cultural
environment. The former includes terrain, natural resources and infrastructures,
etc. And those as the social and economic development, the model of cultivating
are contained in the later. Each type may contain some layers that could impact the
decision of different agents.

Fig. 1 The method of modeling for ABM-LUCC model by using GIS
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2.1.3 Agents’ Behaviors and Status

Agents’ behaviors and status are impacted by their attributes very much. What
farmer agents do is to gain an individual development or to make some choices to
find a job, and the later include two jobs which are cultivating and being migrant
workers. And government agents may make policies for social development of
economy, for planning of LUCC, or for residential expansion, etc.

2.1.4 Agents Decisions for Change of LUCC

In this step, the first work is to create the rules between agents and environment
where they live through doing investigation in true world, as well as the interaction
rules among agents themselves. Influenced by the rules, each agent’s category does
a special behavior and makes a different decision on LUCC. And then, a function
for agent decision will be built, which translates the rules to an explicit and formal
expression such as mathematic formula or spatial analysis model. Take farmer
agents for instances, what they want to obtain mostly is maximize returns from the
agricultural productions. Thereby, when the probable profits of maximization from
some special land uses are coming to realize, they would tend to make a choice to
keep those land uses, or they would like to change them to some other types of
land use to get more benefits. We could give a formulation to express this rule [9].

Maximize Profits (Bm) ¼ Total GainsðGÞ � Total CostsðCÞC ð1Þ

Bm ¼ Price in MarketplaceðPÞ � Output of ProductionsðQÞ ð2Þ

C ¼ Cost of LivingðClÞ þ Cost of CultivatingðCcÞ ð3Þ

However, the P, Q, and C are all deeply affected by natural and cultural
environments, such as terrain, water resources, traffic condition, market place,
population, and agents themselves. Taking those layers as weighting factors, we
could improve the formulation (1) as follows:

Bm = Price{P|P = Average of Price(Pa) 9 [1 + Evaluation of Marketplace
(M) + Evaluation of Population Density(Pd) + Evaluation of Individual(I)]} 9

Output{Q|Q = Average of(Qa) 9 [1 + Evaluation of Traffic(T) + Evaluation of
Water Resource(W) + Evaluation of Slope(S) + Evaluation of Aspect(A)]} -

C. Finally, this formula (2) could be simplified to formulas (4) and (5) as the last
expression for farmer agents’ decision.

Bm ¼ Pa� 1þ M þ Pd þ Ið Þ½ � � Qa� 1þ Tð Þ½ � � C ð4Þ

T ¼ W þ Sþ A ð5Þ

Simulation of Nonpoint Source Pollution... 285



2.2 SWAT-Based Modeling for Hydrological Model
by Integrating GIS

As we know, SWAT model has been providing many advantages in simulating
nonpoint source water pollution, such as hydrological analysis based on DEM and
LUCC, the spatial distribution of total N, total P, and COD, and so on. SWAT
model could run now in ArcGIS as an embedding extension module, which will be
beneficial to integrate hydrological model and GIS application. The principle and
method of integrating SWAT-based hydrological model with GIS technology has
been displaying in Fig. 2. As the picture shown, SWAT model is divided into two
parts, one analysis is called data requirement that offers the services of parameters
for model, another is called functional requirement which is responsible for special
calculations in hydrological cycle and change of water quality. Remote sensing
will be the major technology for getting and dealing parameters and ArcGIS will
be the main software for analyzing the result of model output, such as visualiza-
tion, report, statistics. and themes, etc.

Fig. 2 The principle and method for SWAT-based hydrological modeling by using GIS and
remote sensing
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3 Experiments and Results

3.1 Designing and Processing for Experimental Data

As discussed in the context, it is clear for the data requirement of ABM-LUCC and
SWAT model in Er-hai Lake watershed. The data list for designing and processing
is shown in detail as the Table 1.

Table 1 Data requirements for ABM-LUCC and SWAT model by Integrating ArcGIS

Name Application Processing Memo

DEM Evaluation of Terrain for ABM-
LUCC

Raster analysis for
slope, aspect, and
reclassify

1:2,50,000 precision

Hydrological analysis for SWAT ArcHydro Tools in
ArcGIS

LUCC Initialization for land use for
ABM-LUCC

Extracting from TM
and ETM of
Watershed

Original image of
2009, and
simulating to
2015 and 2020Major impacting layer for N and

P distribution
Coming from the

result of simulating
of ABM-LUCC

Road Evaluation of traffic for ABM-
LUCC

Distance analysis Raster

Water Evaluation of agricultural
irrigation for ABM-LUCC

Distance analysis Raster

Marketplace Evaluation of agricultural
products’ sale for ABM-LUCC

Interpolation and
distance analysis

Raster

Economy Evaluation of agricultural
products’ price for ABM-
LUCC

Interpolation and
distance analysis

Raster

Policy As a weight parameter for ABM-
LUCC

Convert text file to
raster

Raster

Population Evaluation of human resources for
ABM-LUCC

Interpolation and
density analysis

Raster

Soil type Major impacting layer for
transporting of pollution loads.
Important parameter of SWAT
model

Convert vector to
raster

Raster

Hydrology Important parameter of SWAT
model

Containing rain down,
runoff, and others
in watershed

Text file

Water
quality

Important parameter of SWAT
model

Containing pollution
load of N and
P and others in
watershed

Text file
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3.2 Result and Discussion

3.2.1 Results and Analysis of Simulation for ABM-LUCC Model

Through using the method of ABM-LUCC model designed on the above, we have
gained two simulating results in future of 20 years by coding with JAVA in
Repast-S. All are shown as Fig. 3.

The simulate results seem to tell us that the agricultural land areas would
remain to be the major LUCC in watershed in future, and the increasing speed of
residential areas for building should slowdown at the future two decades. The
trends of residential land development are closing to the west bank of Er-hai Lake
and the state city-Xia Guan. It seems to forecast that the high-economical
development of city and natural environment of high quality would strongly attract
the farmers and businessmen to settle and live.

3.2.2 Verification for ABM-LUCC Model

We have chosen the shaped index called Lee-Sallee (L-S) to validate this model.
L-S is the ratio of two areas, one of which is the intersection of all land use
between simulation and reality; another is the union of those. The formulation of
L-S is shown as follow [10].

L ¼ A0 \ A1

A0 [ A1
ð6Þ

Here, A0 is the total area of one of eight land use types for simulation, and A1 is
the total area for reality of LUCC. L (The value of L-S) is between 0 and 1, and it
is closer to 1, the similarity of geographic shape is higher. Usually, if the value is
between 0.3 and 0.7, the geospatial consistency is good. Through being pro-
grammed and computed with Matlab, the results of L-S index for Er-hai Lake
watershed at the year of 2010 are shown as Table 2.

It could be declared from the results of L-S that all values of L-S for each land
type are more than 0.3 besides wetland. The difference of wetland is due to the
Dali state government sudden behavior on wetland development in recent years for
the ecological restoration of watershed, which is difficult for this model to catch
and simulate.

3.2.3 Results and Analysis of Simulation for Hydrology and Water
Quality Model

The simulation for hydrology is divided into three steps that are hydrology analysis
based on DEM, setting for parameters and calculation of space-time distribution
for pollution loads such as N and P. What could be extracted from DEM are water
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flow, river network, subwatershed, and HRU (Hydrology Response Unit). And the
HRU is the destination of hydrological analysis as well as the most important
impact factor on calculation for water quality. The setting of parameters is also

Fig. 3 The simulating interface and results with REPAST-S. a Integrating interface of
simulation. b Simulating result of 2015. c Simulating result of 2020
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very important to simulation of SWAT because that could deeply affect the rea-
sonability and validity of simulating process. The results for simulation in different
step are shown as Fig. 4.

As depicted in results, in Er-hai Lake watershed, the more rapid development of
economy and exploitation for agricultural land, the more loss for soil and water, as
well as the more increase of soil erosion. Meanwhile, the high-level of nonpoint
water pollution on N and P seems concentrate on the northern and western of lake,
which is due to the major agriculture land use with high-fertilizing amount crops
such as vegetable and garlic. And when it rains, a large number pollution loads
such as N and P in the fertilizers and pesticides would be washed into the water
from the soil along the runoff. Then, the loads of N and P in water become so much
as the water quality is going to degradation, and finally, the nonpoint source
pollution is forming in the watershed.

Table 2 The values of L-S for simulation validation

Forest
land

Grass
land

Farm
land

Garden
land

Wetland Construct
land

Water Bare
land

Total
value

0.682 0.356 0.308 0.362 0.171 0.302 0.917 0.362 0.502

Fig. 4 The simulating results based on SWAT model by using simulating LUCC from ABM-
LUCC model. a Er-hai basin and these water network. b The theme of N and P in 2015 and 2020
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4 Conclusion

First, the dynamic driving mechanism of nonpoint water source in Er-hai Lake
watershed was discussed in this text. And then, the methodology of how to
establish the human activity-driven LUCC model based on agent-based modeling
by integrating GIS is explored in detail. Meanwhile, by establishing the hydro-
logical and water quality response model on LUCC result, we also give a method
and integrating framework with GIS to simulate the hydrological process and
space-time distribution of nonpoint water source pollution loads such as N and P
based on SWAT model. And by simulating the LUCC-ABM model, we have
forecasted the LUCC information in 2015 and 2020. Furthermore, based on the
LUCC layers, the results of response on hydrology and water quality are also
calculated by running the ArcSWAT model. And the explanations to all simulating
results are also declared clearly.

However, the simulating models and their results are still primary because the
cultural environment of Er-hai Lake is uncertain, and the precise of DEM in
watershed is also short, let alone the lack of important information about climate,
soil, and monitoring index of water quality. Therefore, how to improve the validity
and stability of the simulating model will be the further study for this case.
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Photograph’s Exposure Control by Fuzzy
Logic

J. Martínez, Matilde Santos and Victoria López

Abstract This paper presents a fuzzy control system of the exposure value (EV)
of a digital camera. The intelligent controller considers fuzzy input variables,
applies fuzzy rules and provides fuzzy and crisp results for the focal length, EV,
aperture, and speed of a digital camera in an automatic way. The control system
calculates the most appropriate solution considering the distance to the subject and
the lighting conditions. The results obtained resemble the behavior of an inter-
mediate level photographer. The prototype controller was developed with Xfuzzy
and Java.

Keywords Intelligent control � Fuzzy logic � Camera � Exposure value (EV) �
Xfuzzy

1 Introduction

In last decades, automatic control systems built in digital cameras have developed
considerably. Today it is almost impossible to make errors when exposing or
focusing, and most of the pictures we take have high-technical quality because of
the use of automatic shooting modes. Modern cameras include highly advanced
technologies and control systems to ensure that exposure [1–7], white balance
[1, 2, 8], focal length [9] or focusing [1, 2] are best suited for the conditions of the
scene. Since the late 1980s, camera manufacturers have developed circuits for
the exposure system based on fuzzy logic [2–4, 6], autofocus [2], automatic white
balance [2, 8] or auto zoom [9]. Exposure control technologies are primarily based
on the camera optics [10] to measure the luminance and contrast in different parts
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of the image. Automatic exposure systems (AE) apply fuzzy logic and light
measuring to get the luminance of the image, make histograms and decide the best
exposure. In our case this system works with a simple camera that uses incident
light conditions given by the photographer and uses this subjective input to cal-
culate the exposure value (EV).

This article is organized in five sections. Section 2 describes the photograph’s
exposure process and shows the relationship between diaphragm aperture, speed,
and sensitivity of the digital sensor. Section 3 describes the fuzzy controller, its
input and output variables, the representation of the data in fuzzy sets, the infer-
ence rules and their implementation in Xfuzzy. Section 4 shows the results
obtained with a subset of test cases, in order to see the behavior of the system in
different scenarios. Finally, Sect. 5 includes the conclusions of this work.

2 Photograph’s Exposure Process

A photograph’s exposure determines how light or dark an image will appear when
it’s been captured by a camera. The exposure control system of a camera is deter-
mined by the combination of three elements: aperture (f), shutter speed (s), and the
sensitivity of the digital sensor (ISO). This is called the ‘‘exposure triangle’’.

The aperture controls the area over which light can enter your camera. Shutter
speed controls the duration of the exposure. ISO speed controls the sensitivity of
the camera’s sensor to a given amount of light. Usually the digital cameras use an
exposure meter to measure the light reflected of the scene and, once this value is
calculated, the system recommends a combination of aperture (f) and shutter speed
(s). This decision depends on the operating mode of the camera: automatic,
aperture priority, speed priority, or predefined types of photography (portrait,
landscape or sports). The combination of aperture and shutter speed determines the
characteristics of an image. If you want to get a picture with high-contrast and
minimal depth of field, you must choose a high-speed and wide open aperture,
instead, if you want to get an image with low-contrast and maximal depth of field,
you must choose a closed diaphragm and a slow shutter speed [11].

The objective of the control system proposed in this paper is to calculate the
most suitable EV regarding the light conditions and the sensitivity of the sensor.
There are many combinations of the above three settings to achieve the same
exposure. The key, however, is to find the best combinations since each setting
also influences other image properties. For example, aperture affects depth of field,
shutter speed affects motion blur and ISO speed affects image noise. After cal-
culating the EV, the system calculates the optimal combination of aperture and
shutter speed for the type of picture given (Fig. 1). The relationship between the
aperture and the shutter speed is inversely proportional. If one of this value
increases, the other is reduced to maintain the same EV. In addition to the pro-
portionality between these values, we must keep in mind that choosing a small or
large aperture determines the depth of field, contrast, and motion blur. This defines
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the characteristics of the image and is given by one of the controller inputs: the
type of photography. This system is designed for three modes: sports and action,
portraits, and landscapes.

The EV determines the different combinations of aperture (f) and shutter speed
(s) for a given value of sensitivity and lighting conditions. The EV is calculated as
log2(f/s) [11]. On the scale of EVs adopted internationally, EV value 1 corresponds
to an aperture f of 1.4 and 1 s Table 1 (values of exposure VE) is adapted from
[12], and shows the relationship between these values, the aperture (f) and shutter
speed (s). For every unit increased in this scale, the EV is reduced by a half. For
example, the exposure value VE 2 is a half of VE 1, VE 3 is a quarter of VE 1, VE
4 is one eighth of VE 1 and so on. EVs of Table 1 go from 1 to 20 because the
range of the velocity reaches 1/200 s and f from 1 to 22.

As can be seen in Fig. 2, there are different combinations of aperture and
shutter speeds with the same EV. For example, speed f = 8 and 1/15 s and speed
f = 1.4 and 1/500 s are equivalent. Both combinations have VE 10 and let in the
same light to the sensor. The images produced have the same exposure but its
characteristics are completely different.

If we use f = 8 and 1/15 s it has greater depth of field and motion blur. When
using f = 1.4 and 1/500 s, the depth of field is minimal, the picture is frozen and
has no motion blur.

3 Fuzzy Controller Design

This prototype uses a fuzzy controller due to the lack of accuracy of the inputs of
the system and mainly because these parameters are determined by the user in a
subjective way. The goal of this control system is to calculate the EV, the aperture
(f), the shutter speed (s), and the focal length. It uses as input values the bright-ness
of the scene, the sensitivity of the sensor, the type of photography and the
approximate distance to the subject (Fig. 3).

Fig. 1 Aperture versus shutter speed
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The brightness of the scene is a fuzzy value defined for five different values
(Table 2). The type of picture (Table 3) is not a fuzzy data, however, it may have
different valid interpretations and so it is an approximate value. The distance to the
subject is also a noncrisp value (Table 4). The sensitivity of the sensor can take the
values 100, 200, 400, 800, and 1,600 ISO. The luminosity is a fuzzy data because
the camera does not have any sensor to calculate it accurately. It considers five
different brightness levels, from highest given by a bright sun with clear sky, to
lower luminosity (Table 2). The picture type is defined by the set of values: sports,
portrait, or land-scape (Table 3). The distance to the subject is also a fuzzy value
described using linguistic terms such as very close, close, far, or very far (Table 4).
This controller uses vague inputs to calculate the system’s outputs.

3.1 Fuzzy Datasets

Fuzzy logic, unlike classical logic, represents imprecise values using membership
functions that take values in a range between 0 and 1 [9]. In this work we use
trapezoidal and singleton membership functions to represent the data.

The brightness levels are represented by fuzzy sets defined by trapezoidal
membership functions with labels: very low, low, medium, high, or very high
(Fig. 4a). The type of photography (Fig. 4b) and the sensitivity of the sensor
(Fig. 4c) are represented by singletons. Finally, the distance is fuzzyfied with
trapezoidal membership functions for the five fuzzy sets: very close, close,
intermediate, far, and very far (Fig. 4d).

Fig. 2 Combinations of aperture and shutter speed for a given EV

Fig. 3 Inputs and outputs of the fuzzy controller
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The outputs of the system are crisp values and are represented using singleton
membership functions (Fig. 4e, f, g and h).

3.2 Fuzzy Inference Rules

The input values are converted to fuzzy values through a fuzzyfication process and
then the system applies the inference rules of type IF—THEN [9] and eventually
convert the fuzzy output values into crisp if necessary through a process of ‘‘de-
fuzzyfication’’ [13]. We have used the Mamdani implication method because of its
simplicity [14].

The controller uses three inference rules: one for calculating the focal length
based on the approximate distance from the subject. For example, if the distance is
small, the system recommends an open angle. As distance increases, the angle is
closer. The other two are nested rules that calculate the exposure value (EV), the
aperture (f) and shutter speed (s). These rules are based on relationships of shown
in Tables 5, 6 and 7.

Inference rules are based on the information of the above tables. All of them are
applied to select the combination of f and shutter speed that best suits the light
conditions and the photography mode the user wants. For example, to determine the

Table 2 Lighting Bright, sunny

Hazy sun

Partly cloudy

Mainly cloudy
Overcast, dull

Table 3 Modes Sports

Portrait

Landscape

Table 4 Distance Very close Less than 1 m

Close Between 1 and 2 m
Medium Between 2 and 3 m
Far Between 3 and 4 m
Very far More than 4 m
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EV using rules that combine different levels of brightness for each sensitivity value.
An example of the rules codified in Xfuzzy XFL3 language [15, 16] is shown.

if(ISO == iso100 & lightness == veryLow) -[VE = ve11;
if(ISO == iso100 & lightness == Low) -[VE = ve12;
if(ISO == iso100 & lightness == Medium) -[VE = ve13;

The relationship between aperture, speed, EV, and the photography mode is
summarized in Tables 6 and 7. For example, the rules that relate the EV VE and
the mode of the picture in XFL3 language are the following.

Fig. 4 Fuzzy sets of the control inputs and outputs. a Lightness. b Photography mode.
c Sensitivity. d Distance. e Focal distance. f Exposure value (EV). g Aperture (f). h Shutter speed
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if(VE == ve13 & photograpy == sports) -[s = v500, f = f4x0;
if(VE == ve13 & photograpy == portrait) -[s = v250,

f = f5x6;
if(VE == ve13 & photograpy == landscape) -[s = v125,

f = f8x0;

The fuzzy rules use the min function for the logical operator. We have tried
different operators for the defuzzyficaton of the outputs and eventually decide to
use the max instead of the Centroid method. The controller calculates the VE from
the relationship between brightness and ISO sensitivity from Table 5. Once we
have the VE, we need to find the combination of aperture and shutter speed
suitable for the type of photography the user wants. The system seeks the EV in
Table 6 and chooses the combination of aperture diaphragm and speed using
Table 7. For example, for light conditions ‘‘Partly cloudy’’, 100 ISO, sport pho-
tography and a very far distance, the controller calculates VE 13, f 4.0 with s500
and 100 mm of focal length. First it obtains VE = 13 using Table 5. In Table 6

Table 5 Rules for EV as a
function of lightness and
sensitivity

ISO

100 11 12 13 14 15
200 12 13 14 15 16
400 13 14 15 16 17
800 14 15 16 17 18
1,600 15 16 17 18 19

Table 6 Rules for EV as a
function of aperture and
speed

f 125 250 500 1,000 2,000

f 4.0 11 12 13 14 15
f 5.6 12 13 14 15 16
f 8.0 13 14 15 16 17
f 11.0 14 15 16 17 18
f 16.0 15 16 17 18 19

Table 7 Relationship
between aperture, speed and
photography mode

f 125 250 500 1000 2000

f 4.0

f 5.6

f 8.0

f 11.0

f 16.0
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there are three exposure values VE 13, corresponding to the values f 4.0 with s500,
f 5.6 with s250 and f 8.0 with s125. To choose one of these combinations it is
necessary to use Table 7 depending on the mode of the photography. In this case
the controller suggests f 4.0 with s500. This combination of large aperture and
high-speed produces an image with minimal depth of field, suitable for sports. The
distance is more than 4 m, so we recommend using a 100 mm lens.

4 Simulation results

In order to test the fuzzy controller a prototype has been carried out using Xfuzzy,
a free software for designing fuzzy systems developed by the Institute of Micro-
electronics of Seville (IMSE-CNM). The code has been developed in XFL3, a
language for the definition of fuzzy logic-based systems. The Java prototype uses
the Java code generated automatically by Xfuzzy [15–17].

The results obtained with a meaningful set of test cases are shown in Table 8, so
we can see how the system behaves.

Table 8 Test cases and results

Inputs Outputs

Lightness Type ISO Distance EV f s Focal

Very low Portrait 100 Very far EV 11 f 4.0 s125 100
Very

high
Sports 800 Far EV 18 f 16 s1000 80

Medium Portrait 100 Very
close

EV 13 f 5.6 s250 35

Low Sports 400 Far EV 14 f 5.6 s500 80
Very

high
Portrait 800 Close EV 18 f 22.0 s500 50

Medium Portrait 100 Medium EV 13 f 5.6 s250 60
Very low Landscape 1,600 Far EV 15 f 11.0 s250 80
Very

high
Sports 400 Very far EV 17 f 11.0 s1000 100

Low Landscape 100 Close EV 12 f 8.0 s60 50
Medium Portrait 800 Close EV 16 f 11.0 s500 50
High Sports 1,600 Medium EV 18 f 16.0 s1000 60
Very low Landscape 200 Very far EV 12 f 8.0 s60 100
Media Portrait 800 Far EV 16 f 11.0 s500 80
High Landscape 200 Very

close
EV 15 f 11.0 s250 35

Very low Portrait 400 Close EV 13 f 5.6 s250 50
Low Sports 1,600 Medium EV 16 f 8.0 s1000 60
Very low Landscape 100 Close EV 11 f 5.6 s60 50
High Portrait 800 Far EV 17 f 16.0 s500 80
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5 Conclusions and Future Work

In this paper we propose the use of fuzzy logic to design a controller for the EV of
a digital camera because of the subjective nature of their input values.

The rules of the system are based on the relationships between the inputs and
outputs and give the most suitable combination of setting parameters for each
photo-graph, even though the controller uses fuzzy brightness levels and EVs that
do not always match that of a meter. Moreover, this controller is limited by the
range of speed and aperture values of Table 1. To use a higher speed range, all we
have to do is to expand this table and its associated inference rules. If more
knowledge was involved, we could change the tables that define the fuzzy rules to
adjust the behavior of the controller. The results are satisfactory and resemble the
behavior of a person having intermediate knowledge of photography.
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The Elastic Cloud Platform
for the Large-Scale Domain Name System

Yunchun Li and Cheng Lv

Abstract As the rapid popularity of IPv6, DNS need to adapt to the rapid growth
of the name space and the explosive development of the clients. The DNS has high
elasticity of QPS, which makes the contradictory between the resource utilization
and the quality of service. To realize the flexible utilization of resources, it is
necessary to build DNS elastic cloud support platform, which takes advantages of
the elastic cloud platform. The platform realizes the elastic utilization of resources
and guarantees the quality of service. Furthermore, the resource utilization
increases and the waste of resource decrease. At the same time, the platform has
good expansibility.

Keywords Domain name system � Cloud computing � Elastic scheduling � Load
balancing

1 Introduction

As the IPv4 address resources drying up, IPv6 technology is gradually becoming
the core of next generation Internet because of plenty of address space and other
advantages [1]. DNS (domain name system) is the link of the two basic resour-
ces—the Internet domain name and the IP address. DNS play a key role in the
process of the evolution from IPv4 to IPv6 [2]. DNS also must be adjusted
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accordingly to fit the namespace rapid growth and the explosive growth of the
client [3].

Cloud computing is a new mode of information infrastructure. It is based on
virtualization technology. It is characterized by service. Its business model is used
on demand. Its core idea is management and scheduling resources, including
computing, storage, and other resources over a network connection, to constitute a
resource pool to provide services to the users or applications. Cloud computing is
the result of the development of the traditional computer and network technology,
such as grid computing, distributed computing, parallel computing, utility com-
puting, network storage, virtualization, load balance [4].

Infrastructure as a Service (IaaS) is to provide users with server, storage, and
network hardware as the service. In IaaS service, resources are shared and
according to the user’s request. But the actual need of resources is always
changing, if the resource reserved is too much or too little, it can cause unrea-
sonable distribution of resources. In addition, cloud computing platform needs to
schedule for users of a resource required to service the requests according to the
actual load of applications and services [5].

IaaS service infrastructure is generally using the virtualization technology to
build the internal architecture of the cloud platform. Virtualization technology
provides an effective solution for the resource management in the cloud computing
model. Virtualization technology can be divided and it created different virtual
machines, which are isolated, on one physical host. The management of cloud
platform is realized by encapsulating applications and services in the virtual
machines and scheduling the virtual machine and the physical resource according
to the changing of the load [6].

Berkeley Internet Name Domain Service (BIND) is used by more than 90 % of
the Domain Name. It is the most widely used DNS system on the Internet [7]. The
BIND is developed by university of California, Berkeley. The BIND operation
such as inquiry and authorization of the domain name is done through the man-
agement of the zone files. Its structure is shown below (Fig. 1).

BIND support master–slave server setup. The master servers get the data from
the zone files, while the slave servers load the data from other servers through the
network. This method is called zone transfer.

DNS system has many characteristics. DNS generally use UDP link, because its
packages are small and relatively simple processed. The QPS (queries per second)
of DNS have dramatic changes. These characteristics are particularly prominent in
the large-scale system. The QPS lowest and highest may differ for several times a
day. These features, especially the QPS severe changes, make the traditional load
balancing methods inefficient. When the QPS is high, the servers are in a state of
bad quality of service caused overload. While the QPS is low, caused a waste of
resources and energy, and the resources utilization rate is low [8].

Therefore, this paper puts forward building a supporting platform for the elastic
cloud framework to support DNS applications, which can automate flexible allo-
cation of resources according to the load situation, realize the flexible utilization of
resources, making it more rational. Its advantages include:
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1. Automatically allocate resources according to the load status, realizes the
elastic stretch of utilization of resources.

2. Management method is simple and effective, with good scalability.
3. Reduces the waste of energy resources, improve resource utilization.

2 Load Balance of the Elastic Compute Cloud Platform

2.1 Load Balance Model Framework for Elastic Cloud

According to functions, cloud computing platform are often divided into the
infrastructure layer, the platform layer, and the application layer. In addition, the
traditional application layer, namely the DNS load balancing, the load balancing
on platform layer is also considered (Fig. 2).

The virtual machine cluster includes many virtual machines. Virtual machine
installs the application domain name system and the agent. The application
receives and completes the name resolution request. The agent collects the virtual
machine load data and the task execution information and regularly sends them to
the load balancer. The management platform manages the life cycle of virtual
machine. The image manager copies the virtual machine images from the virtual
machine image library. The deployer builds and deploys the virtual machines. The
virtual machine manager accepts instructions, according to the virtual machine
platform feedback results and strategy implementation to create, open, close,
migration, etc.

Fig. 1 The structure of BIND
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2.2 Load Measurement

The agents sampling virtual machine loads condition regularly, and sent it to the
load balance module. DNS is a network and I/O intensive applications. Its demand
for resources has its own characteristics. Load balancing index mainly includes
CPU utilization, memory utilization, network bandwidth, and so on.

Set the number of load indexes as p, m virtual machine is in the cluster,
collecting time as n. lkij is the i index of load for the virtual machine k in the time
point j. Lk is the load data of virtual machine k. The load data collection of the
whole virtual machine cluster is L. The applications in this platform are the DNS,
so the task type is the same. W is the weight, wi is the weights of i.

fk is the load of the virtual machine k. Load is the main reference data of task
scheduling algorithm. It describes the real-time load status of the virtual machine.
The algorithm uses the load data closest time point n to analysis.

f k ¼
Xp

i¼1

wi � lk
in ð1Þ

Fig. 2 The structure of the platform

308 Y. Li and C. Lv



ck
i is the ability on i for the virtual machine k. ck is the ability of virtual machine

k. The computing method of ck is:

ck ¼
Xp

i¼1

wi � ck
i ð2Þ

Dt is the sampling interval. Within the time period 1 * n, the total resource of
the virtual machine k consumpts in i can be represented as:

Rk
i ¼

Xn

j¼1

ðlk
ij � ck

i � DtÞ ð3Þ

The consumption on i for the whole virtual machine cluster is:

Ri ¼
Xm

i¼1

Rk
i ð4Þ

Si is the resource utilization on i, it can be expressed as follows:

Si ¼
Ri

Pm
k¼1

ck
i � n� Dt

¼

Pm
k¼1

Pn
j¼1

lk
ij � ck

i

Pm
k¼1

ck
i � n

ð5Þ

Define the resource utilization of the cluster S as:

S ¼
Xp

i¼1

wi � Si ð6Þ

3 Task Scheduling and Elastically Stretchable

3.1 Elastic Cloud Model

According to the character of the domain name resolution process, the virtual
machine state of life cycle is defined as the following.

Virtual machines are created by management platform through assembly
deployment and started by management module. The open services virtual
machines join into the cluster and become the ready state after configure and data
synchronization. The virtual machine in ready state can receives a task. The ready
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virtual machine joins in the scheduling sequence after the load balancer receives
the messages. The virtual machine gets into the task state after it receives the tasks.

The virtual machines in the task status may quit from the cluster into the
recycling status according to the instruction from the management module. The
recycle state virtual machines send the messages to the load balancer and no longer
accept new DNS requests. When the current requests processing are completed,
the virtual machines get into the wait state. If the management module needs to
increase the number of virtual machines in the cluster, the recycle and wait state of
the virtual machine can be joined into the cluster. They send the message to the
load balancer to make them back into the task cycle (Fig. 3).

3.2 Task Scheduling Method

The basic idea of the task scheduling algorithm is sorting the virtual machines
according to the virtual machine cluster load condition, evaluation, and prediction
and choosing the lightest load one to carry on the task.

The tasks scheduling system uses the Dynamic Weight Round-Robin Sched-
uling (DWRR) strategy. The service ability difference of the virtual machines and
host machines is considered. Estimate all the virtual machines in the cluster server
and obtain the corresponding weights. The weight and the estimated number of
requests processed are proportional. The request is distributed according to the
weight.

Fig. 3 Life cycle of the VMs
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Algorithm principle is described as follows. The virtual machines in the cluster
is a set of nodes N ¼ N1; N2; . . .; Nmf g: WðNiÞ is the weight of the node Ni. TðNiÞ
is the task of Ni.

P
TðNiÞ is the total task in a cycle.

P
WðNiÞ is the sum of the

weights. Assignments should satisfy the relation TðNiÞ=
P

TðNiÞ ¼ WðNiÞ=P
WðNiÞ. Task assign is on the basis of the node weights representing the pro-

portion of the total weight.
When the virtual machine is turned on, an initial weight is set according to the

assigned resource configuration. With the nodes load changes, the load balancer
adjusts the weights (overlay dynamic weight). Dynamic weights are calculated
according to node runtime parameters. The intent of dynamic weight is to correctly
reflect the status of the load node and to predict the load changes. In order to avoid
dramatic changes in load balancing strategy caused by excessive jitter, the moving
weighted average method is used to calculate predicted load of each node.

Dynamic weight value also reflects the overall load of the virtual machine
cluster. If the weight of a node is increased, it explains that the node is in the light
load state. Otherwise is overloaded state. When all the node weights were sig-
nificantly lower than the initial weight, it indicates that the cluster state of over-
load, and new virtual machines should be added into the virtual machine cluster to
process load. When the weight is higher than the initial value, it indicates that the
load lighter, some virtual machines can be closed to improve resource utilization.

3.3 Elastically Stretchable

Elastically stretchable is an important feature of elastic cloud. Elastically
stretchable primarily adjusts the number of virtual machines in the cluster
dynamically based on the obtained resource utilization to determine. There are two
ways—virtual machine recovery and virtual machine cluster expansion.

If resource utilization below a setted minimum threshold, indicating that the
cluster resources are relatively filling. To reduce the energy consumption and to
improve resource utilization, part of the virtual machine should be recycled. If the
resource utilization is at or above the setted maximum threshold, the cluster is in a
whole state of overload. In order to improve efficiency and service quality of the
domain name resolution, the virtual machines cluster can be extended to increase
service nodes to share the tasks. When the virtual machine cluster should be
expanded, the virtual machines, which are in recycling, waiting, and closed state,
have a smaller cost to rejoin in the virtual machine cluster. So in the expansion
process, the cluster prefers to use these virtual machines. When there is no virtual
machine in these states, the platform creates new virtual machines and adds them
into the virtual machine cluster (Fig. 4).

The Elastic Cloud Platform for the Large-Scale Domain Name System 311



Fig. 4 Flow chart of the elastically stretchable
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4 The DNS on Elastic Cloud

The application of the elastic cloud platform is domain name system. The load
balancing of application layer uses the mode similar Linux Virtual Server (LVS).
The actual virtual machine cluster outside works as a single server. The request is
forwarded to the actual virtual machine by the load balancing module. The load
balancer determines which virtual machine to process the request packets. Request
packet destination IP address is rewritten actual appropriate server IP.

4.1 The Operation to Join the Cluster

Joining the virtual machine clusters is the operation after the deploying and the
opening of a virtual machine. In the platform, to join the cluster, the virtual
machines need to complete the following steps:

Step 1 Configuring BIND configuration files. The configurations include
configuring the server as server mode and specify the master server. The config-
urations of the same group are generally same, so the configuration files can be
generated by other ways and loaded from the network.

Step 2 Start the BIND (named process), and check if it is successful. If it is a
successful start, go to the next step, or send the messages to the management
platform after several (5) attempts.

Step 3 Load the zone data files from the network.
Step 4 Send the message to the load balancing module, that this virtual machine

has been able to accept the task.
After these steps, the virtual machine enters the standby mode, and can actually

respond to the requests.

4.2 Avoid Dramatic Changes

It will cause costs to create, start, and join into the cluster. These costs include: the
virtual machine image network transmission time, the virtual machine startup
time, and the configuration files and zone file network transmission time.

Because of the cost, the virtual machine requires some time to start and enter
the task execution state. When requested quantity dramatically changes, the virtual
machines may be on and off frequently. It leads to the actual reduced efficiency. To
avoid this situation, two methods are used.

1. Make the load data smoothing. Weighted moving average is used to smooth the
load data.

2. Predictive stretching Strategy. The QPS of DNS changes usually close to the
same trend within a day. Therefore, the number of the virtual machines can be
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notified prepensely. Quantity is based on the current number of virtual machines
and the predicted proportion, rather than a fixed number. Increasing the pro-
portion of the light load threshold in the request rising time and increasing the
proportion of the over load threshold in the request declining time.

5 Experiment and Performance Evaluation

To verify the availability and effectiveness of the platform, build a cloud com-
puting environment with several physical hosts. Experiments are mainly on the
scheduling as the QPS changing. The resource utilization and the response time are
the main investigation index.

First, we contrasted the resource utilization of the traditional load balancing and
the elastic cloud way, in different QPS (Fig. 5).

Fig. 5 Resource utilization in different QPS

Fig. 6 QPS changing
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QPS changing simulated the real network environment in a day. The variation is
as shown (Figs. 6 and 7).

Resource utilization in the 96 sampling are as shown.
From the experiments, we can see that the platform realizes the elastic utili-

zation of resources, and ensure the quality of service. Furthermore, the resource
utilization increases and the waste of resource decreases.

6 Summary

In this paper, we presented the method to build the the elastic cloud platform for the
large-scale domain name system. The characteristics of the elastic cloud and the
features of the DNS were fully considered and used. We also presented the mea-
surements of the platform load. We realized the elastic utilization of resources through
the elastic scheduling and the elastically stretchable. The experiments showed that
the platform ensured the quality of service and the resource utilization increased.

The method should be improved in the case of the QPS dramatic changes,
although weighted moving average and predictive stretching strategy were used.
Meanwhile, the cost of load balancer is still need for further discussion when QPS
is particularly high.
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Applied Polyphase Filter Orthogonal
Transformation Technology in Broadband
Signal Receiving

Xiang Jian-hong and Dnog Chun-lei

Abstract In view of the present mature simulation orthogonal transformation
mostly belongs to the narrow band signal processing. And the digital processing
method of Hilbert orthogonal transformation is limited by the bandwidth and
cannot be used in broadband signal receiving. In this paper, application of the
polyphase filtering orthogonal transformation method realized intermediate fre-
quency spectrum broadband signal receiving in the front-end processing. This
method is good at solving the problem of digital frequency conversion of
orthogonal transformation in broadband signals and is suitable for implementation
on FPGA and the engineering real-time processing.

Keywords Polyphase filter � Digital orthogonal transformation � Broadband
signal

1 Introduction

Signal orthogonal transformation (the radio frequency signal transformation for
the baseband in phase and quadrature component) in the communication and radar
system has an important role in signal processing. Along with the rapid devel-
opment of the computer technology and the very large-scale integrated circuit
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technology, and the operation speed of digital signal processing (DSP) increasing,
and the emergence and wide application of high precision and wide dynamic range
analog-to-digital converter (A/D), and field programmable logic device (FPGA)
continuously introduce more powerful new device performance, it can be directly
to intermediate frequency signal sampling, got the two orthogonal signals.

Traditionally, the technique of implemented signal orthogonal transformation is
the simulation orthogonal decomposition. The main drawback of this method is
which need to produce two orthogonal local vibration signals. When the local
vibration signal cannot be orthogonal due to the error, it can produce false signals.
The method of the digital orthogonal transformation mentioned in Ref. [1] is
method and Hilbert transform method. The two methods can be summed up in a
low-pass filter on the principle. The structure of low-pass filtering method is
similar with the traditional simulation process; only put the frequency shift after
A/D conversion, so the demand of the filter order is higher. Also filtering method
and Hilbert transform is to filter one channel, the other channel is retained the
original samples values. All above can cause I/Q amplitude inconsistencies and
quadrature offset, which affect the reception.

Aiming at the shortcomings of the above methods, this paper introduces a
method of using polyphase filter [2] to implement digital orthogonal transforma-
tion for intermediate frequency broadband signal. This method adopts dual filter,
and due to the two channels used the same prototype filter, so the frequency
response characteristics are similar, and they does not directly bring the I/Q two
inconsistencies with respect to the ideal filter deviation. In addition, this method
not only does not need to the local orthogonal vibration, but also the subsequent
digital low-pass filter order number is low. This can greatly reduce the compu-
tational complexity and easy to real-time processing (Fig. 1).

2 The Method of Polyphase Filter Orthogonal
Transformation

2.1 The Principle of Polyphase Filter Orthogonal
Transformation

Set the input analog signal of intermediate frequency band-pass whose carrier
frequency is f0 to

xðtÞ ¼ AðtÞ cos½2pf0 þ uðtÞ�
¼ iðtÞ cos 2pf0t � qðtÞ sin 2pf0t

ð1Þ

When the sampling rate fs is satisfied fs ¼ 4f0
ð2mþ1Þ (m is an arbitrary positive

integer), and fs [ 2B (B is the bandwidth of the input signal) spectrum aliasing
does not occur, the resulting sample sequence is
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XðnÞ ¼ IðnÞ cos 2pf0
n

fs

� �
� QðnÞ sin 2pf0

n

fs

� �

¼ IðnÞ cos
2mþ 1

2
pn

� �
� QðnÞ sin

2mþ 1
2

pn

� � ð2Þ

Set I0 nð Þ ¼ X 2nð Þ, Its sine value is zero.

So I0ðnÞ ¼ Ið2nÞ cos½ð2mþ 1Þpn� ¼ Ið2nÞð�1Þn ð3Þ

Set Q0 nð Þ ¼ Xð2nþ 1Þ, Its cosine value is zero.

So Q0ðnÞ ¼ Qð2nÞ sin
2mþ 1

2

� �
pð2n� 1Þ

� ffi
¼ Qð2nþ 1Þð�1Þn ð4Þ

Fourier transform of I0 nð Þ;Q0 nð Þ, get:

I0 ejx
� �

¼
I e

jx
2

� 	

2
ð5Þ

Q0 ejx
� �

¼
Q e

jx
2

� 	
e

jx
2

2
ð6Þ

Comparison expression (5), (6) found that they differ a delay factor e�
jx
2 , because

I0 nð Þ;Q0ðnÞ, respectively, sampling from even items and odd items in the time
domain, the sampling interval differ half the sampling point, and the reflection of the
spectrum differ a delay factor. To correct the phenomenon of this ‘‘dislocation,’’ it
should be calibrated using two delay filters, the requirements of the delay filters are:

HQ ejx
� �

HI ejxð Þ ¼ e�
jx
2 HQ ejx

� �

 

 ¼ HI ejx
� �

 

 ¼ 1 ð7Þ

To take into account the requirements of real-time processing, we use the
structure of polyphase filter to achieve the above correction function.

Fig. 1 Diagram of polyphase filter orthogonal transformation
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2.2 The Structure of Polyphase Filter

The sub-filter’s expression of polyphase filter is:

Pq nð Þ ¼ h nI þ qð Þ q¼ 0; 1; . . .; I � 1ð Þ ð8Þ

The Z transform of (8):

PqðzÞ ¼
Xþ1

n¼�1
z�nhðnI þ qÞ ðq¼ 0; 1; . . .; I � 1Þ ð9Þ

Compared with the original filter PqðzÞ ¼
Pþ1

n¼�1 z�nhðnÞ it can be found that
the sub-filter is actually based on the original filter of the phase shift q then the
transformation of decimation factor of I.

Because decimation Z transformation formula is XDðzÞ ¼ 1
D

PD�1
i¼0 z�nX

e�j2pi
D � z i

D

h i
so

PqðzÞ ¼
1
I

XI�1

i¼0

e�j
2piq

I z
q
I H e�j2pi

D � z i
D

� 	
ð10Þ

Replaced z with ejx, it can get the frequency domain expression:

Pq ejx
� �

¼ 1
I

XI�1

i¼0

e�j
2piq�qx

I H e�j2pi�x
D

� 	
ð11Þ

In order to suppress the image component, to improve the process accuracy, the

request must satisfy the conditions of filters to . According to

this feature, it can be further simplified, obtain:

Pq ejx
� �

¼ 1
I

ej
xq
I � H ejxI

� �
¼ 1

I
ej

xq
I ð12Þ

Because I = 4, the value of q come from 0, 1, 2, 3, indicating the order of
polyphase filter is a quarter of the original filter, Table 1 lists the corresponding
parameters of impulse response polyphase filter. In practice, based on the obtained
impulse response of filter and its branch polyphase filter, select the corresponding
parameter correction function can be achieved, so the number-based orthogonal
transform polyphase filter.
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3 Simulation Comparison Verification

This paper uses the manner of comparison with the Hilbert orthogonal transform to
carry on simulation.

In MATLAB simulation, the input signal is LFM signal where the carrier
frequency f0 = 100 MHz, the bandwidth B = 10 MHz, sampling frequency
fs = 400 MHz. We used the literature [3] constructs and methods. Hilbert trans-
former is used for bandwidth improvements. The polyphase filter used the filter
coefficients of the h0(n), h2(n) in Table 1 (Fig. 2).

Respectively, after the Hilbert transform and polyphase filter orthogonal
transform for the input signal it got the time-domain diagram of I/Q two signals.

From Fig. 3, it can be seen that two way signals exist inconsistent on the phase
and amplitude after Hilbert orthogonal transformation, and can form false signal
which cannot be subsequent processing; After polyphase filter orthogonal trans-
formation and the phase and amplitude of two signals can ensure its consistency
[4] in the allowed range, and this can also be verified which got from the signal
spectrum diagram after transformation (Fig. 4).
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The spectrum after decimation by 2-fold polyphase filtering the signal obtained
after conversion has been broadening, but the bandwidth will not change [5], the
results of simulation meet the requirements.

4 Performance Analysis

In the MATLAB simulation, comparing with the Hilbert orthogonal transforma-
tion, it is easy to find that polyphase filter transformation method has incomparable
advantages in broadband signal receiving: increases the receiver adaptability of
different signal. It is more suitable to be applied in front-end of software [6]
broadband receiver.

Compared with the traditional method [7], on the one hand, it is directly on the
intermediate frequency sampling, it is divided into orthogonal I/Q signals in digital
signal, so it can overcome the phase and amplitude error between the two channels
of which caused inconsistent and stability by the traditional method as I, Q channel
simulator different parameters and other digital transformation method; On the
other hand, the flow of data after A/D transformation passes the data selector and
divided into odd and even data sequence to the rate of flow reduced by half, equal
to A /D sampling frequency is reduced to 1/2, easy to back-end processing. And
the back end of polyphase filter is fractional delay interpolation filter; the order can
be done very low, so it can obtain good effect.

Moreover, the coefficients of polyphase filter regularly get from the same low-
pass filter coefficients, and have similar frequency characteristics. It is in the
digital domain signal processing, so even if the design of low-pass filtering
characteristics is nonideal, it will not affect the quadrature of the two I/Q signals.
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5 Conclusion

Polyphase filter orthogonal transform technique is applied to broadband access
system. It has realized the application of DSP in frequency range. It is closer to the
RF receiver. It can take advantage of the software radio technology, and easy to
update algorithm. The function of below the intermediate frequency and medium
frequency receiver can use software to realize, and improves the flexibility of the
system while to reduce the production cost. At the same time, broadband receiver
is developing direction of the future for a receiver: wider bandwidth, stronger
signal received adaptability.
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Collaborative Recommendation System
for Environmental Activities Management
Mobile Application

Inmaculada Pardines, Victoria López, Antonio Sanmartín,
Mar Octavio de Toledo and Carlos Fernández

Abstract The use of a collaborative recommendation system applying fuzzy
linguistic techniques is proposed in this paper. This system is included in a mobile
application that manages information and the enrollment process in the activities
of the Environmental Educational Program of the City of Madrid. This tool
informs the user of all activities: workshops, routes, exhibitions, gardening, etc.,
that are made in the Environmental Education Centres of the City of Madrid.
Because of the extra information that the user can receive is essential to have a
system to provide the activities that may be most interesting for the user. These
activities are selected based on the user’s preferences profile and the register with
the ratings of the activities previously performed by other users, especially, the
evaluations of those with a similar profile.

Keywords Recommendation system � Collaborative filtering � Mobile applica-
tion � Environmental activities � Fuzzy logic

1 Introduction

Mobile applications have made great progress in recent years, which has influ-
enced the increased use of mobile phones to perform many of the tasks that the
user carried out on his computer. Smartphones are being widely used for both
commercial applications and for leisure time. Some companies see these devices
as a mean to attract new customers, especially among young people.

Web applications offer great information to users making the process of finding
information very difficult. Recommendation systems have proven to be an
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effective solution to this problem. They are widely used especially in electronic
commerce [1]. They are a complementary tool in an electronic store that shows the
client, when he makes a purchase, a number of items related to what he has
purchased, or it displays items that other users have bought after buying the same
product as he is buying. These products may interest the customer but if he had to
look inside the store, due to the large amount of existing products, he might not
have found them.

In the literature, there are different models of recommendation systems that
differ in the used information sources and in how the recommendations are
obtained. It can be highlighted: collaborative-based systems [2], content-based
systems [3], based on demographic information systems [4], knowledge-based
systems [5], and utility-based systems [6].

Negative consequences of the information overload problem are increased in
the case of mobile applications due to the problems inherent in this technology,
such as greater difficulty in displaying contents in small screens or limitation in
wireless networks due to user location. Therefore, there are previous works which
have proposed recommendation systems for mobile applications [7, 8]. Some of
them are developed for tourist applications and they exploit the importance of
context-aware [8, 9].

Tourism has become the area which has taken most advantage of the mobile
technology. It can be stood up tools with virtual tours for cities and museums [10,
11] or applications that recommend shops, restaurants, and places of interest in a
city [12, 13]. Contextual information achieves special relevance: user’s position,
the daytime, and which is the group of friends with the user in a given time, can be
the key to make a good recommendation.

The Hábitat Madrid mobile application presented in this article can be included
in a context of overload information. This application reports all activities con-
ducted by the Environmental Education Centres of the City of Madrid. The
number of activities is varied; the amount of information available very large,
which can make finding information becomes an arduous and unattractive task. To
solve this problem, we propose the use of a recommender system that enables to
personalize the information received by each user according to his preferences.

Therefore, in this paper, we propose a collaborative recommendation system
integrated into a mobile application that manages the information and the regis-
tration process in the activities developed by the Environmental Education Centres
of the City of Madrid. Recommendations are made based on a user’s preferences
profile, an analysis of the similarities with the other users of the system and a
register which contains the ratings of the activities given by users who have
participated in them.

The paper is organized as follows. Section 2 provides a brief review of rec-
ommendation models and concepts of fuzzy logic techniques. Section 3 describes
the proposed recommender system. Section 4 presents an example of the appli-
cation performance. Finally, we show the main conclusions that can be drawn from
this work.
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2 Recommendation Systems and Fuzzy Logic

The recommendation system of the proposed mobile application is basically a
collaborative system. Such systems collect user’s evaluations with respect to an
object within a given domain and generate recommendations based on the opinions
of other users with a similar profile. Therefore, its implementation requires his-
torical information about the assessment of objects that users have selected in the
past.

A collaborative system must:

• Keep a history of the user ratings on all objects that have been selected.
• Measure the degree of similarity between the different users based on their

preferences and object’s evaluations.
• Generate recommendations best suited to a given user based on the information

provided by other users of the system.

A collaborative system will be able to make a recommendation to a user on an
object of the domain that has not yet evaluated for him. This recommendation is
based on the assessments of other users similar to him. However, the weakness of
this system is the poor quality of the recommendations, due to lack of information,
the first time a user accesses the system. In the literature, there are different
approaches to try to alleviate this problem [14]. A common solution is to use
hybrid systems that combine the positive features of various models leaving aside
negative characteristics. Other interesting approach is based on fuzzy logic rec-
ommendation [15].

Another problem in recommender systems is how to make assessments. There
are domains in which the quality of the objects can be measured numerically, but
in others it is more appropriate to make this assessment using words like fun, long,
short, good, bad, … instead of numeric values. Fuzzy linguistic techniques have
proved adequate to model this kind of information [16]. Linguistic variables,
introduced by Zadeh [17], are used to represent this information. A linguistic
variable is characterized by a syntactic value (label) and a semantic (meaning).
Zadeh in [17] formally define linguistic variable characterizing it by a tuple (X, U,
R (X: u)), where X is the name of the variable; U is the universe of discourse; u is a
generic name for the elements of U and R(X: u) is a subset of U which represents a
constraint on the values of u imposed by X.

3 Hábitat Madrid Recommendation System

Hábitat Madrid is a mobile application for Android systems [18, 19] which shows
the user all the activities offered by the Environmental Education Centres of the
City of Madrid. The number of activities proposed by these centres is so large that
it is necessary for the use of a recommendation system to ensure that information
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about these activities can be found on a mobile in a quick and easy way.
Furthermore, the number of recommended activities must be small for an appro-
priate display of the provided information on the mobile device.

Therefore, we have decided to implement a recommendation system that sorts
the activities depending on the user’s preferences. The application, after pressing
the Recommendations tab, shows a screen with the four activities which best suit
the tastes and preferences of the user. However, the user will have the option of
looking for more activities that may interest him simply by pressing the Next tab
that will appear on the same screen. Thus, the application will show to the user the
activities in fours in an order, previously calculated, adapted to the user prefer-
ences profile.

3.1 Overview of the Problem

Our recommendation system is basically characterized by a set of activities and a
set of users. Its aim is to inform on the activities that may interest to a particular
user. In general, can be described as follows:

Given the set of activities A = {a1, …, am}, each activity ai e A is defined by a
title and a descriptor that summarizes what the activity is and to whom it is
addressed.

In addition, the system will have a set of users {U = u1, …, un}., each user uj e U
must fill in a profile with his preferences when he registers on the application. These
preferences are selected from a number of keywords (routes, exhibitions, garden-
ing, family activities …) related to the type of activities that the user wants to
perform.

The system also consists of a rating register with the assessments made by users
of the activities in which they have participated. In each activity three charac-
teristics are evaluated:

• Environment and Resources: bad, regular, and good
• General: bad, regular, and good
• Staff: bad, regular, and good

Environment and resources feature intended to assess both the place where the
activity is performed as the means that are available to do it. In General, the user
must evaluate the impression that has caused the whole activity to him. Staff
feature qualifies the validity of monitors, for which the user can evaluate their
communication skills, knowledge, attitude … Every feature can be evaluated by
choosing one of three options: bad, regular, and good.

Moreover, the system measures the degree of affinity between users from the
existing preferences profiles. The recommendation system acts on information
about the preferences introduced by different users and based on the assessments
they make of the activities in which they have participated. Here is a formal
description of the operation of the proposed recommendation system.
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3.2 Mathematical Modeling

Given a user u, the system must go through three stages to generate a recom-
mendation on activities that may be more interesting for this user. Following, a
mathematical description of these steps is shown. This description can also be
visualized by the flow diagram of Fig. 1.

• Stage 1: Evaluation of activities. The recommendation system calculates two
ratings for all system activities, both assessments are performed in parallel.

– Rating 1: It is calculated based on the value that other users have made on
the activities in which they participated.
8 ai 2 A; 8 uj 2 U, calculate:

1. sim (uj, u) = sj, sj e [0, 1] is the degree of similarity of the user uj with
the user u

2. v uj; ai

� �
¼ vji if uj carried out and assessed ai

? otherwise

�
, vji is the assessment

that the user uj has made of activity ai.

3. v ai; uð Þ ¼
Pnu

j¼1 vij ¼ vi, nu is the number of users and vi is the rating 1
of activity ai

– Rating 2: It is obtained from the user’s preference profile of user u. Given a
user u; 8ai 2 A, calculate rating 2, v0i as:

v0 ai; uð Þ ¼ ni

N
¼ v0i;

with

ni ¼
XN

k¼1
xk;

xk
1 if pk 2 Pr eferences profile of u and descriptor of ai contains k
0 otherwise

�

pk is a keyword, ni is the number of keywords of ai that matches with the
preferences that user u has marked on his preferences profile, and N is the
total number of keywords that user u has selected as preferences.

• Stage 2: Sorting. Activities are arranged based on the assessment obtained in
stage 1.

– 8ai 2 A; u 2 U, calculate the total valuation v�i of activity ai based on the
two ratings of this activity calculated for user u in the previous stage.

v�i ¼ v� ai; uð Þ ¼ a � v ai; uð Þ þ 1� að Þ � v0 ai; uð Þ; a 2 ð0; 1Þ
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– Sort the set of activities A = {a1, …, am} according to the valuation v�i
calculated in step 2 (a).

– The w activities best rated are selected to be displayed on the first screen of
the application.

4 An Example of How Operates the Hábitat Madrid
Application

This section explains how the recommendation system of the Hábitat Madrid
application works. An example with synthetic data on a true subset of the activities
proposed by the Environmental Education Centres of the City of Madrid for the
months of April, May, and June 2013 (see Table 2) is used.

Suppose a user u that enters the system for first time. He must select the Settings
tab from the home screen of the application and then the Preferences option. In the
new window will appear a series of keywords related to the topics of the proposed
activities. The user will set the keywords referring to the type of activities that
most interest him. In this way, the system will have information about the tastes
and preferences of the user. In the example, the user has scored three keywords:
routes, parks, and family activities, as shown in Fig. 2a.

Moreover, the system will have a database with information on the assessments
that other users have made of the activities in which they have previously par-
ticipated. It also has information on the degree of similarity sj of each user uj with
the given user u.

Table 1 contains information on the history of ratings that the system users
have made on the activities. If a user has not participated in an activity, he cannot

Fig. 1 Flowchart of the Hábitat Madrid recommendation system
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assess it, so its rating will be undefined (–). In each activity three characteristics
are valued: Environment and Resources (E), General (GE), and Staff (S). The
assigned rating can choose between three possibilities: Bad (B), Regular (R), and
Good (G). In this table can also be observed, next to each user name, the degree of
similarity of this user with user u.

In Table 2, the title of each activity is shown. The system searches for key-
words related to each activity from its title and descriptor. After that, the keywords
found are compared with the ones the user has set in his profile. The ratio ni/N in
Table 2 quantifies the adequacy of each activity from the point of view of the
tastes and preferences of the user, by searching for keywords. These quantitative
indices are combined into the algorithm to the quantification of the assessments of
the activities that other users have made. These last estimations originally come
from linguistic variables.

From the data of both tables, the system calculates the total rating of each
activity (fourth column of Table 2). In this example, we have given equal weight
to the user preferences than to the assessments that others have made on the
activities, i.e., we have used a value of a = 0.5 in Eq. 1 (Sect. 3). Finally, the

ANIMALS

PARKS

ROUTES

EXHIBITIONS

FAMILY ACTIVITIES

WORKSHOPS

GARDERING

ENVIROMENT

RECYCLING

Accept

Discovering Retiro Park in
Family

Family on Bicycle: Special
Route for Families

Kidsland Travel through
Juan Carlos I Park

Guided Route “Spread
Your Wings”

Next

(a) (b)

Fig. 2 Hábitat Madrid application screens. a User profile; b recommended activities
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system sorts the activities according to their total valuation v*, in the example, we
would have: a2, a4, a6, a1, a7, a5, a3. Therefore, the four best valued activities are
displayed on the first screen of Recommendations.

To access the recommended activities, the user should select the Recommen-
dations tab of the home screen. The four best rated activities will be shown, as we
can see in Fig. 2b. The user can select any of the displayed activities to obtain
more information or to enroll in it. If these activities havenot pleased him, he may
seek others just pressing the Next icon of Fig. 2b. The application will display
another screen with the next four highest rated activities.

5 Conclusions

In this paper, we describe a collaborative recommendation system integrated into a
mobile application developed for the city of Madrid. The aim of this application is
to inform users about the program activities proposed by the Environmental
Education Centres of this City Hall. The amount of information provided is so
abundant that it is essential to use a recommendation system.

The proposed recommendation system assesses the activities according to the
preferences profile of each user and the ratings that other users (especially those
similar to him) have made of each activity. The system will recommend to the user

Table 1 Rating register of the activities

u1 (s1 = 1) u2 (s2 = 0) u3 (s3 = 0.5) u4 (s4 = 0.75)

E GE S E GE S E GE S E GE S

a1 G R G R R R – – – G G G
a2 G G G – – – G R R G G G
a3 – – – G G G G G G R R G
a4 G R R G G G G G B G G R
a5 G G G R R R G G G – – –
a6 G R G G G G R R G G R R
a7 G R R R R G G G G R B R

Table 2 Numerical value assigned to each activity for user

Title ni/N v*

a1 Guided route ‘‘Spread Your Wings’’ 0.67 1.13
a2 Discovering retiro park in family 1 1.54
a3 Initiation ornithology workshop 0 0.50
a4 Family on bicycle: special route for families 1 1.31
a5 Ecological Kitchen garden course 0 0.75
a6 Kidsland travel through Juan Carlos I park 0.67 1.17
a7 ‘‘The Buen Retiro Trees’’ exhibition 0.33 0.79
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about the four activities, which according to the applied model will be more
attractive to him. However, it offers the possibility that if any of these four
activities satisfied him, he can search information about other activities. All of
them will be displayed, from high to low preference, depending on the assessments
calculated by the proposed recommendation system.

As future work we are developing the inclusion of context-aware in the decision
making of the recommender system. In this way, the system will recommend, in
real time, the activities that best suit the user’s preferences that take place at a
center near the user’s current location.
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Study of Algorithms for Interaction
Between Flowing Water and Complex
Terrain in Virtual Environment

Yue Yu and Yuhui Wang

Abstract SPH scheme and GPU-accelerated method are combined to construct
particle model of fluid for gaining realistic model of flowing water interacting to
complex terrain in virtual environment. Furthermore, coordinate information of
particles are accessed and isosurface model of fluid is constructed by combining
metaballs model and marching cubes method for rendering of flowing water.
Terrain model is constructed based on DEM data. Terrain data are extracted and
displayed by boundary particles. Real-time rendering of flowing water interacting
to complex terrain in virtual environment is implemented.

Keywords Fluid simulation � SPH � GPU accelerating � Metaballs � Marching
cubes

1 Introduction

Simulation of fluid interacting to complex terrain is always a difficult issue in
graphic simulation. For one thing complex terrain cannot be expressed by certain
equations because of its irregularities and randomness, for another, the shape of
fluid changes all time and its physical model is extremely complicated [1]. Many
problems call for solution such as the realism of fluid and the expression of flying
spray.

Modeling of fluid based on physical model has always been one of the main
directions. Physic-based methods can be ranged into two principal types, Euler
method and Lagrangian. In Euler method, changes of parameters such as velocity,
pressure, and density of fluid with time are studied for every point of the fluid field
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by the study of movement of fluid in each point. And changes of parameters from
one point to another are studied in fluid field. Euler method is one of the
approaches based on grid. In Lagrangian, motion of the fluid is studied starting
with motion of micro fluid. Changes of velocity, pressure, and density with time of
certain micro fluid are studied and changes of parameters from one tiny to another
are studied. Lagrangian is a method based on particles [2].

Many domestic and foreign scholars conducted a lot of research about fluid
modeling based on physical model. Akinci and Ihmsen propose a momentum
conserving two-way coupling method of SPH fluids and arbitrary rigid objects
based on hydrodynamic forces. Their approach samples the surface of rigid bodies
with boundary particles that interact with the fluid, preventing deficiency issues,
and both spatial and temporal discontinuities. Their method adheres to the concept
of SPH, is efficient to compute, and allows versatile fluid-rigid coupling [3].
Schechter and Bridson propose a new ghost fluid approach for free surface and solid
boundary conditions in SPH liquid simulations. Their ghost treatment of solid and
free surface boundaries, particle sampling algorithms, and new XSPH artificial
viscosity allow significantly higher quality liquid simulations than basic SPH with
only a moderate overhead [4]. Wangzhang, Zhang proposed a LBM-based effi-
ciently modeling and rendering method for free surface fluid simulation. LBM
model through the shallow water equations is used for fluid modeling and surface
height field calculations. This method is more accurate in simulation of shallow
water flow process [5]. Chen and Wang complete real-time simulation of the large-
scale fluid scenes based on new sophistication to nonuniform sampling function. In
order to make the calculation and simulation to achieve real-time fluid and fully
utilize the high parallelism and programmability of GPU, they assigned all the
adaptive SPH simulations and interactive computing boundaries to the GPU stream
processor [6].

SPH algorithm is used to construct the fluid particle model for flowing water
modeling in this paper, combined with GPU-accelerated computing. In the particle
model building completion basis, we use the metaball method combined with the
marching cubes algorithm to construct flowing water surface models. Finally, a
terrain is constructed based on DEM data and extracted data tectonic boundary
particles, and two-way coupled SPH method is used to complete the water inter-
action with the surrounding environment.

2 Construct the Fluid Particle Model Using SPH
Algorithm Combined with GPU-Accelerated Computing

The basic idea of SPH-smoothed particle hydrodynamics method is to use inter-
acted particles to describe continuous fluid or solid. Various physical quantities are
hosted on each particle, including density, mass, speed, etc. By solving the kinetic
equation of particle group and track the movement of each particle orbit, and seek
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the mechanical behavior of the whole system, then form a complex fluid motion.
SPH is an absolute Lagrangian method which can avoid the problem of material
interface and grid in the Euler description; it is particularly suitable for solving
dynamic large deformation problems such as high-speed collisions [7].

2.1 Mechanics of SPH Method

In SPH algorithm, each fluid particle follows the basic Newton’s second law. Fluid
mass is determined by the density of the fluid element, density is generally used
instead of mass, so the force of the particles in the fluid by the movement is
expressed by qa. The force acting on a particle composed of three parts. It is given
by formula (1).

F ¼ FExternal þ FPressure þ FViscosity ð1Þ

FExternal is called external force, generally gravity, i.e., qg. FPressure is the force
caused by pressure differential of the fluid, the fluid flows as pressure difference
exists. Its value is equal to the pressure field gradient, i.e., -rp its direction points
from the high pressure area of the low pressure zone [8]. FViscosity is determined by
the particle velocity difference. In the flowing fluid, the fast-flowing portion gives
the force which is similar to the shearing force is to the slow areas, value of the
force is related to coefficient l and the viscosity of the fluid on the speed differ-
ence, i.e., lr2u.

The above values are substituted into the formula (1) and rewrite into the
acceleration form. It is given by formula (2).

a ¼ g�rp

q
þ lr2u

q
ð2Þ

This formula is a simple form of Navier–Stokes equation which describes the
viscous Newtonian fluid.

2.2 Smooth Kernel Function

The particle properties’ effect becomes smaller as the distance increasing, this
function whose attenuation with distance is called smooth kernel function, the
maximum radius of influence is called the smooth kernel radius. For smooth kernel
of each particle, only the particles in the smooth kernel have an effect on center
particle’s density, pressure, acceleration, and other attributes, otherwise particles
outside the smooth kernel have no effect on the center particle [9]. By setting a
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suitable smooth core radius, discrete particles are constructed as a whole through
force and fluid mechanics model completes. Form of smooth kernel function is
shown in Fig. 1.

There are n particles within the smooth core radius h of point r (here not
necessarily particles) whose positions are r0, r1, r2, …, rj, accumulation of an
attribute A is given by formula (3).

AS rð Þ ¼
Xn

j

Aj
mj

qj
W r � rj; h
� �

ð3Þ

Aj is some properties within smooth nuclear radius such as density, pressure,
etc., mj and qj are mass and density of the particles around, rj is the position of
particle, h is the smooth nuclear radius. Function W is smooth kernel function, it
has two important natures. First, it must be even function, i.e., W �rð Þ ¼ WðrÞ;
second, it must be a gauge function, i.e.,

R
w rð Þdr ¼ 1. According to the formula

and the nature of smooth kernel functions we can get properties like particle
density, pressure, viscosity, and then get the particle acceleration.

Fluid is in the process of constant flow, density of different parts is different, so
the density of each particle needs to be calculated. Replace A with density q, use
Poly6 function as smooth kernel function, then density of position ri is got. It is
given by formula (4).

q rið Þ ¼ m
315

64ph9

X
j

h2 � ri � rj

�� ��2ffi �2
ð4Þ

As calculating the acceleration generated by the pressure, force of particles
from different areas of pressure varies, so the arithmetic mean of the pressure of
two particles is generally used instead of the pressure of individual particles in
calculating. As for the pressure p generated by individual particle, it can be cal-
culated as independent variable in the continuous equation. Then pressure by gas

Fig. 1 Form of smooth kernel function
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equation of state is got. This is a method of weakly compressible which can
simulate incompressible flow [10]. Using Spiky function as smooth kernel func-
tion, we get acceleration generated by the pressure of position ri. It is given by
formula (5).

aPressure
i ¼ �rp rið Þ

qj
¼ �m

45
ph6

X
j

pi þ pj

2qiqj
ðh� rÞ2 ri � rj

r

 !
ð5Þ

with r ¼ ri � rj

�� ��

Acceleration generated by the pressure is generated by velocity difference
between particles, i.e., relative velocity. It is given by formula (6).

aViscosity
i ¼ FViscosity

i

qj
¼ ml

45
ph6

X
j

uj � ui

2qiqj
h� ri � rj

�� ��� �
ð6Þ

Put function (5) and (6) into (2), we get the acceleration of particle. It is given
by formula (7).

aðriÞ ¼ g� m
45
ph6

X
j

pi þ pj

2qiqj
ðh� rÞ2 ri � rj

r

 !
þ ml

45
ph6

X
j

uj � ui

2qiqj
ðh� rÞ ð7Þ

with r ¼ ri � rj

�� ��

After getting acceleration ai by adding the respective force, we use Euler’s
method to update the speed and coordinates.

2.3 Accelerating by GPU Parallel Computing

In the calculation process of SPH, data to be calculated are large. CPU serial
computing cannot meet the requirements for computing speed, so GPU parallel
computing to accelerate is used. GPU and multi-core CPU are very different in the
calculation architecture, GPU more focus on data parallel computing, which
executes the same calculation in parallel on different data. In the calculation of
large-scale data, GPU’s CUDA architecture is used, by enabling a large number of
blocks to implement parallel computing [11]. Each block also contains large
number of threads, each thread or block has its own index, the internal organi-
zation of the set shown in Fig. 2. Through collaboration between the threads,
large-scale data parallel computing can be fully guaranteed as each thread per-
forms the same operations.
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In the simulation of SPH fluid, the new state value of a particle is calculated
only by means of the state of all the particles of last moment, without affecting
other particles’ state of a new moment, which has a high parallelism. This makes it
very suitable for SPH method implemented on the GPU. In SPH fluid simulation
process, all arrays are mapped for the GPU cache. GPU cache is a memory of a
video memory, simulator assigns multiple caches for all particle attributes, such as
coordinates cache, speed cache, density cache, pressure cache, etc. These caches
can be dynamically created and destroyed during the simulation [12]. GPU will
initialize a large number of threads to run compute kernel based on the size of the
computational domain (usually the output cache size). Computing cores will
sample the data input buffer, does a series of numerical computation and output the
result to the output cache. Since the calculation of all the particles can be carried
out in parallel, so it can be executed to each GPU thread, taking full advantage of
the GPU parallelism.

2.4 Algorithm Flow of SPH

Step 1 Initialize particles, set initial position, initial velocity, and initial
acceleration of each particle according to the design requirements of
the scene to be simulated or actual condition

Step 2 Calculate the density of each particle
Step 3 Calculate the pressure of each particle
Step 4 Calculate the acceleration of each particle
Step 5 Adjust the acceleration according to boundary condition

Kernel

Block(0,0) Block(1,0)

Block(1,1)Block(0,1)

Block(0,2) Block(1,2)

Host Device

Grid

Thread(0,0)

Block(0,2)

Thread(0,1)

Thread(0,2)

Thread(1,0)

Thread(1,1)

Thread(1,2)

Thread(2,0)

Thread(2,1)

Thread(2,2)

Fig. 2 Internal organization
of CUDA architecture of
GPU
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Step 6 Calculate velocity of each particle according to acceleration
Step 7 Calculate position of each particle according to velocity
Step 8 Draw particles
Step 9 Go back to step 2.

3 Construct Fluid Isosurface by Metaball Combined
with Marching Cubes

After fluid particle model is constructed by SPH algorithm, a realistic fluid model is
need to build. Therefore, based on the particles’ three-dimensional information of
every time, we need to construct the function of the shape of the fluid and render the
fluid surface. All points on this surface have the same function value, known as the
isosurface. SPH algorithm is a Lagrangian method which emphasizes particles of
fluid-structure. The metaball method determines the overall surface by precisely
calculating each corner’s function value in every voxel according to particles
around. So it is very suitable to construct the function of isosurface based on
particles model. After function is determined, we construct isosurface using
marching cubes, which can guarantee a strong sense of reality of the overall model.

3.1 Metaball

Metaball is an important technology using implicit surfaces to model, mainly used
to draw the object with irregular surface. It can control the surface shape via the
potential function. The traditional three-dimensional scene modeling technique
mostly constructs the polygon outline with massive pieces, realism of scene ren-
dering enhances with an increase in the number of polygon. Unlike traditional
modeling techniques, metaball technology simulates the shape of the surface
through a specific potential function. The flexibility of potential function deter-
mines its superiority in the rendering of the irregular surface. In the drawing
process, formula constructed by metaball can ensure the overall realism of the
model, and show a good performance of the details of the fluid, such as the
integration between water droplets and splashing effect [13].

The most common metaball Eq. (8) provides boundaries of movement of the
surface of the object. Coordinate position (x, y, z) of surface of the object is
determined by T0, qi, and fi in three-dimensional environment. T0 is set threshold
value in particular environment, which is the defined value of the function. qi is the
i-th object maximum density function. fi is the i-th object metaball density function
which is metaball potential function. It is given by formula (8).
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f x; y; zð Þ ¼
Xn

i¼0

qifi � T0 ¼ 0 ð8Þ

There are many forms of potential functions fi, the typical four kinds of
equations are given by formula (9), (10), (11), (12), formula (11) is used in this
paper:

fi x; y; zð Þ ¼ expð�ar2Þ ð9Þ

fi x; y; zð Þ ¼
1� 3 r

Ri

ffi �2
; 0� r� Ri

3

3
2 1� r

Ri

ffi �h i2
; 0� r�Ri

8><
>:

ð10Þ

fi x; y; zð Þ ¼ 1� r
Ri

ffi �2
� �2

; 0� r�Ri

0; r [ Ri

8<
: ð11Þ

fi x; y; zð Þ ¼ � 4
9

r
Ri

ffi �6
þ 17

9
r
Ri

ffi �2
; 0� r�Ri

0; r [ Ri

(
ð12Þ

R is the distance from point (x, y, z) to the center point of metaball object. Ri is
the maximum radius of i-th metaball object. Four different value of R according to
the sparse level of particles in the overall are used in this paper.

3.2 Marching Cubes Method

Marching Cubes method is also known as MC method, which is the most repre-
sentative method to construct isosurface in the three-dimensional regular data
field. In MC method, original data are assumed discrete three-dimensional regular
data field. In order to construct isosurface in this data field, set value of isosurface
C0. MC method first locates the voxel position where isosurface pass through.

Each voxel in discrete three-dimensional regular data field has eight corners,
get function value of each corner. If function value is greater than or equals to C0,
the corner is set 1. If function value is smaller than C0, the corner is set 0. Then we
get 28 = 256 cases. By reversing the corner function value, topology relationships
of eight corners do not change in many cases, and rotational symmetry exists, we
can reduce the 256 different cases to 14 cases [14], these 14 cases can basically
reflect all cases in a voxel.
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3.3 Discriminate and Eliminate Ambiguity in Marching
Cubes Using Asymptotic Methods

In MC methods, if the corner with value1 and the one with value 0 are separately
located at both ends of different diagonal on one plane of the voxel, there are two
possible ways of connection, shown in Fig. 4, and thus there is ambiguity. It is
shown in Fig. 3. Position of hyperbola of isosurface and the boundary is used to
discriminate and eliminate ambiguity [15].

3.4 Algorithm Processes of Building Isosurface

Step 1 Identify voxel containing the isosurface
Step 2 Scan each voxel, calculate function value of every corner by metaballs and

compare with the value C0 of isosurface to get status table of every voxel.
Step 3 Get the boundary plane which contains intersection with isosurface

according to status table
Step 4 Get intersections of boundary plane and isosurface through linear

interpolation method
Step 5 Get the normal of each corner in every voxel using the central

differencing method then get the normal of each vertex of triangles.
Step 6 Draw isosurface according to value and normal of vertexes of triangles.

4 Construct Terrain Model Based on DEM Data
Resampling

Digital elevation model (DEM) is a method of digital representation of ground in
surveying and mapping work. In the mathematical model, DEM elevation model
is a finite discrete representation and a finite sequence of three-dimensional

Fig. 3 Two-dimensional
representation of ambiguity
of connection
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vectors [16, 17]. Real terrain data are used here, so you can restore the true
complexity of the terrain, it is suitable for the terrain rendering of this study.

The data actually collected into a 1025 * 1025 array, in this paper, only need to
be resampled to 65 * 65 array to meet the requirement of boundary particles. After
sampling, give every point a height value in this 65 * 65 grid, and calculate the
average normal vector of every vertex. Draw the terrain with the grid, as shown in
Fig. 4.

5 Construct Model of Flowing Water

After building the terrain, vertexes of the terrain mesh model are sampled, get the
position of every vertex. Place a fixed particle at each vertex. Particles model of
the terrain is shown if Fig. 5.

In the specific calculation, these particles are as boundary particles to the cal-
culation of fluid movement whose positions are fixed, but density, viscosity, and
mass of these particles are different from fluid particles. A repulsive force will be
given when the fluid particles are near, so these particles are the boundaries.
Function of SPH need to be modified due terrain particles.

Function of fluid density is modified. It is given by formula (13).

q rið Þ ¼ m
315

64ph9

X
j

h2 � ri � rj

�� ��2ffi �2
þ mb

315
64ph9

X
k

h2 � ri � rkj j2
ffi �2

ð13Þ

Acceleration generated by the pressure is modified. It is given by formula (14)

aPressure
i ¼ �m

45
ph6

X
j

pi þ pj

2qiqj
ðh� rÞ2 ri � rj

r

 !
� mb

45
ph6

X
k

pi þ pb

2qiqb
ðh� rÞ2 ri � rk

r

	 


ð14Þ

Fig. 4 Terrain constructed by DEM data: a surface rendering model, b grid model
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Acceleration generated by the viscosity is modified. It is given by formula (15)

aViscosity
i ¼ ml

45
ph6

X
j

uj � ui

2qiqj
h� ri � rj

�� ��� �
þ mblb

45
ph6

X
k

�ui

2qiqb
h� ri � rkj jð Þ

ð15Þ

Three functions above have some new parameter. mb is mass of the boundary
particle, lb is viscosity between boundary particles and fluid particles, qb is density
of boundary particles, Pb is pressure of boundary particles, and rk is position of
boundary particles (Table 1).

Simulation experiment of interaction of flowing water and complex terrain After
particle model of fluid is calculated, construct the isosurface function using
metaball, then render the isosurface with marching cubes. Here we simulate a
model of interaction of flowing water and mountain.

Experimental results shown in Fig. 6.

Fig. 5 Particles model of the
terrain

Table 1 Parameters of the
experiment

Parameter Meaning of parameter Value

Nf Number of fluid particles 1920
Nb Number of boundary particles 4,225
N Total number of particles 6,145
mf Mass of fluid particles 0.001
mb Mass of boundary particles 0.003
l Viscosity of fluid 1
h Radius of smooth core 1.1
l Edge length of voxel 0.25
Nt Number of voxel 696,320
R1 Metaball radius 1 1.4
R2 Metaball radius 2 1.0
R3 Metaball radius 3 0.7
R4 Metaball radius 4 0.5
q Density of fluid 1,000
qb Density of boundary 1,500
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6 Conclusion

Algorithm in this paper presented method of interaction of fluid in complex terrain
and complete realistic rendering, at the same time, reflects physical characteristics
of a fluid in the whole process of interaction in a good way and in good real time.
Splashes and fusion caused by interaction of fluid in complex terrain meet the real
scene rendering needs.
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An Automatic Generating Method of 3D
Personalized Clothing Prototype

Xiaping Shi and Bingbing Zhang

Abstract This paper utilizes an idea of relaxation to automatically generate three-
dimensional (3D) clothing prototype according to the location of key positions on
3D personalized virtual mannequin created by the method of Electronic Made-to-
Measure (eMTM). This approach is based on generating 3D personalized clothing
body and a supplement to eMTM clothing part; it has advantages of low cost and
good practicality compared with other clothing generation methods. Thus, it
provides a new technical support for the wide use of eMTM.

Keywords Automatically generate � 3D prototype � Pieces � Relaxation �
Location of key positions

1 Introduction

With the development of Internet and the e-commerce, many more people start to
pursue personalized garment and join in Made-to-Measure (MTM). The way of
customizing clothing traditionally applies a flexible ruler to measure customers by
face-to-face, and then tailors based on the measured data make clothes. Although
this way can get more accurate data, it also has shortcomings: first of all, it is time-
consuming, second, it needs measuring face-to-face, and also it cannot be applied
on the Internet. Therefore, eMTM has been developed and spread gradually.
eMTM system is a completely customer-focused making clothing way, it has
advantages in its efficiency and the individuality. Its 3D image will make the
designing and showing of apparel more intuitive. eMTM system provides service
for clothing design and manufacturing. Its efficiency makes eMTM become the
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best choice for apparel manufactures. eMTM will become the main way of modern
clothing production.

Under such a background, this paper puts forward a new method to automati-
cally generate 3D clothing prototype by 3D personalized virtual mannequin. This
scheme not only provides full and accurate basis for apparel makers in person-
alized clothing production, but also fully implements individuation for customers.

2 Related Works

In the past years, many companies and universities at home and abroad have been
studying virtual apparel fitting. For example, Fitiquette [1] generates online virtual
images for users to provide fitting models in apparel electronic business platform.
Users can make use of Fitiquette to create virtual 3D images for themselves and
measure detailed dimensions of any parts of their body (e.g., arm length, waist
girth, etc.), then according to the measurement results adjust the virtual images
until the virtual images are corresponded with the users. Fitiquette can provide
some advice for users on clothing, which has usually a different style and size for
users to try on. Users can also rotate the virtual 3D clothing images to check the
fitting effect from different angles. Fitiquette has many advantages, but its price is
very high so that it cannot be widely spread. Me-Ality [2] builds up 3D simulation
of human body for customers who only need to wear clothes and stand in a small
space similar to the fitting room. 3D detection technology applied in this small
space is high-cost. Eden [3] introduces a fitting technology of high simulation and
can simulate clothing fold, material. In conclusion, these researches have same
shortcomings, i.e., the cost is high and approaches cannot be spread easily.

Luo [4] puts forward a method to generate clothing prototype on a 3D human
body obtained by 3D scanner, as shown in Fig. 1. This method cannot be effec-
tively promoted on the Internet because it needs to use an expensive 3D scanner.
Wang [5] presents a new approach to model a 3D garment intuitively around a 3D
human model by 2D sketches input. He also researches different kinds of clothing
[6]. Although his method can greatly improve the efficiency and the quality of
pattern making in the garment industry, the human models have to be predefined.
In 2001, the European textile and apparel organizations (EURATEX) presented
applying 3D body scanner and establishing the electronic production of custom-
ized clothing combined with modern network and garment CAD technology,
which is briefly called eMTM (Electronic Made-to-Measure) [7].

eMTM system exactly overcomes above shortcomings. Therefore, it is neces-
sary to spread eMTM on the virtual human body generated. Based on Luo’s
method, this paper studies the process to generate clothing prototype on a 3D
human body via 3D scanner, and then a constructed 3D clothing prototype is
related with the features on a 3D human model which corresponds to a specific
person. The approach of generating clothing prototype will be more suitable for
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various kinds of virtual human body which is applied in apparel engineering
effectively and easily.

3 The Generation of 3D Personalized Clothing Prototype

Clothing prototype is a basic form of clothing added primary relaxation and based
on net size of human body. Clothing prototype becomes a garment if clothing
elements and style are added. Therefore, we take clothing prototype as research
object which is the basis of clothing.

3.1 The Overview of the Method

The first step to make clothing prototype is to measure data from human body. So
this method first locates critical parameters, that is, automatically generating the
corresponding positions of clothing prototype based on a specific 3D human body
and some gaps between the body and the clothing. The collar contour (CC) and
Armhole-line (AH) which are the most important on the clothing prototype are
implemented according to the features on the human body. It is vital to position the
key points on the body and to deal with CC and AH. Other parts in prototype are
body adding relaxations. The following aspect of paper will present these
processes.

Fig. 1 The left means coordinate system and the middle and right show key-positions
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3.2 Location of Key Positions

Through the analysis of human shape and the study of data distribution of 3D
virtual human body, the key positions for 3D clothing prototype are bust-line (BL),
waist-line (WL), front-neck-point (FNP), back-neck-point (BNP), side-neck (SN),
armpit (AP). The coordinate system of the human body generated is shown as the
left of Fig. 1. Some important key positions [8] are shown as the right of Fig. 2.
How to get the key positions will be described in the following section.

The human body S is composed of many cross-sections si(s0 - sn - 1) from the
neck to hip, and every cross-section contains about 30 points pi(p0 - pn - 1). In
every cross-section, ymax(s) and ymin(s) represent the maximum and the minimum
on y-axis, respectively, and xmax(s), xmin(s) represent the maximum and the min-
imum on x-axis, respectively.

BL: BL is situated in the cross-section sBL, which is the thickest cross-section in
human body. sBL can be described in the following expression.

sBL ¼
sjj ymax sj

� �
� ymin sj

� �� �
[ 8 ymax sið Þ � ymin sið Þð Þ;

i 6¼ j; s0� si; sj\sn

� ffi
ð1Þ

WL: WL is located in the cross-section sWL, which is the narrowest cross-
section in the body. sWL can be described in the following expression.

sWL ¼
sjj xmax sj

� �
� xmin sj

� �� �
\8 xmax sið Þ � xmin sið Þð Þ;

i 6¼ j; s0� si; sj\sn

� ffi
ð2Þ

SN: SN lies in the cross-section sSN, which is the narrowest cross-section in the
neck. sSN can be described in the following expression [9].

sSN ¼ sjj xmaxðsjÞ�xminðsjÞ
xmaxðsjþ1Þ�xminðsjþ1Þ\8

xmaxðsiÞ�xminðsiÞ
xmaxðsiþ1Þ�xminðsiþ1Þ ;

i 6¼ j; 0� i; j\n

( )
ð3Þ

In sSN, there are two important points, left-SNP (LSNP) and right-SNP (RSNP),
LSNP is the right side point pLSNP, and RSNP is the left side point pRSNP.

Fig. 2 Before and after dealing with problem in CC
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pLSNP ¼ pjjpjðxÞ ¼ xmaxðsSNÞ; 0� j\m
� �

pRSNP ¼ pjjpjðxÞ ¼ xminðsSNÞ; 0� j\m
� � ð4Þ

FN: FN is front neck situated in the cross-section sFN, which is the most
concave cross-section from neck and chest. In other words, ymin(sFN) is largest
compared with other cross-sections. sFN can be described in the following
expression.

sFN ¼ sjjyminðsjÞ[ 8yminðsiÞ; i 6¼ j; sSN� si; sj� schest

� �
ð5Þ

FNP is front-neck-point on sFN, marked in pFNP. BNP is back-neck-point
marked in pBNP.

pFNP ¼ pjjpjðxÞ ¼
xmaxðsFNÞ þ xminðsFNÞ

2
; pjðyÞ\0; 0� j\m

� ffi

pBNP ¼ pjjpjðxÞ ¼
xmaxðsSNÞ þ xminðsSNÞ

2
; pjðyÞ[ 0; 0� j\m

� ffi ð6Þ

AP: AP is in the cross-section sAP, which is in the middle of sFN and sBL. sAP

can be described in the following expression.

sAP ¼ sjjsjðzÞ ¼
1
2

sFNðzÞ þ sBL zð Þð Þ; 0� j\m

� ffi
ð7Þ

3.3 Determination of Collar Contour

Every cross-section from SN to WL in the body can be divided into four parts to
generate clothing prototype. They are from SN to FN, from FN to armpit, from
armpit to chest, and from chest to waist.

In the part from SN to FN, it is the most important to confirm the collar contour
(CC) on clothing prototype. Two-dimensional clothing prototype has two
requirements to CC (1) smooth (2) perpendicular to the normal vector of LSNP,
RSNP, FNP, and BNP. Based on both of these requirements, we can approximately
regard CC as an ellipse. CC is divided into two semi-ellipses, CCfront and CCback.
CCback is almost on the same cross-section with sSN. CCfront can be expressed in
the following expression.

CCfront x; y; zð Þ ¼
x2

a2 þ z2

b2 ¼ 1; x; y; zð Þ 2 S; a ¼ 1
2 wðsSNÞ;

b ¼ h sSNð Þ � h sFNð Þ

� ffi
ð8Þ

w(sSN) and h(sSN) mean the width and height of sSN.
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For realizing the part of 3D clothing prototype, the points within the CC will be
discarded on the basis of upper expression. There exists a problem. According to
VRML file rules, if a cross-section does not have equal counts of points with its
adjacent cross-sections, the boundary of CC will be not smooth in the clothing, as
shown in Fig. 2.

To make clothing prototype integrated correctly, the adjacent cross-sections
must have equivalent amount. A method is adopted for each cross-section that has
less than m points, where m is the count of points in a normal cross-section. We
calculate the number of lack points, and then insert these points into the cross-
section averagely. The processing result can be seen in Fig. 2.

3.4 Determination of Armhole on Clothing Prototype

In parts from FN to AP and from AP to BL, there are two difficult points (1) how to
determine armhole (AH) (2) how to deal with relaxation.

AH is a smooth curve across acromion and armpit. It is determined by clothing
structure and shape of human body. Armhole structure consists of armhole depth,
sleeve width, free-zone, and shoulder. According to above definition method of
CC, we consider AH as four quarter-ellipse, AHFU, AHBU, AHFD, and AHBD, as
shown in Fig. 3. The four parts can be expressed by the following formula.

Fig. 3 The composition of
AH
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AHFUðx; y; zÞ ¼
z2

a2
þ y2

b2
¼ 1; ðx; y; zÞ 2 S; a ¼ hðsFNÞ � hðsAPÞ; b ¼ thðsFAPÞ

� ffi

AHBUðx; y; zÞ ¼
z2

a2
þ y2

b2
¼ 1; ðx; y; zÞ 2 S; a ¼ hðsFNÞ � hðsAPÞ; b ¼ thðsBAPÞ

� ffi

AHFDðx; y; zÞ ¼
z2

a2
þ y2

b2
¼ 1; ðx; y; zÞ 2 S; a ¼ hðsAPÞ � hðsBLÞ; b ¼ thðsFAPÞ

� ffi

AHBDðx; y; zÞ ¼
z2

a2
þ y2

b2
¼ 1; ðx; y; zÞ 2 S; a ¼ hðsAPÞ � hðsBLÞ; b ¼ thðsBAPÞ

� ffi

ð9Þ

th(sFAP) means the thickness of front sAP, th(sBAP) means the thickness of back sAP.
In order to make the size and style of armhole flexible [8], we set a free-zone in

the bottom of front-axilla and back-axilla.

3.5 Determination of Relaxation

Relaxation is the gap between clothing and human body [8]. Setting relaxation has
three effects: (1) to satisfy normal human physiological activities in dynamic (2) to
be safe and comfortable in static [10].

Relaxation distribution ratio is based on the average value of clothing con-
struction and human body moving parts, front-chest, underarm, back-chest. We
define relaxation of each part as the following expressions [8].

Fig. 4 The examples on different mannequins
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fclothðx; y; zÞ ¼

fbodyðx; y; zÞ þ RðFCÞ;R(FC) ¼ 30% � R(chest)
2

fbodyðx; y; zÞ þ RðUAÞ;R(UA) ¼ 30% � R(chest)
2

fbodyðx; y; zÞ þ RðBCÞ;R(BC) ¼ 40% � R(chest)
2

fbodyðx; y; zÞ 2 S;

8>>>><
>>>>:

9>>>>=
>>>>;

ð10Þ

fbodyðx; y; zÞ means 3D points of human body S. Relaxation fclothðx; y; zÞ implies 3D
points of clothing prototype. R() indicates relaxation function of each part.
R(chest) means chest relaxation. The fashion drawings in different human body
can be seen in Fig. 4.

4 Conclusions

This paper presents a new approach to intuitively generate 3D clothing prototype
on a 3D personalized virtual mannequin created by eMTM. The constructed
clothing surfaces are related to the features on human models. Our approach
consists of three parts: (1) positioning of key points on the human body; (2)
construction of 3D personalized clothing prototype, and (3) the procession of
relaxation. Compared with earlier approach, the method has the following
advantages: (1) the personalized clothing prototype can be generated automati-
cally; (2) because the 3D human body is created through the way of eMTM, which
only need two photos input by a customer, therefore, the automatic generation of
personalized clothing prototype is convenient and low cost; (3) it provides a new
idea for online application and improves the applicability of eMTM. In summary,
our technique can greatly improve the efficiency and the quality of pattern making
in the garment industry.
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Study of Migration Topology in Parallel
Evolution Algorithm for Flight
Assignment

Jiaxing Lei, Xuejun Zhang and Xiangmin Guan

Abstract Airspace congestion has become more and more serious in recent years
due to the sharp increase of aircraft which has caused many unsafe factors and
economic losses. Hence, how to assign flights to reduce congestion and delay has
attracted much more attention. However, the flight assignment problem is very
difficult to deal with it because in general has multiple objectives and involves in a
large amount of flights. In this paper, we propose a new flight assignment method
based on parallel evolution algorithm (PEA), which has great superiority for large-
scale complicated problem. Besides, a left–right probability migration topology is
presented to further improve the optimization capability. Experiments on real data
of the national route of China show that our method outperforms the current three
flight assignment approaches. Moreover, the congestion and delay are effectively
alleviated.

Keywords Air traffic flow management � Flight assignment � Parallel evolution
algorithm � Migration topology

1 Introduction

In the past few years, the global civil aviation transportation industry developed
rapidly [1, 2]. More and more flights simultaneously present in the same airspace,
but the airspace capacity keeps relatively steady, which has caused acute
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congestion and delay. Hence, the flight assignment problem with the aim to bal-
ance air traffic flow and reduce congestion has attracted much more attention.

However, with consideration of thousands of flights, it is a large-scale combi-
natorial optimization problem with tight coupling among variables and constraints.
Besides, from a practical standpoint, the flight assignment problem often considers
several objectives, which cause the problem difficult to deal with.

In the early time, the problem mainly considered to modify the flight plans for
local regions, especially in the airports. The most typical approach was to convert
the delay in the air into the delay on the ground by postponing departure time of
flights. In 1987, Odoni first proposed effective algorithms to obtain optimal
ground-holding strategies [3]. Terrab focused on ground-holding delay method in a
single airport [4] and Varanas et al. proposed some heuristic algorithms to assign
delays in multiple airports [5]. Delahaye and Odoni introduced stochastic opti-
mization techniques and optimize the routes and time slots together [6]. Because of
the strong complexity of the problem, the previous researches treated it as a mono-
objective instance and partially solved it. In 2005, with consideration of reducing
the congestion and delay, Delahaye et al. developed a multi-objective model, and
adopted Multi-objective genetic algorithm (MOGA) to solve it [7]. They used the
real data in France to test their method and obtained satisfied results. Recent years,
Tian et al. used MOGA to deal with the same problem in China and they presented
more objective functions including the congestion optimization in each sector and
the overloaded time of sectors optimization [8]. Liu et al. used cooperative
co-evolution to address route network flow assignment in a simplified network [9].

However, these methods are apt to fall into local optimum and cause slow
convergence speed, especially in later period of the evolution, because the multi-
objective optimization problem involves in thousands of flights and tight coupling
exists among variables and constraints. In this paper, we propose a parallel evo-
lution algorithm with a new migration topology. The parallel evolution algorithm
adopts several populations to evolve simultaneously which can explore the
searching space more fully. Besides, a left–right probability migration topology is
presented to further improve the optimization capability via increasing commu-
nication among populations. The experiment on real data of the national route of
China shows that the method can speed up the convergence and get better solution.

Our paper is organized as follows. The model is described in Sect. 2. The
framework of the parallel evolution algorithm is presented in Sect. 3. Section 4
summarizes our experimental results on real data of the national route of China.
Finally, we conclude the work in Sect. 5.

2 The Model

As an illustration, the explanation of the flight assignment problem is shown in
Fig. 1.
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The rectangular airspace is divided into several sectors with dotted lines as
boundary. Supposed that there is a flight from airport A in the left bottom to airport
B in the top right corner, and there are three feasible paths for the flight. For
example, if the congestion in sector 6 is severe, the flight can choose path 3 to
reduce congestion.

2.1 Decision Variables

For each flight, there is a pair of decision variable di; rið Þ. And di represents the
delay slot and ri is a feasible route. Hence, the slot set and path set can be
described as follows:

D ¼ 0; 1; . . .; dp � 1; dp

R ¼ r0; r1; r2; . . .; rmax

ð1Þ

where dp is the maximum delay time for a flight.
A flight plan can be described as follows:

L ¼ S1; T in1; Tout1ð Þ; . . .; Sk; T ink; Toutkð Þ; . . . ð2Þ

where Sk is the kth sector the flight will pass, Tink is the time slot it enters into the
sector, and Toutk is the time slot it leaves the sector.

2.2 Objective Functions

In real operation, safety and efficiency both need to be considered. Hence, in this
paper, reducing congestion and delay are as the two objectives.

AirportAirport A

AirportAirport B
PathPath 1

PathPath 2

PathPath 3

S2S2S1S1

S3S3

S4S4

S5S5

S6S6

S7S7

S8S8

S9S9

S10S10

Fig. 1 The illustration of the
flight assignment problem
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2.2.1 Congestion Objective

Workload in sector Sk at time t is related to the number of flights in the sector and
passing the boundaries of the sector. It can be roughly expressed by [10]

Wt
Sk
¼ Wt

moSk
þWt

coSk
ð3Þ

where Wt
moSk

is the monitoring workload which can be estimated by

Wt
moSk
¼ 1þMt

Sk
� Ct

mSk
; if Mt

Sk
[ Ct

mSk

0; else

�
ð4Þ

where Ct
mSk

is the monitoring critical capacity of sector k at time t. Mt
Sk

is related to
the number of aircraft in sector Sk at time t [7].

Similarly, Wt
coSk

is the coordination workload and can be estimated by

Wt
coSk
¼ 1þ Ct

Sk
� Ct

cSk
; if Ct

Sk
[ Ct

cSk

0; else

�
ð5Þ

where Ct
cSk

is the critical coordination capacity of sector k at time t. Ct
Sk

is related
to the number of aircraft passing the boundaries of sector Sk at time t.

Then, the first objective function can be defined as follow:

y1 ¼ min
Xk¼P

k¼1

X
t2T

gWt
Sk

 !/

� max
t2T

gWt
Sk

� �u
0
@

1
A ð6Þ

where P is the number of sectors, T is the time period we considered, / and u are
weight factors [5].

2.2.2 Delay Objective

Total delay consists of the delay on the ground and the delay in the air. The delay
on the ground can be expressed as: ds ið Þ ¼ tn � tk, where tk is the planned
departure time slot and tn is the actual departure time slot. The cost of air delay is
three times of the ground delay, so the air delay can be presented as:
dr ið Þ ¼ 3 � Tr � T0ð Þ, where Tr is the actual flying time and T0 is the shortest flying
time. Besides, with consideration of the equity between flights, the second
objective function is defined by the mean of a quadratic summation of delays
instead of a regular linear one [5]:

y2 ¼
XN

i¼1

ds ið Þ þ dr ið Þð Þ2 ð7Þ

364 J. Lei et al.



3 Optimization Method

As described previously, the flight assignment problem is a multi-objective large-
scale problem with tight coupling among variables. The traditional multi-objective
algorithms are difficult to solve it efficiently. Hence, we propose a new method
based on parallel evolutionary algorithm (PEA), which has several populations
evolve simultaneously. PEA can get satisfied results when dealing with this kind of
problems for its distributed feature [11]. An archive for every population is
introduced to store and update the nondominated solutions found so far. Besides, a
left–right probability migration topology is designed to exchange individuals
among subpopulations, which can speed up the evolution. The pseudocode of the
algorithm is outlined in Fig. 2.

3.1 Coding

Each chromosome consists of the departure slot and route of all the flights. The
departure slot and route of a flight can be chosen from two finite discrete sets.
The structure of the chromosome is given in Fig. 3.

BEGIN
Initialize IM populations of size popsize each. g=0. archive[M]=NULL
WHILE g < maxgen

FOR population j=0:(IM-1)
Divide the problem into n subcomponents
FOR each subcomponent in the population

Using DE to optimize
END FOR

Update archive[ j]
END FOR
IF (migration condition met)

Exchange individuals among the populations selected
END IF

g=g+1
END WHILE
END

Fig. 2 Pseudocode of the algorithm
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3.2 Left–Right Probability Migration Topology

The exchange of individuals is called migration [12], and the migration topology
determines the destination of the migrants which has an important influence on the
quality of solutions. In this paper, a left–right probability migration topology is
presented. All populations are in a special order, and the worst individual in a
population is replaced by the best individual in the left or right population with
equal probability.

The left–right probability topology SL(n) for population n can be defined as
follows:

SL nð Þ ¼ nþ N � 1ð Þ=N; if rand\0:5
nþ N þ 1ð Þ=N; if rand� 0:5

�
ð8Þ

where 0� n\N, and rand is a random number between 0 and 1.

4 Experiment Results

In order to test and verify the effectiveness of the algorithm, the real data of the
national route of China is used. There are 1,706 airway segments, 940 waypoints,
and 150 airports. Besides, the data of 1,664 flights on January 1, 2009 was used.
Other parameters in the experiments are set as follows: total population size
popsize = 100, time period T = 240 min, maximum generation maxgen = 150,
crossover probability Pc = 0.9, and mutation probability Pm = 0.1.

4.1 The Number of Populations

The number of populations IM in PEA has an important influence on the results.
Hence, we first find the optimal number of populations.

It can be seen in Fig. 4(left) that the Pareto front under IM = 5 dominates
Pareto fronts under other values of IM. Beside, three indicators are introduced to
analyze the results with different number of populations. c can measure the

Flight 1

...... ......
1r kr Nr1δ kδ

Nδ

Flight Flight k N

1R 1Δ kR kΔ NR NΔ

Fig. 3 The structure of the chromosome
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convergence of the solutions to the Pareto front and D can measure the extent of
spread achieved among the obtained solutions [13]. Moreover, another indicator
hypervolume is also given which can evaluate the convergence and the extent of
spread of the solutions simultaneously without the real Pareto front [14, 15]. It can
be seen in Table 1 that the solution set under IM = 5 has the smallest value of c
and D, and the largest value of hypervolume (values in bold) which indicates that
when IM = 5, our algorithm can get the best performance.

4.2 Comparison with Other Algorithms

Next, the experiment aims to evaluate the performance of the proposed PEA by
comparing it with three existing algorithms, the MOGA, the MOEA/D [16], and
the cooperative co-evolutionary multi-objective algorithm (CCMA) [17].

It can be seen in Fig. 4(right) that the Pareto front under PEA dominates Pareto
fronts under other algorithms. And the best values (in bold) in Table 2 also shows
PEA performs the best in every aspect.

Fig. 4 The results under the different number of subpopulations (left) and the results of different
algorithms (right)

Table 1 Comparison of different IM (Hypervolume, c and D)

IM Hypervolume c D

IM = 1 8.8881e + 12 1.3669e + 06 0.9662
IM = 5 1.4422e + 13 2.5595e + 05 0.9598
IM = 10 1.1336e + 13 6.8483e + 05 1.2383
IM = 20 2.8491e + 12 2.7682e + 06 1.1688

The value in bold is the best value.
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5 Conclusion

In this paper, we propose a new flight assignment method based on parallel
evolution algorithm which has great superiority for large-scale complicated
problem. Besides, a new migration topology called left–right migration topology is
presented. Our migration topology can further improve the optimization capability.
Experiments on real data of the national route of China show that our method
outperforms the current three flight assignment approaches. Moreover, the con-
gestion and delay are effectively reduced.
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Improving the GPS Location Quality
Using a Multi-agent Architecture Based
on Social Collaboration

Jordán Pascual Espada, Vicente García-Díaz,
Rubén González Crespo, B. Cristina Pelayo G-Bustelo
and Juan Manuel Cueva Lovelle

Abstract Smartphones are very popular, every day these devices are used by
millions of people for different purposes. One of the most popular smartphone
services is the GPS geolocation, many different mobile applications use the
location information in their business logic, such as: calculate routes, locate nearby
places, locate people, etc. Obtaining a good quality GPS location can be a problem
in some cities and places, since the coverage of GPS location is not always
optimal, because of GPS signal is not always optimal. The quality of the GPS
signal obtained at each moment may depend on many factors, mobile device
technical characteristics, environmental factors, etc. This paper presents an
approach to improve the quality of the GPS location applied multi-agent archi-
tecture where people’s smartphones running intelligent agents can cooperate
among them locally. The agents using a Wi-Fi Direct 2p2 communication to share
the locations, then each agent analyzes the location parameters to calculate the
location with higher quality level.

Keywords Multi-agent system � Ubiquitous computing � GPS � Navigation
service

1 Introduction

Smartphones are evolving very fast. The latest versions of these devices include
very sophisticated hardware and modern operating systems such as Android, iOS,
or Windows Phone that essentially turn phones into computers. They are changing
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even the daily lives of millions of people. For instance, Marshall [1] shows how
smartphones are being used to help people in poor countries with banking, edu-
cation, and business since personal computers are less widespread among citizens.
In addition, lots of research works show different use cases in which the use of
smartphones proves to be positive in society: changes in the practice of medicine
[2], enhance independent behavior in individuals who had memory and organi-
zational problems [3], automatic observation in research studies [4], improvements
in the way people learn [5], etc.

Unlike other types of computers, smartphones are light and people usually carry
them. Thus, one of its strengths is the possibility of creating context-aware soft-
ware in a range of domains like tourist-related applications [5], pervasive learning
environments [6], or product comparison shopping [7]. The GPS location is one of
the parameters more commonly used in context-aware applications. The func-
tionality of these applications often depends on that the location obtained has a
good level of accuracy, but this is not always possible [8]. Obtaining an accurate
GPS location may depend on many different factors, the geographical position in
which we are, the technical quality of the device and its components, the current
GPS network status, the criteria and parameters used to apply for the GPS location,
even, it also may depend on atmospheric factors. Therefore, it is not always easy to
get a good quality GPS location, the approximate error of GPS is between 0 and
10 m, and the times of obtaining the first location can vary over a very wide range
from a few seconds to minutes.

There are many research works that presents approaches to improve the quality
of the GPS locations. Some of these approaches are based on different techniques,
such as: using auxiliary hardware [9], using algorithms for processing the signal
and detecting variations. [10] requesting information to the people [11], combining
the GPS locations with other techniques such as artificial vision [12] or optical
encoders [13] using particle filters [14], or using algorithms to predict or estimate
the locations. [15].

In this paper, we propose a solution based on a multi-agent architecture, where
each Smartphone that runs an autonomous intelligent agent is able to communicate
and coordinate with other agents geographically very close about 5 m or less.
Through a process of communication and negotiation agents share their GPS
locations and analyze the metadata of the location (the GPS status, the accuracy
level, the location timestamp, the number of satellites used to obtain the location,
etc.) in order to decide which is the most accurate location, then all agents use the
location with higher quality and therefore most accurate rate.

The remainder of this paper is structured as follows: in Sect. 2, we present a
brief overview of the relevant state of the art; in Sect. 3, we describe our proposal
in Sect. 4, conclusions and the future work to be done.
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2 Related Work

One of the main features of mobile devices is the availability of environment
sensors and the data they provide. Thus, a new range of applications have emerged
with the smartphones. The GPS is one of the most used because it gives a wide
range of applications beyond simply locating and guiding vehicles. The GPS
enables new location-based applications such as local search, mobile social net-
works, and navigation, in addition to other uses like predicting interests of people
[16]. Other works such as for instance Burigat and Chittaro [15] use de GPS data
to explore and synchronize 3D visualization of the environment with the physical
world in tourist applications.

However, systems equipped with GPS do not work properly always. Thus, the
GPS needs different nontrivial amount of battery power [17] and provides results
of different quality depending on external factors such as the number of satellites,
the signal strength, antenna limitations, and atmospheric conditions at a given
moment. For those reasons, there are different proposals to avoid the use of GPS.
Thiagarajan et al. [18] propose an energy-efficient system for trajectory mapping
using tracks obtained largely from cellular base station fingerprints but the accu-
racy is lower than using the GPS. Others authors such as Nishihara et al. [19] focus
on methods to determine the minimum set of resources needed to meet a given
level of performance to save energy. Zhuang et al. [20] create a framework based
on some principles such as substitution, suppression, piggybacking, and adaptation
of applications to reduce the power consumption of GPS usage.

In addition, other works focus on the improvement of the accuracy of the results
obtained by the GPS devices and new receivers. Thus, in Kjærgaard et al. [21]
authors explain indoor GPS reception characteristics by analyzing results from a
measurement covering eight different buildings. The results generally are more
promising than the suggested in the literature but there are some considerations to
have into account like the position, the roof and wall materials, the number of
walls or the number of closer buildings that can affect the results and therefore the
power waste or the quality of the data obtained. There are works in which the GPS
sensor is combined with other type the information to improve the accuracy of
results like a postprocessing step combined with available data, GIS information,
or through the use of historical records [25].

Multi-agent systems are also very much present in mobile devices, with a great
number of examples covering uses different from the proposed in this paper. For
instance, Bajo et al. [22] show a multiplatform agent-based tool for modeling the
behavior of companies and providing a support for decision making. Yang and
Hwang [23] present a recommender system for a mobile environment, under the
assumption that users who visit the same attractions in a theme park are more
likely to share similar tastes. The system is based on peer-to-peer communications
for exchanging ratings through the smartphones. Other works like Zhou et al. [24]
also focus on intelligent recommendations for enhancing mobile Web access
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derived from frequent user access patterns. For that, a tree of patterns is created
based on the sequential pattern mining results and finally, a set of rules create the
specific recommendations for users.

3 Proposal

We propose the creation of a multi-agent architecture, which allows users to get their
current GPS location with a higher accuracy degree. The proposed architecture is
based on a network composed by intelligent agents that work autonomously on
Smartphones users; these agents get the GPS location using the Smartphone hardware
and then the agent share the GPS location information with the intelligent agents near
to their position (Fig. 1). All available and geographically very close intelligent
agents establish a process of cooperation and negotiation in order to analyze which of
the GPS locations have a higher quality level. The agents use a reasoning system that
compares the location information (the GPS status, the accuracy level, the location
timestamp, the number of satellites used to obtain the location, etc.). This system is
used to discuss which of the GPS locations have a higher level of quality and selected
locations are shared between nearby intelligent agents. The GPS location may be
used later by the user for any type of task or application.

The system architecture is formed by a network of intelligent agents that are
running on users Smartphones background. The intelligent agent system is
implemented as an Android Service. These intelligent agents are hybrids; they are
deliberative reactive and manage a heterogeneous set of perceptions in order to get
the most accurately GPS location at all times.

Intelligent agents perceive different information from the environment.

• GPS Location Information The GPS location coordinates (longitude and lati-
tude) and other significant parameters that can be used to evaluate and compare
the quality of GPS locations. This parameter group includes, among others: the
GPS status, the application criteria for selecting a location provider, the
accuracy level (coarse, fine, high, log, medium), the power requirement (high,
low, medium), the location timestamp, the number of satellites used to obtain
the location, and a flag indicating whether the satellite has sent a current or
cached location.

• Intelligent agents close geographically The presence of other intelligent agents
in geographically close environments. Detected intelligent agents will become
part of a ‘‘localized cooperative environment.’’ In coordination, the agents
share the GPS locations obtained. Then the agents that compose the ‘‘localized
cooperative environment’’ initiate a negotiation process with the aim of
resolving which of the GPS locations have a higher quality level.

• Other smartphone sensors Optionally, the agents can obtain other measures
from the physical environment, such as the compass orientation; these mea-
surements can be used in some circumstances to apply algorithms that try to
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improve the quality of the location. The initial version of the architecture is not
going to use this type of information for possible optimization of the GPS
location obtained.

By themselves the agents have a limited perspective about the location. Indi-
vidually an agent may have obtained a GPS location (or not obtaining it for some
reason), the location is accompanied by a few parameters that can be used to get an
idea of the localization quality, but really the agent does not know if another
nearby agent was able to get a GPS location with higher quality level. The location
quality can be determined by the technical characteristics of the mobile device
when requesting the location, network overhead, etc.

In the proposed architecture intelligent agents perceive all the information
about the location and details of the location using the smartphone GPS chip
(Fig. 2) (1a). The location information is stored in a repository to be analyzed and
compared later (Fig. 2) (2a, 3a). The agent simultaneously receives the GPS
location information obtained by other nearby agents belonging to the same
‘‘localized cooperative environment’’ (Fig. 2) (1b). These agents provide a Wi-Fi
Direct P2P connection to exchange messages. The messages exchanged between
the agents have Knowledge Query and Manipulation Language KQML syntax.
Each agent is responsible for analyzing the location information that it has
obtained and perceived through other agents (Fig. 2) (2b). The agent analyzes and
compares in real-time all the parameters which determine the quality of the dif-
ferent locations it manages, assigning a quality coefficient ranging from 0 to 1 at
each of the locations (both their own locations as those obtained by other agents).
To assign the coefficient the agent applies a set of rules to the values of location
parameters: the GPS status, the application criteria for selecting a location pro-
vider, the power requirement, the number of satellites used to obtain the location,
etc. The GPS locations that have been considered by the agent as high quality are
sent to the negotiator module. (Fig. 2) (4a). The negotiator analyzes the quality
coefficients assigned to different agents in the environment and uses Wi-Fi Direct
to communicate the best-rated locations to other agents (Fig. 2) (5a, 6a). Filtering

Fig. 1 Conceptual scheme,
three intelligent agents
geographically close obtains
the GPS location and share it
with nearby agents using a
Wi-Fi Direct connection
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the pin of the Wi-Fi Direct communications using very low latencies we can
ensure that the cooperating agents are actually very close geographically, the idea
is that the agents cooperate with each other have to be less than five feet away. At
any time the applications installed on the mobile device can request the current
location, in each case the negotiator return the location with a higher quality factor.

The different types of messages that the intelligent agents uses to communicate
will be defined using Knowledge Query and Manipulation Language KQML
(Fig. 3). Messages are sent to:

(1) Requesting participation of an agent in the ‘‘localized cooperative environment’’.
(2) Accept /Reject the participation of an agent in the ‘‘localized cooperative

environment’’.
(3) Remove an agent of ‘‘localized cooperative environment’’.
(4) Submit an original location of an agent and the location Meta information

that includes the configuration parameters used to obtain the location.
(5) Send an analyzed GPS location which contains at least a quality coefficient.

The locations may include several quality coefficient depending on how many
agents have previously analyzed it. The quality coefficients assigned by dif-
ferent agents are an important factor for comparison and negotiation locations.

4 Conclusions and Future Work

In this research work, we propose an initial architecture of multi-agent system that
aims to improve the quality of GPS location obtained by smartphones. With this
approach a smartphone that this obtaining high quality locations may share them

Fig. 2 Agent architecture. The figure shows the data flow
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with other devices. This approach aims to be a solution for those mobile devices
that often get very low quality locations and also for those devices that technical
reasons are slow to get the first location, even for devices that do not have GPS
receiver.

The proposed approach can be very useful to save time, if an agent is about to
request a GPS location but very close to other agent that has an optimal location,
then it could use such information and save time and processing resources. This
saves time and resources and it can also be significant for battery consumption, as
this is a key aspect of modern smartphone. The GPS is one of the services that
consumes more battery. The Wi-Fi Direct connection necessary to interconnect the
agents also have a high battery consumption, but smaller than the GPS.

The GPS has an accuracy of about 10 m, the proposed approach provides the
collaboration between geographically very close agents, who are less than 5 m.
The Wi-Direct is effective detecting and communicating devices at rates up 50 m
(although sometimes and depending on the technical characteristics of the device
the distance can be much higher) order to narrow the distance between agents must
apply strict filtering criteria in the scanning devices and the exchange of messages.
The signal quality has to be very high and the response times have to be very low,
to also ensure that the devices are really close, although these restrictions may
prove to exclude even some devices if that they would be really within the
appropriate distance range.

Currently, we have developed a first version of the proposal, following steps
would improve the functionality of the same and undertake various studies on real

Fig. 3 KQML message used to send a GPS location previously analyzed by several agents
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scenarios. These studies allow us to obtain qualitative measurements of quality
improvement of the GPS location in different real scenarios, it will also be ana-
lyzed other important aspects such as the computional charge and the battery
consumption [26].
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Simulation and Implementation
of a Neural Network in a Multiagent
System

D. Oviedo, M. C. Romero-Ternero, M. D. Hernández, A. Carrasco,
F. Sivianes and J. I. Escudero

Abstract This paper presents the simulation and the implementation of a model
of a neural network applied to a multiagent system by using the Neuroph
framework. This tool enables several tests to be carried out and verify which
structure is the best structure of our neural network for a specific application. In
our case, we simulated the neural network for a sun-tracking control system in a
solar farm. Initial implementation shows good results in performance, thereby
providing an alternative to traditional solar-tracking systems.

Keywords Multiagent system � Neural network � Control systems � Position
control � Solar-tracking � Solar energy � Renewable energy

1 Introduction

Multiagent technology has demonstrated its utility for the implementation of
control systems, where it is necessary to control a distributed hardware platform
[4, 9]. This requires agents to provide not only control capabilities, but also pre-
diction and optimization capabilities.

The topic proposed in this paper refers to the simulations of a neural network
model, whose design and implementation is described in detail in [6]. This model
has been integrated in a multiagent system to support the prediction of the optimal
movement patterns of solar panels for solar tracking.

Our neural network presents an adaptive two-dimensional auto-tracking control
method suitable for a wide range of weather conditions. It utilizes real-time control
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strategies and control parameter auto-optimization methods to realize flexible
timing tracking and photoelectric tracking control.

This paper is organized as follows: Sect. 2 presents the proposed neural net-
work, while in Sect. 3, the simulations, implementation, and integration of the
neural network with the multiagent system are described. Section 4 shows the tests
performed and the results obtained. Finally, the concluding remarks are drawn in
Sect. 5.

2 Intelligence and Learning Model for Agents

The model developed is a neural network that can determine an appropriate
movement pattern to maximize performance of a general control system at a
particular time of day for a specific year, in the environment in which the solar
panel is located. This network considers the previous position of the solar panel
regarding previous instants, and therefore predicts the coordinates of the sub-
sequent movement (which are close). Furthermore, training and output feedback is
analyzed by comparing energy performance. The network adjusts to the move-
ments or output patterns that are most suitable.

The neural network model described is integrated in the CARISMA system [5].
CARISMA presents a multiagent architecture to obtain an integrated system to
supervise solar farm infrastructures. This system is able to monitor the environ-
ment by collecting data from distributed sensors. It provides both efficient main-
tenance and prevention of failures in solar farms in terms of acting over the
environment or to initialize automatic recommendations to the telecontrol
operators.

In order to provide the software agents with the ability to identify behavior
patterns that optimize the performance of the solar panels controlled by the system,
full integration into the system of our modeled neural network is required. To
achieve this inference, the agents responsible for the overall control of the system
implement a neural network that enables them to determine patterns of behavior
that improve and optimize the overall system capacity to obtain solar energy.
When the neural network finds patterns that improve behavior, the agent reports
them to the expert system already implemented in CARISMA.

The expert system is then responsible for carrying out actions that introduce
optimal states to the system and that serve as a learning element for the network
through feedback.

Figure 1 shows the modeled neural network and how it interacts with the expert
systems included in CARISMA.
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3 Simulations and Implementation Details

To integrate the neural network into the expert system, it is first necessary to
validate the neural network model through simulations and then implement this
model. The following sections describe the various stages and elements that are
necessary to attain a correct final implementation of the system.

3.1 Simulation of Neural Network

The modeled networks should be validated using a set of simulations that helps to
refine certain elements of the neural network. Therefore, simulation phases are
performed prior to the final implementation of the network and its integration into
the CARISMA system.

Regarding the type of neural network, we decided to use a fully connected
multilayer back-propagation network often called a multilayer perceptron (MLP)
[3], which allows time series predictions to be obtained. Feed-forward networks
can be applied directly to problems of this form if the data provided are suitably
pre-processed.

In the normalization of the input data to train the network, theoretical minimum
and maximum data are used depending on the area where the tests are executed
(Seville, Spain, in our case). For example, the temperature parameter remains
within it has been found that under normal conditions, a range from 0 to 45 �C. For
those cases where one of the input parameters lies outside the specified target
range, the system does not use the neural network to calculate the new coordinates.
In this case, the expert system is directly responsible for the decision.

Fig. 1 Architecture
decision-making control to
optimize energy efficiency
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Figure 2 shows the topology for the first network trained. This is a fully con-
nected multilayer network with one input vector of 13 parameters and one output
vector with 2 parameters corresponding to the subsequent azimuth and zenith
coordinates for the solar panels. The input and output vectors are interconnected
by a hidden layer which is composed of three artificial neurons.

The number of neurons in the hidden layer can be increased in accordance with
to the needs of network adjustment. The input values considered in the network
are:

• Azimuth and Zenith solar-panel coordinates
• Solar time UTC
• Azimuth and Zenith sun coordinates
• Date
• Solar radiation (Kw/m2)
• Temperature
• Humidity
• Wind speed
• Atmospheric Pressure
• Weather conditions (sunny, cloudy, rainy, etc.)
• Energy performance (kWh).

The simulation process is performed in order to determine various parameters
of the network (maximum error, learning rate, momentum, impulse, etc.), to train
the network through a training pattern preset based on theoretical maximum
energy efficiency and to check its behavior in a variety of tests. The number of
iterations required to train the network and to minimize the error are analyzed from
the results of these simulations. The first results for our network, shown in Fig. 2,
were inadequate, since the error was insufficiently low to consider the structure of
this network as valid.

The number of hidden-layer neurons was therefore increased by following
approximation rules [2]. First we tested the network with five neurons in the
hidden layer and then with eight hidden neurons. Tests concluded that the latter
type of network gives the best results for this problem, as shown in Fig. 3.

This network of eight neurons (and an additional ‘‘bias’’ neuron) in the hidden
layer achieves better results in the tests performed, and shows minimal errors in
most cases and a faster learning rate, as shown in Figs. 4 and 5. This neural
network has been set with a maximum error of 0.01, a learning rate of 0.2, and a
momentum of 0.5.

This network is selected and implemented in the CARISMA system, and other
conditions of learning and operating over the time are included, as discussed in the
following section.
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3.2 Simulation of Neural Network

For the implementation of our neural network, the Neuroph framework [8] is used
since it is the most suitable framework for integration into the CARISMA system.
Neuroph offers a complete solution for creation, simulation, and implementation of
neural networks in Java language. It provides a Java class library for integration
into applications and a GUI tool ‘‘easyNeurons’’ for the creation and training of
neural networks. Additionally, Neuroph is suitable for time-series prediction [7].
From the point of view of implementation, the expert system is responsible for

Fig. 2 First neural network simulation

Fig. 3 Final topology of the neural network selected through simulation
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Fig. 4 Graphical comparison of the number of learning iterations and the total error on the
neural network with eight neurons in the hidden layer (Minimum Test Time)

Fig. 5 Graphical comparison of the number of learning iterations and the total error on the
neural network with eight neurons in the hidden layer (Maximum Test Time)
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determining when the system makes use of a neural network in order to attain the
subsequent movement for a given solar panel. Therefore, the expert system pro-
vides solar-panel environment data as the current position. Additionally, the expert
system will be responsible for neural network learning, by comparing energy
efficiency obtained from a particular movement. When output power from the
system is less due to an executed movement, then the expert system reports the
difference obtained to the neural network to adjust the weights. If output power is
increased, then the expert system does not request new predictions from the neural
network, and it sets suitable weights for future requests.

From the point of view of code, the creation of the network is encapsulated in
the procedure ‘‘initializeNN()’’. For network initialization, we have made use of a
temporary directory, where at least the initial training file for the network must be
defined. This training file is a plain text file with fields separated by a semicolon
(;). It contains the input values of the network and the best theoretical output result
to obtain the maximum energy solar performance. This file can be edited with new
data obtained from the network. Its use is obviated if the training option is adopted,
since the network is trained with each output movement, thereby resulting in
increasing performance from previously obtained movements under the same
conditions. The data supplied to the neural network must be normalized with
values ranging from 0 to 1, as indicated above. This aspect is dynamically
controlled.

In order to make the network available during the operation of CARISMA once
the network is trained, the neural network is stored in the file ‘‘myMLPercep-
tron.nnet’’, where it is encapsulated in a binary level. This network can be loaded
and launched into the system from any agent. The procedure ‘‘execNN()’’ is called
when the rules are triggered if the performance of the solar panels is inadequate.
This procedure implements the following functionality:

• Launching the neural network for the current data.
• Comparing performance with the theoretical output, with a normal solar-

tracking system, with fixed plates and a log of maximum energy efficiency for
the same conditions.

• Training the network when a good result on the energy performance is
obtained.

• Ensuring that the calculations do not run for nonlogical input values (for
example, at night).

• Collecting times and system performance data.
• Storing returns and positions of the solar panels in a log file.

Finally, it has to be remembered that the network must be able to interact with
the expert system integrated into the agent. Therefore, we implemented rules that
are executed when the current energy efficiency (given by the current position of
the solar panels) is less than the expected theoretical performance, which is
reported by an alarm. In this case, the expert system updates the neural network
using a process called ‘‘communicateNN()’’.
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4 Testing and Experimental Results

We used the PeMMAS system [1] for testing, and internal variables and scripts of
the system for measurement control. With this tool, data on the use of system
resources, flight times of global messages by type of agent, and processing times in
behaviors can be obtained. It may also be used for other external measures of
system agents. The information obtained by PeMMAS agents can be processed to
generate various reports to provide the analysis of the multiagent system.

The set of tests are focused on analyzing the energy efficiency obtained in one
day, based on a history of performance measures obtained on various days of the
year. These measures have three variants: fixed-position solar panels, solar panels
with classic solar tracking (based on the theoretical solar position), and maximum
energy efficiency obtained at various times of the day. The neural network is
trained with the data obtained for panels with a traditional solar-tracking system.
From this training, the neural network is available in the CARISMA system and
runs on each of the agents responsible for controlling a solar panel.

After various tests were performed, we obtained an average of the most sig-
nificant measures for the set of all agents. From the results obtained, as shown in
Table 1, we conclude that the integration of a Neural Network has enabled a slight
increase in the production of energy by the system. This increase has been at an
average of approximately 3 %, compared to that obtained with a traditional solar-
tracking system. The subsequent movements predicted by the neural network are
the same as those expected in over 10 % and close to those expected in more than
25 %. However, a large number of unsuitable movements are also obtained
(approximately 15 %).

These results are derived from historical data training. If no such data were
available, the neural network response would initially be significantly worse and it
would take several cycles of testing under the same conditions to obtain responses
with an increased energy efficiency. Similarly, when the network is trained in real
time, then it provides better results since the weights of the neurons adapt more
appropriately.

Regarding the battery of tests designed to test the impact of using neural
networks on the consumption in terms of processor and disk in the system, the
results are satisfactory but considerable quantities of memory are employed, in
particular if the network is used simultaneously with other types of inference
systems. As shown in Table 1, the execution of the neural network has no
impact on the system, and CPU consumption is less than 0.5 % as a result of the
limited and controlled use by the expert system. However, the neural network is
higher in terms of RAM consumption, and reaches an average consumption of
3 mb.

Additionally, we have also analyzed the response times of expert systems
integrated with a neural network in the agents of our system. As shown in Table 2,
the response times (for inferences) in milliseconds obtained for each type of agent
did not differ from those obtained for the operation of expert systems alone. These
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measures provided an average of one second per inference. Therefore, it can be
concluded that the use of the neural network does not affect the use of other
systems.

5 Conclusions

We have developed a complete multiagent system responsible for the supervision
of an automated set of solar farms. The agents of this system have been equipped
with artificial intelligence through the combination of expert systems and neural
networks. Once the system has been verified through tests and simulations, the
responses obtained from this system are suitable, and require very little human
intervention.

The integration of the inference engine based on a neural network in an agent
allows the system to optimize the energy efficiency obtained by adjusting the
position of the solar panels to the variables of the particular environment and the
position of the sun. This type of system enables the decision-making agents to
adapt to their environment.

Table 1 Average results obtained by the neural network in predicting movements of a solar
panel for performance optimization

Global measures on the system
LIM_ NUMBER_AGENTS 27 Number of agents in the system
LIM_CAPACITY_PROC 16.78 % % Average of CPU used
LIM_CAPACITY_STORAGE 54.56 % % Average of memory used in the system
Neural network measures
RN_TRAINING 916.6 ms
RN_RESPONSE SE 1374.72 ms
RN_CPU 0.272 % % Average of CPU used in the system
RN_MEM 3079.4 Amount (in KB) of memory used in

the system
RN_QUALITY TRUE 10.60 % Expected resolution rate
RN_QUALITY FALSE 15.3 % Wrong resolution rate
RN_QUALITY_RESOLUTION 5 % Unexpected resolution rate
RN_ENERGY_EFFICIENCY_

GLOBAL
2.72 % Global energy efficiency rate obtained

Table 2 Average response
times for the integrated expert
system in a CARISMA agent
when used in conjunction
with a neural network

Time for inferences in neural network

TIME_INFERENCE_AT 990.7 ms
TIME_INFERENCE_AC 940.7 ms
TIME_INFERENCE_AO 1070.02 ms
TIME_INFERENCE_ADS 683.5 ms
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Future lines of work include the optimization of the neural network to improve
the approaches on the movements of the solar panels, considering other environ-
mental parameters. Therefore, one possible improvement would come from the
implementation of a fully connected recurrent neural network, which, according to
theoretical studies, would provide the best results.
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Soft Computing Applied to the Supply
Chain Management: A Method for Daily
Sales Classification and Forecasting

Fernando Turrado García, Luis Javier García Villalba
and Victoria López

Abstract The supply chain management is a vast field of study where intelligent
techniques can be applied to obtain better results than other approaches. Resource
planning, route optimizations, stock and ordering strategies amongst others are
common problems in this field of study. In this paper we will focus on how to
solve the problems related to making accurate daily sales forecasting in the retail
sector. Solutions to this problem must deal with two inherent complexities: the
huge amount of data involved in it and the selection of accurate forecasting
models. Due to the first complexity, one of the main features of the solution has to
be the independence of the system from user interaction.

Keywords Support vector machines � ARIMA � Time series analysis � Fore-
casting � Supply chain management
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1 Introduction

Analyzing customer behavior is a common practice in the retail sector. Modern
companies are used to invest large amounts of resources in order to achieve higher
levels of comprehension (or knowledge) about their customers and their pur-
chasing habits. One of the main goals of these investments is to obtain the fore-
casts about future customer behavior or reactions to some events. For example,
these forecasts allow those companies to make better advertising campaigns,
marketing strategies. From another point of view, closer to the logistic processes
present at those companies, the accurate sale forecasts allow an optimized strategy
for stock handling and provisioning.

Let us introduce the problem to be studied using a simple case: consider a store
that only sales one product or SKU (Stock Keeping Unit). This SKU is obtained
from one provider that only allows and order on Mondays. Every Monday, the
store manager has to place an order to the provider; but how many units are
needed? Using a basic calculation, the total amount of the order is the difference
between the sales forecasted for the entire week and the actual stock at the store.

In this approach, we have a time series formed by the daily sales of the SKU
(Stock Keeping Unit) at that store. One expert can analyze the historical data and try
to predict future sales using complex statistical models or use artificial intelligence
techniques such as neural networks or support vector machines to achieve this goal.

But, how far is this case from a real world problem? In a real case, there are a lot of
additional variables involved in the logistic process of merchandise replenishment.
Some of them are transport delay time, stock limits (at the store or at the provider),
pricing options that have special discounts on large orders, and so on and so forth.

However, the essence of the problem remains the same: the manager needs to
know how much amount of merchandise has to place in an order to the provider
for each SKU sold at his store. Now, instead of a small store consider the case of a
hypermarket with more than 10,000 SKUs available to the customers. In this
situation, the expert will have to analyze more than 10.000 time series (one for
each SKU). But another level of generalization can be applied: this hypermarket
belongs to large retailer that owns hundred of stores. At this level, the amount of
time series to study is obtained by the multiplying the number of stores with the
number of SKU per store. In large retailers this number is measured in millions.

So the problem is to build software solution capable of making accurate fore-
casts for all those time series. This paper will present a solution that combines
advanced statistical models (ARIMA models, used for forecasting) with artificial
intelligence techniques (Support Vector Machines, used for classification).

2 Overview of the Solution

The problem described above can be viewed as a combination of two different
subproblems: a classification one and a model identification one.
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The first subproblem is produced by the huge amount of data that has to be
processed. To the large collection of time series there is another factor that
increases the magnitude of the data involved: in order to detect annual behavior in
those series two or more years of historical data has to be used for each one. So a
minimum of 730 (2 9 365 days) values are stored; in a retailer that has 2 millions
time series the amount of data involved raises to 1,460,000,000 values. This
amount of data makes the manual treatment or analysis of that data set infeasible.
The classification subproblem is to provide a fast and accurate classification
method to reduce the data into the smaller one. The clusters have to be built with
the following feature: all the time series that belong to it can be predicted using the
same forecasting model.

The second subproblem is to identify or fit one forecasting model for each
cluster defined in the solution of the prior problem. In this case, the complexity is
produced by the diversity present in the nature of the time series; there are SKU’s
that have a rare sale pattern (as is in the case of high end electronic products); in
the opposite side there are SKU’s with a regular sale pattern (as is the case of
diapers). In those time series, there are several effects like seasonality (for
example, ice-creams), trends (women shoes are an example), cycles, promotions
… that make the model identification a hard task.

3 Time Series Classification

In our context, trying to solve the main problem not only the classification one, we
will apply the following classification criterion: Two time series are similar if they
can be forecasted (in an accurate way) using the same forecasting model.

But how different are the time series obtained from a given model? Let’s study
some time series generated using this formula over four different seeds:

X tð Þ ¼ X t� 4ð Þ ð1Þ

• Seed 1: 0,0,1,0. The time series obtained is 0,0,1,0,0,0,1,0,0,0,1,0,0,0,1,0, …
• Seed 2: 0,0,9,0. The time series obtained is 0,0,9,0,0,0,9,0,0,0,9,0,0,0,9,0, …
• Seed 3: 1,2,3,4. The time series obtained is 1,2,3,4,1,2,3,4,1,2,3,4,1,2,3,4, …
• Seed 4: 1,0,0,0. The time series obtained is 1,0,0,0,1,0,0,0,1,0,0,0,1,0,0,0 …

The above sample values show that direct value comparison is not enough to
detect or identify the formula that produces them. Box & Jenkins [3], in their work
in which ARIMA models are defined, used the values of two statistical functions to
obtain the parameters of their model. Those functions were the autocorrelation
(ACF) and the partial autocorrelation function (PACF).

The 16 first results of those functions applied to the above time series are:
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• For the seeds 1,2 & 4:

– ACF: 1, –0.3313514, –0.3113514, –0.3183784, 0.9219958, –0.3054054,
–0.2854054, –0.2924324, 0.8439917, –0.2794595, –0.2594595, –0.2664865,
0.7659875, –0.2535135, –0.2335135, –0.2405405, and 0.6879834

– PACF: –0.3313514, –0.4730871, –0.9075817, 0.3607015, –0.07368365,
–0.01276824, 0.03457378, –0.0347388, –0.006880984, 0.001832035,
0.01738262, –0.03387359, –0.009749208, –0.001021495, 0.01596253, and
–0.03782824

• For the seed 3:

– ACF: 1, –0.1802563, –0.5755079, –0.2043384, 0.9197949, –0.1643384,
–0.5275489, –0.1884204, 0.8395899, –0.1484204, –0.4795899,
–0.1725024, 0.7593848, –0.1325024, –0.4316309, –0.1565844, and
0.6791798

– PACF: –0.1802563, –0.6284190, –0.8310922, 0.5590696, –0.28098290,
0.06000333, 0.05766263, –0.0996166, 0.0429121, –0.001273668,
–0.008467919, –0.03282086, 0.003629319, 0.001774411, –0.00339935,
and –0.04603122

To do the calculations needed and obtain those values the open source statistical
software R [2] was used.

It is clear that using the autocorrelation (Fig. 1) and partial autocorrelation
(Fig. 2) values for time series classification is an interesting approach. An example
of its use can be found at [1] where the authors applied this classification criterion
(using support vector machines) to more than 14.000 time series. They obtained 12
clusters that represent more than 97 % of the original time series.

4 Forecasting Models Identification

Once the classification task is made, we need to find a forecasting model for each
cluster. There are a lot of alternatives to study, from statistical models as the ARIMA
ones or the exponential smoothing Holt-Winters to soft methods like neural net-
works or fuzzy systems (examples of these uses can be found at [6] or [7]).

There are several reasons to choose ARIMA models as the first choice: they are
well known, proven statistical estimators that have been applied successfully
before (as in [8]). Also they have support for trends, cycles, and seasonality in time
series. And the last one, the ACF & PACF function had been calculated before so
we can reuse computing effort that has been done previously.

But the ARIMA models have their own trade-offs. First of all, the time series
must be stationary and there is no algorithmic way to check this requirement.
Second issue, there is not a complete database containing the relations between the
ARIMA models and the results of the ACF/PACF functions. Using R (with a
simple script) someone can try to build that database but the autoregressive model
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must be stationary. This is achieved by choosing these coefficients (autoregressive
model in ARIMA) in a particular way. Some studies like [4] or [5] have been done
regarding this matter; their conclusions try to get a work around to this issue but do
not solve it as they do not provide a constructive method to obtain the parameters
needed.

The last one and perhaps the most important is that not every time series can be
forecasted with an ARIMA model. Only those that have significant ACF & PACF
values can be estimated with one of these models. So, in order to give a complete
solution, at least another model has to be applied to these time series. In [1] the
43.75 % of the time series fall in this category.

In a basic approach these time series can be forecasted with a simple statistical
formula as the mean (over a period) or the last known value non zero.

Fig. 1 ACF values

Fig. 2 PACF values
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5 Conclusions and Future Work

To classify time series using its ACF & PACF values allow their aggregation into
clusters that share a common ARIMA model. As shown in [1], more than 14,000
time series were grouped into a small set of clusters (97 % in 12 categories).

However, additional work has to be done in automating the discovery of the
forecasting models. The following aspects describe some potential enhancements
that can be incorporated to the system:

• Build a database where ACF & PACF values of a time series can be related to
forecasting models.

• Provide an efficient estimator to those cases where the ARIMA models do not
apply.

• Evaluate other alternative forecasting models that can be trained or parame-
trized in an autonomous way.
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The Self-Organizing City: An Agent-
Based Approach to the Algorithmic
Simulation of City-Growth Processes

Adolfo Nadal and Juan Pavón

Abstract This paper discusses the suitability of algorithmic-based modeling
processes in the development of ad-hoc software for urban planning and urban
design. Firstly, it involves the identification and discussion of former city com-
putational models. Secondly, it shows the development of an application that deals
with complex urban systems from an urban design point of view, by using an
agent-based modeling approach.

Keywords Agent-based modeling � City growth simulation � Urban design �
Self-organization � Complexity � Emergent behavior

1 Introduction

Computational techniques in the design of cities are being used more and more,
fact that has also characterized the development of city and territorial planning
through algorithms. From the development of Discourse in the sixties, the first
computer language specifically designed for regional planning, a vast proliferation
of computational models applied to urban building simulation have appeared,
based on cellular automata, GIS informed models, and agent-based systems,
among other techniques [1]. Nevertheless, there are almost no significant contri-
butions from the point of view of the analysis and design of the city. Most of the
software developed in this field belongs either to visual disciplines absorbed
mainly by the videogame industry [2] or to non-informational 3D virtual model
building [3]. Other approaches to informational city models, which work with
user-accessible data bases, have a strong social imprint that partially neglects the
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morphological aspects of the study. For instance, Juval Portugali’s examples [4]
that study the social segregation in the Gaza Strip through mathematical models
represented by Cellular Automata. Generally, computational simulations of urban
models lack informational content specifically related to inherent characteristics of
the city, such as the relationships between building density and functional com-
plexity, their influence on racial or social distributions, the need for certain types
of infrastructure and their quantification, or even an exhaustive study of the
morphological body of the city itself, understood as a response to its internal,
external, or environmental logics.

Cities cannot be described only as a series of volumes whose most represen-
tative rationale is their own spatial distribution and organization (cities have been
largely described and studied as a ‘‘game of volumes under light’’), but as a ‘‘game
of volumes under information’’ [5]. This paradigm shift offers the possibility to
study another model of cities and territories, one that is both informed and
informative. Thus, designers will be able to simulate city growth and grasp the
model’s information through data visualization interfaces.

This work develops the concept of ‘‘self-organizing city’’, an investigation on
nonlinear phenomena in urban environments, with the aim of exploring and
redefining the informative logics underlying the urban environment through a
careful study of its multiple agencies. Agent-based modeling has been used as the
appropriate tool to encapsulate the wide range of variables and issues involved in
the complex urban systems: the relationship between private and public space,
program and density, and infrastructures (telecommunication, transportation,
waste management, and other information flows).

The paper follows by describing the issues that make the conception of the city
as a complex adaptive system. Section 3 through 5 show an agent-based model for
simulation of scenarios that display urban dynamics responding to user-controlled
conditions and a series of internal logics that seek to optimize the urban config-
uration from functional, social, economic, and environmental points of view.

2 Interrelational Systems in Urban Spaces: The City
as a Complex System

Complex theory states the existence of spontaneous anisotropic, nonhomogeneous
states and the formation of complex structures that exhibit a wide range of feedback-
based, dynamic relationships. Although initially applied to unstable chemical sys-
tems of reactions, those were an energetic input is required for some conditions to be
maintained; this notion of ‘‘far-from-equilibrium’’ applies to situations where matter
behaves in a different manner than in stable, ‘‘close-to-equilibrium’’ zones, where
behaviors are highly predictable and linear (i.e., a certain consequence can be easily
read in terms of some precisely definable causes). In ‘‘far-from-equilibrium’’ con-
ditions, the sum of causes does not reflect back into a concrete, specific, predictable
situation, but rather into another possible, yet unpredictable options.
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This example shows that the relationship between the microscopic (agent) and
the macroscopic (systemic) levels is no longer obvious and fluctuates depending
on the varying relationships at both levels, producing bifurcation events and dis-
playing a certain degree of self-organization as a result of its own internal prop-
erties. Cities can be described as well as a collection of strategies and structures
interacting through a complex, dynamic network, which does not statically rely on
the aggregation of the individual entities that constitute the network. These net-
works and their nodes are adaptive; in that the individual and collective behavior
migrates and mutates to self-organize and respond to the change-initiating micro-
event or collection of events [6]. The city, as much as it is an organization, can be
treated as a complex adaptive system [7], exhibiting fundamental principles like
self-organization, complexity, emergence, coevolution, chaos, and self-similarity.

Complex adaptive systems differ from organized or chaotic systems. Organized
systems are characterized by rules, which control their agents’ behavior. Chaotic
systems, on the contrary, are fully unconstrained and suitable to statistical analysis,
rather than design. In a complex adaptive system, the agents and the system
coevolve while constraining each other by defining their action space and modes of
behavior. The ability to simulate self-adaptive systems is central to the self-
organization of the city.

The impact of this concept on the traditional model of the city has several
consequences. Cities are not only exposed to their own structural logic, but to
external limitations and influences, which vary their internal logics. The study of
the urban structures requires a careful description of the multiple ‘‘infrastructures’’
[8] thereby implied and a critical analysis of their influence on the city as an open
system.

Computer-generated models applied to complexity theory expand the scope of
‘‘infrastructure’’, a term that traditionally referred to transport, economic exchange,
soil type, health care, and many other agents. The Central Place theory, for instance,
characterizes cities as radial aggregations, in which density and distribution are a
linear function of the distance to the center, independently from any other envi-
ronmental conditions throughout time. Accordingly, the city becomes isotropic and
homogeneous.

Classic models produce excessively diagrammatic cities whose relationships
are closed, linear, and static. This limitation stems from their inability to deal with
large information flows, becoming linear, closed, and static

3 Abstract Models of Urban Dynamics

In order to evaluate the appropriateness of agent-based systems for the modeling of
behavioral simulations of urban dynamics, the project starts with an exploration of
apparently disorganized systems, which stem from successive evolutive states of a
certain algorithm. The algorithm evaluates the ‘‘fitness’’ or ‘‘suitability’’ of the
system through a series of user-defined variables, adapting both these variables and
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its boundary conditions on a frame basis, which allows for the emergence of the
temporal dimension. Global and local data are read, reinterpreted, and visualized
separately. The initial static rule set that defines the algorithm resembles the
generation of new knowledge through direct feedback. The behaviors of the agents
involved in the system are tested through these feedback-based interactions by
comparing them to themselves in different points in time, in an attempt to find an
underlying logic that might prevail in the temporal evolution of the model.

Figure 1 shows several iterative options of a typical multi-agent algorithm used
to simultaneously monitor self-adaptability. Although the algorithm is exactly the
same, each iteration responds to a differentiated set of values or parameters:
cohesion, separation, and alignment. These systems resemble urban environments
and their behavior in several ways:

1. They develop in time, a particularly relevant dimension in the evolution of
urban fabrics.

2. They implement systemic imperfections, noise, and uncertainty.
3. They adopt varying dynamics-evolution.
4. They are site-specific, displaying adaptation to shifting boundary conditions.

According to Christopher Alexander’s depiction of urban dynamics in [9],
planning must first learn how ‘‘bottom-up’’ structures emerged in previous times in
order to gain knowledge of complex urban dynamics. Simple structures give birth
to higher-order structures via accumulation, combination, mutation, or metamor-
phosis through non-site-specific principles. Alexander offers a working method-
ology that can be applied to the study of today’s cities.

According to Alexander, the subsystems of cities already existed in the pre-
modern era, and have increasingly evolved in complexity to their current struc-
ture, which, as homogeneous, monolithic, and continuous as it is, integrates and

Fig. 1 Iterations of an algorithmic model that simulates a flock
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articulates these logics. Algorithmic systems invoke a logic that is regulated at a
systemic level, where internal coherence represents population density, traffic, and
mobility, and validates the understanding of urban environment as dynamic
systems.

The theory of Alexander is based on patterns. Patterns are independent orga-
nizations of parts that solve physical and conceptual problems, or design needs
through different configurations. To a great extent, patterns are simply static
behavioral rules. These rules apply to physical entities via relational concepts,
hierarchical relationships that can be easily extended to infinity. It is then crucial to
define the minimum elemental entities included in the definition of the model.

These relationships may be, nevertheless, considered static as much as Alex-
ander’s depiction does not include any mention to the evolutionary nature of
pattern combination rules. Consequently, it is crucial to include the time factor in
the study of the generative logics yielded by patterns. In implicit design models,
‘‘the non-linear techniques used in simulation or iterative algorithmic design,
generate form with a considerable level of abstraction from the parameters or rule
sets comprising its inputs’’ [10]. This logic is not univocal or unidirectional, but it
can be reinterpreted back through the esthetics resulting from the design process.
In other words, there is a place for a mutually beneficial logic for design and
reality.

4 An Agent-Based Model of Urban Dynamics

As a consequence of the above, we can deal with cities as informational spaces.
Specific and concrete models can characterize specific urban systems, as well as
their representation and visualization. It is possible to build constructive and sig-
nificant models through a careful agent selection process (elements, in Alexander’s
theory), a well-defined characterization, a limited, controlled scope, an interface to
visualize and understand data, and an efficient method to obtain form.

The model proposed by the ‘‘Self-Organizing’’ city plays with the idea that
certain urban agents can be described in terms of conflicting or colliding interests,
their characteristics, and their morphological and spatial implications.

The model highlights its associative logics through: (i) the opposition of their
characteristics (ii) the collision of agent’s intents, and (iii) the synthesis of such
logics in highly evolved geometrical and spatial entities.

Figure 2 shows the current model instantiation procedure. Starting with con-
nective space agents, these deposit building seeds are responsible for the creation
of building agents. Buildings build consistent network relationships and interact
with one another and the connective agents already present in the model.
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4.1 Agents

The model considers three types of agents for the description of urban spaces: (i)
buildings (ii) public space, and (iii) connective space. These agents are described
in computational terms as ‘‘classes’’, footprints for instances, which have differ-
entiated behaviors and characteristics. All agents share a set of characteristics that
define their velocity, acceleration, and position in the form of three-dimensional
vectors. These shared properties allow monitoring their location and movement, as
they interact with one another. The movements respond to reactions to the stimulus
of other agents in their proximity, which triggers the aforementioned collision of
interests.

4.2 The Model Space

The model space is the graphical interface in which agents carry out their activity
and interactions.

Fig. 2 First instance. Global internal systemic relationships. Agent states and fitness functions
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This space, depicted in Fig. 3, is homogeneous at this stage of the research, and
has three possible states: (i) active (model space) (ii) inactive (model space), and
(iii) boundary (model space).

The active model space hosts the building, public space, and connective agents,
and does not interfere in how they react to one another. It is the area of the model
that is subject to study. The inactive model space is basically empty space, and it is
neither informed nor informative. Finally, the boundary model space represents the
in-between areas and forms either single or multiple close loops that encloses the
active model space.

The active model space can be associated with information, whether GIS-based,
whether coming from a real-time interaction with the end-user. However, in this
initial version of the system, the space is homogeneous, isotropic, and neutral.

4.2.1 Buildings

Buildings represent the built space in the urban fabric and define its final volume.
They are conceived as abstract entities that host different functions, mainly resi-
dential and services. These functions have no affection on the final shape of the
building agents, which are undifferentiated from a formal point of view. Program
information is easily accessible through the option tools in the software
environment.

Buildings are defined, beyond their common characteristics of position,
velocity, and acceleration (which control how their position adapts to the sur-
rounding conditions), by their:

Fig. 3 Characterization of the model space
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• Size building footprint. This space cannot be occupied by any other agent.
• Radius of action influences distance of a building. The amount of nearby

buildings is counted within this area, and is used as base for the calculation of
aggregations or clusters. This radius is used for the detection of public or
connective space agents. Within this radius, colliding agents will try to move
away from one another.

• Number of buildings amount of building agents tolerated without rejection
within the radius of action. Cluster formations benefit the survival of the system
through the synergic action of building agents, which form resilient ‘‘super
entities’’.

• Survival time (‘‘life’’) measures a building’s adaptation to its environment. If a
building is isolated then its life diminishes gradually. Clusters are rewarded
while excessive scattering is penalized.

• Stability measures the amount of time (frames) that a building has been in a
life-increasing situation (such as a cluster) or under a negative, life-depleting
condition. The buildings that reach an optimal stability state mutate into static
points of the simulation.

• Local density measures the amount of buildings within the area of affection.
• Global density measures the total amount of building agents by area of active

model space.
• Program infers urban properties from local density and the degree of stability

of building agents.

Furthermore, there are a series of interactions that emerge from the properties
above:

• ‘‘building agent’’—‘‘building agent’’ relationships

– Cohesion: agent’s tendency to stay in an aggregated formation through their
movement toward the centroid of nearby agents of the same type.

– Alignment: tendency to flow in the same direction as the surrounding
agents.

– Dispersion: tendency to maintain a certain minimum distance to avoid
collisions.

– Separation: individual locational divergence.

• ‘‘building agent’’—‘‘public space agent’’ relationships

– Separation: public space is defined as the absence of built and connective
spaces.

– Public space formation: function of the local density.

• ‘‘building agent’’—‘‘connective space agent’’ relationships

– Separation: connective space does not tolerate the presence of buildings and
represents all kinds of spaces (streets, pedestrian zones, mixed areas, and of
any other kind), which may allocate movement and transportation flows.

– Building formation: buildings form around highly connected areas.
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4.2.2 Connective Space

The connective space represents networks, which allocate physical communication
and/or transportation of people and/or goods: highways, streets, mixed traffic, or
pedestrian zones. It is represented as a series of constantly moving nodes whose
trajectory leaves a long-lasting footprint thus creating a synergic effect that rein-
forces often-used paths as recognizable movement patterns. Zones between nodes
and their footprints can be occupied by buildings and other agents.

These agents are characterized by:

• The angle of vision defines the cone of vision of an agent
• The angle of turn determined by the agent’s velocity. It is smaller the higher

the user’s speed, and higher the lower the speed (this is, a car has a lower angle
of turn than a person, since it occupies more physical space and runs much
faster).

• The attraction the degree of correlation of other agents with regard to con-
nective space.

4.2.3 Public Space

Public space is non-occupied active model space resulting from the application of
building agents’ hierarchical rules. This includes parks, green areas, gardens,
urban squares, mixed-use areas, and any other form of non-built space suitable and
designed to allocate human activities that imply free, unpredictable distributions
and the gathering of people.

4.3 ‘‘Building Seeds’’ and Model Population

It is crucial to study agent generation processes within the model: first, connec-
tivity agents are situated; second, they place ‘‘building seeds’’ in their immediate
proximity; third, a number of buildings emerge from the seeds; finally, public
space is generated as a consequence of the inner building relationships described
earlier. These interactions are tested initially in an abstract, homogeneous, and
undifferentiated space. Then, we study the consequences of unfolding a system in a
variety of forms as its generation may influence the subsequent development of the
system itself.

Figure 4 shows three different approaches toward the validation and population
of the agent-based system: (a) A random distribution (b) A mesh condition (a grid-
like distribution), and (c) A hierarchical distribution or pyramidal propagation.

The last one displays an interesting ‘‘cascading effect’’ that resembles the chain
of effects present in many real-life events, where some agencies require the
presence of others to exist.
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In the proposed model, building and communication flows exert mutually
excluding pressures in an attempt to reach an optimum state of connectivity,
density, use, and programmatic diversity. Additionally, building objects tend to
stabilize in time, which relates to their static nature in real life and implies the
existence of imperfections and friction within the system. The continuous collision
of interests causes the model to access successive far-from-equilibrium states, after
which bifurcations may happen.

5 Conclusions and Further Work

Beyond traditional static urban-oriented tools, which focus primarily on design
results (a sort of picture of a design proposal), agent-based modeling allows for a
radical new interpretation of the design process emphasizing the process itself and
showing the urban dynamics and their relationships through data and visualization.
Instead of offering a single frame as a result of opaque calculations, ‘‘The Self-
Organizing City’’ offers a valuable analysis and design tool that facilitates deci-
sion-making during the design process. Thus, the professional will be able to
evaluate several design scenarios, while evaluating their appropriateness to certain
ad-hoc conditions that will influence the project’s development.

Fig. 4 Temporal role of initial system population distribution—multiagent system in a confined
abstract space
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Some aspects still need to be implemented, especially those related to the
model’s ‘‘fitness’’ criteria: the evaluation of sustainability indices, the quantifi-
cation of urban density and population, and their relationship to urban program. A
future version of the software will also include an improved GUI and more robust
algorithms that will permit a more fluent user experience.
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Modeling and Robust Control of Splicing
System

Yinghui Fan, Chaowen Li and Xingwei Zhang

Abstract Based on linear active disturbance rejection control (LADRC) method,
the control algorithm is designed for web tension regulation of self-developed
LJF650A zero-speed splicer. The switching repeatedly working conditions and
varying web length make the tension control of zero-speed splicer more difficult
than the general web tension control. The LADRC design can actively estimate
and compensate both the internal uncertain dynamics and external disturbances in
real time. In this study, a realistic nonlinear model of zero-speed splicer for
printing machine is deduced, and a fourth order linear extended state observer
(LESO) is designed based on the simplified model of the accumulator. Simulations
are presented and discussed for the LADRC controller, resulting with a better
performance compared with decentralized PI controller.

Keywords Tension control � LADRC � Zero-speed splicer � Modeling

1 Introduction

In web handling system, tension control is a very important problem. Excessive
tension variations may cause web wrinkles and breakage, and it also does harm to
register control. In the zero-speed splicer, tension control problem is particularly
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difficult and important, because the tension fluctuation is not only influenced by
the time-varying unwind roll radius and inertia during the unwinding phase, but
also influenced by the frequent acceleration and deceleration of the carriage during
the splicing phase, accompanied by the change of the web length. Those factors
have a severe negative effect on the exit tension, as we have observed in self-
developed LJF650A zero-speed splicer. With the higher processing speed
demand, this negative effect will be more intensive, and must be paid more
attention.

Different works about web tension control have been done. For unwinding
(winding) system, Koc et al. [1], designed a linear parameter varying (LPV)
controller. Benlatreche et al. [2], designed a multivariable H? controller, com-
pared with decentralized PI control strategy and 2DOF control strategy. For
accumulator, Pagilla et al. [3, 4], deduced a web tension model and obtained a
simplified model with average tension. Kuhm et al. [5], designed a multi-model
PI and a multi-model H? controller. More works can be found in the reference of
[1–5]. However, few works have been published for the web tension control of
splicing system, which presents more severe nonlinearity and unmodeled
uncertainty.

Han [6], firstly proposed the nonlinear ADRC control strategy independent on
an accurate system model, which demonstrates its good robustness against the
unknown external disturbance and internal uncertain dynamics, so it is fit for the
case of complicated plant dynamics, such as the web tension control [7, 8]. Cor-
responding to the difficult parameter tuning, Gao [9], proposed a LADRC control
strategy with an effective controller parameter tuning method [10].

This paper aims to design a LADRC tension controller for the self-developed
LJF650A zero-speed splicer and is organized as follows. Section 2 gives the
dynamics of the unwind roll and accumulator, and the simplified model for tension
control are discussed. Section 3 designed velocity and tension LADRC controllers.
Simulation results and conclusions are given in Sect. 4 and 5, respectively.

2 System Model

Figure 1 is the picture of self-developed LJF650 zero-speed splicer, and its
schematic is shown in Fig. 2, consisting of an unwind roll driven by servo motor
and a horizontal accumulator driven by air cylinder. For this splicer, the tension
control is mainly achieved by the carriage motion control, i.e., air cylinder control,
while the unwinding motor is to achieve the desired unwinding velocity control.

Unwind Roll In the process of unwinding, the unwind roll radius Rw(t) and
inertia J0(t) are time-varying. The velocity dynamics of the unwind roll should be
written as
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d
dt
ðJ0wwÞ ¼ ðta � twÞRwðtÞ � KuwðtÞ � bfwww ð1Þ

where uw(t) is the input to the unwinding motor, and the motor model is considered
as a proportional component K, bfw is the friction coefficient of the unwind roll.

However, the splicing time usually only takes several seconds (less than 12 s in
self-developed zero-speed splicer), Rw(t) and J0(t) changes slowly compared with
the web dynamics and accumulator dynamics. So the radius and inertia of the
unwind roll can be considered as a constant during the splicing time, and (1) can be
rewritten as

J0 v
�

w ¼ ðtaðtÞ � twÞR2
w � KRwuwðtÞ � bfwvwðtÞ ð2Þ

Accumulator. The accumulator typically consists of carriage, web spans, and
rolls as shown in Fig. 2. The dynamics behavior of the horizontal carriage is given
by

d2LcðtÞ
dt2

¼ 1
Mc

ucðtÞ �
1

Mc

FdðtÞ �
1

Mi

Xi¼N

i¼1

tiðtÞ ð3Þ

where Mc is mass of the carriage, N and Lc(t) are the number of rolls and the web
length in accumulator, uc(t) is generated by air cylinder, and Fd(t) is the whole
resistance, including frictions in the air cylinder and the rod seals, and the friction
in the carriage guide rail. By lots of experiments, Fd(t) can be approximately given
by

Fig. 1 LJF650 zero-speed splicer
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Fd ¼ 3612vc þ 64:2 Nð Þ ð4Þ

Based on the principle of conservation of mass and Hooke law, the web tension
dynamics of accumulator is generally given by [3]

dtiðtÞ
dt
¼ AE

LcðtÞ
ðviðtÞ � vi�1ðtÞÞ þ

1
LcðtÞ

½ti�1ðtÞvi�1ðtÞ � tiðtÞviðtÞ� þ
AE

LcðtÞ
_LcðtÞ

� 1
LcðtÞ

tiðtÞ _LcðtÞ

ð5Þ

where A is the cross-sectional area of web, E is young’s modulus of web material.
Assuming that the accumulator works under an idealized situation where the
tension in each web span is same [4], an average tension can be defined as

tc ¼
1
N

Xi¼N

i¼1

tiðtÞ ð6Þ

In general, for the value of AE is very big, the second term of (5) can be
ignored, but the web length is varying with the movement of the carriage during
the splicing phase, so the last two terms of (5) should be reserved because they
reflect the particularity of the web tension dynamics in the accumulator. Taking the
sum from i = 0 to i = N of both sides of (5), the dynamic of free roll and tension
in accumulator can be given by

dtcðtÞ
dt
¼ AE

LcðtÞ
1
N
ðvNðtÞ � v0ðtÞÞ þ

AE

LcðtÞ
_LcðtÞ �

1
LcðtÞ

tcðtÞ _LcðtÞ ð7Þ

wv

Tension sensor

exitL

a

exitT

0

carriage

( )cL 

exitv1
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1N
N

exit

Unwinder

accumulator

−

−

t

Fig. 2 Schematic diagram of the zero-speed splicer (N = 20, Rwmax = 0.4, Lc [ [0.4,2.7])
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Jr

dviðtÞ
dt
¼ R2ðtiþ1ðtÞ � tiðtÞÞ � bfviðtÞ ð8Þ

where R is the radius of roll, bf is the friction coefficient on the roll shift. For the
splicer, the goal of tension control is to maintain the exit tension at desired level,
the dynamical behavior of exit tension texit can be written as follows [1]

dt
exit
ðtÞ

dt
¼ AE

Lexit

ðvexit � vNðtÞÞ þ
1

Lexit

tcðtÞvNðtÞ �
1

Lexit

t
exit
ðtÞv

exit
ð9Þ

where vexit is the exit web velocity, which depends on process velocity, in general,
it is considered as a constant. Lexit is the length of the exit web. In general, the roll
dynamics in accumulator has less effect on the exit tension, so combining (3) (7),
and (9), a simplified model of accumulator is given by

d2LcðtÞ
dt2

¼ 1
Mc

ucðtÞ �
1

Mc

FdðtÞ �
N

Mc

tcðtÞ

tc
�
ðtÞ ¼ AE

LcðtÞ
1
N
ðvN � v0ðtÞÞ þ

AE

LcðtÞ
Lc

�
ðtÞ � 1

LcðtÞ
tcðtÞ Lc

�
ðtÞ

t
�
exitðtÞ ¼

AE

Lexit

ðv
exit
� vNÞ þ

1
L

exit

tcðtÞvN �
1

Lexit

texitðtÞvexit

8>>>>>>><
>>>>>>>:

ð10Þ

if we regard the uc(t) as the unique control signal of the accumulator, after dif-
ferentiating texit (10) can be rewritten as

d3t
exit

dt
¼ fcðtÞ þ bc0uc ð11Þ

where

fc ¼
AE

L
exit

vexit
�� � 1

L
exit

d2ðtexitvexitÞ=dt � 2vN

L exitLc
L
�

exit t
�
c�
ðAE � tcÞvN

McL exitLc

ðFd þ NtcÞ

þ AEvN

L exitLc

v0
� þ ðAE � tcÞvN

McL
exit

Lc

� bc0

� �
uc

then the accumulator can be regarded as a third-order linear system with one input
uc(t) and one output texit. Similarly, the unwind roll can be regarded as a first-order
linear system with one input uw(t) and one output vw, and simplified as

vw
� ¼ fwðtÞ þ bw0uw ð12Þ

where
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fwðtÞ ¼
R2

w

J0
ðtaðtÞ � twÞ �

bfw

J0
vw � bw0 þ

KRw

J0

� �
uw

the fw(t) and fc(t) represents the combined effects of internal neglected dynamics
and external disturbance, and bw0, bc0 become adjustable parameters, which are
configured to obtain the linear model of the unwind roll and the accumulator.

3 Controller Design

In the zero-speed splicer system, we should control the exit tension and speed
within the tolerance range during the normal unwinding phase and splicing phase.
In LADRC, the disturbance is extended into a new state variable and estimated by
the LESO, and the estimated value of the disturbance is used to compensate the
actual disturbance in system, then a feedback controller is used to track the desired
nominal value. From (11) and (12), the unwind roll is a first order system, and the
accumulator can be regarded as a third order system, so a first order LADRC
controller and a third order LADRC controller are needed for them, respectively.
The diagram of the proposed controller is shown in Fig. 3, which mainly consists
of two components: Linear Extended State Observer (LESO) and Feedback
controller.

The basic idea of LESO is not only to track the system variables vw and texit by
zw1 and zc1, and the differentiated signal of texit by zc2, but also actively estimate the
disturbances fw and fc by the extended state variables zw2 and zc4, and use fw and fc
in the control laws, uw = (-zw2 + uw0)/bw0 and uc = (-zc4 + uc0)/bc0, then the
plant can be reduced to a unit-gain integrator control system. The forms of second
order LESO for unwind roll and the fourth order LESO for the accumulator are as
follows.

Unwind Roll LESO:

ewðtÞ ¼ zw1ðtÞ � vwðtÞ
_zw1 ¼ zw2ðtÞ þ bw1ewðtÞ þ bw0uw
_zw2 ¼ �bw2ewðtÞ

8<
: ð13Þ

Accumulator LESO:

ecðtÞ ¼ zc1ðtÞ � texitðtÞ
_zc1 ¼ zc2ðtÞ þ bc1ecðtÞ
_zc2 ¼ zc3ðtÞ þ bc2ecðtÞ
_zc3 ¼ zc4ðtÞ þ bc3ecðtÞ þ bc0uc

_zw4 ¼ �bc4ecðtÞ

8>>>>>><
>>>>>>:

: ð14Þ
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As long as obtaining appropriate bw1, bw2 and bc1, bc2, bc3, bc4 the state
variables and disturbance can be accurately estimated by the LESO outputs, and
applied to the control laws:

uw ¼
�zw2 þ uw0

bw0
and uc ¼

�zc4 þ uc0

bc0
ð15Þ

if ignoring the estimation error in zw2 and zc4, then the plant can be regarded as a
unit-gain integrator system approximately.

vw
� ¼ fw þ

�zw2 þ uw0

bw0
� bw0 � uw0 ð16Þ

d3t20

dt
¼ fcðtÞ þ bc0 �

�zc4 þ uc0

bc0
� uc0 ð17Þ

as well known, they can be easily controlled with feedback controller.

uw0 ¼ kwpðVref � zw1Þ and uc0 ¼ kcpðTref � zc1Þ � kcdzc2 ð18Þ

where Vref and Tref are the set points of the unwinding velocity and exit tension.

4 Simulation Study

Through simulation with the realistic nonlinear model of the self-developed zero-
speed splicer, the proposed control scheme is compared with decentralized PI
controller. For the white cardboard paper used in the printing machine, the

Unwinder
LESO

Unwinder
refV

-+
wv

wu
-+

2 ( )wz t
1( )wz t

wpk
AccumulatorrefT

-+
exitT

0wb

-+

4( )cz t

2 ( )cz t

1( )cz t

Accumulator
LESO

01/ wb

01/ cb 0cb

cdk

-+cpk

cu
0cu

0wu

Fig. 3 Structure of the decentralized LADRC control scheme
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parameters of the self-developed splicer are: K = 0.42 Nm/V, bfw = 0.03,
bf = 0.02, Mc = 300 Kg, A = 0.000012 m2, E = 5.69 9 108Pa, Lexit = 1.2 m,
R = 0.075 m, La = 1.2 m. The reference tension is 100 N, the desired exit
velocity is 3 m/s, and the desired unwind velocity is depicted in Fig. 4.

The simulation includes Two Parts: (i) unwinding phase, from t = 0 to t = 5 s,
the unwind roll releases web, and the accumulator is at its nominal web length; (ii)
splicing phase, from t = 5 to t = 21 s, the accumulator stores the web with the
carriage moving along the guide rail till web length reaches the maximum, and the
unwinding velocity is increased to maintain nominal exit tension, from t = 21 to
t = 37 s, the accumulator releases the web, and the unwinding velocity is
decreased, Eventually carriage moves back to its initial position.

It is obvious that the numbers of LADRC controller parameters are more than
PID controller. However, the LADRC controller parameters are related to the
control loop bandwidth of the plant, wc and the bandwidths of LESO, ww0 and wc0.
The relationship between them is given by [10]

bw1 ¼ 2ww0; bw2 ¼ w2
w0

kcp ¼ w2
c ; kcd ¼ 2wc; bc1 ¼ 4wc0; bc2 ¼ 6w2

c0; bc3 ¼ 4w3
c0; bc4 ¼ w4

c0

(
ð19Þ

where ww0 is the bandwidth of unwind roll LESO, and wc0 is the accumulator
LESO.

Generally, as long as the bandwidths bw0, bc0 are chosen appropriately, and the
controller parameters calculated based on (19), a good performance can be
obtained, otherwise, the controller parameters should be adjusted separately one by

Fig. 4 The unwinding velocity during splicing phase when R = 0.1, 0.2 and 0.4 m
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one. Under no vibration condition, bw2, bc4 and bw0, bc0 can be as big as possible.
However, bw0, bc0 cannot be too big, because it will lead to system responses
slowly.

For splicing system, the principal concern is the maximum amplitude perfor-
mance of exit tension variations in relation to the reference tension and the speed
tracking performance. Meanwhile, it is necessary to verify the robustness to time-
varying parameters Rw(t). The decentralized PI and LADRC controller parameters
with Rw(t) = 0.2 m are obtained, respectively, and their performance are com-
pared with Rw(t) = 0.1, 0.2, 0.4 m. All the adjusted controller parameters are
shown in Table 1, and the simulation result is shown in Figs. 4, 5 and 6.

Table 1 Controller parameters

Section Unwind roll Accumulator

LADRC
controller

bw1 = 705, bw2 = 78,
kwp = 295,
bw0 = 0.3

bc1 = 3,600, bc2 = 66,825, bc3 = 9,113,
bc4 = 36,085,500, kcp = 55, kcd = 62.2,
bc0 = 500

PI controller Kp1 = 32.77,
Ti1 = 0.060 s

Kp2 = 0.44, Ti2 = 0.066 s

Fig. 5 The web length and carriage velocity during Splicing phase when R = 0.1 and 0.4 m
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As shown in Fig. 4, under the existence of the tension fluctuation deduced by
the accumulation, the unwind velocity overshot of decentralized PI controller is
much higher than that of LADRC controller during the unwinding process.
However, as shown in Fig. 5, both methods achieved almost the same performance
in the carriage velocity and the web length, the main reason is that the carriage,
with large inertia, responses slowly to the exit tension fluctuations.

Figure 6 demonstrates that when the unwinding velocity has been well con-
trolled, the time-varying R has a less impact on the exit tension. The LADRC
controller can get lower amplitude of tension fluctuations than the PI controller;
furthermore, the maximum amplitude of exit tension decreased from 30 % by PI
controller to 16 % by LADRC controller during the splicing process.

Overall, the proposed controller obtains a better performance than the tradi-
tional PI controller. The proposed controller has demonstrated its superiority
during the on-site testing of self-developed zero-speed splicer. Till now, with the
splicing time kept within 12 s, we have achieved the tension fluctuations of the
splicer within 5 % when the printing speed reaches 60 m/min and 15 % when
180 m/min.

5 Summary

This paper studies the tension control problem of a splicing system. And a new
tension controller is designed based on the LADRC. With the realistic nonlinear
model, the simulation study is done for both the proposed controller and the PI
controller. As expected, the former obtains better stability and robustness than the
latter. The on-site testing and operation of self-developed zero-speed splicer val-
idates the feasibility of the proposed control scheme.

Fig. 6 The exit tension during splicing phase when R = 0.1 and 0.4 m
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Single Observer Passive Location Using
Phase Difference Rate

Taoyun Zhou, Yun Cheng and Tiebin Wu

Abstract In single observer passive location system, traditional filtering algo-
rithm for nonlinear system is Extended Kalman Filtering (EKF), which is usually
affected by initial values and measurement noise of passive tracking. In order to
overcome the disadvantages of EKF, we present an improved Modified Variance
Extended Kalman Filter (MVEKF) method in single observer passive location
system, using phase difference rate. Simulation results show that it can effectively
restrict the measurement noise, being less affected by initial values. Furthermore,
there is no need for searching observables modifiable function, so the proposed
MVEKF is more accurate and useful than EKF in single observer passive location.

Keywords Single observer passive location � Phase difference rate � Modified
variance extended Kalman filter (MVEKF)

1 Introduction

Passive positioning is a technology that the device itself does not transmit signals,
but just passively rely on the information received from the emitter [1]. Traditional
methods of single observer passive location, such as Doppler frequency posi-
tioning method and arrival time positioning method and so on, exist with disad-
vantages of low positioning accuracy and slow convergence speed and so on.
Based on kinematics, phase difference rate positioning method can locate the
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target through extracting the relative motion information between the target and
observation platform, which has higher positioning speed and positioning accuracy
[2–4]. Russia, Israel, and other countries also have a strong technical strength in
this area [5, 6]. In order to keep pace with the development of international rapid
passive location technology, some departments in China have done some theo-
retical work [5, 7, 8], but the performance of the test prototype developed is not
satisfactory. Here, we focus on the location algorithm of the single observer
passive location system, in which the traditional nonlinear filtering method is
Extended Kalman Filtering (EKF), which depends greatly on the estimation of the
initial state and is always affected by measurement noise, resulting in instable
results [9–11]. For these reasons, Song and Speyer proposed a Modified Gain
Extended Kalman Filter (MGEKF) method [12, 13], whose positioning accuracy
and convergence speed are better than those of EKF, but it needs to find the
observables modifiable function. For the limitations of these two filtering methods,
we present an improved Modified Variance Extended Kalman Filter (MVEKF)
method in single observer passive location system.

The rest of this paper is organized as follows. Section 2 introduces the posi-
tioning principle based on phase difference rate. Section 3 describes the traditional
EKF algorithm. The proposed MVEKF algorithm and simulation results are pre-
sented in Sect. 4. Finally, conclusions are given is Sect. 5.

2 Positioning Principle Based on Phase Difference Rate

Process of the positioning method using phase difference rate is: first obtain the
information of phase difference and its rate through two mutually orthogonal phase
interferometers, then compute the radial distance between the target and the
observation platform so as to locate the target through passive location [3, 14].

Assuming that position of the observation platform is ðxo; yo; zoÞ, velocity is
ð _xo; _yo; _zoÞ, and position of the target is ðxT; yT; zTÞ in the O� XYZ coordinate
system (Assume zT ¼ 0). Then, we can get the expression of the target as:

xTi ¼ xoi þ ri cos ei sin bi

¼ xoi þ _b�1
i ð _xoi cos bi � _yoi sin biÞ sin bi

¼ xoi þ _e�1
i ½�_zoi cos ei � ð _xoi sin bi þ _yoi cos biÞ sin ei� cos ei sin bi

ð1Þ

yTi ¼ yoi þ ri cos ei cos bi

¼ yoi þ _b�1
i ð _xoi cos bi � _yoi sin biÞ cos bi

¼ yoi þ _e�1
i ½�_zoi cos ei � ð _xoi sin bi þ _yoi cos biÞ sin ei� cos ei cos bi

ð2Þ
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where, bi and ei represent target azimuth and elevation respectively, bi

�
and ei

�

represent the rate of bi and ei, respectively, ri is radial distance between the target
and observation platform. What is more, they should satisfy the Eqs. (3)–(7):

tgbi ¼
xTi � xoi

yTi � yoi
¼ xi

yi
ð3Þ

tgei ¼
zoi � zTiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðxTi � xoiÞ2 þ ðyTi � yoiÞ2
q ¼ ziffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2
i þ y2

i

p ð4Þ

_bi ¼
_xi cos bi � _yi sin bi

ri cos ei
ð5Þ

ri ¼
xi
�

cos bi � yi
�

sin bi

bi cos _ei
¼

z
�

cos _ei � ðxi
�

sin bi þ yi
�

cos biÞ sin ei

ei
ð6Þ

ri ¼
xi
�

cos bi � yi
�

sin bi

bi cos _ei
¼ � z� cos _ei � ðxi

�
sin bi þ yi

�
cos biÞ sin ei

ei
ð7Þ

3 Traditional EKF Algorithm

In the passive location using phase difference rate, state equation of the system is
linear in Cartesian coordinates. It can usually be written as:

Xi ¼ /Xi�1 þ BUi�1 þWi�1 ð8Þ

where Xi�1 is state variable of the system at i� 1 time, / is transition matrix, Ui�1

is control matrix, and Wi�1 is state noise.
The observation equation can be written as:

Zmi ¼ GðXiÞ þ Ni ð9Þ

where Ni is the measurement noise, Gð�Þ is the nonlinear function of the state
variable. We need a linearization so as to make the use of Kalman filtering method.
The EKF algorithm expands the state equation at the predicted value to Taylor
series and takes its first term, so the measurement equation is approximately equal
to the linear equation of the state variables. Then, the measurement matrix of the
observation equation is also equal to the Jacobin matrix of the measurement
equation at the predicting point, which is:
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H�i ¼
oGðXÞ

oX X¼Xi=i�1

^

���� ð10Þ

Then, we can use Kalman filter, which is simple and available. In EKF algo-
rithm, the accuracy of the predicted value directly affects the accuracy and con-
vergence speed, which will cause a bigger error. To solve this problem, we will
propose an improved MVEKF in the next section.

4 Improved MVEKF Algorithm

4.1 Principle of MVEKF Filtering Algorithm

According to the linear Kalman filtering under the condition of Gaussian white
noise [3], we can get:

E ½Ẑi ~XT
i � ¼ 0 ð11Þ

where Zi

^
¼ H Xi

^
is observation information at i time, Xi

�
¼ Xi � Xi

^
is the state

filtering error, for E½Xi

�
� ¼ 0, so:

E½ðHXi � H Xi

^
ÞðXi � Xi

^
ÞT � ¼ HPi ¼ 0 ð12Þ

In EKF, due to the bias of the predicted value, there is a deviation of Jacobin
matrix at the predicted point [13]. So:

H�i P�i=i 6¼ 0 ð13Þ

where P�i=i is the covariance matrix of the state equation at the i measurement time

of EKF.
The basic idea of MVEKF is recalculating the Jacobin matrix with state filtering

values in EKF, where:

Hþi ¼
oGðXÞ

oX X¼Xi=i

^

���� ð14Þ

Then, we use it as a measurement matrix to update the covariance matrix so as
to obtain a more accurate modified covariance matrix. So:
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Pþi=iH
þ
i � 0 ð15Þ

The computation of Hþi with Xi=i

^
, which implies the information of the mea-

surement Zmi at this time, can improve the performance of the nonlinear estimation.

4.2 Application of MVEKF in Single Observer Passive
Location

For observation platform, initial velocity of the moving target is usually unknown, in
order to obtain a more precise positioning with the target’s velocity and restrain the
noise of the results, we use MVEKF to deal with these two issues. The basic idea of
MVEKF is: first obtain an initial positioning of the target with the measured phase
difference and its rate and velocity of the observation platform, without considering
the velocity of the target, and then use the initial positioning results to obtain a rough
velocity estimate of the target. With the two parameters we just get, we can make
corrections on the positioning results, and so forth, after several measurements; we
can get more accurate positioning results and estimate the velocity of the target.
Here, we firstly need to build a mathematical modeling [2, 11].

Assuming that the target is moving uniformly and linearly, state variable is

Xi ¼ ðxi; yi; zi; xi
�
; yi
�
; zi
� ÞT and the observation variable is

ZðiÞ ¼ ½/xim;/yim;
_/xim;

_/yim�T ð16Þ

State equation is:

XTðiþ 1Þ ¼ /XTðiÞ þ BWðiÞ ð17Þ

where,

B ¼

T 0
1 0
0 T
0 1

2
664

3
775; / ¼

1 T 0 0
0 1 0 0
0 0 1 T
0 0 0 1

2
664

3
775

WðiÞ ¼ ½D xi
�
;D yi

� �T represents instantaneous velocity perturbation noise of the

target, D xi
�

and D yi
�

are Gaussian white noise whose averaged value is zero,
covariance matrix is written as Qi.

Assuming that random errors are independent and obey zero-mean Gaussian

distribution, estimation errors are independent and variance is time-invariant, D xi
�

and D yi
�

are of the same value. Then, the covariance matrix of the process noise
and measurement noise are, respectively, written as:
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Qi ¼

0 0 0 0
0 d2

v 0 0
0 0 d2

v 0
0 0 0 0

2
664

3
775; Ri ¼ E NiN

T
i

h i
¼

d2
/ 0 0 0

0 d2
/ 0 0

0 0 d2

/
� 0

0 0 0 d2

/
�

2
66664

3
77775

Observation equation can be written as:

Zmi ¼ GðXiÞ þ Ni ð18Þ

Jacobin matrix of observation equation is:

H�i ¼

o/xi
oxTi

0 o/xi
oyTi

0

o/yi

oxTi
0

o/yi

oyTi
0

o/xi

�

oxTi

o/xi

�

o xTi
�

o/xi

�

oyTi

o/xi

�

o yTi
�

o/yi

�

oxTi

o/yi

�

o xTi
�

o/yi

�

oyTi

o/yi

�

o yTi
�

2
666666666664

3
777777777775

X¼Xi=i�1

^

ð19Þ

Thus, the MVKEF algorithm can be summarized as follows:
Step 1: Calculate the prediction equation:

Xi=i�1

^
¼ / Xi�1

^
ð20Þ

Step 2: Calculate the Jacobin matrix at the predicted point:

H�i ¼
oGðXÞ

oX X¼Xi=i�1

^

���� ð21Þ

Step 3: Calculate the predicting covariance and Kalman gain:

Pi=i�1 ¼ /Pi�1=i�1/
T þ BQiB

T ð22Þ

K 0i ¼ Pi=i�1ðH�i Þ
T ½H�i Pi=i�1ðH�i Þ

T þ Ri��1 ð23Þ

Step 4: Get the estimation of the filtering:

Xi=i

^
¼ Xi=i�1

^
þK 0i ½Zmi � GðXi=i�1

^
Þ� ð24Þ

Step 5: Recalculate the Jacobin matrix:
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Hþi ¼
oGðXÞ

oX X¼Xi=i

^

���� ð25Þ

Step 6: Recalculate the predicting covariance and Kalman gain:

Ki ¼ Pi=i�1ðHþi Þ
T ½Hþi Pi=i�1ðHþi Þ

T þ Ri��1 ð26Þ

Pi ¼ ½I � KiH
þ
i �Pi=i�1½I � KiH

þ
i �

T þ KiRiK
T
i ð27Þ

Based on the equations above, it can restrain the measurement noise and
improve the accuracy of positioning.

4.3 Simulation Results and Analysis

From reference [14], we can learn that the radial distance between the target and
observation platform is not less than 400 km in order to ensure flight safety during
the high-altitude airborne positioning. In addition, there are no specific requirements,

Fig. 1 d/ ¼ 0:008 rad, d
/
� ¼ 0:006 rad/s. a Trajectory of X direction, b trajectory of Y direction,

c velocity estimation of X direction, d velocity estimation of Y direction
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so we set the flight path of the observation platform following the reference [14] and
accordingly adopt the same initial data. Parameter settings as: baseline lengths of
airborne phase interferometer are dx ¼ 10 m and dy ¼ 5 m, frequency of target
radiation is fT ¼ 3� 109 Hz, interval of signal observation is T ¼ 1 s, initial position
of the moving object is ð107:15; 399:88; 0Þ km, velocity of the target is ð20; 5; 0Þm/s,
initial position of the moving platform is ð0; 0; 10Þ km, and its velocity is
ð300; 0; 10Þm/s, MSE of velocity measurement error is dv ¼ 0:1 m/s, MSE of
observation platform itself positioning error is dp ¼ 25 m, MSE of frequency mea-
surement error is df ¼ 106 Hz, measurement accuracy of the phase difference and its
rate are, respectively: d/ ¼ 0:008 rad, d

/
� ¼ 0:006 rad/s and d/ ¼ 0:016 rad, d

/
� ¼

0:012 rad/s [14]. Simulation results are shown in Figs. 1 and 2.
Simulation results show that estimation error is larger in initial state, but con-

vergence speed is rather faster. In Fig. 1, the maximum positioning error of X
direction is about 15 m and Y direction is about 10 m. Velocity error of X direction
is about 1 m/s and Y direction is about 0.3 m/s. In Fig. 2, the maximum position
error of X direction is about 30 m and Y direction is about 12 m. Velocity error of
X direction is about 3 m/s and Y direction is about 0.9 m/s. These illustrate that the

Fig. 2 d/ ¼ 0:016 rad, d
/
� ¼ 0:012 rad/s. a Trajectory of X direction, b trajectory of Y direction,

c velocity estimation of X direction, d velocity estimation of Y direction
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use of MVEKF can effectively realize passive location, and effectively estimate the
velocity of the target’s movement. But simulation results also show that positioning
error and estimation error of velocity will be larger when accuracy of phase dif-
ference and its rate decrease. It approves that phase difference and its rate have an
important influence on accuracy of positioning.

5 Conclusions

This paper addresses the problem of passive location with single observer. As EKF
is affected by initial values and measurement noise, we present an improved
MVEKF method in single observer passive location system, using phase difference
rate. Simulation results show that the MVEKF is less affected by measurement
noise and initial values, achieving a higher positioning accuracy. But the posi-
tioning accuracy is affected by phase difference and its rate, the higher the
accuracy of phase difference and its rate, the higher the accuracy of positioning.
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Excluded Middle Forest Versus Vantage
Point Tree: An Analytical and Empirical
Comparison

Qiaozhi Li, He Zhang, Fuli Lei, Gang Liu, Minhua Lu and Rui Mao

Abstract A critical performance issue in searching distance-based indexing trees
is that commonly multiple nodes, or data partitions, have to be further examined at
each level of the tree. As a result, logarithmic search time is commonly not
achievable. To solve this problem, excluded middle forest builds a tree for each
data partition to be descended, so that logarithmic search time is achieved for each
tree. Promising empirical results are reported from excluded middle forest.
However, we observe that what determines whether a data partition has to be
further examined is that data composing it, but not its location. Although each tree
of the excluded middle forest can be searched in logarithmic time, the overall
query performance is encumbered with the existence of multiple trees. We show
analytically and empirically that multiple vantage point tree outperforms excluded
middle forest.

Keywords Shuffled frog-leaping � Least random number generation � Unequal
probability sampling � Multinomial distribution

1 Introduction

In most of them based on VP-tree [1], data are partitioned into two or more parts.
Different partition’s information is saved in index nodes. Searching process uses
partition information to reduce time complexity of search.

Both excluded middle forest [2] and multiple vantage point (MVP) index [3, 4]
are for metric–space data. It means that distance-based index can’t use data dis-
tribution method like kd-tree [5]. Though index based on metric space will have
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higher generality, it makes the difference of each data object smaller and may
cause more search time. So an effective partition method is very important. Same
partition method will show different performance in time cost when using different
index type and this performance will be shown by distance calculation times in
distance-based index.

If partition method could divide data with great difference, may avoid searching
lots of useless branch of index. The excluded middle partition method tries to
avoid searching useless partition by dividing data set into three subpartitions. The
middle of three subpartitions is limited by a max radius and a proportion ‘‘m’’ [6],
they will control size of middle subpartition. This method should find a pivot from
data object, then find median of distance between each node and pivot. All of data
objects which has distance bigger than (median–max radius) and less than
(median + max radius) will be excluded as a single partition. If middle partition is
bigger than m of data size, decrease its size.

MVP-index and excluded middle forest show different ways to use this partition
method. MVP-index uses the middle partition to be a branch of ternary tree and
excluded middle forest use it to make a new binary tree. We think the MVP-index
will show better performance about calculation times.

Our analysis based on information cost. We think that though excluded middle
forest may have better search performance at each tree, it could lose information of
the data which excluded. In MVP-index, this information will save in internal
node, but excluded middle forest will not save them.

Our test shows in Sect. 3, use three types of data and 8–10 different radius.
It shows MVP-index having better performance when searching our analysis.

2 Excluded Middle Forest and MVP-Index Using Excluded
Middle Partition Method

We will show the algorithm of this special MVP-index is based on pivot space
model [7], and the comparison analysis of performance between MVP-index and
excluded middle forest.

2.1 Algorithm of Build MVP-Index

Figure 1 shows the algorithm of building a MVP-index using excluded middle
partition method. D denotes the data set to be indexed and ‘‘childNode[i].data’’
denotes to be the subpartition of each node. As excluded partition method requested,
the middle partition’s size could be not larger than m * |D|. This partition will be set
in a single node as a branch of MVP-index. The max and minimum
distance between node’s data and pivot will be saved. If |D| \ maxLeafSize
(denotes to be a leaf node’s max size), building process will stop and return.
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2.2 Analysis of Performance

As we said, the only difference between excluded middle forest and MVP-index
using excluded middle partition method is ‘‘MVP-index keep middle partition as a
branch, excluded middle forest use them to build another tree.’’ So we build a
model to explain the comparison.

In this case, the MVP-index node which created by excluded data set is called
‘‘middle node.’’ There are two conditions when searching MVP-index’s internal
node: 1. the middle node should not be searched, 2. we do not know whether the
middle node should be searched or not, so we must search the middle node.
Excluded middle forest could always search the middle partition, because its
middle partition’s partition information did not save in a node when built. When
searching process search each internal node and try to estimate whether middle
partition should be searched or not, MVP-index needs to calculate the distance
between query and pivot only once, but excluded middle forest cannot know it
before searching the next tree. It means if excluded middle forest wants to get
same information as MVP tree do, it need more distance calculation.

For a simple example, consider that data just be distributed numbers, in [0, 7],
and the width of exclusion is 1. There are seven buckets numbered 1 to 7, each
with width 1. The max leaf size also is 1. For tree method, after first pivot and
partition, you will get a leaf which is bucket 4. After the second pivot and par-
tition, you will get other 6 leaves. For each search could only compute distance
twice. However, for forest method, program should build two trees and get leaves

Algorithm: building MVP-index by excluded middle partition method

Build(D)
if(|D|>maxLeafSize)
Pivot<-selectPivot(D)
Mid<-sortAndGetMid(D,pivot)
childNode[1]<- dataOf(distance<mid-r)
childNode[2]<- dataOf(distance>mid+r)
childNode[3]<- dataOf(mid-r<=distance<= mid+r)
if(childNode[3]>m*|D|)
childNode[1]<- dataOf(index<mid-m|D|/2)
childNode[2]<- dataOf(index>mid+m|D|/2)
childNode[3]<- dataOf(mid-m|D|/2<=index<=mid+m|D|/2)
end if
childNode[1].build(childNode[1].data)
childNode[2].build(childNode[2].data)
childNode[3].build(childNode[3].data)
end if

Fig. 1 Algorithm of building a MVP-index using excluded middle partition method
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of buckets 1, 3, 5. The first tree should calculate twice, and the second tree should
calculate once. It totally takes 3 distance calculation to query the forest.

In fact, we consider that when excluding the middle partition to be a new tree,
the pivot which be selected will lose the information of this partition. So the query
cannot get partition information of middle partition from calculating with pivot
when searching. For getting this information, query must take more calculation,
that is, why excluded middle forest always need more distance calculation times.

3 Empirical Results

This section shows our test and result, we are using three types of data: vector,
string, and image. The test suite is shown in Table 1. Test suite comes from [8, 9],
program based on [10].

We use Euclidean distance for uniform vector; edit distance for string, and
L-norms for image. When searching, we use 1,000 query for each test case
and using the average results of distance calculation. All of excluded middle forest
and partition methods use the m = 0.5, max radius = 0.7*max radius of data set
(see Fig. 2).

Those results show the difference. The MVP-index using excluded middle
partition method always shows lesser calculation times. The difference is small
when search radius is small, and it increases with radius increasing. When the
radius is lager enough, the difference will be small, that is, because most of the
data objects are being searched.

In fact, excluded middle partition method is a partition method which tries to
divide data based on the distance from each data object to pivot. Max radius
decides the excluded partition’s minimum size, and m decides its max size. This
partition method wants to use the middle partition to increase the difference of the
other two partitions. So these two parameters should not be too small (because it
may make this partition method performs like balance partition method). In big
data sets, it may cause excluded middle forest to create thousands of trees. For
example, there are 1,000 trees; it means that each query needs to calculate distance
at least 1,000 times. Because of those, MVP-index always shows better perfor-
mance in query.

Table 1 Test suite

Data type Index size Origin radius Test radius Number of radium Last radius

Uniform vector 1000000 0 0.2i{i = 0,1…9} 10 1.8
String 50000 0 i{i = 0,1…8} 9 8
Image 10000 0 0.5i{i = 0,1…7} 8 0.35
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Fig. 2 Test results of vector, string, and image
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4 Conclusions and Future Work

We analyze the excluded middle forest and rebuild its partition method in MVP-
index, try to find the better data structure when using the same partition method,
based on metric space. In our analysis, forest index loses more information than
tree index. For gaining this information, forest need more calculation of distance
than MVP-index. Actually, because distance-based index lost lots of information
when built (but it has higher generality), the partition information is much more
important than other index. Little partition information changed may cause great
change of distance calculation times.

Condition may be different in parallel indexing. Our next work may try to
parallelize the MVP-index using excluded middle partition method and compare it
to excluded middle forest. More max radius and m will be tested.

On the other hand, we think the difference of calculation times caused by
information loss could not only happen in excluded partition method. It may
happen in every forest index. We will test more partition method’s performance in
MVP-index and forest. We will also try to compare other data structure to MVP-
index.

In our test, we are using the excluded partition method, which only has one
pivot and three partitions. As described in Sect. 3, this partition method may cause
too many trees when used to create a forest. We hope to use more pivots or more
partitions of each pivot. It is not only for decreasing number of trees, more pivots
and partitions can improve its performance by saving more information into node.
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Research and Simulation of Trajectory
Tracking Control Algorithm
for Multiwheel Independent Drive Skid
Steering Unmanned Ground Vehicle

Yunan Zhang, Yongbao Yan, Nanming Yan and Peng Tian

Abstract In view of performance of multiwheel independent drive skid steering
unmanned ground vehicle, this paper describes one kind of improved trajectory
tracking control algorithm based on the tracking controller proposed by Kanay-
ama. The ordinate error is introduced to the design of linear velocity, so as to speed
up the convergence speed. Moreover, considering the dynamic constraints of
vehicle, the constrained control strategy is used to control system to ensure the
smooth motion of vehicle. Two PD controllers are used to do closed-loop control
for linear velocity and yaw rate so as to ensure the generalized longitudinal driving
force and yaw moment. The equivalent distribution method is adopted to distribute
longitudinal driving force and yaw moment into the drive torque of six wheels.
The simulation results are satisfied.

Keywords Unmanned ground vehicle � Skid steering � Trajectory tracking � PD �
Control allocation

1 Introduction

Recently, diverse unmanned ground vehicles have been developed in order to
conduct multitasks such as logistics supports, surveillance, and light combat
operation [1].

Skid steering unmanned ground vehicles constitute a genre of nonholonomic
vehicles that lack a steering column and are controlled by differential steer
mechanism. Absence of a steering column makes them mechanically robust. It is a
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kind of multi-input and multioutput nonlinear systems affected by the structured
and nonstructured uncertainties, thus increasing the difficulty of its control.

Therefore, trajectory tracking control problem of the nonholonomic vehicle has
been valued by scientists around the world.

In recent years, a lot of control methods have been used to solve the vehicle
trajectory tracking problems, such as backstepping method [2–4], adaptive method
[5], sliding mode method [6], fuzzy control [7, 8].

For the trajectory tracking, smoothing approximation and fast convergence are
two important performance indexes. A stable trajectory tracking control law is
proposed in [3]. It solves the stability of the trajectory tracking. Literature [4]
analyzes the control law in [3]. It illustrates that the control law has some defi-
ciencies in smoothness and convergence speed. There is a certain difficulty in the
vehicle’s actual trajectory tracking. In this paper, on the basis of control law of
literature [3], the ordinate error is introduced to the design of linear velocity, so as
to speed up the convergence speed. Moreover, considering the dynamic constraints
of vehicle, constrained control strategy is introduced to control system to ensure
smooth motion, Two PD controllers are used to do closed-loop control for linear
velocity and yaw rate, so as to ensure the generalized longitudinal driving force
and yaw moment. The equivalent distribution method is adopted to distribute
longitudinal driving force and yaw moment into the drive torque of six wheels.
The simulation results show the effectiveness of the control algorithm (Fig. 1).

2 Vehicle Kinematic Model

There is a skid steering vehicle which is located on a 2D plane in which a global
Cartesian coordinate system is defined. The vehicle in the world possesses the
three degrees of freedom in its positioning which are represented by a posture
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Pc = [xc yc hc]
T. The heading direction hc is taken counterclockwise from x-axis.

The vehicle’s motion is controlled by its linear velocity vx and yaw rate x, which
are also function of time. The vehicle and coordinate system is shown in Fig. 1.

The vehicle’s kinematics equations are defined as:

_xc

_yc
_hc

2
4

3
5 ¼

cos hc 0
sin hc 0

0 1

2
4

3
5 vx

x

� �
ð1Þ

The reference trajectory is defined by vector Pr = [xr yr hr]
T. The heading

direction hr is taken counterclockwise from x-axis.

Pe ¼
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ye

he

2
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cos hc sin hc 0
� sin hc cos hc 0
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5 ð2Þ

3 Design of Controller and Analysis of Stability

3.1 Design of Controller

Trajectory tracking control problems based on kinematics depend on bounded input
vx and x. When the vehicle is under any initial error, the reference position Pr = [xr

yr hr]
T and the current position Pc = [xc yc hc]

T make the posture error bounded, and
limt!þ1k[xe ye he]

Tk = 0. The control system scheme is shown in Fig. 2.
The derivative of the posture tracking errors given in (2) can be written as

follows:

_Pe ¼
_xe

_ye
_he

2
4

3
5 ¼

yexc � vc þ vr cos he

�xexc þ vr sin he

xr � xc

2
4

3
5 ð3Þ

Fig. 2 Control system scheme
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The classic kinematic controller is designed as a speed controller based on
backstepping method [3].

Q ¼ v0x
x0z

� �
¼ vr cos he þ kxxe

xr þ vr kyye þ kh sin he

� ffi
� �

ð4Þ

where kx, ky and kh are positive parameters, vr and xr are reference linear velocity
and yaw rate.

From the structure of control law (4), we can find something as follows. The
adjustment of tracking direction for vehicle mainly depends on the yaw rate, and
the elimination of displacement error depends on the linear velocity. The yaw rate
is designed based on of the posture errors without considering motion smoothing.
The design of the linear velocity only depends on the direction angle error and
abscissa error, without considering the ordinate error. If there are ordinate errors, it
can be eliminated with combining direction angle and linear velocity. While the
control will eventually reach the purpose of eliminating the position errors, but the
process is relatively slow, especially abscissa error is smaller, ordinate error is
bigger, this characteristic is especially obvious.

We can also find more problems from careful analysis of the control law. The
linear velocity will jump suddenly because of a sudden change in the tracking
errors in the process of tracking, especially the change of abscissa error.

The jump of velocity is mainly caused by the direct proportion item in the
design of linear velocity. Jumping velocity for vehicles or other robots is very bad,
and often can cause vehicles or robots judder, even rollover. In addition, jumping
velocity puts forward higher requirements on vehicle acceleration performance. If
this requirement is beyond the vehicle acceleration ability, the vehicle will not be
able to track trajectory well. Moreover, the tracking controller will display the
slow convergence speed and exasperate tracking performance. Especially in the
early stage of the trajectory tracking, this feature will show quite obvious.

The control law is as follows in this paper:

Q ¼ v0x
x0z

� �
¼ vr cos he þ S

xr þ vr kyye þ kh sin he

� ffi
� �

ð5Þ

S = 2kasign(xe)(1 - 1/cosh(ye)) + 2kxtanh(xe), where kx, ky, kh and ka are
positive parameters. tanh(xe) is hyperbolic tangent function, cosh(ye) is hyperbolic
cosine function. Defining sign function as follows:

signðxeÞ ¼
1; xe� 0
�1; xe\0

�
ð6Þ

Considering dynamic characteristic in the process of vehicle movement, if the
posture errors are larger, v0x and x0z may be beyond maximum control value. It
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will lead to wheel slippage. Therefore, the following control strategy is introduced
in control law (5), so as to ensure the smooth movement and avoid wheel slippage.

vrx ¼
Z t

0

sat
dv0x
dt
þ kv v0x � vr

� ffi� �
dt ð7Þ

xrz ¼
Z t

0

sat
dx0z
dt
þ kx xz � xrð Þ

� �
dt ð8Þ

kv and kx are positive parameters. vrx and xrz are limited longitudinal velocity
and yaw rate, respectively. v0x and c are previous longitudinal velocity and yaw
rate, respectively.

Two PD controllers are designed for longitudinal velocity and yaw rate. They
determine the generalized longitudinal driving force and yaw moment to achieve
vehicle motion. Based on multiwheel independent driving and skid steering, the
equivalent distribution method can be expressed as follows:

Ti ¼
0:5wbFxþMz

wb
r; i ¼ 2; 4; 6

0:5wbFx�Mz

wb
r; i ¼ 1; 3; 5

(
ð9Þ

where r is the radius of tire. wb is the tread, which is the distance between the left
and right wheels.

4 Analysis of Stability

Theorem 1 Assumption: vr [ 0, the control law is (5), then Pe = 0 is stable
point.

Proof Choose the following Lyapunov function:

V ¼ x2
e

2
þ y2

e

2
þ 1� cos he

ky
ð10Þ

Apparently, V C 0. If and only if for xe = 0, ye = 0, he = 0, the V = 0. The time
derivative of V results in
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_V ¼ _xexe þ _yeye þ
sin he

ky

_he ¼ xe yexc � vc þ vr cos heð Þ

þ ye �xexc þ vr sin heð Þ þ sin he

ky
xr � xð Þ

¼ �kxxe tanh xe �
kh

ky
vr sin2 he

� kasign xeð Þxe 1� 1
cosh ye

� �
� 0

ð11Þ

Therefore, V is a Lyapunov function, proof is over.

Theorem 2 Assumption: (1) vr and xr are continuous; (2) let _vr and _xr be so
small; (3) vr, xr, kx, ky, kh, and ka are bounded; (4) if xexr [ 0, the ka(1 - 1/
cosh(ye)) \ |xr|. Then Pe = 0 is asymptotically stable for all t [ (0, + ?].

Proof By substituting (5) into (3), we can linearize (3) nearby Pe = 0, it yields

_Pe ¼ APe ð12Þ

where:

A ¼
�kx xr � kasign xeð Þ 1� 1=cosh yeð Þ 0
�xr 0 vr

0 �vrky �vrkh

2
4

3
5

Assumption: the characteristic equation of A is

a3s3 þ a2s2 þ a1sþ a0 ¼ 0 ð13Þ

where:

a3 ¼ 1

a2 ¼ khvr þ kx

a1 ¼ kxkhvr þ kyv2
r þ x2

r � kaxrsignðxeÞ 1� 1
cosh ye

� �

a0 ¼ kxkyv2
r þ khvr x2

r � kaxrsignðxeÞ 1� 1
cosh ye

� �� �

Apparently ai [ 0, and then a1a2 - a0a3 [ 0. According to Hurwitz criterion,
all roots of characteristic equation have negative real part, proof is over.
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Compared with the control law in [3]: first, the correlation ordinate error item
2kasign(xe)(1 - 1/cosh(ye)) is introduced to the control law in this paper. The
change of ordinate error is limited to [0, 1) based on the characteristic of hyper-
bolic cosine function. The characteristic of hyperbolic cosine function prevents it
from jumping sharp nearby zero and affecting the precision of the tracking under
the condition of the abscissa error changed near the zero and ordinate error bigger.
Second, in the design of control law, the item kxxe is replaced with the item
2kxtanh(xe), then the range of the item kxxe is changed from the original (-?,
+?) to (-2kx, 2kx). This replacement can prevent the output linear velocity of
controller exceeding desired speed. By comparing the function features of kx

tanh(xe) with kxxe, we can find that in the initial stage of trajectory tracking, the
former is in line with the actual situation of trajectory tracking more than the latter.

5 Simulation and Analysis

In this paper, vehicle dynamic model is developed using ‘‘MATLAB SIMULINK’’
in order to analyze tracking performance of skid steering vehicle and conduct a
numerical simulation studies. Tire model in the driving system is designed using a
Pacejka tire model. The dynamic model has 12 degrees of freedom (DOF) with the
dynamic equations of sprung mass, including translational motions (longitudinal,
lateral, vertical), rotational motions (roll, pitch, yaw) and rotational motions of six
wheels. Assumption: the center of gravity for vehicle is located at geometrical
center. The vehicle is moving on the horizontal plane. The parameters of vehicle
are chosen as: the tire–road friction coefficient is l = 0.85, m = 1700 kg,
Iz = 1800 kg�m2, lf = 0.85 m, lm = 0, lr = 0.85 m, wb = 1.4 m, r = 0.368 m.

5.1 Simulation of Trajectory Tracking Based on Kinematics

(1) Trajectory tracking of circular arc.

The radius of reference circular arc trajectory is 4 m. The reference linear
velocity and yaw rate are vr = 2.5 m/s, xr = 0.625 rad/s. The initial position of
the reference trajectory is [4, 0, p/2], the actual vehicle starts at [3, -2, p/4]. The
parameters of controller are chosen as: kx = 5, ky = 13, kh = 5, ka = 10.

(2) Trajectory tracking of line.

The reference linear velocity and yaw rate are vr = 2.5 m/s, xr = 0. The initial
position of the reference trajectory is [-5, -5, p/4], the actual vehicle starts at
[-5, -7, p/2]. The parameters of controller are chosen as: kx = 5, ky = 13,
kh = 5, ka = 10.
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The simulation results are shown in Fig. 3. We can see that the improved
algorithm in this paper has better tracking capability. The results show that the
algorithm accelerates the approximation of the initial tracking stage and makes the
tracking more rapid and accurate.

5.2 Simulation of Trajectory Tracking Based on Dynamics

The reference trajectory: (1) t [ [0 20] s, the reference trajectory is line, its slope is
p/4. The reference linear velocity and yaw rate are vr = 3 m/s, xr = 0; (2) t [ [20
72] s, the reference trajectory is circular arc, its radius is 28.57 m. The reference
linear velocity and yaw rate are vr = 2 m/s, xr = 0.07 rad/s. The initial position
of the reference trajectory is [3, 3, p/4], the actual vehicle starts at [0, -2, p/3].
The parameters of controller are chosen as: kx = 1, ky = 0.35, kh = 0.25, ka = 2.

The posture errors of trajectory tracking are converged in Fig. 4e. The con-
vergence speed of the abscissa error is lower, but it is converged finally and the
asymptotic stability of the closed loop system is guaranteed. The actual velocity
and yaw rate can rapidly track linear velocity and yaw rate of controller.

Fig. 3 Simulation of trajectory tracking based on kinematics: a trajectory tracking of circular
arc, b trajectory tracking of line, c posture errors of circular arc using the improved method,
d posture errors of circular arc using Kanayama method
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Fig. 4 Simulation of trajectory tracking based on dynamics: a longitudinal velocity, b longitu-
dinal driving force, c yaw rate, d yaw moment, e tracking posture errors, f wheel driving torque,
g vehicle trajectory
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6 Conclusions

Considering the problems of the tracking control algorithm proposed by Kanay-
ama, this paper puts forward an improved control algorithm and analyzes the
stability. The impact of ordinate error is introduced to the control law. The
improved control algorithm is simulated based on kinematic model. The results
show that the algorithm accelerates the approximation of the initial tracking stage
and makes the tracking more rapid and accurate. Then, the algorithm is applied to
multiwheel independent drive skid steering unmanned ground vehicle. Moreover,
considering the dynamic constraints of vehicle, the constrained control strategy is
introduced to control system to ensure smooth motion. Two PD controllers are
used to do closed-loop control for linear velocity and yaw rate, so as to ensure the
required longitudinal driving force and yaw moment. The equivalent distribution
method is adopted to distribute longitudinal driving force and yaw moment into
the drive torque of six wheels. The simulation results show the tracking control
algorithm is available. The vehicle can well track the desired trajectory.
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A Fast Association Rule Mining
Algorithm for Corpus

Shankai Yan and Pingjian Zhang

Abstract In this paper, we propose a new algorithm for mining association rules
in corpus efficiently. Compared to classical transactional association rule mining
problems, corpus contains large amount of items, and what is more, there are by
far more item sets in corpus, and traditional association rule mining algorithm
cannot handle corpus efficiently. To address this issue, a new algorithm, which
combines the techniques of inverted hashing and the advantage of FP-Growth
structure, is designed with enough considerations on the characteristic of corpus.
Experimental results demonstrate that the new algorithm has gained a great pro-
motion on performance.

Keywords Text mining � Association rules � Inverted hashing � Apriori algorithm

1 Introduction

Due to the nature of textual data and the broad potential applications, association
rule mining in text corpora has attracted the attention of the research scientific
community for years. Mining association rules in corpus has been demonstrated to
be useful and technically feasible in several application areas like building Sta-
tistical Thesaurus, building Latent Semantic Indexing [1], retrieving documents
[2], analyzing links among documents [3], and reading recommendations [4].

Qiu et al. [5], have taken into account the weights and semantics and generated
enhanced association rules that has richer semantics. Woon et al. [6], discussed
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how to mining concepts via association rules in corpus. Fuzzy methods are
introduced in [7] to improve accuracy. Liu and Hu [8], sentential frequent itemsets
are adopted to classify documents.

The focus of this research is the efficiency of association rule mining algo-
rithms. Compared to classical transactional association rule mining problems,
corpus contains large amount of items and by far more item sets. The complexity
of mining association rules increase greatly as the dimensions of feature grows.
Hence, how to quickly find out the association rules in text data set becomes a
challenging issue in text mining.

Let D = {i1, i2,…, im} be a document consisting of m features, which are
obtained through the process of text preprocessing, word splitting, and feature
selection. Let T be a set of documents and W = {i1, i2,…, in} be a set of items,
where each document D is a set of items, such that D ( W. An association rule
is an instance of the form X ¼) Y, where X , D, Y , D, and X \ Y = /.
The association rule X ¼) Y holds in the text data set T with confidence c % if
c % of the documents in T contains X and Y simultaneously. The rule X ¼)Y
has support s % if s % of documents in T contains X [ Y. Mining association rules
is to find all X ¼) Y that with support and confidence greater than or equal to the
user-specified minimum value.

To date, there have been several association rules mining algorithms such as
Apriori [9], Direct Hashing and Pruning (DHP) [10], FP-Growth [11], etc. And lots
of variations on the classical algorithms have been proposed by other researchers,
for instance, M-Apriori, M-DHP [1], and so on. Moreover, some of them have
been implemented in a parallel form [12] to improve efficiency.

It is commonly recognized in the information retrieval community that words
rarely appear in differentiating documents, and furthermore, those words occur in a
great amount of documents [13]. Hence, it is reasonable to conclude that the
frequent item sets consist of highly frequent words would have a much lower
support compared to the transaction data set. Moreover, the number of items in
transaction data set is stable, whereas it is substantial and diversified in text data
set. This increases the complexity of mining association rules in text data set with
the previous classical algorithms.

In this paper, a new algorithm, which combines the techniques of inverted
hashing and the advantage of FP-Growth structure, is proposed. Section 2 contains
the analysis and design of the new algorithm, and Sect. 3 contains experimental
design and results discussions. Further conclusions are contained in Sect. 4.

2 Hash Index Apriori

Due to the difference in characteristics between text and transaction data set, the
well-played association rules mining algorithms are not suitable for text data set.
Apriori is not appropriate for mining frequent item sets on text data set because of
the high memory space requirement for counting the occurrences of a large
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number of candidate item sets. DHP needs extra memory space to store the hash
table, which has a large number of word entries. That would also cause a large
memory usage, which will slow down the machine due to the resource race. But
the idea of using hash technology to pruning is bright, which ignores generating
the candidate item sets. FP-Growth does a good job on transaction data set,
extremely on the dense item set. It means that most of the items have a high
support in the data set. Therefore, the data structure of FP-Growth spends less
memory space. Meanwhile, it takes less time to traversal the whole data set
because the data is compressed into the FP-Tree [14] data structure. On the other
hand, when dealing with text data set, FP-Growth will generate a tremendous FP-
Tree for the reason that the items have a low support. But the method of data
compressing is meritorious, which will improve the whole efficiency.

2.1 Inverted Hash Index

With consulting the good design of DHP and FP-Growth, we propose HI-Apriori
based on Apriori. It uses a hash table to store inverted index of document on the
words it contains. We can directly delete the entry with support less than the
threshold. Following the process framework of Apriori, we can judge an item set
whether it is frequent simply by counting the common index of the items inside.
Even though we require extra space to store the hash table, we need not keep the
candidate item sets in memory. Here is an example; there are five documents with
several words (Fig. 1).

document1: {Beijing, London, Seoul}
document2: {London, Tokyo, Berlin}
document3: {Beijing, Seoul, Berlin}
document4: {Beijing, London, Berlin}
document5: {Beijing, Berlin}

Then we build the inverted hash index for the text data set above.

2.2 Optimize Join Strategy

While joining Fk 9 Fk in Apriori for generating candidate item sets to calculate
the frequent (k + 1)-item sets, the most frequent operation is prefix matching. If
the atomic compare operation is complicated or the amount of comparison is
substantial, it will take lots of time at this stage, which will become the bottleneck
of the algorithm.

Hence, we come up with a join strategy based on the hash technology. Let
Xk1 = {i11, i21,…, ik1} be the item set, which need to join later on. Let Lk be a set
of item sets, consisting of frequent k-item sets. Let Pk1 = {i11, i21,…, i(k-1)1} and
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put Pk1 into a tuple. To insert Xk1 into the open hash table, we treat Pk1 as the key
and ik1 as the value. If the hash conflict cannot be resolved, we union the i0k and ik
as the value of this entry. After processing all the itemsets in Lk, we can derive new
(k + 1)-itemsets from each entry of the hash table by catenating key and the 2-
tuple combinations of the value tuple.

With the assistance of hash technology, we only require a few join on 1-item
set, and then catenate the prefix and the join result. This method can not only
reduce the join time, but also improve the whole efficiency of the algorithm.

2.3 HI-Apriori

Given a set of documents, HI-Apiori first splits texts into words with word seg-
mentation tool, and then removes stop words and words with low information.
After that it builds the inverted hash index and begins to generate frequent item
sets. Finally, it derives the association rules from the frequent item sets just like
Apriori does. Here is the main procedure of HI-Apriori.

Main procedure:
Input: texts[]. Output: rules[].

(1) word_list = /
(2) index = build_hash_index(texts, word_list)
(3) frequent_itemsets = hi_apriori(index, word_list)
(4) put association rules derived from frequent itemsets into rules[]
(5) return rules[]

Fig. 1 Example of an
inverted hash index
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The new algorithm we proposed only requires one time database scan. More-
over, it need not generate candidate item sets or count item sets. However, we still
need to estimate whether a potential item set is frequent as the algorithm is based
on Apriori. We implement this process as a filter pattern, which is the core of HI-
Apriori.

The filter firstly uses some general pruning method onto the previous generated
frequent item sets [15]. Secondly, it uses the hash technology mentioned earlier to
estimate whether the item set is frequent. These two stages are in the same pro-
cessing flow without any intermediate storage. It only needs the extra memory
space to store the hash table.

The details of HI-Apriori algorithm are presented below:
First of all, we call build_hash_index(texts, word_list) to put the words into

world_list and generate inverted hash index.

procedure build_hash_index(texts, word_list)

(1) for each text in texts do begin
(2) words = parse(text);
(3) for each word in words do begin
(4) if word has been recorded then
(5) put text_id into the list behind word and increase the count of the word;
(6) else insert word into hash table and put text_id into the list behind word;
(7) return hash table

Secondly, we can find out all the frequent itemsets by the word list and inverted
hash index.

procedure hi_apriori(index, word_list)

(1) for each word in word_list do begin
(2) if count of word entry is less than min support then
(3) delete the word from the word_list

and the corresponding entry in the hash table;
(4) F1 ¼ [ each word in word_list;
(5) for itemset dimension k from 2 to n do begin
(6) Fk = /;
(7) for each k-itemset in Fk-1 9 Fk-1 do begin
(8) if filtter(k-itemset) then
(9) Fk [ k-itemset;

(10) return [ Fn

procedure filter(k-itemset)

(1) for each (k-1)-itemset in k-itemset do begin
(2) if (k-1)-itemset is not frequent then
(3) return false;
(4) if index.get_intersect_count(k-itemset) \ min support then
(5) return false;
(6) else return true;
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The method get_intersect_count(k-itemset) use the inverted hash index to cal-
culate the co-occurrence of the items in k-itemset for the purpose that judging the
k-itemset is frequent. According to the principle of intersect set calculating, the
method is described as:

procedure get_intersect_count(k-itemset)

(1) cur_min = the first node in the list of
k-itemset index entry with the minimum text_id

(2) comment: Due to the inserting point of the list of index entry is at the head
of the list, text_id is in the decreasing order

(3) for each item in k-itemset do begin
(4) put the first node of the list of item index entry into pointers list ptrs[] to

present the current position of the list;
(5) intersect_count = 0;
(6) while none of the list reach the end do begin
(7) move along all the pointers of list except cur_min to make the text_id of all

the lists’ current place equal;
(8) intersect_count++;
(9) cur_min = the node after current place with

the minimum text_id among all the lists;
(10) return intersect_count;

3 Experiments and Analysis

Corpus: the sogou corpus [16]. We choose eight classes of sogou corpus: sports,
military, medical care, education, travel, technology, economic, and art. Because
of the huge amount of sogou corpus, this experiment just randomly pick up 60+
documents in each class to obtain 500 documents in total as training set, each of
which has 1,500 words on average.

Some experiments are carried out on the corpus using several association rules
mining algorithms, Apriori, DHP, FP-Growth, and HI-Apriori. All these test runs
were made on a machine with 2.0 GHz AMD Athlon(tm) 64 9 2 Dual Core
Processor 5,200+ and 2G of DDRII memory.

Experiment I We compared HI-Apriori with Apriori, DHP, and FP-Growth on
200 medium-length documents to find out frequent 2-item sets.

From Fig. 2, it is obvious that Apriori is exploding when the minimum support
is less than 2 %. DHP, FP-Growth and HI-Apriori also perform well on mining
frequent 2-item sets with a low minimum support. Nevertheless, if we try to mine
frequent 3-item sets, DHP and FP-Growth will make the system thresh when the
minimum support decrease to 3.5 %. But HI-Apriori can still handle the problem
well while the minimum support decrease.
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Experiment II This experiment compared HI-Apriori with Apriori, DHP, and
FP-Growth, respectively, to show which aspect HI-Apriori is superior to them.

(i) We randomly picked up 200 documents to test the performance of HI-Apriori
and Apriori on mining frequent 3-item sets with different minimum support.

From Fig. 3, we can see that even though the performance of HI-Apriori is
close to Apriori with the high minimum support, HI-Apriori make a great
improvement when the minimum support is less than 4 %. To find out frequent k-
item sets, Apriori need to scan the data set k times and store the candidate item sets
before counting each dimension of frequent item sets. However, HI-Apriori can
directly derive the frequent item sets by calculating the intersecting set of the item
entries on inverted hash index, which will save more time and memory space.

(ii) We chose 50 short documents the difference of performance between HI-
Apriori and DHP on mining frequent 3-item sets with different minimum
support.

From Fig. 4, we can observe that the performance of DHP has a similar trend
with HI-Apriori. We choose short documents for the reason that we can treat the
data object as if it is a transaction data. We can derive from the result that DHP can
be efficient on transaction data set or short documents. However, DHP slows down
when the documents become feature-length or mining three or higher frequent
item sets. It is because DHP will generate all the subset of the candidate item sets
that it takes a long run as generating the candidate item sets does. Nevertheless,
HI-Apriori has a better performance both on short and long documents. Mean-
while, HI-Apriori can run efficiently even though on mining high dimension fre-
quent item sets with low minimum support.

(iii) This experiment compared HI-Apriori with FP-Growth on mining frequent
2-item sets among different document quantity. We made the minimum
support to be 5 %.

Fig. 2 Use Apriori, DHP,
FP-Growth and HI-Apriori to
mine frequent 2-itemsets with
different minimum support

A Fast Association Rule Mining Algorithm for Corpus 455



From Fig. 5, we can see that when mining on less than 40 documents, FP-
Growth performs great as well as HI-Apriori even FP-Growth is better. However,
when the document quantity increases to 50 FP-Growth, it becomes more time-
consuming so that it cannot continue when it rises to 120. In contrast, HI-Apriori
keeps the running time short all along even though there is a little bit instability.
The reason of this phenomenon is that the characteristic of text data set makes the
FP-Tree become higher and holding more branches. Hence, the iterate stack in
memory of the FP-Tree becomes giant when the minimum support is less than 5 %
or the feature of documents is more than 100.

Experiment III This experiment test HI-Apiori with different parameter and
input to observe the scalability of HI-Apriori in diverse situation.

(i) We let HI-Apriori mine frequent 2-item sets and 3-item sets under a fix
minimum support so that we can observe the trend of running time as the
document quantity increases.

(ii) We let HI-Apriori mine frequent 2-item sets and 3-item sets on 500 docu-
ments with different minimum support. The object of this experiment is to
observe the trend of performance change when the minimum support
decreases.

Fig. 3 Use Apriori and HI-Apriori to mine frequent 3-itemsets

Fig. 4 Use DHP and HI-Apriori to mine frequent 3-itemsets
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From Fig. 6, it is clear that running time is growing steadily when mining
frequent 2-item sets, but it is presented mining frequent 3-item sets has a little bit
destabilizing. Because the internal design of the hash table is not appropriate
enough to keep it robust, for instance, the hash function and conflict handler.

Fig. 5 Use FP-Growth and HI-Apriori to mine frequent 3-itemsets

Fig. 6 Mine frequent
itemsets on different
document quantity

Fig. 7 Mine frequent
itemsets with different
minimum support
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From Fig. 7, we can see that when minimum support is greater than 2 %, HI-
Apriori runs efficiently. However, the running time grows exponentially while the
minimum support is less than 2 %. Maybe it is the bottleneck of HI-Apriori on
larger data set or distributed database [17] and with lower minimum support.

4 Conclusion

In this paper, a new association rules mining algorithm that takes advantages of
inverted hash index and FP-grow tree structure is proposed. Sparse data set like
corpus can be handled efficiently by utilizing the advantage of inverted hash index.
Moreover, the new algorithm needs to scan the data set only once and does not
need to generate large amount of candidate item sets. Experiments show that the
new algorithm outperforms existing ones in both efficiency and memory usage.
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Research and Development of Ultrasonic
Power with Frequency Auto-tracing
System and Power Auto-controlling
System

Xinxing Tang and Dongquan Zhang

Abstract With the rapid development of the electronic technology and the
material technology, ultrasonic technology with high power is more widely
applied to material processing than ever before. In this paper, an ultrasonic power
system was researched and developed according to its components. An optimized
and improved solution was raised to realize the stabilities and reliabilities of the
whole power system. With the support of the optimized hardware design, a sim-
plified and efficient software framework based on embedded technology was
developed to cooperate with the hardware system. Some experiments were taken
to research the characteristics of the transformer, which is an important part in the
ultrasonic power system. And the experiments prove that proper air gap size to the
transformer magnetic core is able to aggrandize the capability of resisting bias.

Keywords Material processing � Ultrasonic power � Frequency auto-tracing �
Power auto-controlling � Transformer air gap

1 Introduction

Ultrasonic machining is a new technology that applies the theory that ultrasonic
vibration energy can make some physical or chemical characteristics or states of a
substance to change instantaneously to material processing. Ultrasonic machining
now is applied widely to processing hard and brittle materials like engineering
ceramics, glass quartz, diamond and silicon, and so on, which are hard to be

X. Tang (&) � D. Zhang
Beijing Jiaotong University, Beijing, China
e-mail: 11121551@bjtu.edu.cn

D. Zhang
e-mail: dqzhang@bjtu.edu.cn

Z. Wen and T. Li (eds.), Practical Applications of Intelligent Systems,
Advances in Intelligent Systems and Computing 279,
DOI: 10.1007/978-3-642-54927-4_44, � Springer-Verlag Berlin Heidelberg 2014

461



processed with classical cutting tools. Ultrasonic machining is also able to pro-
cessing nonconducting materials. Ultrasonic machining shows its unique advan-
tages of high precision of processing and wide range of usage. Ultrasonic generator
or ultrasonic power is an important part in ultrasonic machining device, by which
the ultrasonic signal provides energy to an ultrasonic transducer [1]. The working
situation of the transducer associates closely with the stability of the ultrasonic
power output and the precision of feedback control, which will finally affect the
quality of material processing. This paper improves the stability and reliability of
ultrasonic power via improving hardware design and therefore simplifying of
software algorithm.

An ultrasonic machining system includes an ultrasonic power and a transducer
system [1]. The transducer system transforms high-frequency electrical signal to
ultrasonic vibration signal on the same frequency, which completes the conversion
from electrical energy to ultrasonic mechanical energy. When the frequency of the
electric signal of the ultrasonic power equals to the resonant frequency of the
transducer, the ultrasonic wave generated from the transducer gets maximum
efficiency on the work-piece after being amplified by an ultrasonic horn. While the
transducer is working, the resonant frequency of the transducer will drift for the
change of some facts such as temperature, load force, and so on. In order to
guarantee the transducer’s maximum efficiency, the ultrasonic power has to adjust
the frequency of its output to trace the resonant frequency of the transducer, which
is called frequency auto-tracing [2].

According to the characteristics of the ultrasonic transducer, the ultrasonic
power generally consists of a controllable rectifier, a high-frequency inverter, a
matching circuit, a control subsystem, a power feedback subsystem, and a phase
feedback subsystem, as shown in Fig. 1.

The earliest ultrasonic power used analog circuits, whose dynamic response is
slow, and control precision is low, and it is easy to age. As the digital technology
develops, digital circuit gradually substitutes analog circuit. Digital circuit is able to
eliminate many shortcomings like temperature drift, which are difficult to be
overcome for analog circuits; it also can reduce the quantities of the components and
simplify the hardware structure so as to increases the reliability of the system [2].

Weixiang et al. from North China Electric Power University [3] used to get
frequency-adjustable periodic square wave generated by Pulse Frequency Modu-
lation channel that consists of D/A convert, voltage-controlled square wave signal
generator, and dead time generating circuit to control the switching of the tran-
sistor in order to adjust the frequency of the power. They also used buck D.C.
chopper to adjust the output power of the power device. The researchers from
Jiangsu University of Science and Technology [4] applied step size variable policy
and PID algorithm to two closed-loop control, which made the power better to
drive the ultrasonic vibration load and feature wide frequency tracking range and
strong load suiting ability.

Frequency tracking is a very important part in the ultrasonic power system, on
which the researches goes on all the time [2]. From 1970 to 1980s, the researchers
in Soviet Union made a great progress on frequency auto tracking. In the
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mid-1980s, researchers like Rmaos and others from Spain [5] applied phase-locked
and voltage-controlled oscillating system on electro-press ceramic transducer to
research the frequency auto-tracing and got satisfied results. Wenjian and Jing’en
from School of Mechanical Engineering, Hanzhou Dianzi University [6] applied
phase-locked loop technology on the frequency tracking to generate ultrasonic
wave with stable and reliable shape, strong tracing capability, frequency resolution
of 4 Hz, and a range of 15–25 KHz, in cooperation with PICI6C73 and 8254
programmable counter. While Jie from Meizhouwan Vocational Technology
College [7] used current feedback theory to track the frequency automatically by
detecting and searching the frequency point of the biggest currency of the main
circuit. This method can track the frequency reliably with high precision and low
fluctuation, and overcome the shortcomings of general frequency tracking systems
such as being uneasy to control the feedback depth and to adjust the circuit
parameters. Xiaoyong et al. from Guangdong University of Technology [8] uti-
lized the principle of the phase difference of the currency and the voltage in the
circuit of transducer to track the frequency. Through improving the phase
detecting circuits, they simplified the frequency tracking program, increased the
reliability of the whole power system and gained good processing effect.

But the frequency-tracing precision was still a problem since most of the
researches used the controllers directly to generate the PWM signal which is used
to adjust the output frequency or the methods they used to detect whether the
transducer is on resonant state are complex and not matched well with the PWM
generating method, which leads to much complicated software program.

In this paper, an advanced DDS technique was used to generate the PWM signal
with much higher frequency precision. And a phase detection method was applied,
which made the frequency-tracing process more precise and fast, and also reduced
the burden of the controller and the instability of the software program.
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Fig. 1 System diagram of the ultrasonic power
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2 Hardware Design and Improvement

The ultrasonic power consists of hardware and software, which influence each
other collaboratively. Thoughtful hardware design can simplify the software
framework dramatically. The system diagram of this paper is shown in Fig. 2. The
phase detection circuit is able to response to the state change of the transducer
speedily. Then the controller issues an instruction to the DDS wave generator to
generate the PWM signal with a corresponding frequency.

2.1 Controllable Rectifier Module

The function of the rectifier module is to transform the 220 V mains supply to
direct current (DC) with controllable voltage. Meanwhile it has to be able to adjust
output power automatically. At present, the rectifier circuit mostly uses Diode
Uncontrolled Rectifier, Phase Controlled SCR Rectifier or New SPWM Rectifier
Circuit. This paper used SCR Uncontrolled Full Bridge Rectifier Circuit to rectify
and Buck D.C. Chopper to adjust the output power. The buck D.C. Chopper is able
to implement its functionality with just one transistor, by which PWM signal can
adjust the output voltage of the rectifier circuit to change the output power of the
transducer by controlling switching state of the transistor.

2.2 High-frequency Inverter Module

An inverter that generates high-frequency alternating current (AC) and adjusts its
frequency is the main part of the ultrasonic power main circuit. There are multiple
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Fig. 2 The system diagram of the ultrasonic power of this paper
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switching components in the full bridge inverter circuit, which as a result leads to
low voltage for each switching component and high output power. Therefore,
ultrasonic power usually uses full bridge inverter circuit as the inverter solution,
although it features sophisticated driving circuit.

Most ultrasonic power solutions use the PWM module of a controller to gen-
erate square wave with dead time, which is used to control switching of the
transistors through a driving module. However, according to analysis, the fre-
quency step width of PWM wave generated directly by the controller can be just
about 10 Hz minimally considering the clock speed of the controller, which is so
rough that the power will never trace the resonant frequency of the transducer. As
a result, the frequency of the power will jump between two points, which may
even cause energy storing elements to oscillate and therefore the whole system to
crash. In order to solve this problem, this paper used DDS technology into the
ultrasonic power to generate square wave with high precision. The frequency
register of the DDS chip AD9833 has 28 bits, which makes its output precision up
to 0.1 Hz based on 25 MHz clock speed and 0.004 Hz based on 1 MHz clock
speed.

There is several milliseconds’ delay for transistors between turn-on and turn-
off, which probably causes direct short-circuit of two arms of the inverter and the
damage of the transistors. This paper chose CD14538 to generate dead time to
solve this question. CD14538 can be triggered by both the rising edge and the
falling edge of a pulse. The exterior capacity and resistance of the chip decide the
duration and precision of the dead time.

Generally, the output voltage of a controller is between 3.3 and 5 V. However,
as a high-voltage side switch, the power-switching component requires its grid
voltage 10–15 V higher than the drain voltage when driven on. In order to solve
this issue, this paper chose IR2110 chip from IR Company to drive the full bridge.
Meanwhile, this paper used RCD Buffer Circuit (as shown in Fig. 3) to restrain the
surge voltage and the rise rate of turn-off voltage for power-switching components
are very liable to be damaged by overvoltage and overheat. RCD Buffer Circuit is

Fig. 3 RCD buffer circuit
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able to reduce turn-off loss of the transistors, improve the turn-off track, and can
function as a turn-off absorption circuit.

2.3 Matching Circuit

As a load of the ultrasonic power, the transducer shows capacitive impedance.
Impedance matching between the transducer and the ultrasonic power is very
significant whose quality will directly affect stability of the ultrasonic power.
There are two ways, series with inductive load and parallel with inductive load, to
match the capacitive load. Inductance series matching, as was chosen as the
impedance matching part in this paper, not only can reduce active resistance and
improve driving capability, but also has the function of filtering.

2.4 Load Circuit and Sampling Circuit

An important part of the ultrasonic power is the phase detection and power
detection of the voltage and current of the transducer circuit. There are many
methods to sample the signals. This paper used Resistance Method to take the
required samples, whose circuit is simple and signal is without distortion. In order
to be input into the controller, the current and voltage signals sampled through the
Resistance Method need a series of processes shown in Fig. 4.

3 Software Design and Improvement

Ultrasonic vibration system features multiple peaks whose electrical characteristic
is that there are several current maxima for the ultrasonic vibration system, at
which the phase of the current synchronizes with the one of the voltage. The
biggest maximum is where the resonant frequency of the transducer is. This paper
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chose a solution that integrates Full-process Resonant Frequency Search Module
and Frequency Auto-Tracing Module.

After starting the power, the control system calls the Full-process Resonant
Frequency Search Module to search the resonant frequency point using the current
valid value signal from the Signal Processing Module. At this moment, the system
stays resonant. When the resonant frequency drifts because of the changes of the
work-piece facts such as the temperature and the load force, the system will
automatically call the Frequency Auto-Tracing Module repeatedly to adjust the
output frequency of the power until the transducer arrives a new resonant state.
The flow chart of the program is shown in Fig. 5.

This paper designed a Variable Step Size Tracing solution in the Frequency
Auto-Tracing Module, which is able to trace the resonant frequency quickly and
precisely. In order to deal with the problem that the value of the phase difference
signal probably fluctuates near zero because of the existence of the unwanted
signals, this paper set a phase difference threshold. If the phase difference is less
than the threshold, the transducer will be considered resonant; otherwise, the
system will determine whether the phase difference is bigger than a Big Step Size
threshold. The system will adjust the output frequency with the big step size to
trace the resonant frequency speedily if the phase difference is bigger. As the
process goes on and the phase difference drops to below the Big Step Size
threshold, the system will do the output frequency precisely with a small step size.
To reduce or increase the output frequency is decided by the relationship between
the current phase and the voltage phase, which is either lead or lag. The flow chart
of the frequency auto-tracing module is shown in Fig. 6.

4 Experiment

Transformer is used several times as auxiliary device in the whole ultrasonic
power, whose quality influences the performance of the power directly. This paper
experimented on the air gap of the magnetic core of the transformer and got some
conclusions.

A4 papers were used to adjust the air gap size of the magnetic core to get
experiment data, which are based on an input frequency of 35 kHz and an EE55
magnetic core with three sets of coils whose turns ratio is 1:2, 1:4, and 1:8,
respectively. According to the experiment, there are some data. Only the data
based on the coil with turn ratio of 1:2 are shown in Figs. 7, 8 and 9. In addition,
all the data got from the experiment are shown in Table 1.

According to the above data, the voltage of secondary side rose up after
increasing the air gap size, which was close to each other with one A4 paper and
two A4 papers in between though. The ratio of the voltage between the original
side and the secondary side was out of balance severely when the air gap size was
two A4 paper thick. There was subharmonic in voltage of the original side and the
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secondary side when there is just one A4 paper in between; while there is third
harmonic when the air gap size is two A4 paper thick.

To increase proper air gap size to the transformer magnetic core is able to
aggrandize the capability to resist bias, which improves its linearity of perme-
ability and reduces the magnetic inductivity of the core. The air gap size cannot be
too big, or it will cause oversize exciting current and increase the energy loss.
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Fig. 6 The flow chart of the frequency auto-tracing module
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Fig. 8 Voltage of the
primary side and secondary
side (1:2) when air gap is one
A4 paper size

Fig. 7 Voltage of the
primary side and secondary
side (1:2) when air gap is zero

Fig. 9 Voltage of the
primary side and secondary
side (1:2) when air gap is two
A4 papers size
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5 Conclusion

This paper has designed an ultrasonic power solution with embedded technology
to fulfill frequency auto-tracing function and power auto-controlling function.
BUCK D.C. chopper was used to adjust the output power of power device; DDS
technique cooperated with phase detection method was applied to get much pre-
cise PWM signal for frequency-tracing; and a new dead time circuit was designed
to guarantee the safety of the transistors. This paper also has simplified the overall
software framework thanks to the improvements of the hardware, and made the
detail program easy to write and enhanced efficiency and reliability of the soft-
ware. In addition, the usage of small-scale power components made the whole size
of the ultrasonic power smaller, which realized miniaturization of the high-power
supply. Furthermore, the experiments on the transformer in this paper showed that
proper air gap size to the transformer magnetic core is able to aggrandize the
capability of resisting bias and mend the linearity of permeability. The ultrasonic
power based on this paper showed a good quality with perfect stability and high
precision.
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Simulation of STATCOM Effect
on the Dynamic Response Performance
of HVDC

Wang Weiru and Shi Xincong

Abstract The transient mathematical model for the STATCOM is developed in d-
q coordinates in this paper. It constructs a pseudolinear system of STATCOM,
using the inverse system method which based on the nonlinear feedback lineari-
zation theory. Then, by synthesizing the pseudolinear system, a sliding mode
variable structure controller is designed. This article focuses on the effect of
dynamic response performance of the HVDC system failure, when using different
reactive power compensation devices such as SVC and STATCOM, etc. It also
compares STATCOM with conventional PI control with STATCOM with variable
structure control. The simulation results indicate that the designed controller can
enhance the static and dynamic performance of HVDC system failure better.

Keywords STATCOM � Variable structure control � Reactive power compen-
sation � HVDC � Inverse system method

1 Introduction

In recent years, an increasing number of ultra high-voltage direct current
(UHVDC) transmission systems will appear in our AC–DC interconnected power
system. The Yunnan-Guangdong ±800 KV HVDC transmission project, which
was put into operation in 2010, is the first UHVDC transmission project in the
world [1]. To a certain extent, this has improved the stability of the system.
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However, when a large disturbance occurs, AC–DC interactions often result in the
deterioration of the system running state. Therefore, the study on the dynamic
characteristics of HVDC system failure has always been the hot. The actual sit-
uation indicates that the strength of AC system connected to HVDC, reactive
power characteristics, and the performance of converter station controller, etc.
have a significant impact on system recovery [2, 3].

Reactive power balance of steady HVDC system is decided by the converter’s
operating status and the reactive power compensation of the AC-side. Reactive
unbalance directly effect the normal commutation of the converter when fault. And
the reactive power compensation devices on the commutation bus effect the DC
system failure recovery through the AC system. Therefore, reactive power com-
pensation has a significant impact on the dynamic characteristics of HVDC system
failure [4–6].

In the reactive power compensation, fixed capacitors have exposed a growing
number of drawbacks, while the superior performance of FACTS devices will
highlights the enormous advantages in HVDC system. SVC is a capacitor-based
device. When reach its operating limits, the reactive current output will drop
rapidly as the voltage drop. However, the capacitive current output of STATCOM
system may still be maintained even when the voltage in a quite low level; SVC
responses too slowly, while STATCOM responses fast, with a good control sta-
bility. In order to achieve the same stability limit, the required installed capacity is
much smaller than SVC. Therefore, besides using fixed capacitors to provide
reactive power in HVDC system, it also can use STATCOM to adjust the reactive
power continuously, thereby enhancing the dynamic response performance of the
HVDC system under failure. STATCOM controller often used PI control, which is
sensitive to parameters and disturbance and its parameters are not easily identi-
fiable. The sliding mode variable structure control is a nonlinear control method. It
has many advantages, such as rapid response, insensitive to parameters and dis-
turbance, strong robust, and easier physical realization.

Based on the above background, this paper developed the transient mathe-
matical model for the STATCOM in d-q coordinates. It constructed a pseudolinear
system of STATCOM, using the inverse system method which based on the
nonlinear feedback linearization theory. Then, by synthesizing the pseudo linear
system, a sliding mode variable structure controller is designed. This article
focuses on the effect of dynamic response performance of the HVDC system
failure, when using different reactive power compensation devices such as SVC
and STATCOM, etc. It also compares STATCOM with conventional PI control
with STATCOM with variable structure control. The simulation results indicate
that STATCOM adopting the developed control strategy can enhance the static and
dynamic performance of HVDC system failure better.
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2 The Transient Mathematical Model for STATCOM

As shown in Fig. 1, the left side is the structure of STATCOM and the right is the
AC bus system of HVDC, ignoring the resistance of converting reactor and con-
verter switching losses. In the figure, phasors Usa, Usb and Usc are, respectively, the
three-phase voltage fundamental component of the HVDC AC bus connected to
STATCOM; Uia, Uib and Uic are, respectively, the three-phase output voltage
fundamental component of converter; iLa, iLb and iLc are, respectively, three-phase
current fundamental component of STATCOM AC bus; Udc is DC voltage of
converter; C is the capacitor on converter-side; L is the equivalent inductance of
transformer on converter-side.

Considering that the sum of the three-phase currents of the three-phase three-
wire system is 0, it may not consider the zero sequence components. Therefore, the
mathematical model for STATCOM in synchronously rotating coordinate system
can be expressed as formula (1) [7]:

dIdL

dt
¼ xIqL �

udi

L
þ Uds

L
dIqL

dt
¼ �xIdL �

uqi

L
þ Uqs

L
dUdc

dt
¼ 3ðudiIdL þ uqiIqLÞ

2CUdc

8>>>>>><
>>>>>>:

ð1Þ

In the formula, udi, uqi, IdL, IqL are, respectively, d-axis and q-axis component of
the AC fundamental voltage and current on Converter-side; Udc, Uqc are,
respectively, the d-axis and q-axis component of fundamental voltage of HVDC
AC system bus connected to STATCOM; x is the angular frequency of system.

The above formula (1) shall be the 3-order model of STATCOM. According to
formula (1), for the STATCOM in d-q coordinate, the input is udi, uqi and the
output controlled is IdL and IqL. Thus, the PWM rectifier model is a coupled
nonlinear system with two-input and two-output, which unable to achieve precise
decoupling control by adopting a general linear control technology. This paper will
use the inverse system linearization and nonlinear control technology for decou-
pling to get the control system of STATCOM.

3 Inverse System of STATCOM

In this paper, inverse system method is utilized to complete the precision linear
design. The key step is to do variable substitution to the output equation of the
inverse system according to a certain rules. That is the forced linearization of
nonlinear systems.
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Taking it into account that the DC voltage Udc is the slow dynamics variable, and
more slowly than IdL and IqL. Therefore, Udc can be processed as a constant. Then

the state variables of STATCOM are: X ¼ ½x1; x2�T ¼ ½IdL; IqL�T ; Select the output

variables: Y ¼ ½y1; y2�T ¼ ½IdL; IqL�T ; the input variables for: U ¼ ½u1; u2�T ¼
½udi; uqi�T ; Therefore, the model for STATCOM is as follows:

_X ¼ f ðX;UÞ ¼
xx2 �

u1

L
þ U

ds

L

� xx1 �
u2

L
þ Uqs

L

8><
>:

ð2Þ

It can clearly be seen, STATCOM is a two-input and two-output coupled
nonlinear system with two state variables.

Make a derivation to the above output Y ¼ ½y1; y2�T according to Inverse system
method so that the derivative of output significantly has input control variables

U ¼ ½u1; u2�T . And it has a significant input control variables U ¼ ½u1; u2�T in
formula (2). Clearly, the system’s relative degree is equal to the number of system
state variables, so the system is reversible.

Make v1 ¼ _y1; v2 ¼ _y2 as a virtual input andz1 ¼ y1; z2 ¼ y2, so the standard
form of inverse system for STATCOM model can be written as:

_z1 ¼ v1;

_z2 ¼ v2;

U ¼ �/ðZ;VÞ:
:

8><
>:

ð3Þ

In the formula, Z ¼ ½z1; z2�T ;V ¼ ½v1; v2�T ; �/ðZ;VÞ is an expression of the
inverse system. As formula (3) shown, it can transform this multivariable control
coupled system into two subsystems to control.

4 STATCOM Controller Design

After obtaining the inverse system, you can design the switching function according
to variable structure control theory [8] to realize variable structure control. Then the
virtual control law could be obtained. At the same time, because of using nonlinear
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Fig. 1 Structure diagram of
STATCOM
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forced linearization method, it is required to make an inverse transformation to the
Virtual Control law V in order to obtain the actual control law.

Suppose that the steady-state operating point of STATCOM is: X1 ¼ ½I�dL
; I�qL�

T .
Apply variable structure theory to design the controller on the two linear sub-
systems in formula (3), sliding surface are, respectively, as follows:

S1 ¼ z1 � z�1;

S2 ¼ z2 � z�2:

(
ð4Þ

In the formula, z�1 ¼ I�dL; z
�
2 ¼ I�qL.

Do derivation to each sliding surface of formula (4), then get:

_S1 ¼ ðz1 � z�1Þ
0 ¼ _z1

_S2 ¼ ðz2 � z�2Þ
0 ¼ _z2:

(
ð5Þ

In the variable structure control, it is hoped that the state variables reach the
switching surface according to a certain exponential law, so take exponential
convergence rate as follows:

_S1 ¼ �k1S1 � e1 sgnðS1Þ;
_S2 ¼ �k2S2 � e2 sgnðS2Þ:

(
ð6Þ

In the formula, k1; e1; k2; e2 are all constants greater than zero. Then the Virtual
Control V can be obtained:

v1 ¼ �k1S1 � e1 sgnðS1Þ;
v2 ¼ �k2S2 � e2 sgnðS2Þ:

(
ð7Þ

And then, calculate the actual control input U through inverse transformation,
obtain a final result as follows:

u1 ¼ udi ¼ xLIqL þ Uds � L½k1S1

þe1sgnðS1Þ�
u2 ¼ uqi ¼ �xLIdL þ Uqs � L½k2S2

þe2sgnðS2Þ�

8>><
>>:

ð8Þ

Simulation of STATCOM Effect on the Dynamic Response Performance of HVDC 477



5 Simulation

HVDC system model of this article adopts Silvano Casoria (Hydro-Quebec)
Simulation Model. The rated voltage of AC-side is 500 KV. At rated operating
conditions, the AC filters provide 500 MVA, but SVC or STATCOM provide only
100 MVA. When adopting SVC and STATCOM, respectively, for compensation,
the dynamic response characteristics during failure depend largely on their control
systems. SVC and STATCOM of this article both apply MATLAB standard
control system.

5.1 Inverter Commutation-Side Three-Phase Ground Fault

At t = 1.0 s, the inverter commutation-side bus three-phase ground fault occur and
the failure continue 0.1 s. The fault grounding resistance is zero.

We can see that, when AC system using SVC for compensation, the system
recovery slow from Fig. 2. The reason is that during failure and after fault excision
TSC is switched repeatedly, which will make the voltage of commutation bus
oscillate intensely during recovery and commutation failure. It could prevent this
instability to reduce the voltage gain of SVC control loop, but will increase the
response time of suppressing the transient over-voltage. Therefore, it is an unde-
sirable ways. When using STATCOM, the system recovers faster and the oscil-
lation amplitude is much smaller, without commutation failure. This is because the
STATCOM send and absorb reactive power required by changing the voltage and
current waveforms of the voltage source converter, no capacitors and shunt
reactors, there is no run-time SVC shortcomings. Its main advantage is almost
independent of system voltage and giving out capacitive reactive current. This
feature is particularly suitable for the occasion requiring voltage support after
failure in HVDC system.

In addition, during failure period, the effect of reactive power compensation by
using of variable structure control is superior to that of using conventional control.
As the simulation diagram shown, the DC power waveform overshoot of the
former clearly much smaller than that of the latter, and the time used to the stable
state is shorter than the latter.

5.2 Remote Three-Phase Ground Fault on Converter-Side

To analog a remote three-phase ground fault, make the equivalent impedance of
the AC system expressed as two equivalent series impedances, and the short-
circuit point is located at the connection of two impedances. Figure 3 describes the
recovery characteristics of DC power. From it we can see that the oscillation
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amplitude of DC power is much smaller, and the commutation failure does not
appear during recovery process. It indicates that the effect to the recovery of the
DC transmission system of the remote ground fault was significantly less than the
proximal fault. During failure period, the effect of reactive power compensation by
using of variable structure control is superior to that of using conventional control.
As the simulation diagram shown, the DC power waveform overshoot of the
former clearly much smaller than that of the latter, and the time used to the stable
state is shorter than the latter.

6 Conclusion

This paper designed a sliding mode controller for STATCOM according to sliding
mode variable structure control theory, using the inverse system method based on
nonlinear feedback linearization. It also studied the effect to the dynamic response
performance under failure, when using different compensation devices such as
SVC, STATCOM,and so on, for reactive power compensation in the AC-DC
systems. And then, it compared the designed controller with PI-controlled
STATCOM:

Fig. 2 DC power recovery
characteristics of
Commutation Bus
three-phase ground fault
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1. STATCOM has obvious advantages over SVC for reactive power compensa-
tion, whether in the level of transient over-voltage suppression or restoration of
the DC power.

2. As the simulation results shown, during failure period, using variable structure
control of STATCOM for reactive power compensation has behaved a better
effect than those using conventional control of the STATCOM. The DC power
waveform overshoot of the former is clearly much smaller than the latter’s, and
the latter used a longer time to the stable state than the former.

3. When the short-circuit fault emerges on the commutation bus, it has the most
negative influence to the HVDC system recovery. The farther the distance from
short-circuit point to the commutation bus, the weaker the influence is.

References

1. CIGRE Working Group 03 of Study Committee 14 (1983) Use of static or synchronous
compensators in HVDC systems. Electra 91:51–82

2. Cheng G-H (2006) Study on strategy of AC-DC power system recovery control (Doctoral
thesis). Zhejiang University, Hangzhou

3. Gao W-B (1996) Theory and designed method of variable structure control. Science Press,
Beijing, p 2

Fig. 3 C power recovery
characteristics of
Commutation Bus
three-phase Remote ground
fault

480 W. Weiru and S. Xincong



4. Liu H-C (2004) The nonlinear modal analysis and flexible coordination and control of AC/DC
interconnected power system (Doctoral thesis). Sichuan University, Chengdu

5. Xie H-F, Yao Z (2009) The impact of SVC on urgent supporting for UHV DC power. Electr
Power Autom Equip 29(1):6–10

6. Kunder P (1994) Power system stability and control. McGraw-Hill Inc, New York
7. Sato M, Honjo N, Yamaji K (1997) HVDC converter control for fast power recovery after AC

system fault. IEEE Trans Power Deliv 12(3):1319–1326
8. Wei W-H, Liu W-H, Song Q (2005) Study on strategy of dynamic control for chain-

STATCOM of PWM Control with PQ decoupling based on inverse system method. Chinese J
Electr Eng 25(3):23–28

Simulation of STATCOM Effect on the Dynamic Response Performance of HVDC 481



Research of Interface Composition Design
Optimization Based on Visual Balance

Lei Zhou, Cheng-Qi Xue and Kiyoshi Tomimatsu

Abstract In this paper, a metric for visual balance computation is presented, and
some optimization models for interface composition design are constructed. The
interface composition is exhibited through the minimum bounding rectangle of the
elements, four basic parameters of the element—x, y coordinates of the starting
point, width and height are used for describing the element positioning. Visual
moment is used to represent the product of element size and centrifugal distance,
and calculate the balance extent of the opposite sides off the centerline. Three
optimization models are constructed towards practical design problems such as
layout adjustment, attribute selection and scheme optimization. The case study
results show that, the quantitative method is effective in user-interface design
process, and provides a theoretical basis for designers’ subjective assessment and
future computer-aided design.

Keywords Visual balance � Interface composition � Visual moment � Compu-
tational aesthetic

1 Introduction

In a sense, how all types of designers, marketers, and developers work is often
intuitively based on their own experiences. Although they had been given many
kinds of design principles from aesthetic and usability, it’s still difficult to apply
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these principles into practical work, just like there’s no exact framework or system
that tells them how to align items or what size to pick according to the principles;
they should still just listen to their own feelings to make those decisions.

Balance has been identified as one of the major user-interface factors influence
perceived visual aesthetics, as well as some homoionyms equilibrium, symmetry,
proportion, contrast and so on [1–5]. Gestalt theory thought that when people were
looking at something, they could not stop themselves from exploring a stable and
balanced state [6–8]. Normally, the design patterns with higher balance can make
the user’s visual experience more smooth and comfortable.

In this paper, we first give a brief review of balance metric in computational
aesthetic field. Then propose a visual balance metric for interface composition
quantitative calculation, and verify its reliability and stability through repeated
orthogonal experiments. Finally, propose design optimization methods according
to visual balance metric. This study means to realize the transition from aesthetic
principle to concrete practices, which can improve the long-term problems of
design subjectivity and effectively facilitate designers’ mental process.

2 Related Researches

Visual balance is an abstract term that describes people’s sense of stability and
coordination, which has been pointed out ever since the birth of ancient aesthetic.
Fact proofed that balanced visual stimuli could evoke special physical and psy-
chological reaction and were valued more positively [9]. As a result, visual bal-
ance can be set as an effective indicator for design aesthetic evaluation.

Scholars have created some metrics for visual balance and other similar attributes
measurement. Ngo et al. investigated a selection of 57 screens from a variety of
multimedia systems, and pointed out 14 aesthetic measures containing balance,
equilibrium symmetry [10, 11] and so on. He also used golden section as a dynamic
symmetry law for design evaluation [12–14]. Fong-Ling Fu and Chiu-Hung Su
proposed six measurements such as screen ratio of navigator to content, font size
variety, variety of icon types, color contrast between background and foreground,
content density, and number of alignment points for computational metric [15].
Andrew Sears developed a metric for organizing widgets in the user interface
[16]. Helen C. Purchase presented metrics for determining the aesthetic quality of a
given graph drawing [17]. Yili Liu et al. used binary pixel for symmetry and balance
calculation [18]. In his later research, he further improved the computational models
which could be used in text-overlaid images [19]. McManus assessed a physicalist
interpretation of Arnheim’s theory, pointed out a method for image centre of mass
(CoM) calculation [20]. YONG used crop and warp operator for image composition
enhancement, which also could be integrated into image processing systems [21].

The previous researches verify the feasibility of aesthetic quantitative ideas.
However, it can not be ignored that design is a kind of advanced perceptual
thinking activity, visual stimuli can change users’ feeling delicately, and thus
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keeping homology is a very important precondition in scheme compare. In addi-
tion, it’s easier evaluation than modification. Most research can be just used as an
evaluation metric and infer what the effect will be, but hard to show an exact
optimization way for the concrete cases. So our objective of this study is to find an
effective transforming metric for visual balance and interface composition design,
which can straightly guide the modification and optimization in interface design.

3 Visual Balance Metric for Interface Composition

The visual elements susceptible to be perceived should have some or all of the
following characteristics: (1) regular structure; (2) distinct and closed contour; (3)
in stark contrast with the background; (4) familiar or meaningful to people.
Therefore they can be separated from the background, and disposed as an inde-
pendent information source in the whole space.

3.1 Composition Expression and Positioning

For the element with regular shape, it’s easy to position it in the space; but for the
irregular shape element, taking people’s visual inclusivity into consideration, we
adopt minimum bounding rectangle to embody the certain element. Define the
lower-left corner of the whole interface as the original point (0, 0), W and
H represent the total width and height of interface area respectively. Element
location can be expressed by four parameters of its bounding rectangle—the x,
y coordinate of the lower-left corner, the width w and height h. Therefore the
interface composition can be exactly quantified through these parameter groups.

3.2 Visual Balance Metric

The center area is a special place attracting most attention in the whole interface
space [20]. So the objects in the middle of the picture should be more important
and attractive than those outside, or the whole graph would be a little unusual for
user information reading. According to the reason, designers usually emphasize
and highlight the main contents through amplifying their sizes and concentrating
them in the center of the interface, while weaken the other insignificant through
reducing their sizes and dispersing them into the periphery of the interface, which
can create a harmony of visual perception and information delivery. So it’s easy to
image that there’s a latent visual complementary effect between element size and
centrifugal distance in people’s optic perception.
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Seeing from this effect, we propose a visual balance metric evolving from
mechanical equilibrium, and define the product of element size and centrifugal
distance is defined as the visual moment, by the name of the similar physical law.
The metric can be mathematically stated as follows:

A ¼ xi; yi;wi; hið Þ VL ¼ VR or VT ¼ VBjf g ð1Þ

which means the optimal situation of visual balance can be achieved when the
visual moment of the opposite parts equates one other, where

si ¼ wi � hi; di ¼ xi yið Þ þ wi hið Þ=2�W Hð Þ=2j j; Vj ¼
Xnj

i

si � di ; j ¼ L;R; T;B

and s represents element area, d represents element centrifugal distance, nL, nR, nT,
nB represent the elements located in the left, right, top, bottom part of the interface
centerline, Vj represents the visual moment of all the elements in corner j.

3.3 Metric Testing

3.3.1 Experiment Design

Considering the diverse layout factors that may influence visual balance percep-
tion, here we extract four most critical ones in interface composition—interface
aspect ratio, element aspect ratio, element number and visual moment ratio as
basic variables to test the visual complementary effect. Experiments are arranged
through orthogonal testing method, testing samples are prepared based on four
factors and three levels orthogonal table L9(34) (Table 1, Fig. 1). The samples are
divided into two groups, with each group nine samples. We intentionally set these
two groups a little different in element alignment and interval.

3.3.2 Data Analysis

Twenty-eight students major in design participate in the survey, seven point scale
is adopted for the balance evaluation.

Seeing from the range analysis, the best combination of group one and group
two are A1(400 * 400) B3(60 * 80) C3(9) D2(1:1) and A1(400 * 400)
B2(80 * 60) C3(9) D2(1:1) respectively. The result indicates that visual balance
perception performs relatively stable despite there’s a little difference in best
element aspect ratio choice of the two groups. When the visual moments on the
opposite sides are the same, the samples have higher visual balance score.
Additionally, it also proofs that in low element coverage conditions (lower than
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50–70 % of the total space), the compact arrangement (A1B2/3C3) is more ben-
eficial to visual balance. However, the element layout features like alignment,
symmetry also influence the sense of balance obviously, for the total evaluation of
group one (38.2143) is much better than group two (29.1072), so the balance
metric will be much accurate as a relative measurement used in similar cases.

In summary, although the visual sense of balance can be influenced by many
specific design features, the product of the size and centrifugal distance is a stable
relative index for quantifying the interface balance degree.

4 Optimization Model for Composition Design

According to the balance metric proposed in the above paragraph, we can further
visualize it into practical design work. Concerning the most common issues we
meet in design, propose the following specific calculation and optimization
methods.

Table 1 Experiment factors and levels

Factor Level

1 2 3

A: interface aspect ratio 400 * 400 600 * 400 400 * 600
B: element aspect ratio 60 * 60 80 * 60 60 * 80
C: element number 5 7 9
D1: y visual moment ratio (x 1:1) 2:1 1:1 1:2
D2: x visual moment ratio (y 1:1) 2:1 1:1 1:2

Fig. 1 Two groups of experiment samples. The samples are arranged according to orthogonal
table L9(34)

Research of Interface Composition Design Optimization... 487



4.1 Optimization Model for Layout Adjustment

Layout adjustment refers to the element position optimization while keeping
element size unchanged. In designers’ work, element orientation is always repe-
ated for a better optic feeling.

According to formula 1, set the start point coordinates of the entire elements as
the solution set, maintain their w, h value invariant. Establish the optimization
model for layout adjustment as follows:

min
nj

i
u xi; yið Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VL � VRð Þ2þ VT � VBð Þ2

q

Vj ¼
Xnj

i

si � di ; j ¼ L;R; T;B

s:t: s xi; yi;wi; hið Þ; xo
i ; y

o
i ;w

o
i ; h

o
i

� �ffi �
¼ 0

xi; xi þ wiÎ 0;W½ �
yi; yi þ hiÎ 0;H½ � i ¼ 1; 2; . . .; nL;R; T ;B

ð2Þ

wherein, s represents overlapping area of different elements (xi, yi, wi, hi) describes
the position of the interface element i(x o

i , y o
i , w o

i , h o
i ) represented the elements

except element i.

4.2 Optimization Model for Attribute Selection

Attribute selection refers to the element parameters optimization in a limited space
range. When we need to add some element on the basis of the original composition
such as new information blocks, engraved lines and decorations, it’s important to
maintain or even improve the former balance state under certain space constraints.

Define the positioning parameters (x, y, w, h) as the solution set, construct the
optimization model for attribute selection as follows:

min
nj

i
u xo; yo;wo; hoð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VL � VRð Þ2þ VT � VBð Þ2

q

Vj ¼
Xnj

i

si � di ; j ¼ L;R; T;B

s:t: xo; yo;wo; hoð Þ̂I xc; yc;wc; hcð Þ
i:e xo [ xc; yo [ yc

xo þ wo\ xc þ wc

yo þ ho\ yc þ hc

xo; yo;wo; ho [ 0

ð3Þ
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wherein (xo, yo, wo, ho) represents the objective element position attributes, and (xc,
yc, wc, hc) represents the constraint area for the new element.

4.3 Evaluation Model for Scheme Optimization

At the final stage of design process, there should be many similar schemes for
choice. Taking visual balance as a benchmark, the best scheme can be selected
through following method:

u ¼ min
nj

p1; p2;::; pk

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VL Tð Þ=VR Bð Þ � 1
� �2

q

Vj ¼
Xnj

i

si � di ; j ¼ L;R; T;B
ð4Þ

wherein, p1, p2, …, pk represent the final schemes. In all the schemes, the one
whose visual moments of the opposite sides are close should be chosen.

5 Case Analyses

Take a kind of subrack panel design for example, the function groupware contains:
main switch, dial, the coarse and fine adjustment device, indicator lamps of
component status and the main switch. According to the function requirements of
this user interface, set up three basic interface elements (Fig. 2): the dial display
and control elements group (element 1), the indicator lamps and switch group
(elements 2) and the main switch (element 3).

5.1 Layout Adjustment

Choose the element starting position as the calculation genes, set the initial layout
in (157, 51) (546, 46) (926, 58) as shown in the left of Fig. 3. According to
formula (2), after five iterations, the optimization result of the element starting
position are (171.91, 65.44) (558.75, 64.50), and (935.38, 65.52), when it reaches
the best state of visual balance. Adjust the element to the renewing place as is
shown in the right of Fig. 3.
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5.2 Attribute Selection

Take proposal 1 in Fig. 4 (left) as the initial plan, assume that we’d like to add a
new element in a restricted area of (850, 130, 1000, 350), apply formula (3) to
determine the element parameters.

After 51 times’ iteration, the objective element position parameters are (84,
154.72, 37.04, 95.28) in the constraint area, which can get maximum improvement
for the interface balance.

5.3 Scheme Optimization

Take Fig. 5 for example, most of the designers think that the upper-right part of
the proposal 1 looks a little empty, it seems better if adding a sculptured line or
some other decorations just like the proposal 2. Then we can find out the quan-
titative reason through formula (4).

Calculate the visual moment of inverse sides of the two proposals. The result
shows proposal 1 and proposal 2 have better balance proportion in the x direction
(1.1383: 1.4336) than that in the y direction (5.3614: 4.2333). Comparably, pro-
posal 2 has higher sense of balance in the y direction, the modification of

Fig. 2 Interface function elements. The left shows the total space for element layout, all the
function components are divided into element group 1, 2 and 3 from left to right

Fig. 3 Layout adjustment. The left is the initial interface while the right is optimized interface
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sculptured line improves the unbalanced stage of initial design, so this change is
worthy of approval. In the next step, the modification target should be aimed at
further adjusting the balance degree in the y direction.

6 Conclusions

Balance refers to a relatively stationary state that the opposing aspects in an object
or system are of the same quantity or quality. In different research field, balance
shows different meanings and objectives. In design field, balance means a kind of
user’s visual perception and feeling, which reflects the coordinate extent of ele-
ment visual weight in opposite part.

This study analyzes the relationship between visual balance and two important
factors of interface composition—element size and centrifugal distance, points out
the concept of visual moment as a metric for interface composition evaluation and
optimization.

By two rounds of repeated orthogonal experiments, the result shows that visual
moment—the product of element size and centrifugal distance performs a stable
index for balance measurement. Although the other factors such as interface aspect
ratio, element aspect ratio, element number also influence user’s specific percep-
tion, visual moment can be a stable relative index for composition quantification.

On the basis of this balance metric, we point out optimization methods towards
three kinds of specific design problems—layout adjustment, attribute selection and
scheme optimization respectively, which can be a practical ways for overcoming
the complete subjective assessment, and realize design quantitative analysis and
improvement.

Fig. 4 Optimization process and result

Fig. 5 Proposal 1 and proposal 2
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In the future, the study will take other element factors such as color, shape and
correlation into consider, and further improve the existing model. On the basis of
quantitative methods, construct relevant computer-aided system for real-time
interface composition design and analysis, provide a theoretical intellectual sup-
port in design process.
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3D Registration Based on the Front
and Back Segments of Human Body
for Reconstruction

Wan Yan, Long Wenzheng and Tang Hongtai

Abstract Traditional 3D registration methods usually utilize multiple data points
segments of the target object. This costs too much time for reconstructing a
complete model, and reduces the efficiency. However, at some times, the scanning
data are hard to get, and the time is a very important factor. This article proposes a
new 3D registration method for human body by just using its front and back point
cloud. We use a standard Kinect to obtain the front and back data points of human,
extract their contours as the feature points, and adopt the iterative optimization
method for registration. Another step of closing the gap, which occurs around the
edge, should be used to achieve the complete point cloud model. Experiments
demonstrate that it is applicable and convenient to achieve the final accurate result
even when the initial positions of the two inputs are far apart.

Keywords 3D registration � 3D reconstruction � Iterative optimization

1 Introduction

Registration is an indispensable process in 3D model reconstruction. It plays an
important role in 3D model surface reconstruction, motion detection, object iden-
tification et al. It is hard to obtain a complete 3D data of the target object once by
using the sensor device, so, registration should be used in order to reconstruct the
object’s complete 3D model. Given as input two shapes, often called the model and
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the data, each in its own coordinate system, we purpose to find a transformation that
optimally positions that data with respect to the model [1].

Registration problem is wildly concerned by the researchers. It also can be
defined as two parts: the global registration and the precise registration. In 1992, a
wide-use method called Iterative Closest Point (ICP) [2] algorithm based on
iterative optimization technology was proposed by Besl and Mckay. Then, a great
many algorithms, such as the spin-image representation [3], the representation of
the point signature [4], were used as the global registration methods. In the twenty-
first century, researchers proposed to use the artificial intelligence algorithms like
the genetic algorithm, the simulated annealing algorithm, and the markov model
based on statistical optimization [5] to solve the precise registration problem.
These methods give us a good result.

In all of the methods mentioned earlier for the recognition, ICP is the most
important algorithm because of its registration accuracy and efficiency. Given the
two scans, we can achieve a high accurate result by using ICP if the initial position
of the two data points is closer enough. The result will be local optimal if the initial
position is just not good enough. The original ICP algorithm demands that one data
points should contain another, which limits its useful. In 2001, Godin proposed the
GICP [6] algorithm, which added the geometric feature into the original ICP. In
2004, Mitra et al. improved the error evaluation function [1] of ICP. All of these
improved methods based on ICP aim at speeding up the iterative convergence,
improving the accuracy of registration, and reducing the overlapping ratio to make
it more useful.

The improved ICP algorithm reduces the demand of the overlapping rate to a
certain degree. However, to reconstruct a completed object, it also needs too many
segments for registration. Multiple registration process will increase the cumula-
tive error in overlapping area [7].

However, traditional methods cannot meet the users’ diversified registration
requirements. In some applications such as modeling the burned patients or the
severe cases in bad, the efficiency and convenience must be seriously considered.

In this article, we propose a new method, which just uses the front segment and
the back segment of human body model without overlapping area for registration.
After using their contour feature with iterative optimization method, we can obtain
a good result. At the same time, our method is not sensitive to the initial position of
the two scans.

2 Registration Theory

Given the two overlapping data points called the model and the data, each data set
in its own coordinate system, we need to find the corresponding feature points,
which belong to the same part of the target object in the two sets. After that, we
can calculate a transformation that superimposes the overlapping area into the
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same coordinate system. This spatial transformation is mainly represented as
rotation and translation of the rigid object.

We define the data as P, and the model as Q, the transformation are R and T .
The optimal spatial transformation can be expressed as that the total distance of the
corresponding feature points is zero. The function is as follows:

e P;Qð Þ ¼ min d2 P;RQþ Tð Þ ð1Þ

where d2 P;RQþ Tð Þ is the total distance of the corresponding points of P and Q
after transformed by matrix R and T . The optimal transformation should minimize
the e.

Ascertaining the corresponding feature points is an important step for regis-
tration. Given one point in the data, the original ICP algorithm regards its closest
point in the model as its corresponding point. To make sure the precise of the
corresponding points, many different feature measurements are proposed in the
improved registration algorithm, such as the distance of the point to the plane and
the geometric feature. The improved algorithm also adds a new process to delete
the mistaken corresponding point. After that, we can get the rotation matrix R and
the translation matrix T based on computing the singular value decomposition
(SVD), or by using unit quaternion (UQ).

ICP is an optimal matching algorithm based on least square method. It repeats
to do the process of confirming the corresponding points set, and computing the
optimal rigid transformation, until some convergence criteria, which indicate the
correct match, are met.

However, most of the registration algorithms need a high overlapping rate and a
good initial position of the two inputs. It restricts the application of 3D recon-
struction. When these constraints cannot be reached, the result is poor. Meanwhile,
each time we do the registration process, there will be some errors. To finish a
completed object model, multiple registrations are needed, which will increase the
cumulative error.

With the method we proposed, we can receive an accurate result, even though
the inputs have no overlapping area, and their initial position is not good. It
overcomes the defect that ICP needs a strict requirement for the input data sets.

3 Registration Algorithm

In the research of reconstructing the 3D model of the burned patients and calcu-
lating the total area burned, we propose the method, which just uses a front
segment and a back segment of human body model, for registration in the situation
that we cannot use the sensor to obtain the data easily because the patients can
hardly move. This method can solve the problem of scanning the human body, in
different perspective, to get the data. It is efficient to use our algorithm for aligning
the two input sets. The flow chart is shown in Fig. 1.
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As shown in Fig. 1, the process consists of two parts, the Feature Extraction
part and the Registration part. In our method, we use the outline of human body as
the feature points and adopt the projection technology to extract the feature by
projecting the spatial points onto 2D plane. In Fig. 1, we can see that the contour is
extracted from the projected image and then be mapped into 3D coordinate system.
The extracted contours of the data and model are regarded as the input of the
registration part. Then, we can compute the transformation matrix according to the
corresponding points and act the matrix on the model set until the error criterion
function is met. With our method, the front segment and the back segment can be
aligned to the right position. However, the human body model leaves a narrow
gap, in its left and right sides, after registration because of the lost data (the data
that we cannot access during the scanning). So, we use interpolation technique to
suture the gap and get the completed model.

3.1 Feature Extraction

The original registration algorithms use the overlapping points as the feature
points. Their target is to align the two data sets after the corresponding feature
points in two coordinates are coincided in one coordinate system. The input sets
we use have no overlapping area, so, we cannot use the same feature points and the
same rules as the original algorithms .

Considering that our target is not absolutely like the original registration, what
we need is to align the front and the back segments to the aligned position. As
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Fig. 1 Registration algorithm flow chart
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shown in Fig. 2a is the original data we get, (b) shows the final position we need.
This spatial aligned state can be represented as that the position of the contours of
these two inputs is aligned. So, we can adopt the contours of the front and back
segments as the feature points.

The main step of contour extraction contains:

(1) Project the 3D data points to the perspective plane.
(2) Extract the 2D contour from the projected image.
(3) Map the 2D contour to the original 3D space.

We define the set P ¼ fpi; 1� i� ng as the front segment, and Q ¼ fqi; 1� i� ng
as the back segment. Ep ¼ epi; 1� i� l

� �
is the contour of P, Eq ¼ eqi; 1� i� k

� �
is

the contour of Q. The feature extraction process is expressed as follow:

Ep ¼ hðgðsðPÞÞÞ ð2Þ

where, s is a function, which means the projection operation, g means the contour
extraction process, and h is the mapping process.

The 3D data points are projected to the xoy plane, because we fix the scan
perspective in the positive front and positive back. So, the contour extracted from
the projected image correctly reflects the real outline of the original 3D points.

Define that the set M ¼ fmi; i ¼ 1; 2; 3; � � � ; ng is the projected image points in
xoy plane, then, the projection function is:

M ¼ s Pð Þ; or mi x; yð Þ ¼ sðpiðx; y; zÞÞ:

Fig. 2 The registration with
the mannequin’s front and
back segments. a The initial
position of scanning data of
mannequin. b The final
registration result
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Define that the set E
0
p ¼ fe

0
i; i ¼ 1; 2; 3; � � � ; lg is the contour of set M, the

feature extraction function is:

E
0

p ¼ g Mð Þ:

Unlike the general image with integral pixels, the pixels in the projected image
are scattered. So, we cannot use the traditional image edge detection algorithm to
extract its edge directly. Reference [8] proposed to apply the traditional edge
detection algorithm after resampling the pixels. However, many edge features will
be lost with this method. In this paper, a technique called Move Closest Point is
developed in this study by scanning the original projected data to find the contour
directly without losing any feature information. The process is:

(1) Determine the detection area according to the maximum and minimum of the
set M both in x and y direction.

(2) Decide the scanning interval. The scanning interval is not fixed in different
situation. We use kinect to achieve the original scanning data, so, we choose
an interval, which is slightly higher than the precision. Order that
Dx ¼ 4:5 mm;Dy ¼ 2:5 mm:

(3) Slightly expand the detection area in step (1).
(4) Scanning the projected data both in x and y direction. Move the scanning

point s each time, and calculate the closest point m in M. The point m will be
an edge point if the closest point of s is unchanged repeatedly, and add it to
the set E

0
.

(5) Repeat step (4), until the scan is over. Remove duplicate edge points, and get
the final 2D contour set E

0
.

Fig. 3 Feature extraction of the mannequin mode. a The contour of the projected image. b The
real contour of the original points
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Then, use the mapping function h to map the 2D contour to the original 3D
space, the result is shown in Fig. 3.

Figure 3a shows that our method can extract the 2D outline from the projected
image, and (b) shows that the extracted contour of human body model segment is
real.

3.2 Registration

Use the method above, we can extract the contour of model segments correctly.
However, the position of points in Q will change during transforming the sets P
and Q into the same coordinate system. We choose the coordinate system of P as
the final system, so, the points in P will not change. It will cause that the contour
directly extracted by projecting the model data into xoy plane is not correct.

In this paper, we use an iterative method combined with the feature extraction
algorithm above to obtain the contour of Q correctly. Firstly, use the original data
to extract their contours and calculate the original transformation matrix; then, act
the matrix on the set Q to get the new position of Q; adopt the feature extraction
algorithm to get the contour of Q until the condition, which represents the contour
is correct, is met. The function that shows this process is:

Ek
q ¼ hðgðsðQkÞÞÞ

where, Qk is Q after being transformed the kth times. Ek
q is the contour of Qk, and

Qk ¼ RQk�1 þ T .
The condition, which represents the contour is correct, can be expressed as:

f R; Tð Þ ¼ DEq ¼ minjEkþ1
q � Ek

qj: ð3Þ

Equation (3) means that if the number of elements in set Eq does not change
between two extraction processes, we consider that we have found the real contour
through the iteration.

To calculate the rotation matrix R and the translate matrix T , we need to find
out the corresponding feature points in the contour feature sets Eq and Ep. Assume
that qei is an inner point of Eq, we regard the closest point of qei in Ep as its
corresponding point, called pei. Then, the error functions are:
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f1 R; Tð Þ ¼ min
Xl

i¼1

jjpei � Rqei þ Tð Þjj2 ð4Þ

f2 R; Tð Þ ¼ min
Xl

i¼1

jjp0ei � gðs Rqei þ Tð ÞÞjj2 ð5Þ

where, p
0
ei ¼ g s peið Þð Þ, pei 2 Ep; qei 2 Eq.

Equation (4) represents to minimize the total distance of the corresponding
feature points, and (5) means the total distance the projection in xoy plane of the
corresponding feature points is minimal.

Reference [9] introduced four methods to compute the final transformation
matrix, and compared these four methods in their accuracy, robustness, and effi-
ciency. They are the SVD of a matrix, the orthonormal matrices (OM), the unit
quaternion (UQ), and dual quaternion (DQ). These four methods showed a min-
imal deviation in accuracy and robustness when noise is small. And the efficiency
depends on the scale of the point cloud. In practical applications, UQ is widely
used for its stability. Reference [10] derived the computing procedure of UQ. We
use UQ method is this paper. The registration algorithm in detail is:

(1) Extract the contour of P as the set Ep.
(2) Extract the contour of Q as the initial set Eq.
(3) For each point in Ep, find out the corresponding point in Eq.
(4) Delete the inaccurate corresponding points with a distance threshold h.
(5) Use UQ method to calculate the rotation matrix R and translation matrix T .
(6) Act the matrices on set Qk to get its new position Qkþ1.
(7) Repeat step (2) to (6), until the threshold conditions we set respectively in the

equations of (3) (4) (5) are met.

Figure 2 shows the final registration result.
Figure 2a shows that the initial position of the scanning data is bad (b) shows

the result after registration and moving the back segment in z direction based on
the real thickness of mannequin. We can see that the initial position does not affect
us to achieve the right result.

The final issue we need to tackle is to merge the front and back segments to
form the completed one. Reference [8] proposed to resample the contour and use
linear interpolation to close the gap. Considering the surface of human body is
curve, curve interpolation method can be used in this paper to merge the contours.
And the bending angle can be controlled. The completed model of mannequin is
shown in Fig. 4.
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4 Results and Analysis

Standard Kinect is used in our study to obtain the scanning data. The objects we
used are the real person and the mannequin. However, during scanning the real
people, the posture of this people should not change to make sure that this alter-
nation is rigid transformation. The initial position, model after registration, and the
completed one after closing the gap are shown in Fig. 5.

Figure 5a and d show the initial position of the original scanning data. The first
one is the worse and the other is bad. The results are good by using the registration
method we proposed even though the initial position is terrible (b and e show the
result). After merging the gap, the complete point cloud model is reconstructed
(Fig. 5c and e).

With our method, we can generate the complete point cloud model of the target
object, which is human is this study. This will be hard for ICP when the initial
position is bad and no overlapping area is available. We can see that our method is
more suitable in this situation and does a good fundamental for the next
application.

Fig. 4 The completed model
after closing the gap
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5 Conclusion

We have developed a new method for registration by just using the front and the
back segments of human body object. In this method, the two input data points for
registration have no overlapping area, and their initial position has little effect to
the final result. This registration algorithm is more suitable for reconstructing the
models of burned patients and the severe cases in bed that could not move. Our

Fig. 5 The registration and gap integration of the front and back segments. a The initial position
of the real people data. b The result after registration c. The complete model after merging the
gap. d The initial position of mannequin data. e The result after registration. f The complete
mannequin point cloud model
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method to reconstruct the whole model is definitely more efficient than the tra-
ditional ways, for we only need to do the registration process once.

However, our method requires a high accuracy for the contour of the front and
back segments. And the posture of the body should be the same during scanning
the front and back data. The gap part of the model may be inaccuracy. Our hope is
to improve this method and solve these limits in the future.
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Emotional Element Extraction Based
on CRFs

Yashen Wang, Quanchao Liu and Heyan Huang

Abstract As the fast development of social network and electronic business, a

huge number of comments are generated by users every day. Extraction of emo-

tional elements is an important pre-task of sentiment analysis and opinion mining

for comments. In this paper, we extract the emotional elements such as the opinion

holder, the comment target, and the evaluation phrase, which previous researches

rarely concerned about, especially in Chinese. Based on Conditional Random

Fields, we label the evaluation phrase which structure is simple. Then on account

of unique characteristics of grammar and syntax of Chinese, we design several

rule-based methods to extract evaluation phrase which is in complex structure, as

well as comment targets and opinion holders. According to the experimental

results, our method improves the performance of emotional element extraction in

the domain of sentiment analysis for automobile’s Chinese comments. And it also

contributes greatly to our subsequent task such as sentiment analysis of social

media or comments from other domains.

Keywords Information extraction � Opinion analysis � Evaluation phrase �
Comment target � Opinion holder
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1 Introduction

With the development and maturity of the Internet, more and more users have

participated in the construction of the Internet from “reading webpage” to “writing

webpage.” Therefore, there are a huge number of comments expressing people’s

views and attitudes of certain objects or events in the Internet.

Sentiment analysis aims to determine the attitude of a speaker or a writer with

respect to some topic or the overall contextual polarity of a document, and wherein

extraction of emotional elements is an important pre-task, which directly deter-

mines the efficiency of the post-task [1, 2, 3]. Emotional elements contain many

aspects, for example, opinion holder, comment target (CT), and evaluation phrase

(EP). The combination of them is similar to the concept of appraisal expression

proposed in [4].

We define an EP to be an elementary linguistic unit that refers to successive

evaluation words and conveys an attitude toward some target. For example, “非常

平稳” (English translation: very smooth). We also define a simple evaluation

phrase (SEP) and complex evaluation phrase (CEP). Final EPs we extract are

composed by both of them. A SEP usually refers to the collocation of degree

adverbs and evaluative words, mainly in fixed and simple structure. It usually

occurs in the position of attribute, adverbial, and complement. And it can be used

as an EP alone and also can be contained in a CEP after expansion. As follows, the

underlined parts in every sentence are SEPs.

Example: 凭借领先业界的开发理念以及稳定且极具竞争力的价格。
(English translation: the industry-leading development concept and very stable

and competitive prices.)

The structure of a SEP is relatively simple, but there are many complicated

evaluation phrases in the text, which we call CEP. In many cases, A CEP will

contain some SEPs. For example, “在新的大灯造型的配合下显得时尚且动

感”(English translation: Looks stylish and dynamic with the new headlight shape)

contains “新的大灯的” (English translation: the new headlight) and “时尚且动

感” (English translation: stylish and dynamic).

Based on the extraction of EP, We use rule-based method to extract CT and

opinion holder.

The remainder of this paper is structured as follows. In Sect. 2, we briefly

summarize related work. Section 3 gives an overview of data description,

including CT dictionary and opinion-bearing verb dictionary. We design the

method of extracting the SEP based on CRFs in Sect. 4. And in Sects. 5 and 6, the

methods of extracting the CEP, CT, and opinion holder are introduced, respec-

tively. Experimental results are reported in Sects. 7 and 8 concludes our work.
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2 Related Work

2.1 Evaluation Phrase

Research about phrase extraction mainly focuses on noun phrase and preposition

phrase, and the concern about EP extraction is little, especially in Chinese.

Whitelaw et al. [5] present a method for sentiment classification based on

extracting and analyzing appraisal groups, and [6] present a method to phrase-level

sentiment analysis based on subjective expression. Extraction patterns were also

used in [7, 8, 9]. Furthermore [10] and [11] present methods for sentiment clas-

sification based on compositional semantics analysis.

2.2 Appraisal Expression

The interaction of CT and EP is important for polarity classification. The appraisal

expression is first proposed by Bloom et al. [4], and is defined to comprise a

opinion holder, an EP and a CT. Some scholars have proposed some rule-based

methods, and other scholars try to dig the modified relation between EP and CT by

using syntactic analysis.

2.3 Opinion Holder

Named entity recognition is often used to extract opinion holder. In addition,

[1, 12] use semantic role labeling exploiting the semantic structure of a sentence to

identify the opinion holder. And other scholars convert the extraction to

classification.

3 Data Description

Our datasets come from expert’s evaluation articles and user’s comments on

Tencent Automobile,1 Netease Automobile (see Footnote 1), Phoenix Automobile,2

and so on. In order to improve the extraction accuracy, we construct dictionaries on

CT and opinion-bearing verb.

1 http://auto.qq.com/.
2 http://auto.ifeng.com/.
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The dictionary of CT is used to judge whether a potential CT is automobile-

correlative. We construct it by using PMI. First, we select a group of words (e.g.,

“发动机” “外观” etc.) concerned with automobiles as the foundation, and then use

statistical information to enrich the dictionary. We calculate the PMI between

every word in the dictionary and every noun in the corpus. For every dictionary

word, we sort the PMIs in descending order, and add the first ten words into

dictionary each time. The above process is repeated to enrich the dictionary.

PMI word1;word2ð Þ = log
Pðword1&word2Þ
Pðword1ÞPðword2Þ

� �
ð1Þ

Because opinion holder and opinion-bearing verb co-occur generally, our

method of extracting opinion holder is based on location of opinion-bearing verb.

So we construct such dictionary for part-of-speech (POS) tagging. We divide

opinion-bearing words into two parts: single morpheme verbs (e.g., “说”“道”“称”

etc.) and multi-morpheme verbs (e.g., “认为”“透露” etc.). Considering that single

morpheme verbs are usually contained in other words, for example “道” is con-

tained in “道路”, we only put multi-morpheme verbs into such dictionary, while

single morpheme verbs are processed individually in our algorithm. HowNet

provides 23 multi-morpheme opinion-bearing verbs as shown in Table 1.

4 The Extraction of SEP Based on CRFs

In [13], Conditional random fields (CRFs) are discriminative models and can thus

capture many correlated features of the inputs. CRFs have a single exponential

model for the joint probability of the entire paths given the input sentence and

minimize the influences of the label and length bias. The structure of CRFs used

for labeling sequence data is a simple chain figure as Fig. 1.

CRFs are able to detect sequence boundary efficiently. Considering structure of

SEP is simple and its position is also fixed, we regard the extraction as a sequence

labeling problem, and use CRFs model to recognize SEP according to the result

labeled.

We choose to use B/I/O tagging, where the word labeled B refers to the word at

the beginning of a SEP, the word labeled I refers to the word in the middle of a

SEP and the word labeled O refers that this word does not belong to any SEP.

The extraction process is divided into two parts of the training and the testing.

In the training part, first we choose suitable feature template and obtain training

Table 1 Part of opinion-

bearing verbs
以为 主张 听说

认定 认为 觉着

感到 相信 耳闻
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corpus after manually labeling. Then we use the template to extract features from

training corpus and get the corresponding parameters, which are used to construct

the final model file. In the testing part, content is labeled by model file used B/I/O

tagging and the result labeled is the SEP.

5 The Extraction of CEP Based on Rule

The method described in this section is based on the SEP extracted above. Here,

we define a word combination of a certain POS to be one or more consecutive

words with such POS, and define a split sentence to a sentence split by colon,

comma, semicolon, period, question mark, question mark, and other punctuations.

5.1 The Extraction of CEP Based on Rule

We summarize three complex structure rules: parenthesis rule, preposition phrase

rule, and adverb phrase rule.

Parenthesis Rule. The content in parentheses can be extracted as a EP and this EP

is responsible for modification of the CT on the left of parentheses. In this rule, we

extract all the content in parentheses as EP while parentheses not included and the

corresponding CT is the word combination of noun on the left of the parentheses.

Preposition Phrase Rule. Simple preposition phrase often fail to express a

certain emotional tendency, but together with complement behind can do it. For

each split sentence, we search for preposition from right to left. If we find a

preposition, we analyze the content on its right side: after matching rules, if

matched, we extract it by merging these words and resetting the POS tagging as

EP. Continue this process until reaching the extreme left end. Our preposition

phrase rule contains eight basic rules.

Adverb Phrase Rule. Full of sentiment information, Modal adverbs and degree

adverbs indicate the speaker’s attitude. Our research mainly focuses on the con-

dition that the adverb phrase is used as predicate or complement, and we search for

adverbs in the split sentence and extract words complied with above description as

EP. Our adverb phrase rule contains six basic rules.

Fig. 1 The graphical

structure of CRFs chain
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6 The Extraction of Appraisal Expression Based on Rule

6.1 The Extraction of CT Based on Rule

Using EP as the center, we use CT constructing rules to construct the word

combination of noun in the context as potential CT. Then we judge whether the

potential CT corresponds to this EP by CT extracting rules and whether this CT

contains some word in the dictionary of CT.

CT Constructing Rule. After the research on corpus of product comments about

automobile and hotel, we have found that for a certain EP, its CT is the nearest

word combination of noun on its left or right side in most cases. So we search

toward the left and right, respectively, for the nearest word combination of noun in

the split.

Example: 无疑/d ,/wd 飞思/nz 拥有/v 了/ule 出色的/EP 外形/n 设计/vn 。/wj

(English translation: Undoubtedly, Feisi has excellent shape design.)

Wherein “出色的” (excellent) is identified as EP and we set it as the center to

construct potential CT by searching toward both left and right. When we search

toward the right, we find “外形设计” (shape design) and we get “飞思” (Feisi)

when toward left. These two words are both potential CTs and are sifted by the

following rules.

CT Extracting Rule. The CT we get above is only potential and we use the

following three rules (decline in priority) to judge whether this CT corresponds to

the EP.

Rules 1: EP + CT

Description: the CT is on the right side next to the EP.

In the example of this section, “外形设计” (shape design) corresponds to “出色

的” (excellent). Other extracting rules are shown in the following Table 2:

Negative Judgment Rule. In some cases, the positional relation between a EP

and the corresponding CT is a long-distance relationship rather than a adjacent

relation. There may be many words between them changing the tone, especially

negative verbs.

We set a variable counting the negative words which initial value is zero.

Considering negative words are usually preposed in Chinese, when we search from

EP toward left to locate the potential CT, and when encountering a negative word,

this variable plus one. Finally, if the variable is odd, the EP is negative, otherwise

positive.
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6.2 The Extraction of Opinion Holder Based on Rule

By researching on a large number of comment corpus, we found that the opinion

holders are often names of people, community or institution. The positional

relation between opinion holder and opinion-bearing verb is close and regular. In

addition, the opinion holder contained in the context changes dynamically and so

we pay much attention to judging whether the opinion holder changes among the

split sentences.

First, if there is colon or opinion-bearing verb in split sentence, the opinion

holder may change, otherwise it is the same as the one occurs in last split sentence.

Then we set the opinion-bearing verb as the center, and search toward left to locate

and construct the word combination of noun as potential opinion holder. In the

process, we also record the distribution of words and POS tags. At last, corre-

sponding rules are used to judge whether this opinion holder is what we want. For

example, if preposition “据” is on the left side next to the opinion holder, this

extraction succeeds.

7 Experiments and Results

7.1 Resources and Tool-Kits

Because there is no annotated comment corpus of automobile publicly available

for evaluation of extraction, we design topic-focused web crawler, and totally

crawl 15,326 sentences as training set after manually annotated and 60 whole

articles as testing set from websites mentioned in Sect. 3.

The testing set contains 2,815 SEPs, 3,370 EPs, 3,370 CTs, 3,370 opinion

holders, and 3,370 appraisal expressions.

We use ICTCLAS3 to complete Chinese word segmentation and POS tagging.

We use CRF++ (version 0.53)4 to complete the task of training and testing based

on CRFs. The system we developed is shown in Fig. 2 as follows.

Table 2 Other CT extracting rules

ID Description Some rules

2 The CT is on the left side next to the EP CT + EP

3 The CT is on the right side of the EP but not

adjacent

CT + v + EP; CT + * + uls + EP;

CT + * + c + EP;

CT + * + v + * + ude3 + EP;

CT + * + f + EP

3 http://www.ictclas.com/.
4 http://crfpp.googlecode.com/svn/trunk/doc/index.html.
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7.2 The Evaluation of Emotional Element Extraction

The extraction of emotional elements is evaluated by Precision, Recall, and

F-measure.

Precision ¼ N3

N2

� �
� 100% ð2Þ

Recall ¼ N3

N1

� �
� 100% ð3Þ

F �measure ¼ b2 þ 1
� � � p � R

Rþ b2 � P ;where in b ¼ 1 ð4Þ

where N1 is the total number of emotional elements in the testing set, N2 is the

number of what we extract, and N3 is the number of correct result among the

extraction.

8 Results

According to the evaluation in Sect. 7.2, we adopt the algorithms in Sects. 4, 5, and

6 to extract emotional elements from the testing corpus. The evaluation is shown in

Table 3.

At present, there is no authoritative Chinese corpus for automobile’s comments.

Only the opinion mining system for Chinese automobile reviews of Shanghai

Jiaotong University (SJTU) announced its algorithm and evaluation [14]. But the

Fig. 2 Emotional element extraction system
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corpus and the system software haven’t been announced. Their extraction of a pair

of words in modified relationship is similar to our extraction of the pair of EP and

CT. So, we implement their algorithm on our corpus and make a comparison on

the result.

As shown in Table 3, both the precision and the recall of SEP extraction is

relatively high, because the composition of SEP is regular and its grammatical

elements is fixed. In the extraction of both CT and appraisal expression, the

F-measures are both high than the result of SJTU reaching a good effect, and

especially the precisions are high than that of SJTU about more than 10 %.

Through analysis, we find the reason is that we take full use of the positional

relationship between the EP and CT, and our rules are more detailed and efficient.

We construct six feature templates to judge what feature collected can perform

well. After experiments, we conclude that the features are not the more the better

in CRFs model, and the experiment achieves the best result when we consider such

features synchronously: the current word, three words before and after it respec-

tively, their POS tags and their binary combined.

We do another experiment aiming at the scale of training set. As shown in

Fig. 3, the performance doesn’t improve significantly with the increasing scale,

and the influence of scale is not obvious when the scale reaches 10,000.

Table 3 The evaluation of emotional elements

N1 N2 N3 Precision

(%)

Recall

(%)

F-measure

(%)

SEP 2,815 3,009 2,694 89.53 95.70 92.52

EP 3,370 3,052 2,328 76.03 69.08 72.38

Comment target 3,370 3,052 2,317 75.91 68.75 72.15

Opinion holder 3,370 3,052 2,578 84.47 76.50 80.29

Appraisal expression 3,370 3,052 2,267 74.28 67.27 70.59

An opinion mining system for Chinese

automobile reviews

61.84 78.39 69.14
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Fig. 3 Comparison of

extraction results of SEP

extraction in training sets

with different scales
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9 Conclusion and Future Work

In this paper, we focused on the characteristics of the different emotional elements

and design statistical and rule-based extraction algorithms for EP, CT, and opinion

holder. In future the work will focus on the following two aspects:

(1) Further expansion of the rules and improvement of the algorithm’s ability to

process the text which does not comply with the syntax specification.

(2) Combination with syntactic analysis and in-depth study of the relationship

between the various emotional elements.

(3) Although the proposed method focuses on the domain of automobile com-

ment, it can be also adapted to other product domains by constructing corre-

sponding dictionary. We also try to adapt it to the forum discussing issues, or

technologies relating to positive and negative aspects of social media.
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Study on Multi-class Text Classification
Based on Improved SVM

Qiong Li and Li Chen

Abstract Traditional SVM multi-class classification methods such as 1-a-r, 1-a-1,
and DAG-SVM are popular learning techniques, but they often have the problems
that the input text instances are nonlinear separable or their training/testing process
is time consuming. In this chapter, we propose an improved SVM multi-class
classification algorithm: first, the nonlinear separable texts in input space are
mapped into a high dimensional feature space (Hilbert space) by using Mercer
kernel function for obtaining linear separable texts; then in the Hilbert space, we
construct SVM multi-class classifiers with binary tree to recognize testing
instances. Our experiments demonstrate that for some web text classification
problems, the proposed method can effectively solve the nonlinear separable
problem existing in input text space, saves training/testing time efficiently, and
improves the text classification accuracy.

Keywords Multi-class text classification � Support vector machine (SVM) �
Binary tree � Mercer kernel

1 Introduction

Web text automatic classification [1] is widely used in the massive network
resource processing. It is a very key and practical technique. The traditional text
automatic classification methods such as Bayesian [2], KNN [3], and Neural
Networks [4], etc., often have the problems of complex arithmetic, lower effi-
ciency, and poor generalization ability. Recently, Support Vector Machine (SVM)
which is based on Statistical Learning Theory and Structural Risk Minimization
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principle, has been shown to give competitive accuracy and generalization ability
for some applications such as text classification. However, Support Vector
Machine was originally designed for binary classification, and Web text automatic
classification is a multi-class classification problem. Thus, we need to extend it for
multi-class classification.

Currently, there are two types of approaches for multi-class SVM [5, 6]. One is
by constructing and combining several binary classifiers, while the other is by
directly considering all data in one optimization formulation. Because the latter
one is time consuming, we usually use the first one. In general, there are three
approaches for constructing SVM multi-class classifiers [7, 8]:1-a-r (1-against-
rest), 1-a-1 (1-against-1) and DAG-SVM.

The earliest used implementation for multi-class classification is probably the 1-
against-rest method. It constructs k SVM models where k (k [= 2) is the number of
classes. Its testing speed is fast, but its training time is long. Furthermore, it has the
problem that testing instances may belong to more than one class or not belong to
anyone. Another major method is called the 1-against-1 method. This method
constructs k (k - 1)/2 SVM classifiers where each one is trained on data from two
classes. Its training speed is faster than 1-against-rest method, but for the testing
time, 1-against-1 method is the worst. The third method is the Directed Acyclic
Graph Support Vector Machine (DAG-SVM). Its training phase is the same as the
1-against-1 method by solving k (k - 1)/2 binary SVMs. But in the testing phase, it
uses a rooted binary directed acyclic graph which has k (k - 1)/2 internal nodes and
k leaves. An advantage of using a DAG-SVM is that some analysis of general-
ization can be established. In addition, its testing speed is the best in the three
methods. However, its testing result is associated with root node directly; different
root node would probably cause different classification results. So it will cause the
uncertainty of testing result. A comparison among three SVM multi-class classi-
fication methods is given in Table 1.

2 The Improved SVM Algorithm

According to the analysis about the three SVM multi-class classification methods,
and on the basis of their successes, this chapter proposes an improved SVM
algorithm based on binary tree [9] and Mercer kernel [10]. The proposed method
constructs SVM multi-class classifier by using binary tree, efficiently saving
training/testing time. Furthermore, the nonlinear separable texts in input space are

Table 1 A comparison
among three SVM multi-class
classification methods

Algorithm #Classifier needing
to train speed

Training
speed

#Classifier
for testing

Testing

1-a-r k Slow k Fast
1-a-1 k(k - 1)/2 Fast k(k - 1)/2 Slow
DAG-SVM k(k - 1)/2 Fast k - 1 Faster
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mapped into a higher (maybe infinite) dimensional space by Mercer kernel, then
they become linear separable texts. Therefore, the improved algorithm effectively
solves the nonlinear separable problem in input text space and improves the clas-
sification accuracy. The improved SVM classification process is shown in Fig. 1.

2.1 Linear Separable Text

It is well known that binary tree method [11] is a simple and commonly used
multi-class approach. It is an extension of the 1-a-r method for multi-class clas-
sification. For each class, it trains a classifier by using text associated with this
class as positive and all others as negative. Suppose there are k classes, this method
only needs to construct k decision functions. In prediction, an instance is associ-
ated with a class if the corresponding decision value is positive. Thus, the binary
tree method can obtain much faster training/testing speed. In this chapter, we will
use the binary tree method to construct SVM classifiers. It will save training and
testing times efficiently. The binary tree method belongs to tree-structured clas-
sifier; its classification performance is associated with the separability measure of
the upper nodes. Usually, in order to achieve the best generalization ability, the
binary tree method should get the best value of separability measure between the
upper nodes. Therefore, in the process of generating binary tree, the class which
has the best separability measure should be recognized first, namely the upper
nodes should be divided first.

This paper defines the radius R of the smallest hypersphere containing class
C as Separability Measure (SM) of class C. The more larger the value of radius
R is, the more larger the value of SM is. Accordingly, the more stronger SM of
class C is, the more sooner class C should be divided in the upper node.

Definition 1 Radius R of the smallest hypersphere: Given a set of text instances
{x1, x2, …, xm}, where xi is the feature vector matrices of text instances,

i = 1, 2, …, m, and their class label is C, then the center of class C is �x ¼ 1
m

Pm
i¼1

xi.

Accordingly, the radius of the smallest hypersphere containing class C is defined
as R ¼ max

xi2C
fjxi � �xjg; i ¼ 1; 2; . . .;m. In the equation, j � j is Euclidean distance.

Linear separable text

Image preprocessing

Hilbert space

Nonlinear
separable text

Mercer kernel

Binary tree 

SVM classifierWeb text
Text category

Fig. 1 The improved SVM classification process
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Definition 2 Define SM (SM of class C) as:

SM ¼ R ¼ max
xi2C
fjxi � �xjg; i ¼ 1; 2; . . .;m: ð1Þ

If the input text instances are linear separable, we only use SM in Definition 2
to construct SVM classifiers for recognizing. In contrary, we can use the method in
2.2 to solve the nonlinear separable problem.

2.2 Nonlinear Separable Text

In order to solve the problem of recognizing nonlinear separable text, this chapter
uses a map function: Mercer kernel. First, the text instances will be mapped into a
higher dimensional Hilbert feature space by using Mercer kernel function, then
those text instances belonging to the same category will gather up more tightly,
and the different types of text will be farther apart, so that the nonlinear separable
texts can be divided linearly. Second, in the higher dimensional Hilbert feature
space, this chapter defines RH (radius of the smallest hypersphere containing some
class C in Hilbert space) as the SMH of class C, and constructs binary tree SVM
classifiers with SMH to realize multi-class text automatic classification.

The recognizing process of nonlinear separable text and its corresponding
improved SVM algorithm are as follows:

Given nonlinear separable text instances xi 2 Rdði ¼ 1; 2; . . .; nÞ, then we use
the kernel function u to map the text vectors xi into a higher dimensional Hilbert
feature space, and then we will get a new set of vectors in Hilbert feature space:
uðx1Þ, uðx2Þ, …, uðxnÞ. Thus, the dot product of text vectors in Hilbert feature
space should be expressed as:

Kðxi;xjÞ ¼ uðxiÞ � uðxjÞ; i; j ¼ 1; 2; . . .; n ð2Þ

Accordingly, Euclidean distance in Hilbert space is:

dHðx; yÞ ¼ jjuðxÞ � uðyÞjj

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jjuðxÞ � uðxÞ � 2uðxÞ � uðyÞ þ uðyÞ � uðyÞjj

p

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Kðx; xÞ � 2Kðx; yÞ þ Kðy; yÞ

p
ð3Þ

The center of class C in Definition 1 is:

uðxÞ ¼ 1
n

Xn

i¼1

uðxiÞ ð4Þ
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Radius RH of the smallest hypersphere containing class C in Hilbert space is
defined as:

RH ¼ max
xI2C
fjjuðxIÞ � uðxÞjjg

¼ max
xI2C
fjjuðxIÞ �

1
n

Xn

i¼1

uðxiÞjjg

¼ max
xI2C
f

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KðxI ; xIÞ �

2
n

Xn

i¼1

KðxI ; xiÞ þ
1
n2

Xn

i¼1

Xn

j¼1

Kðxi; xjÞ

vuut g ð5Þ

Furthermore, SMH of class C in Hilbert space should be defined as:

SMH ¼ RH

¼ max
xI2C
f

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KðxI ; xIÞ �

2
n

Xn

i¼1

KðxI ; xiÞ þ
1
n2

Xn

i¼1

Xn

j¼1

Kðxi; xjÞ

vuut g ð6Þ

Here, the kernel is radial basis function (RBF):

Kðx; yÞ ¼ expf� jx� yj2

r2
g ð7Þ

Algorithm The improved SVM method for multi-class text classification (given
k (k [= 2) is the number of text categories):

Step 1: Use the RBF to map the training text instances into a higher dimensional
Hilbert feature space

Step 2: Compute the Separability Measure SMH of each class
Step 3: Sort the class labels in order of descending SMH. If there are two or

more than two classes which have the same SMH, then the class whose
class label is smaller will be placed in the front. Finally, we will get an
order of the class labels: n1, n2, …, nk, here ni [ {1, 2, …, k} is class
label, i = 1, 2, …, k

Step 4: Use SVM training algorithm to obtain optimum hyperplanes between
nodes of binary tree. At the root node, select class n1 as positive and all
others as negative, then use SVM training algorithm to get correspond-
ing optimum hyperplane, and then delete the text instances belonging to
class n1 from training samples. Similarly, process the rest nodes in the
same way. Finally, we will get the improved binary tree SVM multi-
class text categorization model as shown in Fig. 2
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3 Experiments and Analysis

In our experiment, all text datasets considered are from Internet. We randomly
downloaded 583 Chinese page texts, including six categories: Education, Envi-
ronment, Economy, Military, Livelihoods, and Tourism. The number distribution
of text instances is given in Table 2.

We randomly selected 428 text instances as training samples, and the other 155
text instances as testing samples. In the experiment, we use ICTCLAS [12] to
realize Chinese word segmentation, use TF-IDF [13] algorithm to solve feature
selection problem, and use the algorithm in reference [15] to decrease the
dimension of text feature vector [14, 15]. Finally, we compared the performance of
the proposed algorithm with the three methods: 1-a-r, 1-a-1, and DAG-SVM.
LIBSVM [16, 17] used in the experiment can be available at http://www.csie.ntu.
edu.tw/*cjlin/libsvm/. The kernel function is RBF. In addition, we use Grid
Search and Cross Validation Methods [18, 19] to optimize the kernel parameters.
The experimental results are given in Table 3.

The experimental results indicate that compared to 1-a-r, 1-a-1, and DAG-SVM
methods, the new method can obtain better performance and classification accu-
racy, and efficiently saves training/testing time.

4 Conclusions

In this chapter, we discuss and analyze three SVM multi-class classifiers: 1-a-r, 1-
a-1, and DAG-SVM method. The three methods are popular techniques for multi-
class classification, but they often have the difficulties to effectively recognize
nonlinear separable input texts, and their training/testing process is usually time
consuming. It is well known that binary tree SVM can achieve better classification
accuracy, and Mercer kernel has the function of mapping input text into Hilbert

n1 n2 …  nk

n2 n3 … nk
{ n1}

...

nk-1 nk

{ n2}

+

+

+

_

_

_

_

{ nk}{ nk-1}

Fig. 2 The improved binary
tree SVM multi-class text
categorization model. The
nodes that ‘+’ point to stand
for positive sample sets, and
the others that ‘-’ points to
represent negative sample
sets
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space. Therefore, we propose an improved SVM multi-class text classification
method based on binary tree and Mercer kernel. Experiments on web texts dem-
onstrate that the improved SVM algorithm can effectively solve the nonlinear
separable problem in input text space, enjoys much faster training/testing, and
achieves better precision of text classification. For this research work, we had
difficulties to obtain the best kernel parameter combination. Thus, a future research
direction is to optimize the kernel parameters for better SVM classifiers.
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Abstract Over the past few decades, many applications have been developed for
quantify the performance of image segmentation algorithms. However, applying
standard interactive segmentation software for large image datasets would be an
extremely laborious and a time-consuming task. In this chapter, we present an
online evaluation framework for analysis and visualization features via Internet
communication that serves as a remote system. One of the features of the online
evaluation system is the combination of MATLAB and Java to provide benefit
platform that create the application with advanced mathematical computation as
well as a well-designed graphical interface. This framework provides a web-based
tool for validating the efficiency of segmentation algorithms. Experimental results
show the possible ways in order to transfer MATLAB algorithm into a MATLAB
license-free that make algorithm developed within MATLAB run all cross the
platform and available on internet. In addition, the implementation methodology
reported can be reused for other similar software engineering tasks.

Keywords Image segmentation � Online system � MATLAB and Java �
Evaluation

K. Nguyen � B. Peng (&) � T. Li
School of Information Science and Technology, Southwest Jiaotong University,
Chengdu 610031, China
e-mail: bpeng@swjtu.edu.cn

Q. Chen
Sichuan Provincial People’s Hospital, Chengdu 610072, China

Z. Wen and T. Li (eds.), Practical Applications of Intelligent Systems,
Advances in Intelligent Systems and Computing 279,
DOI: 10.1007/978-3-642-54927-4_50, � Springer-Verlag Berlin Heidelberg 2014

527



1 Introduction

Over the past two decades, the computer vision community has produced a number
of useful algorithms for localizing object boundaries and interactive segmentation
techniques in images. For example, snakes [1] have shown to be a useful speci-
fication for image contours. Livewire [2] is applied to create the segmentation of
3D boundary surfaces and can be used as a complete control as possible over
segmentation during executing process and minimizes the total user’s time
required for segmentation. Another useful method becoming very popular in
recently years is graph cuts [3, 4], it can be employed to efficiently solve a wide
variety of low-level computer vision problems, including image smoothing, the
stereo correspondence problem, and many others derived from the effort to min-
imize time consuming.

MATLAB software is one of the most advanced development tools for efficient
algorithm development, offering many built-in functions. However, MATLAB-
based software requires every user to acquire MATLAB license even if the user
simply wants to control the segmentation process or review the result. Some
related works have been developed [5–7]. MATLAB Web Server (MWS) is a
software tool, designed for front-end MATLAB based Web application develop-
ment that provide valuable assistance toward research in cervical cancer detection
[5]. The annotation MATLAB toolbox is used to label the identity of objects and
where they occur in images [6]. MATLAB builder Java toolbox utilizes Java and
MATLAB platforms together to create the software for image analysis in
pathology via internet communication [7].

Some evaluation algorithms for image segmentation have been developed within
MATLAB [8–10]. These evaluation methods can be divided into two categories:
supervised evaluation and unsupervised evaluation. In unsupervised evaluation,
segmentations are judged by criteria such as the uniformity of colors [11], the shape
of object regions [12]. In supervised evaluation, criteria that measure the differences
between the segmentation image and the ground truths are used [13–15].

In this paper, we provide an online evaluation system of image segmentation
and also utilize various MATLAB’s advantages. The main purpose of this work is
to investigate possible ways in order to transform MATLAB algorithm into a
MATLAB license-free. This online evaluation system features provide the com-
piler generating code for existing client-side and backend technologies, for
example it does not need to download a browser plugin to use a Web application.
Furthermore, the system have user-friendly interface, server-side storage, no
programming skills, and so forth.

The paper is organized as follows: in Sect. 2, we provide description about
three segmentation evaluation methods that condensed the knowledge of discov-
ering techniques for evaluation of image segmentation. In Sect. 3, we apply these
three metrics to provide proposed methodology for integrating MATLAB and Java
and make it available on internet. Section 4 describes the experiments, lastly the
conclusion are outlined in the last section.
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2 Image Segmentation Evaluation Methods

2.1 Rand Index

Rand Index (RI) is a natural extension of the idea involving the comparison of two
clusterings which have a corresponding extension of the performance measure:
instead of counting single elements it counts correctly classified pairs of elements.
Thus, the RI [8] as follows:
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2

� ffi
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Where c Y ; Y
0
 �

is defined as the total number of any similarities of two clus-
terings of the same data, Y and Y0. Consider the two clusterings are defined as
Y ¼ Y1; . . .; YK1g} and Y 0 ¼ Y1; . . .; YK2g. Give a pair of clusterings Y and Y0 of the
same N points, let nij be the number of points simultaneously in the ith cluster of
Y and the jth cluster of Y0. The value of c depends on both, the number of clusters
and the number of elements. The RI takes values in the range [0, 1], where the
two clusterings have no similarity and 1 indicates that the clusterings are identical
1-c is a measure of distance.

2.2 The Variation of Information Metric

This is an information-theoretic method [9]. This metric defines the distance
between two segmentations as the average conditional entropy of one segmenta-
tion given the other:

VI Stest; Skð Þ ¼ H StestjSkð Þ þ H SkjStestð Þ ð2Þ

The first term in (2) measures the amount of information about Stest that we lose,
while the second term measures the amount of information about Sk that we have
to gain, when going from segmentation Stest to ground truth Sk. An equivalent
expression of (2) is:

VI Stest; Skð Þ ¼ H Stestð Þ þ H Skð Þ � 2I Stest; Skð Þ ð3Þ

where H and I represent, respectively, the entropies and the mutual information
associated between the segmentation Stest and the ground truth Sk. Variation of
Information (VI) is a distance metric since it satisfies the properties of non-neg-
ativity, symmetry and triangle inequality. If two segmentations are identical, the
VI value will be zero. The upper bound of VI is finite and depends on the number
of elements in the segments.
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2.3 The Global Consistency Error

This measure computes the degree of overlap of regions [10]. It sums up all local
inconsistencies for each pixel in the image. It is a region-based measures of
segmentation consistency based on the degree of region overlap between clusters.
Let R(S, pi) be the set of pixels in segmentation S that contains pixel pi. The local
refinement error is defined as:

E S1; S2; pið Þ ¼ R S1; pið ÞnR S2; pið Þj j
R S; pið Þ ð4Þ

This error is not symmetric with regard to the compared segmentations, and it
takes the value of zero when S1 is a refinement of S2 at pixel pi. The Global
Consistency Error (GCE) is then defined as:

GCE S1; S2ð Þ ¼ 1
n

min
X

i
E S1; S2; pið Þ;

X
i
E S2; S1; pið Þ

n o
ð5Þ

3 Online Evaluation System Development

3.1 Program Design

The design is developed with the idea based on the understanding of some basic
MATLAB functions/commands for translating and using with Java program that
display graphics. The Java interface displays computation results read from dataset
and the visualizations figures drawn from MATLAB. Figure 1 is a UML model
displaying the design of MATLAB-Java integration that provides a visualization
of the implementation model. It displays the MATLAB defined functions that the
program uses as well as the Java classes. The MATLAB functions are deployed
into a component jar file, through MATLAB builder JA. These Java classes can be
integrated into Java programs and deployed royalty-free to desktop computers that
do not have MATLAB installed using the MATLAB Compiler Runtime (MCR)
that is provided with MATLAB Compiler.

Our program has a simple design that uses Graphic User Interface (GUI)
components including windows, scroll bar, menus, buttons, and icons for drawing
interface components on the screen. Furthermore, we have the special component
producing distribution histograms called The Deployment Tool that is a GUI
provided by MATLAB Compiler. With The Deployment Tool, we can add
MATLAB files to serve as externally visible class methods of Java component
such as the distribution histograms component. Thus, the design of our model
based on init and figure architecture.
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init() initialize the components in GUI. We will be using Swing components for
building interfaces (JFrame, JComponent, JButton, JLabel, JMenu, JPanel,
JTextField …). All Swing components have AWT components as event model and
listeners that detect user interaction, mouse click, key press etc.

figure() contains the distribution histograms component and collect data types
that converted the input retrieved from the user interaction to pass to MATLAB
function for calculating and generating return figure.

3.2 Embedding JAR Package into a Web Page

When displayed with the browser, our Java program would look approximately as
shown in Fig. 2. After we create the class that compose our applet and compile
them into class files by using Net beans, we create a Webpage on which to place
the applet. We place an applet in an HTML document with a command known as
an applet tag. The following applet tag will display the applet in Fig. 2.

\applet code = ‘‘AppPanel.class’’ archive = ‘‘embedded.jar’’ width = ‘‘768’’
height = ‘‘397’’[

\param name = ‘‘dta0’’ value = ‘‘dataset’’[
\param name = ‘‘dta1’’ value = ‘‘dataset_10img’’[
\/applet[
The applet embedded in our webpage can only load a predetermined set of

image dataset by reading parameters that are set up with the HTML tag param,
which has name and value attributes. In this case defines two parameters to the
AppPanel applet: dta0 with a value of dataset that contains 100 images and dta1

distribute_RI

plot(RI1,Ri2)

distribute_GCE

plot(GCE1,GCE2)

distribute_VI

plot(VI1,Vi2)

Component JAR 
File

run

+RI1,RI2
+GCE1,GCE2
+VI1,VI2

getGCE()

<<Interface>>

ApppanelView
MATLAB Compiler 

Runtime

getVI()

figure()

getRI()

Init()

Fig. 1 UML model of MATLAB-Java integration
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with a value of dataset_10img that contains 10 images. Parameters are passed to an
applet as following:

//Get the applet parameters.
int imgNum = 0;
String at = getParameter(‘‘dta’’ + imgNum);
while(at != null){
images.add(new JMenuItem(at));
images.get(imgNum).addActionListener(app);
imgNum++;
at = getParameter(‘‘dta’’ + imgNum);}
After having an applet’s class file and a Webpage that includes the applet, we

run the applet by loading the page with a Web browser. The running output results
of Java applet are the same with the running output results on Java standalone
package but cannot display the distribution histograms of the output results. Thus
we allow user download a standalone package link of the Java applet that does not
have the limitation.

4 Experiments

Our image dataset consists of 200 images. The images were collected from the
hand-labeled segmentations. Half of the segmentations were obtained from pre-
senting the subject with a grayscale image. The images used for calculating were
481 9 321 and 321 9 481.

In our first experiment, we run the input dataset contains 10 images with our
ground truth images on our Java program and we obtain the comparison results
between the input dataset and ground truth dataset. Then, we repeat these steps

Fig. 2 Browser view
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using MATLAB program with the same input and ground truth dataset. We will
note and describe that the comparison results running on our application more
accurate than running on MATLAB program.

Second, we run the input dataset with 10, 20, 40, 80, 100 images for comparing
the running time of our Java application and MATLAB program. We will note that
the execution time of our approach could be accepted.

In Table 1, we demonstrate our experiments on the same dataset. We notice the
VI results have the same results with MATLAB, in contrast the RI and GCE
results are more accurate compared to MATLAB. This is because MATLAB will
automatically round to nearest integers if the values obtained from the multipli-
cation of two matrix are larger than 50,000 and vice versa if the values are smaller
than 50,000 equal to zero in this case. For example, when perform calculations
n.*n in MATLAB, the value of between 12,000 and 15,000 is rounded down to
10,000, and vice versa rounded up to 20,000 if the value is larger than 15,000. In
contrast, the results obtained from the multiplication of two matrixes in Java
remain the same. Therefore, we can conclude the RI, GCE results in our appli-
cation more accurate than the MATLAB results.

Good segmentation results are associated with high RI, low GCE, and low VI.
We compare the average of RI, GCE, VI results on our first experiment. In this
case, according to the results in our Java program, we can conclude ‘‘Ground Truth
1’’ is better than ‘‘Ground Truth 2’’ with high RI and low GCE results. In other
hand, the MATLAB program has opposite results that we can conclude ‘‘Ground
Truth 2’’ is better than ‘‘Ground Truth 1’’ as shown in Fig. 3.

In the Fig. 4 after the results completed, at the same time, the distribution
histograms of the three metrics will be made. The comparison result was drawn in
the three different windows that display the comparison results of RI1–RI2,
GCE1–GCE2, VI1–VI2. The result images can be saved by the user using
MATLAB toolbox that provided by MATLAB Compiler. We run the experiments
on our testing dataset with 100 images on each dataset and we find out if the value
of RI is higher and GCE, VI is lower, then the image segmented is better.

Runtime comparison. The software testing platform has Intel� CoreTM i3 CPU
M 350 @2.27 GHz x2, 4.00 GB memory, running a Windows 7 Ultimate SP1
operating system. In order to do a fair runtime comparison between different
situations, we take the simulation data sample as testing material. It has 100
sample images on each testing dataset. We arrange the order of the comparison
dataset similarity for testing on Java application and MATLAB. The mapping
process time between Java double types and MW Array through MATLAB
compiler runtime depends on the size of the dataset. Thus, the datasets are large in
size, so the mapping process time increased. We can conclude that for small
datasets the running time differences for Java application, compare to MATLAB
source code, are in an acceptable range. The time gap between those two is due to
the variable mapping process, because for Java application, the core algorithm is
still running inside MATLAB which running time should equal to the MATLAB
source code. Table 2 presents a detail running time comparison between differ-
encing the size of dataset.
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5 Conclusions

We have presented an online evaluation framework for analysis and visualization
features via internet communication. The experiments have confirmed that the
successful way to transform MATLAB algorithm to Java-based software that we
can easily deploy and do not restricted by MATLAB license any more. By using
Java applet technology, our program can run on any workstation with a common
web browser. No other applications are required to be installed on the client
workstation to use the web-based tool and provide an online supervised tool for
validate the efficiency of segmentation algorithms evaluation.
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RI GCE VI

Average of RI, GCE, VI
Java MATLAB

Fig. 3 Average of RI, GCE, VI

Fig. 4 Distribution histogram of RI, GCE, VI results

Table 2 Runtime
comparison between different
size of dataset

Dataset (images) Running time (s)

MATLAB
source code

Java
application

Mapping
process

10 1002 3098 2098
20 208 5082 309
40 309 1003 403
80 702 17098 704
100 9032 22010 802
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Modeling of 3D Personalized Digital
Apparel Whole-Human Body Based
on Mannequin Components

Xiaping Shi and Senpeng He

Abstract This paper presents a modeling method of three-dimensional (3D)
personalized digital apparel whole-human body on the basis of previous resear-
ches. This method divides a human body into different components by adding
definitions of characteristic parameters, and appending components of head and
the four limbs in component template database. Matched component templates are
selected and reconstructed according to characteristic data for a specific user. A
personalized digital apparel whole-human body will be generated. This is a ben-
eficial exploration for virtual human application. That will provide more perfect
technical support for virtual try on (VTO) and Electronic Made To Measure
(eMTM).

Keywords Human body modeling � Characteristic parameters � Reconstruct

1 Introduction

With the rapid development of e-commerce, more and more consumers begin to
purchase clothes on garment e-commerce platforms, such as Taobao, Vancl, etc.
However, at present e-commerce platforms do not solve the problem of virtual try-
on effectively when consumers buy clothing online. Whether Most of consumers
make a decision to buy only depends on the traditional way such as limited size.
The absence of style and overall effect and error resulted by limited size will cause
inconsistent with the original idea of consumers. Solving the problem effectively
needs a whole set of theory and technology solutions. The Electronic Made To
Measure (eMTM) [1] and its implementation will help to solve the dilemma of
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customed clothing under Internet environment. Generating 3D personalized digital
apparel human body quickly and accurately in eMTM is one of the key technol-
ogies to solve the problem.

This paper improves generation of 3D personalized digital apparel human body to
imperfect visibility and limited virtual try on (VTO) existed in previous researches.
The method supplies human body characteristic parameters and adds components of
head and four limbs into the template library. Matched component templates are
selected to reconstruct in accordance with characteristic data for a specific user. A
personalized digital apparel whole-human body will be generated finally.

2 Related Works

At present, 3D human body modeling for clothing can be divided into three kinds
based on characteristics of modeling: the human body modeling based on 3D body
scanner, based on photographs, and based on 3D modeling software [2]. The
modeling based on 3D scanner can obtain actual geometry data on surface of human
body through a 3D scanner. A human model with the network topology structure of
explicit rules can be generated after settling the lack of point cloud data and noise
points. Obviously, this method is more accurate but expensive and slow due to
essential equipment, so it is difficult to promote in the e-commerce. The modeling
based on photographs set up a 3D human model by means of extracting geometric
parameters of human body in processed images. Although the cost of the method is
low, the accuracy of modeling is not high. The approach based on 3D modeling
software applies modeling software such as Maya, 3DMAX, to construct 3D human
body. This kind of modeling requires specialized persons for modeling human
though it is simple. It also has low accuracy and lacks of personalization [3].

Before we do the research in this paper, we have established a human com-
ponent template database after classifying human bodies scanned via the human
body analysis system. Most similar component templates of human body in the
database are chosen according to the template matching algorithm on the basis of
gotten characteristic data of a specific user’s body. A 3D human model is gen-
erated through fine-tuning and fitting the templates to body shape contour of the
user, as shown in Fig. 1. This modeling method mainly takes human body’s torso
into consideration. The torso of human body is the principal part in the clothing
project and 3D modeling. It is known as body form in the field of clothing. But this
kind of body form is inappropriate for consumers and VTO.

In order to solve the existing deficiencies in constructing 3D apparel human
body, the paper proposes the modeling of whole-human body which includes head,
torso, and limbs. The component template library is complemented through human
characteristic parameters are supplied. Required component templates are found
out according to characteristic data for a specific user. A personalized digital
complete human body is generated by means of assembling individual components
so as to solve that digital apparel human body only has a torso.
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3 Construction of 3D Personalized Digital Whole-Human
Body Model

We assume that a whole-human body is defined as X, and the i-th component as Mi,
where i = 1,…, 6, respectively correspond to component of head, torso, left-hand,
right-hand, left-leg, and right-leg. Mi 2 X and M1 [M2 [M3 [M4 [ M5[
M6 ¼ X. The j-th cross-section in Mi is represented as Sij, where Sij 2 Mi, j = 1,
2,…, n, Si1 \ Si2 \ � � � \ Sin ¼ U, Si1 [ Si2 [. . . [ Sin ¼ Mi. XðSijÞ, YðSijÞ, XmaxðSijÞ,
YmaxðSijÞ, XminðSijÞ, YminðSijÞ, XcenðSijÞ, YcenðSijÞ are, respectively, represented as
x-coordinate value, y-coordinate value, the maximum and the minimum of x and y,
the center of x, y in the Sij cross-section. XWðSijÞ, YWðSijÞ and ZðSijÞ are expressed as
the width, thickness and height of the cross-section Sij. The coordinate system of this
paper is defined as following: the center between two feet bottom is used as the
origin, the orientation of the human head as negative Z-axis, the positive orientation
of body as positive Y-axis, the direction of the left side of the body as X-axis.

3.1 Definition of Body Components

On the basis of characteristics of human body and clothing structure, we divide a
whole-human body X into six parts M1�M6 in accordance with neck cross-
section [4], the horizontal of the crotch point and the vertical surface of the armpit
point [5], as shown in Fig. 2. This division can not only follows the previous
modeling to generate torso of apparel human body but also take into account
whole-human body modeling supplying head and limbs.

Fig. 1 3D digital apparel
body form
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3.2 Definition of Head Characteristics

Base on the requirements of modeling 3D digital apparel human quickly and
efficiently, the principle of modeling of the head part is that the modeling can
reflect the basic features of the head part since the head part is not the main part of
the whole-human body modeling for clothing engineering. Therefore, we define
three key cross-sections to model the head part.

Definition 1 S1Head is defined as the cross-section of top head with the minimum
of z-coordinate in M1, that is,

S1Head ¼ S1k ZðS1kÞ\ 8Zj ðS1jÞ; fS1k; S1jg 2 M1; j 6¼ k
� �

ð1Þ

Definition 2 S1HBC is defined as the cross-section of the maximum head girth
which has the largest sum of the width and thickness in M1, that is,

S1HBC ¼
S1k XwðS1kÞ þ YwðS1kÞ[ 8XwðS1jÞ þ YwðS1jÞ
�� ;

S1k; S1j

� �
2 M1; j 6¼ k

� �
ð2Þ

Fig. 2 Division of body
components
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Definition 3 S1Neck is defined as the neck cross-section that has the maximum of
z-coordinate in M1, that is,

S1Neck ¼ S1k ZðS1kÞ[ 8j ZðS1jÞ; S1k; S1j

� �
2 M1; j 6¼ k

� �
ð3Þ

3.3 Definition of Arm Characteristics

In clothing engineering, the main arm characteristics are arm length and arm
circumference. Therefore, we should keep these data features in the definition of
arm cross-section.

Definition 4 S4Shoulder means the acromion cross-section that has the minimum of
z-coordinate in M4, that is,

S4Shoulder ¼ S4k ZðS4kÞ\ 8j ZðS4jÞ; S4k; S4j

� �
2 M4; j 6¼ k

� �
ð4Þ

Definition 5 S4Wrist means the wrist cross-section that has the smallest sum of the
width and thickness in M4, that is,

S4Wrist ¼
S4k Xwj ðS4kÞ þ YwðS4kÞ\ 8 Xwj ðS4jÞ þ YwðS4jÞ;

S4k; S4j

� �
2 M4; j 6¼ k

� �
ð5Þ

In order to easily find out the largest cross-sections of the upper arm girth and the
lower arm girth, S4Auk is defined as an auxiliary cross-section whose z-coordinate
value is equal to the middle between acromion and wrist, namely

S4Aux ¼ S4k ZðS4kÞ ¼
ZðS4ShoulderÞ þ ZðS4WristÞ

2

���� ; S4k 2 M4

� �
ð6Þ

Definition 6 S4ABC is the cross-section with the maximum upper arm girth that
has the largest sum of the width and thickness between S4Shoulder and S4Auk, that is,

S4ABC ¼
S4k Xwj ðS4kÞ þ YwðS4kÞ[ 8XwðS4jÞ þ YwðS4jÞ;

ZðS4kÞ; ZðS4jÞ
� �

2 ZðS4ShoulderÞ; ZðS4AuxÞð Þ; j 6¼ k

� �
ð7Þ

Definition 7 S4FBC is the cross-section with the maximum lower arm girth that has
the largest sum of the width and thickness between S4Auk and S4Wrist, that is,

S4FBC ¼
S4k Xwj ðS4kÞ þ YwðS4kÞ[ 8 Xwj ðS4jÞ þ YwðS4jÞ;

ZðS4kÞ; ZðS4jÞ
� �

2 ZðS4AuxÞ; ZðS4WristÞð Þ; j 6¼ k

� �
ð8Þ
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3.4 Definition of Leg Characteristics

Characteristics of leg and arm are similar. This paper takes the right leg as an
example to discuss the definition of leg characteristics. The definition of left leg is
similar to the right leg one.

Definition 8 S6Crotch means the crotch cross-section that has the minimum of
z-coordinate in M6, that is,

S6Crotch ¼ S6k ZðS6kÞ\ 8j ZðS6jÞ; S6k; S6j

� �
2 M6; j 6¼ k

� �
ð9Þ

Definition 9 S6Foot means the sole of foot cross-section that has the maximum of
z-coordinate in M6, that is,

S6Foot ¼ S6k ZðS6kÞ [ 8j ZðS6jÞ; S6k; S6j

� �
2 M6; j 6¼ k

� �
ð10Þ

Definition 10 S6Ankle means the ankle cross-section that has smallest sum of the
width and thickness in M6, that is,

S6Ankle ¼
S6k Xwj ðS6kÞ þ YwðS6kÞ\ 8XwðS6jÞ þ YwðS6jÞ;

S6k; S6j

� �
2 M6; j 6¼ k

� �
ð11Þ

Definition 11 According to the proportion of various parts of human body
described in national standard, the knees of women and man are separately located
in about 0.28 times and 0.26 times the standing height H, defined as Kn. Therefore
S6Knee is defined as the knee cross-section that has the maximum Ymax and whose Z
is equal to Kn� d, we define d as 5 cm, that is,

S6Knee ¼
S6k YmaxðS6kÞ[ 8YmaxðS6jÞ
�� ;

ZðS6kÞ; ZðS6jÞ;
� �

2 Kn� d;Knþ d½ �; j 6¼ k

� �
ð12Þ

Definition 12 S6TBC is the cross-section with maximum thigh girth, which has the
largest sum of the width and thickness between S6Crotch and S6Knee, that is,

S6TBC ¼
S6k Xwj ðS6kÞ þ YwðS6kÞ[ 8XwðS6jÞ þ YwðS6jÞ;

ZðS6kÞ; ZðS6jÞ
� �

2 ZðS6CrotchÞ; ZðS6KneeÞð Þ j 6¼ k

� �
ð13Þ

Definition 13 S6SBC is the cross-section of maximum calf girth, which has the
largest sum of the width and thickness between S6Knee and S6Ankle, that is,

S6SBC ¼
S6k Xwj ðS6kÞ þ YwðS6kÞ[ 8XwðS6jÞ þ YwðS6jÞ;

ZðS6kÞ; ZðS6jÞ
� �

2 ZðS6KneeÞ; ZðS6AnkleÞð Þ j 6¼ k

� �
ð14Þ
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4 Generation of 3D Personalized Digital Apparel
Whole-Human Body

4.1 Structure of Whole-Human Body Components

Characteristic parameters are defined according to human body features. Char-
acteristics of the head and limbs are extracted from human bodies scanned and
organized as the storage structure shown in Table 1.

Id Record number.
Type Component type where 5 * 9 represents head, left hand, right hand, left

leg, and right leg parts, respectively.
Kind Chinese national standard classification value of body shape (GB/T1335)

where Y, A, B, C represents four different shapes of human body.
Si Matching index which is the ratio of width and thickness of component

cross-section.
Sp The point cloud data of component cross-section.
Sk The key data of component cross-section which contains value of

z-coordinate, the minimum, the maximum, center of X-axis, and Y-axis of
cross-section.

Bi The basic information of component source which consists of storage path
and file name.

4.2 Matching Process of Component Template

The matching of component templates is processed after obtaining the information
of customer body. First the corresponding characteristic parameters of human body
are gotten by pretreating customer information. Second the most suitable human
body components are selected in the component template database. Then 3D
human body component parts are generated by the 3D human body generation
module. The matching process is shown in Fig. 3.

4.3 Combination of Component Parts for a Human Body

After finishing the fitting of all component parts, each component parts need to be
combined together each other effectively. The paper adopts the combination
method in which each component parts is located in the same coordinate system
based on torso component part. The steps of combining parts are as follows:
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1. Combination of torso and head component parts

The torso component part is combined with the head component part in accor-
dance with the principle in which the center point of the highest cross-section of
torso part is coincident with that of the lowest cross-section of head part. The
combining process is as follows:

(1) Find the center point P1BC of the lowest cross-section in head component part
M1, that is,

S1B ¼ S1k ZðS1kÞ[ 8ZðS1jÞ;
�� S1k; S1j

� �
2 M1; j 6¼ k

� �
: ð15Þ

Therefore the coordinates of P1BC is: ðXcenðS1BÞ;YcenðS1BÞ; ZðS1BÞÞ

Fig. 3 Matching process of
component templates for a
human body

Table 1 Component structure of whole-human body

Id Type Kind Si Sp Sk Bi
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(2) Find the center point P2TC of the highest cross-section in torso component
part M2, that is,

S2T ¼ S2k ZðS2kÞ\ 8ZðS2jÞ;
�� S2k; S2j

� �
2 M2; j 6¼ k

� �
: ð16Þ

Therefore the coordinates of P2TC is: XcenðS2TÞ; YcenðS2TÞ; ZðS2TÞÞ
(3) Calculate the displacement from the head to the torso W12 ¼ P2TC � P1BC.
(4) All points in the head component part P2BR shift S2B to form the new head M2,

i.e.,

M01 ¼ P0i P0i ¼ Pi þW12

�� ; 8Pi 2 M1
� �

ð17Þ

2. Combination of torso and leg component parts

The torso component part is combined with the left (right) leg component part
according to the principle in which the leftmost (rightmost) point of the lowest
cross-section in torso component part is coincident with that of the highest cross-
section in left (right) leg component part. Take the right leg as an example and the
combining process is as follows:

(1) Find the rightmost point P2BR of the lowest cross-section S2B in torso com-
ponent part M6, that is,

S2B ¼ S2k ZðS2kÞ[ 8ZðS2jÞ;
�� S2k; S2j

� �
2 M2; j 6¼ k

� �
: ð18Þ

Therefore look for P2BR in S2B, which lets the X value of P2BR be equal to
XminðSSBÞ.

(2) Find the rightmost point P6TR of the highest cross-section S6T in right leg
component part M6, that is,

S6T ¼ S6k ZðS6kÞ\8ZðS6jÞ;
�� S6k; S6j

� �
2 M6; j 6¼ k

� �
: ð19Þ

Therefore look for P6TR in S6T , which lets the X value of P6TR be equal to
XminðS6TÞ.

(3) Calculate the displacement from the right leg to the torso W26 ¼ P2BL � P6TR.
(4) All points in the right leg component part M6 shift W26 to form the new right

leg M06, that is,

M06 ¼ P0i P0i ¼ Pi þW26

�� ; 8Pi 2 M6

� �
ð20Þ

3. Combination of torso and arm component parts

Because the connection surface between arms and torso component parts is not
horizontal, the multiple Z values are required when combining these component
parts. The torso component part is combined with the left (right) arm according to
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the principle in which the leftmost (rightmost) point of the shoulder cross-section
in torso component part is coincident with the rightmost (leftmost) point of highest
cross-section in the left (right) arm component part. Take the right arm as an
example and the combination process is as follows:

(1) Find the rightmost point P2SR of the shoulder cross-section [4] S2S in torso
component part. Let the X value of P2SR be XminðS2SÞ.

(2) Find the leftmost point P4TL of the highest cross-section in right arm M4, that
is,

S4T ¼ S4k ZðS4kÞ\8ZðS4jÞ;
�� S4k; S4j

� �
2 M4; j 6¼ k

� �
: ð21Þ

Let the X value of P4TL be XmaxðS4TÞ.
(3) Calculate the displacement from the right arm to the torso W24 ¼ P2SR � P4TL.
(4) All the points in right arm M4 shift W24 to form the new right arm M04, that is,

M04 ¼ P0i P0i ¼ Pi þW24

�� ; 8Pi 2 M4

� �
ð22Þ

Upon combining component parts for human body, the junctions between
component parts need smooth processing in order to improve the visual effect of
generated 3D digital apparel human model.

Fig. 4 Experimental results for three individual human bodies (from left to right, a pair for one
person, odd number is a human body scanned, even number is the human body generated by the
method presented)
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5 Testing and Result

Ten different 3D body samples scanned are selected in each type on the basis of the
national standard classification value. A total of 40 body samples are used as tem-
plates of human body. Applying the method mentioned above, the key cross-section
data is extracted and stored into the template database. We select 60 different 3D
body samples scanned as test object to verify the accuracy of generation method for
3D human body. Some experimental results are shown in Fig. 4.

6 Conclusions

This paper presents the modeling of 3D personalized digital apparel whole-human
body, which divides the whole body into five components parts and improves the
original human component templates. By matching the appropriate component
templates and surface-fitting the various components are combined for 3D digital
apparel human. Our experimental results have showed that this modeling method
is feasible and effective. The virtual human model established by this method is
conformed to most people’s intuitive understanding of the human body, and lays a
solid foundation for research and realization of eMTM.
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The Fuzzy Controller Design for MEMS
Gyro Stable Platform

Jinlong Dong and Bo Mo

Abstract Since a high sensor noise level will limit the gain of a PID controller, an
adaptive Kalman filter (KF) has been designed to reduce the noise of MEMS gyro
in a stable platform system, which has better performance than a FIR filters, Such
as smaller phase lag and lower variance. By using the filtered gyro signal, a T-S
fuzzy reasoning module has been constructed to adjust the PID coefficients
adaptively. The simulation illustrates that the fuzzy-PID performs better than a
classic PID when conquering the disturbance torque acting on platform frame.

Keywords Fuzzy control � Stable platform � MEMS gyroscope � Kalman filter

1 Introduction

Gyroscope stable platform technology, for INS or antenna stabilizing, has been
developed since more than 80 years ago. In the basis of classic feedback control
theory, sorts of linear controllers, such as phase compensation feedback controller,
PID controller etc., have been designed and applied to practical systems. MEMS
gyroscope, based on Micro-Electro-Mechanic processing technology, is a kind of
low cost and low precision angular rate sensor and is broadly used in various areas,
such as automobile, mobile phone, short range weapons etc [1, 2].

Since the low precision, MEMS gyroscope is rarely used in INS system when
without other assistance navigation systems. However, for some stable platforms,
MEMS gyroscope can easily satisfy the requirements. Since the bad noise
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performance and large random drift, a filter must be designed to reduce the noise
and random drift. Digital filter is the most common solution for noise reduction,
but no capability on eliminating random drift. By using optimal estimation theory,
many researchers constructed ARMA model, and took it into a KF to estimate the
optimal signal to reduce the noise and random drift. In most situations, the result is
good for static signals, but not good for dynamic signals [3, 4]. Wavelet transform
is another way to process random signals. By using the advantages of multi-
resolution, the noise can be reduced to a special level depending on the scale, and
the random drift can be also estimated optimally [5]. However, numerous calcu-
lation and bad real-time performance limit the application in simple systems.

Fuzzy control theory has developed for nearly 50 years since Zedeh created
fuzzy set theory. Fuzzy controller, as a nonlinear system, can be used in sorts of
linear or nonlinear systems depending on human’s experience. By cooperating with
classic PID controller, a fuzzy-PID controller can get a better performance [6].

In the following sections, an adaptive KF will be built to pre-processing the
MEMS gyroscope signal in single-axis stable platform. Then, a fuzzy-PID con-
troller has been constructed to stable the platform by contrast with classic PID
controller.

2 The Model of Stable Platform with Angular Rate
Gyroscope

The diagram of a stable platform system is shown in the Fig. 1.
In Fig. 1, T1 is the disturbance torque acting on the platform, x̂p is the platform

angular rate measured by the gyroscope with measurement noise v. The main job
of a stable platform system is to conquer T1, and to maintain xp to zero or keeping
k around the desired angle. However, the control error definitely exists since the
friction torque between platform and the frame. Minimizing the error is the des-
tination of controllers design. The system model in open-loop transfer function is
shown in (1).

G sð Þ ¼ C sð Þ 1
s

1=Ke

smsþ 1ð Þ sesþ 1ð Þ
1

ssþ 1
ð1Þ

where Ke is the Back-EMF coefficient, sm is the mechanical time constant, and se

is the electromagnetic time constant.
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3 Adaptive Kalman Filter Design for MEMS Gyroscope

3.1 The Model of MEMS Gyroscope

Without considering noise, the dynamic equation of a gyroscope can be expressed
by (2).

anx
ðnÞ þ an�1x

ðn�1Þ þ � � � þ a1 _xþ a0xþ b ¼ 0 ð2Þ

when the states are x ¼ x; _x; €x½ �T ; the state space model of a gyroscope is (3).

_x1 ¼ x2

_x2 ¼ x3

_x3 ¼ a1x1 þ a2x2 þ a3x3 þ n

8><
>:

ð3Þ

where n is Gauss noise, the differential equation of (3) can be written as (4).

vx� a3 €x� a2 _x� a1x ¼ n ð4Þ

The angular rate measured by MEMS gyroscope is the output of a third-order
system with n as the input, and the diagram is shown in Fig. 2.

3.2 An Adaptive Kalman Filter Design for MEMS Gyroscope

According to the previous section, the system state space can be constructed as the
following.

_x ¼ Axþ #
z ¼ Hxþ t

(
ð5Þ

PlatformController

1

1sτ +
1

s

pω

υ

ˆ
pω

λ

+

+

+

-

Gyroscope

Tς

mλ

Fig. 1 The system diagram
of gyroscope stable platform
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where A ¼
0 1 0
0 0 1
a1 a2 a3

2
4

3
5; H ¼ 1 0 0½ �, # and v are processing and mea-

surement white noise with covariance matrices are Q and R, respectively.
The basis of the adaptive algorithm is that the white noise with large variance

can drive a faster dynamic signal. Hence, make the processing noise covariance
change along the signal and the signal rate. The adaptive equations for Q are (6).

g ¼ ð1� bÞ=ð1� bkÞ b 2 ð0; 1Þ
~Z ¼ ZðkÞ � HAXðk � 1Þ
QðkÞ ¼ ð1� gÞQðk � 1Þ þ g½K~Z~ZT KT þ PðkÞ � APðkÞAT �

8><
>:

ð6Þ

By filtering the noise in gyro signals, the upper limit of controller gain can be
enlarged widely.

4 The Fuzzy-PID Controller Design

The stable platform is a kind of self holding system. A classic PID controller is a
linear system, which has a good performance when controlling a linear system.
However, when there are nonlinear parts in a system, such as static friction, the
performance of a PID will become bad.

Fuzzy systems have a better robustness than a PID regardless the system is
linear or nonlinear [7]. According to the experience of experts, a fuzzy model can
be designed to adjust the PID parameters, which can increase the control accuracy
of a PID controller, and make a linear PID controller performs better in a nonlinear
system. A stable platform system with fuzzy-PID controller can be constructed as
the Fig. 3.

Let the PID coefficients are kp, ki, and kd. The inputs of fuzzy logic are the
absolute of angle error (|E|) and the absolute of angular rate (|x|). The fuzzy sets
for |E| and |x| are:

E ¼ Small; Middle; Largef g;W ¼ Zero; Small; Middle; Largef g

The membership functions (MF) of E and W are shown in the Figs. 4 and 5
respectively.

3 2
3 2 1

1

s a s a s a− − −
ξ ω

Fig. 2 Gyro third-order
dynamic model driven by a
white noise
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Set the fuzzy model is T-S (Sugeno) style. The outputs of fuzzy system are kp,
kd, and ki. The fuzzy reasoning rules are:

1. When |E| is Small and |x| is Zero or Small, then kp = k1 |x| + kp0, kd = kd0,
ki = ki0;

2. When |E| is Small and |x| is Middle or Large, then kp = k1 |x| + kp0,
kd = k2|x| + kd0, ki = ki0;

3. When |E| is Middle and |x| Zero, then kp = -k3(1 - |E|) + kp0, kd = kd0,
ki = ki0;
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Fig. 3 Fuzzy-PID self-
adjusting stable platform
system
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4. When |E| is Middle and |x| is not Zero, then kp = -k3(1 - |E|) + kp0,
kd = k2|x| + kd0, ki = 0.5ki0;

5. When |E| is Large, then kp = 1.5kp0, kd = k2|x| + kd0, ki = 1.5ki0;

where kp0, kd0, and ki0 are initial coefficients of PID which make the control
system have a proper open loop gain, a proper overshoot and stability; For the
ranges of k1, k2, k3 obey the limitations that kp[[0.5 kp0, 2 kp0], kd[[kd0, 2 kd0].

5 Simulations

According to Figs. 1 and 3, create a gyro stable platform system with classic PID
controller and Fuzzy controller respectively. The gyro measurement noise is
random number with E{t} = 0, E{t2} = 0.16. The disturbance torque, acting on
the frame of platform, is a pulse signal alternating positive and negative. The static
friction between platform and frame is 8 % of max torque of the motor. The gyro
filtered signal from KF and a FIR filter have been plotted in Fig. 6. It can be seen
that KF has a smaller phase lag and a lower noise than FIR. The statistics of
original signal, KF signal, and FIR filter signal have been list in Table 1.

According to the fuzzy rules, the fuzzy-PID system and the PID system have
been created in matlab, the simulation results, shown in Figs. 7 and 8, indicate that
the fuzzy-PID controller can get a smaller stabilizing error than PID when con-
quering disturbance torque, since the PID coefficients adjusted along different
angle error and angular rate error. The typical kd curve, adjusted by fuzzy logic, is
shown in Fig. 9.

The fuzzy controller is directly determined by experience of designers, hence,
different fuzzy logic maybe create completely different results.
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Table 1 Signal variance before and after filtered

Original FIR KF

Variance 0.16 0.0136 0.00114
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6 Conclusion

A properly designed fuzzy-PID controller for gyro stable platform can make a
better performance than a classic PID, since fuzzy system have a better capability
to adapt nonlinear parts in systems. In the simulation, a T-S fuzzy logic, with five
fuzzy rules, can adaptively adjust the PID coefficients to suit the system current
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state, and make the system error smaller. It is an available approach for application
in stable platform control. Meanwhile, an adaptive Kalman filter can efficiently
lower the gyro measurement noise, which can enlarge the control gain widely.
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Tree Network Under Space L and Space
P Model

Xi Chen, Jianghai Qian and Dingding Han

Abstract Transport network and transport efficiency in building cost under the
influence of the interaction will evolve some nontrivial topological features. In
particular, when building cost plays an important role, the networks tend to be
characteristics of tree structure. Although the cost and efficiency for space under
different trade-offs have been the studies in network topology, but the research of
the tree structure of network is very rare. In this paper, we analyze two empirical
types of tree networks: natural evolution of clonal plant ecology topology and
artificial construction of metro network structure. We found that, although the
evolution of these two types of networks in optimization strategies, and spatial
distribution of resources may be completely different, they are in Space L and
Space P models all showing the similar topology. Further, we have compared the
two network structures with a random branch tree, it was found that they in the
same manner and extent of deviation from the predicted random branching tree.
These results show that even a relatively simple shape tree network, also has an
abundant structure and organization of universal principles that may be closely
related with the function of the system.

Keywords Tree network � Clonal plant � Transport network

X. Chen � D. Han (&)
East China Normal University, Shanghai, China
e-mail: ddhan@ee.ecnu.edu.cn

X. Chen
e-mail: chenxichacha@sina.com

J. Qian
Shanghai Institute of Applied Physics, Chinese Academy of Sciences, Shanghai, China
e-mail: qianjianghai@sinap.ac.cn

Z. Wen and T. Li (eds.), Practical Applications of Intelligent Systems,
Advances in Intelligent Systems and Computing 279,
DOI: 10.1007/978-3-642-54927-4_53, � Springer-Verlag Berlin Heidelberg 2014

557



1 Introduction

In the exploring of the spatial network analysis, in recent years, the metro network
with the line and site constitutes spatial network that has a very extensive study,
abroad Poland 22 urban transport network degree distribution analysis [1, 2], India
and Boston metro subway networks have shown small world metric [3, 4], a large
subway network evolution model study [5], etc.; Chinese major urban public
transport network empirical analysis and reliability studies include Shanghai
subway network characteristics and scale-free degree distribution exponent [6], the
Chinese railway network scale-free empirical studies [7], the Beijing subway
complexity analysis [8], the city transport network, network characteristics anal-
ysis [9] as well as Beijing, Shanghai, Guangzhou three major cities in metro
networks Empirical comparison [10]. In the process of investigation there have
been usually used two kinds of network topology description method: Space L
method and the Space P method, the former site the station as the node, if two
stations in the routes are adjacent, then they will have an edge between the two
nodes; the latter method also regard the station as the node, if the two sites have
direct transport route, then they will have an edge. Ecological resources transport
network also has space network characteristics, the most typical is clonal plant
network and it can be used the same method Space L and Space P constructed
network topology model.

When the build-consuming plays an important role in the transport network, the
network showing the spatial characteristics of the network tree, this tree structure
determines its own internal functions embodied in nontrivial properties. Recently
many studies on the metro network for the statistics and calculations reveal sub-
way network topology characteristics, rarely explored from the tree structure of the
structural properties of the metro network. In the ecological resources transport
networks, due to the geographical environment factors, the growth of clonal plant
configuration is often difficult to obtain, making tree network research about
cloning plants are rare [11]. The manmade transport networks and natural transport
networks are two representative transport networks, to explore these two different
types of transport networks, and tap their universal characteristics and predict their
functional structure is inevitability.

Tree network is an important component of spatial network, this paper col-
lecting ecological network configuration of natural evolution clonal plants and
artificial construction data of metro network, research the characteristics of the two
tree structures of the empirical network, while introducing random number theory,
compared the actual results with the theoretical analysis, they deviate from random
branching tree to explore the manner and predicted extent. Explore the tree
structure of the transport network of nonbanal, pervasive characteristics.
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2 Data Sources and Access

We collected two types of tree network data: natural evolution of clonal plant
Spartina alterniflora topology network and artificial construction metro networks.

Spartina through asexual reproduction generates interconnected independent
entity, it is a clonal plants of significant spatial distribution, its straw-intensive
stout rhizome developed, often extended to a depth of 60 cm in beach soil,
growing with complex distribution, making access the Spartina distribution of
spatial topology become difficult [12–14]. We through grubbed Spartina strains
plexus in Shanghai Chongming east beach within a certain range, a larger space for
the first time under the scope of Spartina spatial network configuration, it is a
simple tree structure network, as shown in Fig. 1, where the yellow dots represent
strains plexus, even edges represent rhizome sections, edge weights represent the
number of segments of rhizomes, fractional situations: the denominator represents
the number of ramets, the numerator represents the subheading trees. We define
the strain cluster as nodes of the network, the rhizome is defined as network
undirected edge, rhizome section number indicates the distance between the nodes.
This constitutes the spatial tree network with 27 nodes and 26 edges.

We collect the second tree network data of subway network in three Chinese
major cities Beijing, Shanghai, and Guangzhou. City subway routes and stations
network contains two basic elements, which Beijing has 16 routes, 270 stations;
there are 8 routes, 131 stations in Guangzhou; Shanghai has 12 routes, 287 sta-
tions. A route composed of several stations, the metro docking stations as nodes,
even routes as lines, we can build route and station network. And then the subway
network as a simple classic tree network.

3 Structural Analysis

For the natural evolution of Spartina topology networks and artificial construction
of metro network, according to Space L and Space P method constructed network
models, the two models are listed in Table 1 under different network topology.

In Table 1, four network average path length approximately equal to each other,
the average degree of networks under Space L model is approximately equal to 2,
most of the node clustering coefficients approach is zero, each network average
clustering coefficient is approximately zero, obviously these networks in Space L
are tree networks. The two types of networks under Space P, the average shortest
path length between the two nodes are all between 2.6 and 4.2; clustering coef-
ficient are all above 0.9, which shows the entire transport network has good
connectivity, high-level aggregation, with a shorter average path length and a high
clustering coefficient of the network. Considering overall the clonal plant network
and urban rail transport network has the same characteristics and obvious small
world property.
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The two models of network node degree distribution as shown in Fig 2, com-
paring them we found under Space L in double logarithmic coordinate, it is close
to the power law distribution. Exponent of Beijing, Guangzhou, Shanghai metro
network and Spartina network is, respectively, 2.237, 2.078, 2.446, and 2.006. This
indicates that the network under Space L belonging to scale-free network, with
growth and priority connectivity features, the vast majority of nodes degree is

Fig. 1 Spartina genet spatial structure

Table 1 Characteristic values of the Space L and Space P topology

Network Average degree Average path length Average cluster coefficient

Space L Space P Space L Space P Space L Space P

Beijing 2.15 18.44 14.4 2.9 0 0.957
Guangzhou 2.07 17.01 14.6 2.6 0 0.955
Shanghai 2.21 22.92 14.9 3.1 0.0008 0.967
Spartina 2.04 11.58 14.5 4.2 0 0.972
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relatively low, but there is a small amount of relatively high degree nodes. In
Space P model, the cumulative distribution of the two networks in semi-loga-
rithmic coordinate substantially linear form, shows exponential distribution per-
formance, Spartina growth of new ramets with existing connections to other
ramets and three urban rail network stations add new connections are also random.

The node degree value k can be seen as clustering coefficient adjustment factor,
double logarithmic coordinates (Fig. 3) degree k of the node with the clustering
coefficient C(k) increases as k values presented reduced power law model, when a
small value of node degree k, C(k) is almost maintained as a constant, when the
value of large value of k, C(k) emerge the power law distribution. In real networks,
the physical connection between nodes is often caused to the phenomenon, in the
BA scale-free network [15] exists and both network’s C(k) are decreasing with k,
but the rate of decrease is less than the power law.

Metro network has an important feature of that each side is not even equivalent
to the node, as well as passenger traffic exists between the probability of transfer to
select the path is not the same. Spartina strains cluster node also exists the flow of
energy through different rhizomes in clonal ramets, and the probability is not the
same, there has a significant importance difference. Some links in the network than
others have more weight, therefore, to promote the operation of the entire network
to play a greater role. Weighted connections already available are applied in many
real world networks. It is equally necessary to consider the weighted value and its
distribution, the intensity of the node weight and the weight value indicates the
relationship. In a weighted network, a node i weighted degree value can be defined
as the sum of all connected nodes j with i [16], namely
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si ¼
X

j

wij ð1Þ

The relationship of Spartina node degree and weighed value as shown in Fig. 4,
compared with the metro network, the two coefficients are all greater than 1, the
node weighted value growth faster than the node degree.

By topological structure analysis can find the direction of the unknown natural
breeding derivative Spartina networks and artificial structures are planned gener-
ation metro networks, their network causes different structural purposes, and their
purposes are not the same. However, the two types of tree structure consuming
transport network and transport efficiency in building under the influence of the
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interaction will evolve some nontrivial topological features. Although the evolu-
tion of these two types of networks, optimization strategies, spatial distribution of
resources may be completely different, but they are in Space L and Space P, but all
of them showed a similar topology. These topologies and characteristics with the
system’s internal transport functions are closely related, Spartina network to obtain
rapid and efficient energy transfer nutrients, making strains cluster occupy a good
living environment, urban rail transit network to achieve optimal flow for multiply
and travel convenient level, both in internal transport network to achieve the
purpose is the same, so the performance of unified structure properties. This is
closely related with the transport system that functions relatively simple from of a
tree network, also has a rich structure and universality.

4 Random Tree

Random tree [17] is generated by the random process which do not have a closed
circuit of tree graph, typically used for two different distributions: the tree node is
formed by inserting a random arrangement, discrete from a uniform distribution of
medium that may improve selection tree; Further, the distribution may be in other
forms, such as by repeated splitting, adding, and removing nodes in a random tree
directly damage its random structure to maintain a balanced search tree dynamic
random order. Size n of random tree generation rules: Initialize a node, then every
node and a further increase even edges, vertices denoted Vn = {1,2,…, n}, every
step has been added nodes and nodes connected to the node in any one of the
probability distribution of {Pk,i, i = 1,2,…, k} (k = 1,2,…, n-1), the node k is the
set {1,2,…, k - 1} in a node is connected, the connection probabilities Pk,i

(i = 1,2,…, k - 1), after n steps the formation of n nodes random tree Tn. Degree
of each node is denoted by dn,i, assuming that each node also give an initial value,
so that the node of degree k has the weighted value, the node which guarantees the
value of nonnegative, the integer is similar to the initial node to attract degrees.

As Spartina network and metro transport network in Space L model has a
typical random tree structure. To explore the tree structure to explore these two
random tree features, we introduce a random expected longest path in the tree and
the expected node degree theory to analyze the two types of network tree structure.
In random tree theory, the longest path in the tree all paths to estimate the max-
imum distance, expected maximum node degree estimation tree node degree
values. For a node of the tree is n, L is the expected longest path

L ¼ 1
b

log n: ð2Þ

where 2be1�b ¼ 1, reduce that 1
b � 4:311. D is the expected node degree
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D ¼ nþ 1
3

; n � 2: ð3Þ

according the formula (2) and (3) calculated the four different sets of two networks
of L and D, respectively, and the actual L, D are compared in Table 2.

As can be seen from Table 2, the L and D in real network characteristics in line
with the trend estimated expected value, and found them in the same manner and
extent of deviation from the expected value of the random branching tree, both
reflect the expected small longest path node expected value is too large cases, the
actual value of the longest path is too large the actual value is too small, consistent
fluctuations. Generally, in the case of the nodes that are densely distributed in
complexity network, the communication between any two points or path often
cause data overlap, resulting in a waste of limited resources. In the tree structure,
the distribution has a single network path, the path of the average high utilization,
peripheral expansion is exact and can make the data or resources to spread through
the expected direction, reducing the waste of resources, enhance communication
efficiency can be expected through the longest path and the expected value esti-
mated efficiency of network communications, the node key, and so on. In the
process of laying the metro network, always consider the flow of people and the
number of transfers; in Spartina growth process, consider the transmission and use
of ecological resources, which need to choose the optimal communication path and
high communication efficiency. Therefore, both whether natural selection or
artificial structures behave as branches fluctuations and the degree of deviation
consistent tree networks.

Characteristic in random tree network is not only with high efficiency in node
and route, but also has a general network randomness and effectiveness. In real
world phenomena, the construction of a line to transform the line temporarily
removed a site, but this does not affect the validity of the entire rail network;
similarly, dig a Spartina ramet not derivatives affect the overall rate of genet
growth and expansion. Metro transit stations and routes in the process of setting,
usually to consider is will be subject to land use planning, road construction costs,
environmental protection, economic development planning, and many other fac-
tors, so that the same line of new sites and existing sites connection adds a lot of
chance and randomness; Spartina growth process equally and shoals humidity, soil
salinity, organic content, the natural decline, and coastal resources such as envi-
ronment-related fungal infection [13, 14], with a root new long stem-like strains

Table 2 The longest paths and node degrees under Space L model

Data Beijing Guangzhou Shanghai Spartina

Expected longest path 7.4 6 7.3 7
Real longest path 8 7 9 9
Node expected degree 17.7 8.3 16.7 9
Node real degree 14 7 15 6
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probability is accidental and random. Followed functions and similar effects within
these networks, resulting in consistent with the structure of the external, they
present the same characteristics of random tree that can be applied to a similar
network transport functions, in order to analyze the distribution of resources and
ecology of constructed transport network provides the organizing principle of
universality.

5 Conclusion

In this article, Spartina and metro transport networks were analyzed from the tree
construction, separately construct their Space L and Space P models to study the
characteristics and complexity of random trees theory. Through analysis we found
that, although the evolution of these two types of networks, optimization strate-
gies, and spatial distribution of resources may be completely different, but they are
in space L and Space P all show a similar topology. Furthermore, we bring the two
networks random branching tree structure and compare their expected longest path
and node degree and the actual parameter values consistent performance, both
similar fluctuations, in the same way and extent of deviation from random
branching tree prophecy. All networks are reflected Tree structure notable features,
reduce resource waste, improve flow efficiency, even relatively simple shape tree
network, also has universal features, and has a rich internal structure.

Clonal plant network and metro transport network with tree structure are two
typical transport network, the paper through excavation growing Spartina got
spatial configuration, and studied from a new perspective of the growth of its
transmission and spread of resources, as well as analysis of metro network tree
transport and paving way, flow of energy in the network tree structure reflects the
efficiency and energy saving, get their characteristics embodied in the tree struc-
ture and internal functions are closely related with rich architecture and universal
organizing principle. Exploring the tree structure provide a new perspective of the
network and optimize the network structure, build quality system has a deeper
meaning.
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Ontology-Based Component Description
and Intelligent Retrieval

Li Liu and Youqun Shi

Abstract The key to software reuse based on component is searching for required
component from the component library. In this paper, discussion is on the tech-
nology of component retrieval based on the combination of ontology and the
multi-agent system (MAS). It uses OWL description language to have a compo-
nent descried which is based on the mode of faceted classification. Finally, a
component retrieval system based on MAS is designed and implemented, which
enables the semantic search under higher recall and precision, but also to improve
the search speed. In this way the components searched satisfy more with the need
of users.

Keywords Component description � Ontology � Component retrieval � Multi-
agent

1 Introduction

The way to retrieve the reusable component fast and efficiently has an effect on the
efficiency of software reuse in the software development directly. There are many
factors those affect the retrieval efficiency, including the friendliness of the search
interface, search strategies, matching mechanism, etc. The method of component
retrieval depends on the classification and description of the components, and the
classification of the components are ultimately reflected in the description of the
component, therefore, a reasonable classification model, a good description lan-
guage, and excellent retrieval method can improve the efficiency of component
retrieval. One of the classification models is the facet-based classification, which is
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the method widely used in the practical application, but it is a simple matching
based on the syntax level, which is lack of capabilities in representation, under-
standing, and processing of the knowledge. To solve this problem, the key is to
make the component retrieval from syntactic matching based on simple search
keywords up to the semantic matching based on knowledge. Ontology based on
facet classification description is an effective solution.

The ontology-based component description improves the semantic of compo-
nent retrieval, but with the expansion of the scale of the component library, the
increasing complexity and semantic of component, it is difficult for users to
determine the search conditions, and it is difficult to find the desired component
quickly from a large number of search results. To deal with these problems, we
propose a retrieval solution based on Multi-Agent. First of all, describing the
component based on ontology and facet and building the component ontology;
Second, establishing a multi-agent system (MAS) which is autonomous and
cognitive by creating various of Agent; Finally, achieving a component retrieval
system with flexibility, accuracy and intelligence.

2 Ontology-Based Component Description

2.1 Ontology and Web Ontology Language

Ontology is a specification of a conceptualization [1]. Ontology consists of five
main elements: Concept, Relation, Function, Instance, and Axiom. Concept is used
to indicate a set of entities or things in a particular field; relation is used to describe
the interaction of the concept and the properties of concept; Function is a special
relation; Instance is the specific thing represented by the concept, the combination
of the ontology and related instances are the so-called Knowledge Base; Axiom is
used to constrain the range of the properties of class and individual. The goal of the
ontology is to capture domain knowledge, to provide a common understanding of
the domain knowledge and determine the vocabulary in this domain, and the
definition of the relation between these vocabulary and vocabulary. So, ontology-
based component description is a solution which is not only to improve the
accuracy and integrality of the component description, but also to provide a rich
semantic for the facet-based component description.

The Web ontology language (OWL) is a semantic markup language for pub-
lishing and sharing ontology on the World Wide Web [2]. OWL is used to publish
and exchange ontology, which are formal sets of concepts, relations, and con-
straints. With the powerful abilities of the semantic presentation and the logical
reasoning, the component retrieval and composition will be easy because of the
solution of the semantic relations and accurate semantic presentation between
resources by the OWL [3].
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2.2 Component Ontology Modeling

Component model is an abstract description of the essential characteristics of the
component and the relation between components, and it is the basic definition,
development, storage, and assembly of the component. And the component clas-
sification model based on faceted classification is more common at present.
Research community home and abroad have been proposed some component
models based on facet description, such as 3C, REBOOT, and Jade Bird Com-
ponent Model. In this paper, we have defined five facets considering these com-
ponent models and the actual situation of the component library. These five facets:
component basic information facet, component classification facet, component
environmental requirement facet, component quality facet, and component func-
tions facet. Component basic information: the basic information of component,
including component identification, the size of the component, etc.

Each facet describes component in different sides, each facet has corresponding
content, as in Fig. 1

2.3 Describing the Component Based on OWL

The five main elements, which are Concept, Relation, Function, Instance, and
Axiom, are abstracted from the component in the process of building component
ontology. And relation includes four basic relations which are part-of, kind-of,
attribute-of, and instance-of. However, there are not only these four basic relations
in practical applications, but we should also increase the types of the relation,
which is not only to rich semantic of component for extension and reasoning of
semantic, but also to improve the efficiency of component retrieval.

2.4 Creating the Classes of the Component

According to the facet information from Fig. 1, component description ontology
mainly related to the five classes, which are the component basic information
(ComponentBaseInfo), the component classification (ClassifiedInfo), the compo-
nent environmental requirement (ComEnvironment), the component quality
(ComQualify), and the component function (ComFunction). In this paper,
describing the component by using the Protégé 4.2_alpha which is a visual tool
developed by Stanford University and OWL.

The following example shows how to describe the component basic information
which contains the component identification, the component name, explains how
to describe the component with OWL language. We need to abstract these
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information into classes, so we can use the rdfs:subClassOf to indicate the
inheritance between them, as is shown in Fig. 2.

The definition of the class of ‘‘the component basic information (Compo-
nentBaseInfo)’’:

<owl:Class rdf:about=" ComponentBaseInfo"> 
<rdfs:subClassOf rdf:resource="#Component"/> 

</owl:Class> 

The definition of the subclass of ‘‘the component identification (ComBa-
seInfo)’’ and ‘‘the component author (ComBaseInfoAuthor)’’:

<owl:Class rdf:about=" ComBaseInfoId "> 
<rdfs:subClassOf rdf:resource="# ComponentBaseInfo "/> 

</owl:Class> 
<owl:Class rdf:about="ComBaseInfoAuthor "> 

<rdfs:subClassOf rdf:resource="#ComponentBaseInfo "/> 
</owl:Class> 

2.5 Creating the Properties and Individuals of Component

To make the component ontology with richer semantics, we need to definite the
properties, and to determine the constraints on the properties. OWL property is
divided into Object Properties and Data Properties. Object Properties indicates the
relation between instances and Data Properties indicates the relation between
instance and the data type (e.g., string, integer, etc.).

Fig. 1 Relation of the component basic information
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In component retrieval process, we define the property of ‘‘dependOn’’, which
means a component depends on some components, and it is the transitive property.
This property provides the reasoning basis for the extension of component
retrieval. The description of this property based on OWL:

<owl:ObjectProperty rdf:about="dependOn"> 

<rdf:type rdf:resource="&owl;TransitiveProperty"/> 

<rdfs:domain rdf:resource=" #Component"/> 

<rdfs:range rdf:resource=" #Component"/> 

</owl:ObjectProperty> 

In order to describe the component basic information integrally, we need to
define some properties with constraints on these facets. Such as ‘‘has Author’’
represent ‘‘the component basic information’’ has the property of ‘‘component
author’’, and the type of this property is the string. As is described based on OWL:

Fig. 2 Relation of the component basic information
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<owl:DatatypeProperty rdf:about=" hasValue"> 

<rdfs:domain rdf:resource="#ComBaseInfoAuthor"/> 

<rdfs:range rdf:resource="&xsd;string"/> 

</owl:DatatypeProperty> 

<owl:ObjectProperty rdf:about=" hasAuthor"> 

<rdfs:domain rdf:resource="#ComBaseInfoAuthor"/> 

<rdfs:subPropertyOf rdf:resource=" #haveBaseInfoFacet"/> 

<rdfs:range> 

       <owl:Restriction> 

           <owl:onProperty rdf:resource= #hasValue"/> 

           <owl:someValuesFrom rdf:resource="&xsd;string"/> 

       </owl:Restriction> 

</rdfs:range> 

</owl:ObjectProperty> 

Finally, we create the instances named ‘‘FileTransferCom’’ which has the
function of file format conversion, and ‘‘FileUploadCom’’ which has the function
of uploading files. And ‘‘FileUploadCom’’ depends on ‘‘FileTransferCom’’. The
identification, author and type of the ‘‘FileUploadCom’’ is ‘‘10000002’’, ‘‘Three’’,
and ‘‘FileProcess’’, as shown in Fig. 3.

2.6 Component Storage

The component storage includes the component entities and the component
ontology, and we establish the relational database that store the basic information
of the components extracted from the component ontology. The component entity
stored by the file system includes source code, design, and test documentation, etc.
Component ontology and component instances store in the owl file generated by
the Protégé. Simultaneously, the corresponding relation between the component
ontology and component entities will be established through the component
identification and the component storage address, then the retrieval of the com-
ponent entities will be replaced by the retrieval of the basic information of the
components. This storage method possesses reasoning of the ontology, high effi-
ciency of the relational database and high flexibility of the file system. The
structure of the component storage is shown in Fig. 4.

In order to better management of the component entities storage, we create
some subfolders in accordance with the type of function of the components (e.g.,
files processing, database-related, network-related, etc.). For example, the source
code and related documents of the component named FileConvertCom are stored
in the folder name 1000001 together. Users can download the component through
the component storage address queried from the database of component basic
information by the component identification. The example of the component
storage is shown in Fig. 5.
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3 Retrieval of Component Based on Multi-agent

3.1 Structure and Process of Component Retrieval

On the basis of characteristics of human body and clothing structure, we divide a
whole-human body X into six parts M1–M6 in accordance with neck cross-section
[3], the horizontal of the crotch point, and the vertical surface of the armpit point,

Fig. 3 Part of relations between individuals and properties

Fig. 4 Structure of the
component storage
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as shown in Fig. 2. This division can not only follow the previous modeling to
generate torso of apparel human body but also take into account whole-human
body modeling supplying head and limbs.

Based on the research of the facet-based classification of the component model
and ontology-based component description, we designed a component retrieval
system based on Multi-Agent and the structure of this system is shown in Fig. 6.
These agents communicate with each other by using OWL-based content language
of the FIFA [4] ACL (Agent Communication Language). The component retrieval

Fig. 6 Structure of the component retrieval

Fig. 5 Example of the component storage
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system is implemented by using the standard FIPA JADE (Java Agent Development
Framework) tool as the development platform.

The system is composed of an user interface (UI), interaction agent (IA),
retrieval agent (RA), and extension agent (EA) that search for relevant
components.

• UI, where search results are displayed according to the query conditions. It also
provides functions of showing the details of the component, downloading
component, showing the evaluation of component evaluating component, etc.

• IA that is the bridge of the UI, RA, and EA. The agent encapsulates the query
conditions and sends it to RA and EA. The results are returned to UI in a
certain order.

• RA that search over the component ontology library, based on search infor-
mation provided by IA. The results are returned to IA, which passes them to UI
be properly presented to the user.

• EA that extends the results by reasoning and passes them to IA.

3.2 Example of Component Retrieval

In this example, the query conditions include function of the component, pro-
gramming language and type of function which are ‘‘upload file’’, ‘‘Java’’, and
‘‘FileProcess’’. Then we select relevant extension semantic of ‘‘upload file’’ (file
upload, file format convert and file download) by click the button of ‘‘+’’, as is
shown in Fig. 7 and the search results are shown in Fig. 8. We can see that the
results include the components we retrieved and some related components.

Fig. 7 User interface of the system
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4 Results Analysis

The precision and the recall is an important index to reflect the effectiveness of
retrieval.

Precision: Precision is defined as the number of relevant components retrieved
divided by the total number of components retrieved. Precision = Number of
relevant components retrieved /Total number of components retrieved.

Recall: Recall is defined as the number of relevant components retrieved
divided by the total number of relevant components in the index.
Recall = Number of relevant component retrieved /Total number of relevant
components in the index.

The results that are retrieved by the method of ontology-based retrieval and the
method of multi-agent and ontology-based are shown in Fig. 9.

Acknowledgment In this paper, the component is described formally by using OWL provides a
rich semantic support for the facet-based classification. Users can not only retrieve component
that is semantic matching, and can retrieve the relevant component through the relation between
components. Then, a component retrieval system based on multi-agent which provides more
precise and faster retrieval service is implemented by assigning the retrieval tasks to different
agents. The system has been implemented, but there are many aspects that need to be improved
and perfected, such as how to establish the domain ontology and the component ontology more

Fig. 8 Retrieval result

Fig. 9 Experiment results (left precision and recall, right retrieval time)
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precise that can support the extension and reasoning of the semantic better and more precise. For
the future work, we should also continue to improve the multi-agent system, such as adding
evaluation agent, user model agent, etc., for providing the higher precision and faster service of
component retrieval to users. Our goal is to implement a more personalized and intelligent
component retrieval system.
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A New Dynamic Credit Scoring Model
Based on the Objective Cluster Analysis

Gao Wei, Cao Yun-Zhong and Cheng Ming-shu

Abstract Importance of early prediction of bad creditors has been increasing
extensively. In order to solve the problem that cannot dynamically predict cus-
tomer credit and population drift, this paper presents a new dynamic credit scoring
model. Using the objective cluster analysis (OCA) method, the training set is
divided into multiple subareas, and the observation period is divided into several
periods. Then, customer credit scoring subclassifiers are established using cost-
sensitive support vector machine. The empirical results show that this new
dynamic credit scoring model will effectively decrease misclassification rate, and
increase accurate rate for bad customers prediction.

Keywords Dynamic credit scoring � Objective cluster analysis � Customer
relationship management � Data mining

1 Introduction

With the rapid development of credit industry, customer credit scoring issue is
particularly important. Customer credit scoring model is a statistical method used
to predict the probability that a loan applicant or existing borrowers will default or
become delinquent, which was founded based on the characteristics in number of
samples data in history to isolate the effects of various applicant characteristics on
delinquencies and defaults [1]. With the credit cards as well as a variety of
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personal consumption credit scale enlarging rapidly, the prevention of credit risk
becomes highly concerned issues by financial institutions. In order to provide
intellectual support for the decision makers [2], it is very important to establish the
credit scoring model matching the customer sample characteristics.

For this purpose, two types of scoring model have been extensively employed
in the credit scoring business: application scoring and behavior scoring [3].
Application scoring is used to examine the qualification of applicants for the initial
loan service [4]; Credit behavior scoring reflects changing characteristics of bor-
rowers’ behavior after the loans are made [5]. At present, most studies establish
credit scoring model aimed at new customers’ application to decide whether to
loan or not. Nevertheless, in fact, about 90 % of revenues are provided by the
existed customers [6]. Therefore, it is necessary to establish a credit scoring model
based on the existed customers behavior. Thus, we establish a dynamic credit
scoring model based on the customers behavior in this paper.

However, the existed credit scoring models need to improve in the following
two aspects: on one hand, it rarely considers the population drift problem. Char-
acteristics of the population changes fast in China, such as the increasing loan to
buy house, family car. These changes will lead to some changes in potential credit
consumption crowds and credit concept of people. It is called population drift,
which changes range and quality of sample population with the economic envi-
ronment, population structure, and way of life [7]. Population drift will lead to the
differences between single sample and total samples in the process of building
credit scoring model, so that it can’t meet the actual case. At present, the main
method of dealing with population drift is nearest neighbor algorithm [7] and
clustering method [8]. The nearest neighbor algorithm can overcome population
drift problem easily, but its computational complexity is too large, and the erro-
neous judgment is high. Therefore, it has not been widely applied. To solve the
population drift problem, Zou et al. [8] used the k-means clustering method to
cluster customers in different geographic areas, and obtained the feature similarity
customer group. However, it is difficult to accomplish the accurate segmentation
on the whole space only by single clustering method. Using clustering ensemble
technology, this paper solves the population drift problem. Meanwhile, the existed
credit scoring models are mostly static scoring models [9], which need an
observation period to evaluate the borrowers’ credit. However, the lender always
wants to learn all information about the customers’ credit, especially those bad
customers.

This paper presents a new dynamic credit scoring model based on objective
clustering analysis, which can dynamically predict the customer credit and the
population drift in credit scoring. This model can predict customer’s credit con-
dition dynamically by partitioning the observation period. Using the support vector
machine (SVM), this model shows better performance than the traditional clas-
sifiers in credit scoring models [10–13]. Meanwhile, SVM algorithmis regarded as
a basic classifier in this dynamic credit scoring model.
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2 Related Theoretical Knowledge

2.1 Clustering Ensemble

Cluster analysis has been widely applied in customer segmentation. However,
there is an ill-posed problem and no single clustering algorithm is able to obtain
satisfactory solutions for all types of datasets in customer segmentation. Cluster
ensemble emerges as an alternative approach for improving the performance of
cluster [14]. Given a set of objects, cluster ensemble is consisting of two principal
steps. At the first, it stores the results of some clustering algorithms. Then, it uses a
specific consensus function to obtain a final clustering result. Cluster ensemble can
go beyond what is typically achieved by a single clustering algorithm in several
respects [15]:

Robustness: The combination process must have better average performance
than a single clustering algorithm.

Consistency: The result of the combination should be very similar to all
combined single clustering algorithm results.

Novelty: Cluster ensemble can find a combined solution unattainable by any
single clustering algorithm.

Stability: Result with lower sensitivity can avoid noise and outliers (Fig. 1).

2.2 Objective Cluster Analysis

The objective clustering is conducted in the n-dimensional space of the customer
value index evaluated before. Objective clustering of data points is done based on
sorting a set of candidate clustering using the consistency criterion to choose the
optimized consistent clustering [16]. Here, the concept of diploes (pairs of points
close to each other) is used; one vertex of a dipole goes into one subsample and the
other into another. Thus, the greatest possible closeness of points forming the
subsamples is achieved. Then the consistency criterion is used to evaluate the
consistency of clustering groups on subsamples.

The stage-wise analysis of the algorithm is shown below:

Step 1 Computing the table of inter-point distances. The inter-point distances
are calculated as

dij ¼
Xm

k¼1

ðxik � xjkÞ2; i ¼ 1; 2. . .; n; j ¼ iþ 1; iþ 2; . . .; n ð1Þ

The distance matrix is D ¼ ðdijÞn�n.

Step 2 Determining the pairs of closest points and partition into subsets. Here
the concept of diploes (pairs of points close to each other) is used. The
clusters are to be identified in the two subsets of A \ B, C \ D. Thus, the
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coincidence of clusters is required, representing that they are consistent.
This leads to the attainment of a unique choice of consistent clustering.

Step 3 Clustering. Using the consistency criteria g, where g ¼ ðp� MkÞ=p, p is
considered the total number of vertices, Dk is the corresponding vertices.
Grouping the subsets into k - 1 clusters. Tables of inter-point distances
are to be compiled for the points of each subset A and B. Continuation of
the partitioning of the subsets into clusters and evaluation by consistency
criterion is followed from k = n to k = 2 until the smallest value of
criterion is founded. The corresponding clustering scheme is the optimal
clustering group.

Step 4 Repetition of clustering analysis on subsets A and B for all possible sets
of variable attributes.

Step 5 Singling out the unique consistent clustering.

3 Dynamic Credit Scoring Model Based on Clustering
Ensemble

In this paper, the whole procedure of the dynamic credit scoring model based on
clustering ensemble is shown in Fig. 2.

3.1 OCA Clustering Ensemble Based on Bagging

At Present, most clustering ensemble algorithms use k-means as the basic cluster,
which the number of the categories of each basic clustering algorithm is the same
and determined subjectively. Banasik et al. [17] pointed out that it could get bad
clustering results if the setting method of clustering number is settled not good
enough. Therefore, this paper uses objective cluster analysis (OCA) method as the
basic clustering. OCA algorithm based on the Group Method of Data Handling

(1)

(2)

( )H

Dataset X

Clustering 1

Clustering H

Clustering 2 Consensus

function
*

τ

λ

λ

λ

λ

Fig. 1 Diagram of the general process of clustering ensemble
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(GMDH) theory can determine the clustering number automatically, and have
strong anti-interference capability.

Clustering ensemble algorithm includes two stages: one is the generation of
multiple clustering results; the other is the combination of clustering. This article
uses the Bagging sampling technology to produce training set for clustering.
Through this technology, generates a number of training sets fsig; i ¼ 1; 2; . . .M
(M represents the number of clustering) from the original dataset X, and cluster each
training subsets si with OCA algorithm.

OCA can determine the optimal number of clustering objectively, and the
number of cluster of each cluster result may be different. So in order to fusion the
multiple clustering results, this paper uses similar matrix to fusion multiple
clustering results. For the t-th clustering result, the similar matrix Mt is expressed
below:

Mt
ij ¼

Xkt

s¼1

I i 2 Ct
s

� �
� I j 2 Ct

s

� �
ð2Þ

where, kt represents the number of clustering in the t-th result clustering; i, j is the
customer samples, 1 � i; j � n; Ct

s is the s-th class of customer sample set in the
t-th clustering result; I is the characteristic function of set Ct

s.
Consequently, the average similarity matrix for L clustering results between

sample couples can be expressed as follows:

Raw Data

Data Preprocessing

OCA Clustering Ensemble

Based on Bagging

Observation Period

Fractionizing

Classification Modeling

Results show

Fig. 2 Flow chart of the
proposed model
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�M ¼ 1
L

XL

i¼1

Mi ð3Þ

To get the final clustering result, we use similar OCA once again. The differ-
ence with OCA is that the original distance matrix D between samples is replaced
by the similarity matrix �M. This method is called OCAs.

3.2 The Partition of Observation Period

Once the dataset is clustered, the observation horizon is fractionized into several
fractional periods and separate classifier is established. This is to make a model
which predicts the borrowers’ credibility dynamically even though they not satisfy
the full observation periods. The whole observation period is T, which is divided
into n stages. t is the customer duration, j is the stage that customer belongs to.

j ¼

0 0 \ t � T
n

1 T
n \ t � 2 T

n

..

.

n t � T

8>>><
>>>:

ð4Þ

3.3 Classifier Modeling

3.3.1 Cost-Sensitive Support Vector Machine

Generally speaking, the customer type distribution is not balance. To solve the
problem, we introduce cost-sensitive learning parameters [18] to the basic model
of support vector machine (SVM) classification. For the two classification prob-
lem, suppose that the data sample set is (xi, yi), where
xi 2 Rl; yi 2 f�1;þ1g; i ¼ 1; 2; . . .; n. Dividing it into two categories by planar
f ðxÞ ¼ w � xi þ b ¼ 0, then converts solving optimization classification problem
into the following optimization problem:

min Rðw; nÞ ¼ 1
2

wT wþ C
Xn

i¼1

ni

 !

s:t: yiðwT xi þ bÞ � 1� ni; ni � 0; i ¼ 1; 2; . . .n

ð5Þ
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where, w represents weight vector; ni represents relaxation factor; C is the penalty
function to balance empirical risk and structural risk; b is bias coefficient.

We can get the optimal classification function according to [19, 20].

f ðxÞ ¼ signf
X

aiyikðxi � xÞ þ bg ð6Þ

where, kðxi � xÞ is the kernel function.
According to the characteristics of the customer credit data itself, the retention

cost caused by the wrong partition is different. Let the sample dataset is
ðxi; yi; cos tiÞ; xi 2 Rl; yi 2 f�1;þ1g; cos ti � 0ði ¼ 1; 2; . . .; nÞ, which cos ti is
the i-th customer retention cost caused by wrong partition, and related to yi. This
problem can be converted into solving the following optimization problem:

min Rðw; nÞ ¼ 1
2

wTwþ Cþ
Xn

fi=yi¼þ1g
cos tini

0
@

1
Aþ C�

Xn

fi=yi¼�1g
cos tini

0
@

1
A

s:t: yiðwT xi þ bÞ� 1� ni; ni� 0; i ¼ 1; 2; . . .n

ð7Þ

where, Cþ;C� are the penalty functions of the positive and negative samples.
To solve the optimization problem of (7), use its dual Lagrange expression:

max QðaÞ ¼
Xn

i¼1

ai �
1
2

Xn

i¼1

Xn

j¼1

aiajyiyjkðxixjÞ

s:t:
Xn

i¼1

aiyi ¼ 0

0� ai� iC
þ if yi ¼ þ1

0� ai� cos tiC
� if yi ¼ �1

ð8Þ

Then we can get the optimal classification function:

f 0ðxÞ ¼ sign
Xn

i;j¼1

aiyikðxi � xÞ þ b

( )
ð9Þ

3.3.2 Dynamic Credit Scoring Model

In Sects. 3.1 and 3.2, we can get k customer categories through OCA cluster
ensemble and n sub-observation periods, respectively. We construct k 9 n classi-
fiers using cost-sensitive support vector machine algorithm. For a specific cus-
tomer, he belongs to cluster i for the period j, which is classified applying classifier
Sij. As is shown in Fig. 3.

We can predict the customer’s credit condition without obtaining customers’
information of the whole observation period in the credit scoring model. Based on
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the dynamic credit scores results, lenders can determine whether to credit, to mail
new products to old customer and how to recoup losses when the customer account
condition is bad.

4 Empirical Study

4.1 Data Description

Data is from the credit card customers of some commercial bank in china, and
there are 13,200 samples. The index system is divided two parts: the credit scoring
index and the behavior scoring index. The credit scoring indexes contain age, sex,
education, housing, job; Behavior scoring indexes are customer behavior infor-
mation such as loan payments, consumption amount, etc. We select a period of a
time as the observation period through the historical transaction data sample and
take the next period as the performance period. Then, customers are divided into
‘‘good customers’’ and ‘‘bad customers’’ in line with the performance in the per-
formance period. We choose the credit card amounts issued in the Bank from
March to May in 2010 and set 12 months from June 2010 to May 2011 as
observation period and take 6 months from June to November in 2011 as per-
formance period.

4.2 Experiment Results Analysis

Seventy percent samples are selected randomly from 13,200 samples as training
set,and remaining 30 % as the test set. By applying cluster algorithm proposed in
Sect. 3.1, 9,240 samples of training set are grouped into three clusters. The number
of samples in each cluster is 2,361, 3,960, and 2,919 cluster. The characteristic of
each cluster is as follows. Compared with the rest of the two clusters, customers of

ij
S Structure the sub-classifier

Clusterk

Cluster i

Period 1 Period j Period n Observation period T

Cluster

Fig. 3 Construct the subclassifier
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cluster 1 are the members of the wealthy class who has the highest job rank, higher
income, own housing, and no loan. Most of the customers of cluster 2 belong to the
‘‘middle class’’ to live in a rent house or purchase house with loan. Customers of
cluster 3 appeared to be ‘‘working class,’’ mostly composed of low income level,
renting house, or living with their parents.

At the step of observation horizon fractionizing, the entire observational hori-
zon of 12 months was fractionized into 4 quarters: 3, 6, 9, and 12 months. Finally,
SVM classifiers are trained for all 3 9 4 fractions. To assess the proposed model,
the effects of clustering and fractionized observation period are investigated. First,
the effect of clustering is identified by the comparison of misclassification rate of
the validation data between the proposed model and the nonclustered single SVM
model with the same dataset. The results are shown in Table 1.

From the computational results in Table 1, the clustering is lower than the
misclassification rate of the single SVM model. Not only that, each of the three
clusters generally showed a lower misclassification rate, respectively than the
single SVM model. The average misclassification rate of the proposed model was
derived by the weight proportion of its number of borrows.

Finally, the effect of fractionized observation period can be ascertained through
the comparison of misclassification rate between the full observation model and
the fractional observation models. The value of fractionized observation period can
be verified if the misclassification rate of proposed model does not turn out to be
significantly lower than that of full observation model. We test the hypothesis that
two proportions of misclassification rate are equal. Table 2 shows the standardized
differences between the misclassification rate for fractional observation period of
0, 3, 6, 9, and 12 months. With the significance level 0.10, the value of z0.10 is
1.28. The fractional observation model begins to have significantly lower mis-
classification rate than the entire observation model from the observation period
shorter than 9 months. However, we can still say that 9 months of fractional

Table 1 Misclassification rate in each quarter

Stage Single SVM
model

Dynamic credit Scoring model based on clustering ensemble

Cluster
1(2361)

Cluster
2(3960)

Cluster
3(2919)

Average
cluster

0 months 0.298 0.305 0.314 0.264 0.293
3 months 0.283 0.293 0.302 0.231 0.275
6 months 0.281 0.241 0.252 0.198 0.238
9 months 0.278 0.259 0.233 0.193 0.229
12 months 0.254 0.248 0.221 0.176 0.215

Table 2 z1 value of misclassification rate difference

Observation period 0 month 3 months 6 months 9 months 12 months

12 months 1.778 1.463 1.364 0.737 0
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observation model shows the similar misclassification rate to that of the entire
observation model. This illustrates that 9 months of observation period is enough
to classify the borrowers credibility overall.

5 Conclusions

This paper proposes a dynamic credit scoring model based on clustering ensemble
to evaluate and predict the customer credit condition. First, the training set samples
are clustered into multiple subareas using OCA clustering ensemble algorithm to
weaken the differences among different subareas samples. Then, the entire
observation period is fractionized into several fractional periods. Finally, customer
credit scoring subclassifiers are established using cost-sensitive support vector
machine. Empirical analysis shows that our model at least has the following
advantages:

(1) Using clustering ensemble first not only makes the prediction model more
accurate than the single SVM model, but can get all kinds of customer
characteristics.

(2) The division of observation period makes the model more flexibility in
predictive time, and predicts the customer credit dynamically, improves the
problem that traditional static model can only attain the credit scoring at a
setting time point.

Consequently, the model proposed is significant in management, which helps
the decision makers who predict the high default risk of customers in time, provide
the commercial bank credit decision-making and customer relationship manage-
ment with more powerful support.
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Application of the Fully Data-Driven
Combination Model for Water Demand
Forecasting in the Mountainous Tourist
Area

Li Jie, Li Qiang, Huang Yi, Ling Liang, Fang Cheng
and Jiang Zhenzhen

Abstract For water demand forecasting in the mountainous tourist area this paper
proposes a novel approach, namely the combination of autoregressive integrated
moving average (ARIMA) model and radial basis function (RBF) neural network.
And at the same time, the combination model focuses on the characteristics of the
mountainous tourist area, which is relatively closed with a smaller scale and the
water supply curve is relatively smooth. This model depends on fully data-driven
approach, which means that it only relies on the historical data of water demand
and ignores external factors to eliminate various unstable factors including the
weather, season, tourists, and others, simplifying the model parameters. Combi-
nation model can overcome the limitations of the single model in the nonlinear
sequence processing, improve the forecasting accuracy. At last, the historical data,
which origins from the Mount Huangshan Scenic Area water supply scheduling in
2012, have been tested and achieved significant forecasting effects.
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Keywords Fully data-driven approach � ARIMA model � RBF neural network �
Combination model

1 Introduction

Water demand forecasting in mountainous tourist area is greatly important to
ensure the water for tourism, forest fire prevention, and scenic ecological pro-
tection. However, because of the special geomorphic environment in mountainous
tourist area, it is quite different between the mountain and city in water supply
dispatching mode. Affected by various factors, water demand is quite difficult to
predict due to its considerable uncertainty. Owing to a large number of factors and
heavy computation [1], traditional methods for forecasting municipal water use,
e.g., the gray forecasting [2], wavelet transform [3], and full Bayesian analysis,
and other models cannot be directly applied to the mountainous tourist area
consumption forecasting. Based on fully data-driven approach, historical data of
water supply scheduling are fully used for forecasting, and differential method for
process data in order to eliminate seasonal factors influencing on water demand,
reduce environmental variables, and influencing factors in models.

On the basis of fully data-driven approach, this paper adopts the combination
method of autoregressive integrated moving average (ARIMA) and RBF neural
network. The ARIMA model due to its simplicity, flexibility, and feasibility is
widely used in the linear prediction, but it shows poor performance in nonlinear
data processing. However, RBF neural network model shows good performance in
mining nonlinear relationship implied in the data, making up for the deficiency of
ARIMA model [4]. Combination model gives full play to the advantages of the
two models, that is, ARIMA model is used to specify the linear relationship of data
mining sequence, while RBF neural network is illustrated to fit the nonlinear error
of the data sequence, further improving the forecasting accuracy.

2 Model Introduction

2.1 ARIMA Model

ARIMA model is currently the mainstream method of time series modeling. The full
name of ARIMA model is called autoregressive integrated moving average model,
which is proposed by Geogre E. P. Box and Gwilym M. Jenkins in the early 1970s
[5]. So it is also known as the Box-Jenkins model. The formula is defined as follows:

yt ¼ h0 þ u1yt�1 þ u2yt�2 þ � � � þ upyt�p þ et � h1et�1 � h2et�2 � � � � � hqet�q

ð1Þ
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In the formula, yt is the sample value. ui (1 = 1, 2, …, P) and hj (j = 1, 2, …,
q) is the model parameter. ei is the white noise sequence obeying normal distri-
bution N(0, 1). p, q is the model order, d is the model differential frequency [6].

2.2 RBF Neural Network

Given the data being trained properly, RBF neural network exploiting the Back
Propagation learning algorithm and the recursive algorithm can be close to arbi-
trary nonlinear function [7]. RBF neural network is also called radial basis func-
tion neural network, which is efficient and feedforward. RBF neural network along
with its simple structure, fast training speed, possesses the best approximation
performance and global optimal characteristics that are prior to other feedforward
networks. Meanwhile, it is a kind of neural network as well that can be widely
used in platform recognition, nonlinear test function approximation and other
fields. First, RBF neural network processes the input sequence, if the optimal order
of RBF neural network is m, then an input sequence after treatment is as follows:

X ¼

x1; x2; . . .; xm

x2; x2; . . .; xmþ1

. . .
xn�m; xn�mþ1; . . .; xn�1

2
664

3
775 ð2Þ

RBF neural network hider layer with Gauss kernel function carries on the
nonlinear transformation of the input layer. The function is defined as follows:

RiðX0Þ ¼ exp � 1
2

X0 � Ci

ri

� �� �
ð3Þ

Among these parameters, Ci represents the RBF center of the ith hider layer
unit, ri represents the perception central point width of the ith hidden layer unit,
X0 � Ci represents the Euclidean distance [8].

3 Data Fitting of Combination Model

3.1 Data Preprocessing

Water demand data are not stationary time series, and range of data fluctuation is
larger, which would have an adverse impact on the model of training speed and
convergence speed. Therefore, data preprocessing should be conducted before
modeling to narrow data range to [0, 1]. Assuming the data processed is x0, the
maximum value is xmax, the minimum value is xmin, then the preprocessing for-
mula is defined as below:
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x0 ¼ ðx� xminÞ=ðxmax � xminÞ ð4Þ

Lastly, the predicted results are calculated with the antinormalization, its for-
mula is shown as follows:

x ¼ x0ðxmax � xminÞ þ xmin ð5Þ

Parts of the data preprocessed are demonstrated in Table 1.

3.2 ARIMA Linear Data Processing

The time series of water demand historical data not only has the linear charac-
teristics but also has the nonlinear characteristics. The linear part in the time series
can be fitted by the ARIMA model, and assuming the output sequence is Ŷt. In the
paper, the historical data of the Mount Huangshan Scenic Area water supply
scheduling in 2012 is not stationary time series, driven by only historical data of
water supply scheduling. After the d steps difference, smooth ARIMA (p, d,
q) model formula is defined as follows:

u Bð Þ 1� Bð Þdyt ¼ hðBÞet ð6Þ

In this formula, uðBÞ ¼ 1� u1B; . . .;�upBp and hðBÞ ¼ 1� x1B; . . .;�xqBq,
and {yt} stands for time series, B represents the Time-shift operator (1 - B)d

Table 1 Results Of data preprocessing

Data No.
1–15

Data No.
16–30

Data No.
31–45

Data No.
46–60

Data No.
61–75

Data No.
76–90

Data No.
91–105

Data No.
106–120

0.464 0.116 0.267 0.291 0.443 0.329 0.405 0.845
0.356 0.155 0.350 0.259 0.421 0.398 0.487 0.738
0.269 0.128 0.277 0.401 0.447 0.382 0.750 0.752
0.398 0.170 0.296 0.436 0.335 0.332 1.000 0.698
0.354 0.179 0.294 0.586 0.320 0.310 0.715 0.749
0.291 0.327 0.260 0.399 0.281 0.293 0.649 0.687
0.200 0.360 0.209 0.370 0.405 0.389 0.754 0.810
0.197 0.516 0.468 0.355 0.35 0.413 0.745 0.848
0.099 0.449 0.472 0.290 0.236 0.478 0.791 0.884
0.151 0.628 0.510 0.297 0.537 0.564 0.699 0.749
0.042 0.691 0.406 0.370 0.432 0.683 0.522 0.549
0.000 0.744 0.308 0.370 0.474 0.534 0.715 0.617
0.023 0.565 0.394 0.661 0.428 0.494 0.343 0.808
0.107 0.594 0.366 0.285 0.318 0.452 0.771 0.788
0.124 0.440 0.347 0.459 0.331 0.425 0.633 0.804

594 L. Jie et al.



means difference operator, p, d, q refers to model order, u1;u2; . . .;up and
x1;x2; . . .;xq are model parameters, et is that the mean value is zero, but refers to
the white noise with some variance.

In this case, the time series is stationary after 2 times difference, and the value
of d is 2. The selection of p, q first comes from the qualitative analysis based on
autocorrelation and partial autocorrelation graph, and then quantitative analysis is
conducted based on the smooth value of R2 and Significant value. The p, d,
q parameter selection table of ARIMA model is demonstrated in Table 2.

As it can be seen from the table, the ARIMA (1, 2, 4) parameter combination
smooth R2 and Significant value is significantly better than that of other combi-
nations, the final model is determined as ARIMA (1, 2, 4), and the fitting effect is
as shown in Fig. 1.

In Fig. 1, X-axis refers to time for the unit of day, Y-axis refers to water
consumption for the unit of ton. The ARIMA model is used to forecast the Mount
Huangshan Scenic Area water demand, and the trend of the data fitted accords with
the real data. But as is seen from the figure, there is a large gap between the fitted
data and the real data in most of the extreme points, extreme value fitting effect is
not satisfying, and there is still more room for improvement.

Table 2 ARIMA model
parameter selection

ARIMA (p, d, q) Smooth R2 Significant value

ARIMA (1, 2, 2) 0.635 0.278
ARIMA (1, 2, 4) 0.781 0.929
ARIMA (2, 2, 4) 0.660 0.640
ARIMA (3, 2, 1) 0.652 0.415
ARIMA (3, 2, 3) 0.648 0.457
ARIMA (4, 2, 1) 0.663 0.894
ARIMA (4, 2, 2) 0.657 0.0771
ARIMA (4, 2, 4) 0.654 0.379

Fig. 1 ARIMA model data
fitting
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3.3 RBF Neural Network Residual Fitting

Only using ARIMA model cannot achieve good prediction effect in extreme point.
Using RBF neural network to fit nonlinear part of the time sequence, assuming the
formula is:

et ¼ Yt � L
_

t ð7Þ

Then the sequence {et} implies the nonlinear relation of the original sequence.
So {et} is RBF neural network input layer data. Assuming the prediction results of
residual sequence {et} are N̂t which is obtained by neural network model. In order
to compare ARIMA model with combination model, the historical data of the
Mount Huangshan Scenic Area water supply scheduling are fitted by RBF neural
network shown in Fig. 2:

In Fig. 2, X-axis refers to time for the unit of day, Y-axis refers to water
consumption for the unit of ton. As it can be seen from Fig. 2, the historical data of
Mount Huangshan Scenic Area predicted only by RBF neural network, the fitting
effect is poorer than ARIMA model, and reveals great errors. The implicit cor-
relation of the data series has not been excavated, which fully reflects that only
employing the RBF neural network cannot achieve better forecasting results of
water demand forecasting in the mountainous tourist area.

3.4 Data Fitting of Combination Model

The final fitting result is the sum of linear part and nonlinear residual part.
Assuming forecasting result is Ŷ t, then its formula is described as follows:

Fig. 2 Comparison of RBF
neural network model and the
original data
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Y
_

t ¼ L
_

t þ N
_

t ð8Þ

L
_

t is equal to the linear fitting results of ARIMA model, N̂ t is defined as the residual
fitting results of RBF neural network. Data fitting results are shown in Fig. 3.

In Fig. 3, X-axis refers to time for the unit of day, Y-axis refers to water con-
sumption for the unit of ton. As it can be seen from the figure, combination model
achieves better performance than AIRMA model and RBF model. Data fitted is not
only in conformity with the trend of real data, but also much closer to the real data in
the extreme point than ARIMA model, which shows that combination model
overcomes the shortcomings of ARIMA model in the nonlinear model processing,
and reduces the model error and improves the accuracy of the model.

4 The Model Forecasting Effect

After the completion of data fitting, water demand can be predicted by the model.
This paper takes water demand data in Mount Huangshan Scenic Area in 2012 as
samples to predict subsequent 20 days of demand data. The comparison figure of
model forecasting effect is described in Sect. 4.1.

4.1 Forecasting Effect of ARIMA Model

In Fig. 4, X-axis refers to time for the unit of day, Y-axis refers to water con-
sumption for the unit of ton. The aforementioned data confirm that forecasting line
trend is in accordance with real data, which exist errors, especially in later time,
the forecasting data deviate greatly from the real data. Finally, it explains that

Fig. 3 Data fitting of
combination model
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ARIMA model is mostly applied to short-term forecasting, errors will increase as
time goes on, and performs poor in the long-term nonlinear forecasting.

4.2 Forecasting Effect of RBF Neural Network Model

In Fig. 5, X-axis refers to time for the unit of day, Y-axis refers to water con-
sumption for the unit of ton. The forecasting effect of RBF neural network model
is similar to that of its fitting effect, which presents poor forecasting effect and a
huge error between the forecasting value and true value. But as time goes on, the
forecasting error is not like the ARIMA model that increases greatly, which states
that RBF neural network model can be used to make short-term or medium-term
forecasting on the premise of low accuracy of water demand forecasting.

Fig. 4 Forecasting of
ARIMA model array

Fig. 5 Forecasting of RBF
model data
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4.3 Forecasting Effect of Combination Model

In Fig. 6, X-axis refers to time for the unit of day, Y-axis refers to water con-
sumption for the unit of ton. According to the forecasting results, it is evident that
the combination model achieves better forecasting performance than ARIMA
model and neural network, especially in the early forecasting period, which there
is a higher degree of agreement between the forecasting value and real value, and
improves forecasting accuracy of the model. Although the same error of combi-
nation model appears in the later forecasting period just like the ARIMA model,
the forecasting accuracy decreases as time goes by. But compared with ARIMA
model, forecasting effective time is lengthened, which exhibits that the combi-
nation model is more suitable for enhancing forecasting accuracy and effective
time.

4.4 Combination Model Test

After the combination model is established, this paper depends on residual analysis
to test whether it can be used to conduct data prediction. Having assumed the range
of error, then test sample error, if it belongs to the range of error, this declares that
the model gets through residual test. Test results are presented in Fig. 7.

In Fig. 7, X-axis refers to residual interval and Y-axis refers to lag phases.
Through residual analysis, it is concluded that combination model error which is in
the allowed range, can be used for water demand forecasting. In Fig. 7 of residual
analysis, the residual is relatively stable in early time, later it begins to fluctuate,
which also verifies that the combination model has a high precision for medium
and short-term forecasting.

Fig. 6 Data forecasting of
combination model
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5 Conclusions

This paper proposes a novel approach of water demand forecasting called fully
data-driven method on mountain scenic spot, which reduces the data complexity
and simplifies the model parameters. At the same time, combining ARIMA with
RBF neural network greatly improves the forecasting accuracy. The model modes
of combination model are flexible and various that can be reasonably collocated
according to the characteristics of historical data and the forecasting accuracy
requirements of the model. Judging from the historical data fitting and forecasting
results of water supply scheduling in Mount Huangshan scenic spot, it can be
clearly demonstrated that combination model performs well in short-term fore-
casting. In order to obtain a better prediction results, further research may be
conducted to combine and improve other predictive models. Furthermore, an
appropriate number of water impact factors can be added according to different
characteristics of mountain scenic spot to improve the prediction accuracy.
Combination model overcomes the limitations of single model of water demand
forecasting in the mountainous tourist area, and has significant application
prospect.

Fig. 7 Residual analysis of combination model
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Cascaded H-Bridge MV Grid and Power
Balance Control for PV Systems

Bin Zhang, Zhiyun Bao, Donglai Zhang, Tiecai Li and Zicai Wang

Abstract In this paper, a new centralized cascaded H-bridge medium-voltage
(MV) grid topology model based on the three-phase power system is established
and presented, including its control strategy. The influence that the power supply
imbalance between three phases which caused by PV array partial shading or
module mismatch of Cascaded H-Bridge is analyzed as well, based on which the
power balance control algorithm is put forward. Simulation and experimental
results show that the algorithm is effective and reliable, it improves the conversion
efficiency and grid-connected power quality, solves the key problem of cascaded
H-bridge topology used in three-phase system, provides a theoretical basis for the
development of new high-power photovoltaic grid-connected inverter.

Keywords Photovoltaic grid � Medium-voltage grid � Cascade H-bridge � Three
phases imbalance � Power compensation
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1 Introduction

At present, along with the falling cost resulted by technology development, the
subsidy for photovoltaic power generation will be less and less. After grid parity,
the photovoltaic industry will face greater development as well as more chal-
lenges. In 2012, globally, new installed capacity was roughly flat with 2011. The
converter market capacity had been up to 5.9 billion dollar on a global scale. From
2012 to 2015, the global market capacity will accumulate up to 26 billion dollar.
The inverter manufacturers will benefit more from Chinese market [1–4].

Now, the centralized topology and multistring topology are two main topolo-
gies of large-scale PV plants [5, 6]. The centralized topology reaches required
voltage and power level via photovoltaic modules connected in series and parallel
and a plurality of converters connected in parallel work to meet the power capacity
of plant’s requirement. This kind of model has the advantage of simple structure
and algorithm as well as low cost but it also has the defect that it has only one
MPPT controller, which leads to low efficiency [7]. The multistring topology also
adopts a centralized inverter grid, but it has a distributed DC-bus connected
through a DC–DC converter. If isolation is provided at the AC side, high-fre-
quency transformer is used, and if isolation is required at DC side, low-frequency
transformer is used [8]. This topology is very flexible and compatible; it decouples
the control between grid and DC-bus, allows independent MPPT control of each
string and improves the conversion efficiency of the equipment. The main disad-
vantage is the higher cost and topology complexity of having additional power
converters control systems and sensors [9].

Both configurations above commonly adopt double-level power grid structure,
which will not be able to fulfill power rating, power quality, and efficiency
requirements of the megawatt PV power station. In recent years, represented by
three-level NPC and single-phase cascaded H-bridge inverter topology, the large-
scale medium-voltage (MV) grid has been studied in depth [10–13].

Three-level NPC topology greatly improves the power rate of PV system. Yet,
as with the traditional centralized topology, this topology requires too many series
and parallel battery modules to reach required voltage and rated power [14, 15]. In
order to improve its efficiency, DC–DC converters are needed, the number of
modules in series needs to be reduced and the independent MPPT needs to be
added [16, 17].

Through multistage tandem, the cascaded H-Bridge topology provides voltage
rounds MV range, to realize that, several isolated DC modules are needed and each
of which has independent MPPT therefore the efficiency of the system transfor-
mation is improved [18, 19]. At present, the topology is mainly applied to single-
phase system. If it is introduced to three-phase system, the advantages predictable
are as follows [20, 21]:
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• The switching frequency can decrease manifold (at least three times) so that
switching losses will greatly reduced.

• It allows independent MPPT control of PV modules of each H-Bridge, greatly
increases the system efficiency.

• This system has unistructure power conversion module (H-bridge), which can
eliminate DC–DC converter, reduce the system cost, increase efficiency and
enhance system stability.

The output of system can reach the MV range. The grid-connected can be
realized without boost transformer, which cuts down the cost further and improves
converting efficiency of system.

2 Cascaded H-Bridge MV Grid Topology and Control

The cascaded H-bridge MV grid inverter topology presented in this paper is
illustrated in Fig. 1, to reach different voltage range, each phase comprises several
H Bridges (3 in Fig. 1) in three-phase power grid. Each H-Bridge is connected to a
DC capacitor for storing energy of PV array, and a number of PV components are
connected in series and parallel to reach the desired voltage and power.

Modulated using phase-shifted PWM (PS-PWM), each H-bridge itself can
produce 2 levels, in Fig. 1, 3 H bridges produce 7 levels totally. Considering
isolation, it can be realized by adding low-frequency transformer (no boost, just
1:1). Figure 2 presents the overall control system proposed in this project.

As Fig. 2 shows, the voltage of three-phase power grid gets phase information h
by digital phase-locked loop. The d axis current isd and q axis current isq can be
obtained from the three-phase current by park transform, error adjusted by the
MPPT can output a desired d axis reference i�sd while the reference current of q axis
is set as a fixed value, here i�sq is 0. The reference voltage of d axis and q axis can
be got after three-phase electric current through PI controller. After unbalanced
compensation, the 18 H-bridge PWM signal connect grid through PV inverter
successfully.

3 PV Array Power Balance Control Algorithm

The circuit in Fig. 2 can be simplified as shown in Fig. 3. Where, vca, vcb, vcc and
ica, icb, icc is the output voltage and current of each phase, respectively, represented
by the pulse power. Rs and Ls are line impedance and filter inductance. vca, vcb, vcc

is the grid voltage.
This paper presents a method used to determine whether the clock jitter existed

and to extract the characteristics of the noise, based on the contour extraction of
two-stage filter signal noise, and the basic process shown in Fig. 3.
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Equations can be listed as follows:

Ls

disa

dt
þ Rsisa ¼ vca þ vNn � vsa

Ls

disb

dt
þ Rsisb ¼ vcb þ vNn � vsb

Ls

disc

dt
þ Rsisc ¼ vcc þ vNn � vsc

ð1Þ

where, vNn is the voltage difference between node N and n. Adding the three
equations above can get following equation:

Ls

disa

dt
þ disb

dt
þ disc

dt

� �
þ Rs isa þ isb þ iscð Þ

¼ vca þ vcb þ vccð Þ þ 3vNn � vsa þ vsb þ vsð Þ: ð2Þ
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Fig. 1 The cascaded H-bridge MV grid-connected inverter topology
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The KCL equation at the node N is:

isa þ isb þ isc ¼ 0 ð3Þ

disa

dt
þ disb

dt
þ disc

dt
¼ 0: ð4Þ
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Fig. 2 The cascaded H-bridge MV grid-connected control strategy
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Supposing the three-phase voltage equilibrium, then:

vsa þ vsb þ vsc ¼ 0 ð5Þ

Simultaneous equations including (2–5)

vNn ¼ �
vca þ vcb þ vccð Þ

3
ð6Þ

It can be seen that the voltage difference between node N and n is determined
by the output voltage of three phase, no matter whether the output current is
balanced or not. This suggests that the neutral point of the converter is adjustable.
Meanwhile, the Eq. (1) reveals that vNn can affect the currents. This suggests that it
is possible to redistribute the currents by adjust vNn.

Because of the existence of filter inductance Ls, only the fundamental compo-
nent v0ca; v0cb and v0cc of the equivalent pulse power supply vca, vcb and vcc are
concerned. Supposing v0Nn is the fundamental component of vNn. When three
phases are balanced, three-phase output voltage vector can be expressed as shown
in Fig. 4a. In Fig. 4b, assuming that the A phase output voltage decreases due to
partial shading, at this point adding the same zero-sequence voltage vo to three-
phase output voltage, the fundamental component of new output voltage,
v00ca; v00cb and v00cc, can regain balance. It is said that this is a three-phase power
redistribution structure in substance. Note that the fundamental component of this
zero-sequence voltage v0o must have the same frequency phase with the A phase.

A zero-sequence voltage algorithm is proposed in this project shown in Fig. 5.
This algorithm can compute the weight of each power through monitoring the PV
array output power, then weighted max–min sequence can be generated by the
traditional max–min sequence adjustment algorithm, and achieve the purpose of
adjustment in power of each phase.

v'ca

v'cb

v'cc

N

v'Nn=0

v'Nn

v'Nn =0

v'ca

v'cb

v'cc

N

v'Nn =0

v'Nn

v'Nn =0

(a) (b)

Fig. 4 Three-phase fundamental vector and v0Nn: a balanced output, b unbalanced output

608 B. Zhang et al.



4 Simulation and Experiment

In this section, the simulation model in Fig. 4 is established. The control archi-
tecture is shown in Fig. 5. The design of grid voltage and total power is 3.3 kV and
1.5 MVA, respectively. Supposing that light intensity of PV array for A phase
drops to 65 % of the origin at t = 0.15 s, but there is no imbalance compensation
at this point, the inverter output voltage, current, and power are as shown in Fig. 8.
The figure shows that output voltage and current of A phase drop as the sunshine
intensity drops. And the grid current is imbalanced seriously, in addition, the
output power of the other two phases oscillate frequently, which decreases system
efficiency (Fig. 6).

Figure 7 shows the zero-sequence voltage vo given by weighted max–min
sequence algorithm. Once the light is imbalanced, fundamental component of vo

has the same frequency and phase with A phase. Output waveform of the inverter
is illustrated in Fig. 8 when the weighted max–min sequence algorithm shown in
Fig. 5 is adopted. Although the A phase output voltage falls and the three-phase
output current overall decline, there is no unbalanced current. And the three-phase
output power works more stable at the maximum power point. This method
obviously improves the conversion efficiency.

For the cascaded H-bridge grid-connected PV topology proposed in this paper,
a small-scale experiment platform has been established. The single-phase PV input
voltage is 1000 V DC. Its grid-connected voltage is 380 V AC. Each phase con-
tains 3 H bridges in series. There are 9 H bridges totally, which can produce a
7-level output, as shown in Fig. 9.

Using nine independent DC power supply acting as solar panels, under resistive
load, 7-level inverter output voltage and current is illustrated in Fig. 10. It shows
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Fig. 5 Three-phase imbalance weighted max–min sequence algorithm
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that though the 9 H bridges have different inputs, that is there is imbalance
between 3 phases, the 3-phase output current is balanced. So power redistribution
has been accomplished.

Using nine independent DC power supply acting as solar panels, the experi-
ments was carried out under conditions for different input power, just as Table 1
shows.

Figure 11 shows the 3-phase output current under grid-connected condition.
Because that grid itself contains larger harmonic and that grid-connected current is
smaller (The rated power is 20 kW, limited to the power of the solar simulator,
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actual power is 1.45 kW.), the output current harmonic increases steeply compared
to the situation of under resistive load. At the same time, it is not difficult to see
that the fundamental current of three-phase output still maintains a good balance.
These verify the effectiveness of the proposed algorithm.
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Fig. 10 Output voltage and current waveforms under resistive load

Table 1 Input power of H bridges for 3 phases

PCH1 (W) PCH2 (W) PCH3 (W) PSUM (W)

PA (W) 124.2833 152.37 161.8803 429.8525
PB (W) 145.6822 163.7127 171.4073 492.8607
PC (W) 159.887 176.778 190.9853 524.273

Ia Ib
Ic

5ms/div1A/div

Fig. 11 Output current waveform under grid-connected condition
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5 Conclusion

A new large-scale cascaded H-bridge PV MV grid-connected inverter technology
is presented. It is based on three-phase power system. And the power balance
control algorithm is put forward, which can effectively suppress the unbalanced
effect caused by partial shading or module mismatch, improves the conversion
efficiency and provides a theoretical basis for the development of new high-power
photovoltaic grid-connected inverter.
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Research of Automatic Scoring System
of Ship Power Automation System

Wei Nie, Ying Wu and Dabin Hu

Abstract Because the training cost of ship power automation system is high and
training security is difficult. Simulation system provides an efficient platform.
Combined with the current operating of the simulation system and advanced
methods and technology, this paper promotes a way to build the automatic scoring
system and realize the scoring arithmetic. The practical needs of training evalu-
ation of ship power automation system were analyzed. Functional requirements
and working principle of automatic scoring system was introduced. Finally, the
methods of system implementation are discussed.

Keywords Ship power automation system � Automatic scoring system � Simu-
lation system � Scoring arithmetic

1 Introduction

When the real ship training can no longer meet the growing needs of seafarers,
people was looking for more efficient, safe, and cost-effective training methods.

The ship power simulation system has realized that the students entering the
cabin have the feel of presence, which established a virtual ship power automation
system operation environment to make the operator operation with the real boat
scene. Many countries [1, 2] have begun to carry out the research and production
of the marine simulator. More simulation training system that is better and closer
to the real ship is constantly being produced.

Automatic Scoring system is to use programming techniques to automatically
assess operation ability of students through a predetermined algorithm, which is
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based on expert knowledge and practical experience of technical personnel [3].
The scoring system could manage the training and examination process and
analysis assessment identify the weak link of the trainers. It not only has improved
the examination efficiency and fairness of the assessment, but also has saved a lot
of funding. The scoring system has been applied to practical ship power simulation
system and has received a good effect. This paper presents a method to build
automatic scoring system for simulator training, which has been applied to sim-
ulation system training. The basic principles and main components have been
discussed. The key technologies to achieve the system have been described.

2 The Introduction of Simulation System of Ship Power
Automation System

Simulation system training is the products of modern science which achieve the
purpose of training students.

In the traditional way of training and examination, the ability of students
operation relies on the teachers’ assessment. After students operate the devices, the
teachers judge the level of operation, and finally give grades. Scoring system is to
replace the role of coaches, and implements scoring method of coaches by a
computer. Automatic scoring system combined with programming techniques and
data analysis method to realize scoring.

A ship power automation system consists of the simulation computer module,
Monitoring system, the man-machine interface module, PLC controller, other
terminal node module, and auxiliary support module [4]. All consoles of simu-
lation system are consistent with the real ship, including the arrangement of
equipments, the placement of the module, and the sounds of the simulation of real
ship. Therefore, the students have a strong sense of reality.

The simulation computer module connected PLC controller with a TCP/IP
protocol which form a star topology network structure. It ensure that the data and
efficient real-time transfer. The simulation support platform [3–5] software was
used for three functions, including the dynamic, steady-state simulation of the
main equipment of the ship power system, the operation simulation of normal and
fault conditions of the power system, and the data interconnection with other
systems.

Monitoring software is similar to a bridge in the system’s data flowing. It can
exchange the data with other software and obtain the data recording the operation
information of students from the consoles. PLC controller which connected to the
hardware devices of the consoles communicates with simulation software through
the monitoring software. So, PLC controller can timely transfer the state of switch
and the button to monitor software.

The man-machine interface module of the simulation system is analog disc
input capture and output effect. Although these devices cannot afford a key role, it
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is the guarantee that the logic of the system is running correctly. It provides a lot of
hardware drivers to support external hardware device for read and write operations
on the hardware. Figure 1 shows the principle of simulation system of ship power
automation system.

3 The Basic Principle and Function of Automatic
Scoring System

Automatic scoring system is to use programming techniques to automatically
assess operation ability of students. A good scoring system should be able to
genuinely orient to the object of assessment tasks for training. The function of
automatic scoring system of engineer training simulator is that evaluates the
operation of the students and gives the results of the assessment after the students
operated the test subjects. It can not only score the operation, but also can manage
the appraisal process, analysis, and save the data in the examination process.

3.1 The Working Principle of Automatic Scoring System

The automatic scoring system mainly consists of interactive interface, scoring
algorithm and the database. The main components of the database include the
operation information of students, scoring criteria, and basic personal information
and examination results. In examination, data information was recorded in the
database by a fixed period. Scoring algorithm is to use programming techniques to
automatically assess operation ability of students through, which is based on
expert knowledge and practical experience of technical personnel that are restored
in the database as the assessment standard.
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system
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PLC controller
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The correlative 
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The equipment 
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 other terminal 
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Fig. 1 The principle of
simulation system of ship
power automation system
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Monitoring software stored the data information of students’ operation infor-
mation in the database. Monitoring software realize the data interface between
hardware and software. It can exchange the data with other software by API
interfaces. It obtains the data recording the student’s operation information from
the consoles. In the process of general training [5, 6], the teacher makes the
judgment to the student’s operational level after the end of operation. The tea-
cher’s specialized knowledge and practical experience have played the decisive
role in this process. It is an invisible criterion in the assessment process. Figure 2
shows the main components and principles of the automatic scoring system.

3.2 The Analysis of Functional Requirements

If engineer training simulator has not the automatic scoring system, the assessment
of the operation of the candidates relies on teacher’s judgments. Although the
methods are very low efficiency and requirements for examiner are very high, it
has accomplished three tasks [7].

(1) Management of the appraisal process.
(2) Control the operational status of the assessment.
(3) To play a reasonable score for the operation of the candidates.
(4) To analyze information and examination results of the appraisal process

preserved.

So the automatic scoring system should contain those functions. At the same
time, the development of scoring system is based on already mastered operation of
the use of the power system simulator operating principle, and already knows the
method of scoring algorithms and software implementations.

The software composition of ship power automation system generally can be
divided into the testing soft of circuitry module and the simulation training system.

database
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Monitoring Software

Communication

Interactive interface

The automatic scoring system

interfaces

interfaces
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terminal node
module

PLC controller
Fig. 2 The main
components and principles of
the automatic scoring system
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The testing soft of circuitry module is divided into function testing and fault
testing, which mainly were used for the inspection and the possible fault detection
of circuit module function of control system. The main role of simulation training
system is to establish simulation model of control object, realize sound simulation,
and examination scores. It consists of simulation software, control software, and
sound simulation system and evaluation system.

4 The Scoring Algorithm and Soft Design

The scoring algorithm is an important work in the system design, and a reasonable
and efficient scoring algorithm system is very important for the establishment of
the automatic scoring system.

After analysis of a variety of methods, this paper used a more efficient algo-
rithm, expert system combined with the analytic hierarchy. Through classifying
the possible errors of students’ operation, there can be established the math mode
of evaluation.

4.1 Scoring Arithmetic

The expert system theory makes use of all aspects of specialist expertise and
practical experience as the standard of the automatic scoring. By certain reasoning
mechanism, the computer identify the current applicable knowledge from the
initial facts, constitute a set of applicable knowledge, and then according to some
conflict resolution strategies. By analyzing the recording data, the scoring system
obtained operation time steps, instrumentation, and indicator of changes in the
situation.

The basis of the automatic scoring system [8] is trainer’s expert knowledge and
the practical experiences, which are saved in the database by the rule form as the
scoring criteria, taking the expert system theory as the instruction. The basic form
of rule representation is as follows:

If P then Q
Where P is the premise of the rule, Q is the conclusion.
Simulator operation error can be divided into the following categories [9].

(1) Significant operational error may endanger the safety of the ship personnel, to
damage equipment, and result in significant security incidents.

(2) Medium operational errors, will not endanger the safety of personnel, but
may result in equipment damage and affect the normal operation of the ship.

(3) General operation errors will not be harm for general equipment and per-
sonnel, but do not meet the correct operating procedures.
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Analytic hierarchy was applied in training inspection of grading effectively and
simple method. Analytic hierarchy made comprehensive evaluation to something
using fuzzy mathematical tools. In automatic scoring system, factors set are the
projects and subprojects that trainees have chosen, judgments can be set according
to actual situation, and evaluation matrix is computed by a predetermined program
algorithm. The weight vector of comprehensive evaluation can be carried out
during operation of the system by appointed trainers, adjusting the weight value as
the new default value which covers the original value.

4.2 The Realization of Automatic Scoring System

The technical problems of the system development process includes achieving
students’ operating data, data preprocessing, realizing scoring algorithm, a good
man-machine interface development, and database issues.

The automatic scoring system has developed aim at the simulation training of
ship power automation system. The simulation modeling software of simulation
system is SimuEngine. KingView soft is monitoring software. Figure 3 shows the
principles of data visit between the software.

The KingView soft can get the operation information of the console through the
OPC protocol. SimuEngine gains the data message which needs from the King-
View. By SQL function, the KingView visit the data information of automatic
scoring system. Automatic scoring system feedbacks the data to the KingView
after that the examination has been graded.

The design goal of automated scoring system software includes the following
aspects.

(1) Establishing evaluation mechanism of actual operation ability of Inspection
personnel. According to evaluation mechanism, the system could give rea-
sonable results of different aspects, such as proficiency, discharge fault of
ability, and knowledge.

(2) Conducting comprehensive records of the results of the assessment. Through
the analysis of recorded data, it could master the evaluation of the learning
situation.

(3) Evaluation system can modify evaluation parameters, including the scoring
rules and scoring parameters. The system can modify rules within the juris-
diction and set scoring parameter, such as the weight vector, etc.

(4) According the projects that trainee chose, the automatic scoring system
automatic scoring system gives a reasonable grading by the predetermined
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Fig. 3 The principles of data visit between the software
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algorithm. It can manage trainee’s basic information, to input and save the
trainee’s profile, to call and display exam information, such as comprehensive
results, operating procedures, error steps, and so on, to print and archive the
error information.

Figure 4 shows the operation flow chart of automatic scoring system.
Through the operation of students, it is not only to find errors and defects of the

system, but also adjust the distribution of weight coefficient to scoring algorithm,
which makes the score of the results more credible. In the process of testing of
simulation system, there was constantly revising rating system to make them work
together closely.

5 Conclusion

Scoring system of ship power automation system is a great help for training and
teaching. A design method of automatic scoring system and the solutions of the
key technology were introduced. By Analyzing the recorded data, it can be known
that the operator have operated the equipment steps in the evaluation process,
which provide the basis for further assessment. After analysis of a variety of
methods, this paper used a more efficient algorithm, expert system combined with

Run the automatic 
scoring system

Choose the items 
of operation

Begin examination
Student operation 

 Initialization 
Judgement 

Output the grade and  the 
process information

Exit system

End operation
give the error initial state 

Yes

No

 Examination fault

 Examination
accomplish 

Yes

No

Fig. 4 The operation flow chart of automatic scoring system
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the analytic hierarchy, which is the basic of a reasonable and efficient scoring. The
implementation method of automatic scoring system also was researched. In
practice, it has achieved very good results.
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Investigating Individual Driver
Performance: Applying DEA
on Simulator Data

Seddigheh Babaee, Yongjun Shen, Elke Hermans, Geert Wets
and Tom Brijs

Abstract The main purpose of the present study is to investigate individual driver’s
behavior by using the data from a driving simulator, in order to distinguish the best
drivers and identify the problematic behavior of ‘‘underperforming’’ drivers. To this
end, 129 participants with different age and gender were enrolled to take part in a
particular simulator scenario (i.e., curve taking) and their speed, acceleration, and
lateral position, the three most important driving performance indicators based on
literature review, were monitored at various points (before, during, and after the
curve) while driving a STISIM simulator. As a widely accepted tool for performance
monitoring, benchmarking, and policy analysis, the concept of composite indicators
(CIs), i.e., combining single indicators into one index score, was employed, and the
technique of data envelopment analysis—an optimization model for measuring the
relative performance of a set of decision making units, or drivers in this study—was
used for the index construction. Based on the results from the model, all drivers were
ranked, and valuable insights were gained by comparing the relative performance of
each driver. Finally, the sensitivity of the results was examined.

Keywords Data envelopment analysis � Composite indicators � Driver‘s relative
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1 Introduction

Road safety continues to be one of the world’s most serious public health issues.
Although road safety actions taken so far have been effective, the number of road
fatalities and casualties remain unacceptably high. Every year, the lives of almost
1.24 million people are cut short as a result of road traffic crashes, and around
20–50 million more people suffer non-fatal injuries, with many incurring a dis-
ability as a result of their injury [1]. Accordingly, the United Nations has declared
the period 2011–2020 as the ‘‘Decade of Action for Road Safety’’. The aim is to
stabilize and then to reduce mortality caused by road crashes worldwide (http://
www.who.int/roadsafety/decade_of_action/plan/en/).

To make progress on road safety, it is widely agreed that rather than focusing
only on crash data, more policy attention should be paid to the underlying risk
factors influencing safety, which can be classified as related to human, vehicle,
road, and environment. As mentioned in a large number of in-depth accident
investigation studies, inappropriate road user behavior is the major contributory
factor in over 90 % and the sole cause in 57 % of all crashes [2, 3, 4]. Moreover,
following from the modal split (and the majority of kilometers traveled by drivers),
drivers represent a large share in the number of road fatalities (see Table 1) [5]. As
a result, better understanding the behavior of different drivers is an essential
component for future safety improvements on the roadways of the world.

Over the last decades, although numerous studies have been carried out with the
purpose of investigating driver behavior on safety, there is limited research on
individual driver risk in the traffic and human factor engineering field. This is an
important gap because identifying and analyzing high-risk drivers will greatly
benefit the development of proactive driver education programs and safety
countermeasures. Therefore, the aim of this study is to evaluate relative perfor-
mance of (car) drivers at the individual level, using data from a fixed-based driving
simulator. The technique of data envelopment analysis (DEA) in general, and the
multiple layer DEA-based composite index (CI) model in particular, are employed
which to our knowledge is the first time that DEA is used for the evaluation of
drivers’ performance. The results will lead to distinguish the best drivers and
advise some improvements to the underperforming drivers.

2 Methodology

Data Envelopment Analysis (DEA), originally developed by Charnes, Cooper, and
Rhodes (CCR) in 1978 [6], is a non-parametric optimization technique that uses
linear programming to measure the relative efficiency of a set of decision making
units (DMUs), or drivers in this study. It has become an alternative and a com-
plement to traditional central-tendency analyzes and has a number of advantages.
As Golany and Roll [7] pointed out, DEA can be applied to: identify sources of
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inefficiency, rank the DMUs, evaluate the effectiveness of programs or policies,
and create a quantitative basis for reallocating.

In recent years, there has been an increasing interest in the application of DEA
for composite indicator construction, in which single indicators are aggregated into
one index score that provides comparisons of DMUs in complex and sometimes
elusive policy issues. Since the first DEA-based CI proposed by Melyn and
Moesen [8], various indexes have been developed by using the DEA technique.
The environmental performance index [9], the human development index [10], the
macro-economic performance index [11], the sustainable energy index [12], the
internal market index [13], the technology achievement index [14], and the road
safety performance index [15], are examples among others. Furthermore, as a
valuable extension of the basic DEA-based CI model, Shen et al. [16, 17] proposed
a generalized multiple layer DEA model (MLDEA) and a MLDEA-based CI
model, which took the layered hierarchy of indicators into account.

More specifically, suppose that a set of n DMUs is to be evaluated in terms of
s indicators (y) with a K layered hierarchy, the MLDEA-based CI model can be
formulated as follows [16]:

CI0 ¼ max
Xs

f1¼1

ûf1 yf10

s:t:
Xs

f1¼1

ûf1 yf1j� 1; j ¼ 1; . . .; n

X

f12A kð Þ
fk

ûf1

, X

f12A kþ1ð Þ
fkþ1

ûf1 ¼ w kð Þ
fk

fk2A kþ1ð Þ
fkþ1

2 H; fk ¼ 1; . . .; s kð Þ; k ¼ 1; . . .;K � 1

ûf1 � 0; f1 ¼ 1; . . .; s

ð1Þ

where s(k) is the number of categories in the kth layer (k = 1, 2, …, K). s(1) = s.

A kð Þ
fk

denotes the set of indicators of the fth category in the kth layer.

w kð Þ
fk

denotes the internal weights associated with the indicators of the fth cat-
egory in the kth layer, which sum up to one within a particular category. H denotes
the restrictions imposed to the corresponding internal weights.

Table 1 Share of road fatalities by road user type and road category [24]

Road user type Rural (%) Motorway (%) Urban (%) Total (%)

Driver 69.10 61.07 50.47 61.31
Pedestrian 10.68 10.65 36.70 20.78
Passenger 20.16 28.22 12.81 17.87
Unkown 0.05 0.05 0.02 0.04
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The main idea of this model is to first aggregate the values of the indicators
within a particular category of a particular layer by the weighted sum approach in
which the sum of the internal weights equals to one. With respect to the final layer,
the weights for all the sub-indexes are determined using the basic DEA-based CI
approach. In general, the model (1) reflects the layered hierarchy of the indicators
by specifying the weights in each category of each layer. Meanwhile, by restricting
the flexibility of these weights, denoted as H, consistency with prior knowledge
and the obtainment of acceptable layer-specific weights are guaranteed, which
cannot be realized in the one layer model. For the detailed deduction process of the
model, we refer to Shen et al. [16, 17].

3 Indicators of Driving Behavior and Their Definition

In general, driving behavior is the vehicle control in longitudinal and transverse
direction. According to the European ‘‘Safety Handbook in Secondary Roads’’
[18], the speed, acceleration, and lateral position are the three most common
parameters to describe and analyze the behavior of a driver. These parameters are
physical and geometrical values which can be measured or calculated.

3.1 Speed

The speed is the distance traveled divided by the time of travel. Basically, there are
two different speeds: the speed which is only influenced by the traffic facility and
the environment and the speed which is additionally influenced by traffic. To
investigate the impacts of road geometry and environment, a speed which is not
influenced by traffic should be considered. For this purpose, the spot speed can be
used which is the speed in a defined spot at a defined time.

3.2 Acceleration

The acceleration is defined as the speed change within a time interval. Regarding
the direction of acceleration, there is longitudinal and transverse acceleration. The
longitudinal acceleration is a value of speed change and can be used, as well as the
centrifugal acceleration, as comfort criterion which gives information about how
fast a driver changes the speed or which curve speed is accepted.
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3.3 Lateral Position

The lateral position is the position of the vehicle within a lane. It is a geometrical
value which is, e.g., the distance between the center of the road and the vehicle’s
longitudinal axis. This indicator gives the possibility to analyze the driven track.
Especially in curves the lateral position of cars is a perfect indicator to investigate
corner cutting.

4 Data Collection and Analysis

This study aims to investigate the driving behavior of different drivers in and
nearby a curve. Horizontal curves, particularly on two-lane rural roads, have been
recognized as a significant safety issue for many years: crash rates are 1.5–4 times
higher on horizontal curves than on straight road sections, and 25–30 % of all fatal
accidents occur in curves [19].

In doing so, 129 drivers—aged between 18 and 54 years old—were enrolled to
drive, using a fixed-based high-fidelity driving simulator (STISIM M400; Systems
Technology Incorporated), in an existing stretch of two-lane rural road in Belgium
with a left-oriented compound curve, preceded by a long tangent and characterized
by complex geometrical alignment. Data on the three aforementioned driving
performance indicators, i.e., speed, acceleration, and lateral position, are collected
from the simulator.

4.1 Data Processing

Data analysis for these three indicators are based on values obtained at eight
different measurement points along the driving scenario, i.e., P1 = 500, P2 = 166
and P3 = 50 m before curve, P4 = curve entry, P5 = middle curve, P6 = curve
end, and P7 = 50, P8 = 100 m after curve, for each driver. Before using the raw
data in the model, the following process was conducted for each point, separately.

4.1.1 Speed

Apart from the emergency services, nobody should drive faster than the legal speed
limit. As a result, based on their driven speed, i.e., below or equal to 70 km/h on
the one hand and above 70 km/h on the other. Next, by using hierarchical cluster
analysis in SPSS, each group is further divided into several sub-groups. Finally, all
the sub-groups were assigned ascending grades starting from 1, illustrating the
degree of each driver’s performance, so that the lower the grade, the better the
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performance. This process is carried out in each of the eight points, respectively.
Table 2 shows the results of clusters at point 1 (500 m before the curve) given the
posted speed limit of the road in the simulated and real environment of 70 km/h, all
the drivers are first divided into two groups.

4.1.2 Acceleration

Like speed, the hierarchical cluster analysis is applied on the acceleration data at
different points. As a result, each group is allocated a grade indicating its per-
formance. Table 3 shows an example of grading at point 4 (curve entry).

4.1.3 Lateral Position

Since the road width in the simulator scenario is 2.8 m, based on the average
passenger car dimension, drivers are assigned a grade according to Table 4. A
score of 1 indicates best performance because he/she drives in almost the middle
of the lane, while a score of 3 is given to the worst performers because they pass
either the center-line or edge-line of the road. Finally, drivers not belonging to
these two groups are assigned a score of 2.

Table 2 The threshold of speed clusters at point 1 (500 m before the curve)

Drivers driving with a speed B70 Km/h Drivers driving with a speed [70 Km/h

Speed range Nr. of drivers (%) Grade Speed range Nr. of drivers (%) Grade

(68.54, 70.00) 35 (27.13%) Nr. 1 (70.53,77.47) 43 (33.33%) Nr. 4
(64.66, 68.15) 19 (14.73 %) Nr. 2 (77.58, 86.07) 20 (15.50%) Nr. 5
(59.03, 61.59) 8 (6.2 %) Nr. 3 (96.25, 106.00) 4 (4.65%) Nr. 6

Table 3 The threshold of
acceleration clusters at point
4 (curve entry)

Threshold for ‘‘Acceleration’’ in point 4

Acceleration range Nr. of drivers (%) Grades

(0.273, 0.736) 43 (33.33%) Nr. 1
(0.751, 0.920) 36 (27.91%) Nr. 2
(0.936, 1.126) 24 (18.60%) Nr. 3
(1.151, 2.439) 26 (20.16%) Nr. 4

Table 4 The threshold of
lateral position clusters

Threshold for ‘‘Lateral Position’’ Grades

1.3 B LP B 1.5 Nr. 1
0.95 \ LP \ 1.3 or 1.5 \ LP \ 1.85 Nr. 2
LP B 0.95 or LP C 1.85 Nr. 3
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4.2 Model Preparation

In this study, the MLDEA-based CI model is applied to evaluate the driving
performance of each of the 129 drivers by taking into account all the 24 hierar-
chically structured indicators (see Fig. 1). In doing so, the model (1) is restructured
by minimizing the resulting index score,1 subject to the condition that the set of
weights obtained in this manner for each driver must also be feasible for all the
other drivers included in the calculation.

With respect to the weight restrictions, for the first layer, the driving perfor-
mance during the curve is considered to be more important than before or after the
curve. Therefore, a relative weight restriction is given ensuring that the indicators
in and during the curve, i.e., at points P4, P5, and P6, receive a higher weight than
the other points. Regarding the second layer, to guarantee that all the three indi-
cators of driver behavior—speed, acceleration, and lateral position—will be used
to some extent by the model, the share of each of these three factors in the final
index score is restricted to be equal with 30 % variability, which thereby lies
between 0.233( = 1/3 9 0.7) and 0.433( = 1/3 9 1.3), respectively, as lower and
upper bound, yet is rather broad to allow a high level of flexibility.

5 Results

5.1 Index Scores and Drivers Ranking

By the application of the MLDEA-based CI model, 24 driver performance indi-
cators are now combined into a composite index score for each driver by selecting
the best possible indicator weights under the imposed restrictions. As a result, the

Second layer

First layer

Fig. 1 Hierarchically structured driving behavior indicators

1 Remember that the raw data have been transformed on an ordinal scale with 1 representing the
best category.
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index score of each driver is calculated in relation to all the other drivers. In case
the lowest possible index value is equal to 1, a best performer is identified. Un-
derperforming drivers will obtain an index value larger than 1. Apart from iden-
tifying the best performing and underperforming drivers, it is possible to rank them
based on their calculated index scores (see Table 5).

Moreover, Table 6 shows the categorization of the drivers into five groups
based on their index scores. Drivers with index score larger than 1.25, typically
should receive additional training or performance review by supervisors. Fur-
thermore, it is possible to help each driver to improve his/her performance by
means of training in the aspect of the most problematic parameter.

5.2 Comparison of Drivers in Terms of Driving Performance
Indicators

In order to make comparison between best performing and underperforming
drivers, their performance in each aspect is depicted in the following sections.

5.2.1 Speed

Speed is at the core of the road safety problem. Very strong relationships have
been established between speed, crash risk, and severity. In fact, speed is involved
in all accidents: no speed, no accident. In around 30 % of the fatal accidents,
speed is an essential contributory factor [20]. At a higher speed, it is more difficult
to react in time and prevent an accident. Figure 2 shows the speed of best per-
former versus two worst performers. The two underperforming drivers are

Table 5 Drivers’ ranking

Driver’s
Nr.

48 49 47 106 … 95 21 74 84 28 63

Index
score

1 1 1.003 1.019 … 1.984 1.991 2.006 2.015 2.039 2.088

Table 6 Drivers categories

Performance Index score Nr. of drivers each group Percentage drivers (%)

High 1 2 1.55
Relatively high (1, 1.25] 45 34.88
Medium (1.25, 1.5] 45 34.88
Relatively low (1.5, 1.75] 19 14.74
low [1.75 18 13.95
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distinguished as worst performer either because of their high speed or evasive
changes during curve. The best performer, on the contrary, drives smoothly bel-
low posted speed limit.

5.2.2 Acceleration

The total acceleration can be decomposed into longitudinal acceleration and lateral
acceleration. The longitudinal acceleration, indicating how fast a driver changes
her/his speed, is shown in the left-hand side of Fig. 3. According to Lamm and
Chouriri [21], the observed deceleration rates when approaching horizontal curves
should not be significantly different from -0.85 m/s2. Even though others [22]
proposed higher acceptable values between -1.34 and -1.8 m/s2 it can be seen
that the worst-performer exceeded dramatically the maximum threshold when
approaching and leaving the curve. On the other hand, the lateral acceleration—
indicative of how fast a driver changes her/his direction, shown in the right-hand
side of Fig. 3—confirms inappropriate driving behavior of the worst performer.

Fig. 2 The speed of the best performer versus two worst performing drivers

Fig. 3 The acceleration of the best performer versus the worst performer
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5.2.3 Lateral Position

When driving, it is commonly accepted that the higher the variability in the lateral
position of a vehicle, lesser the safety of driver [23]. By comparing the perfor-
mance of the best performer and the worst performer with respect to their lateral
positions in this experiment shown in Fig. 4, it is easy to see that the worst
performer was involved in more dangerous situation. However, according to the
threshold of lateral position indicated in Table 4, it should be noted that although
the best performer in this experiment was doing obviously better than the worst
one, he was still not doing perfect, especially when he was entering and leaving the
curve.

6 Sensitivity Analysis

It is important to rigorously investigate the robustness of the indexes or the sta-
bility in the output (i.e., drivers’ ranking) given small changes in the indicator set.
Hence, we considered following 8 scenarios: in scenario 1, the point 1 (500 m
before curve) is excluded; in scenario 2, the point 2 (166 m before curve) is
excluded, and so on. In each scenario, the index score of each driver was recal-
culated. The results for the 10-first and 10-last drivers in the ranking are presented
in Fig. 5, which provide insight into the sensitivity of each driver’s scores with
respect to each scenario and indicate driver nr. 48 as a robust, overall best per-
forming driver who obtains an index score of one in all the scenarios.

Fig. 4 The lateral position of the best performer versus the worst performer
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7 Conclusion and Future Research

In order to measure the multi-dimensional concept of driving performance which
cannot be captured by a single indicator at one point in time, we investigated in
this study the construction of a composite driving performance index for driver’s
evaluation. In doing so, a multiple layer DEA-based composite index model was
applied on a hierarchy of driving performance indicators. Based on this model, the
most optimal driving performance index score for each of the 129 drivers was
determined by combining all the 24 hierarchical indicators. Apart from identifying
the best performing and underperforming drivers, all drivers were ranked based on
their calculated index scores, and their relative performance with respect to speed,
acceleration, and lateral position was compared. In addition, robustness of the
results was checked by means of sensitivity analysis. Based on the results, it would
be useful to train particular drivers in different tasks in the simulator, according to
each driver’s weakness.

Future research on the composite driving performance index can be done
concerning the data, i.e., adjusting the model in order to allow the use of raw data
instead of assigned grades to different indicator clusters. In addition, other road
types or other sections of road (e.g., intersections) as well as roads with different
speed limits may be considered.

Fig. 5 Boxplot of drivers when eliminating indicators at one point at a time (10-first and 10-last
drivers in the ranking)
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Military Information System Access
Control Architecture Based
on SDO-ARBAC Model

Lin Sun, Yan Jin, Hao Liu and Fangsheng Li

Abstract Having reasonable military information system (MIS) access control
architecture, is the important premise and foundation of its safe access. By
describing the basic design of its access control architecture, in this paper, access
control architecture center, hierarchical structure, and access control workflow of
Security Domain Oriented-Administrative Role-Based Access Control (SDO-
ARBAC) are discussed, SDLACA access control architecture based on SDO-
ARBAC is put forward, which provides theoretical reference for bettering MIS
access control architecture.

Keywords Security domain � Architecture centre � Access control � Domain
management

1 Introduction

With wide military using of information technology, military information system
(MIS) access control has become a key problem, which affects the whole com-
mand information system and its resource security, and its performance and
application. Studying on the theory and technology of command information
system access control, is of great realistic significance of advancing its healthy
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development and application, ensuring generating and strengthening of its sup-
porting capability, and forming systematic operational capability based on infor-
mation system. And bettering MIS access control architecture is the important part
of realizing MIS cross-domain access control.

2 Basic Design of MIS Access Control Architecture

Military information system has distributed architecture and applications, dis-
tinctive characteristics of being open, autonomous and heterogeneous, strict
security requirements, and a variety of access control requirements, which requires
guidance, construction, implementation, and maintenance of MIS access control
architecture. And its design should pay attention to meet the demands of auton-
omy, flexibility, dynamics, security, and scalability. SDIACA is a sound access
control architecture.

2.1 Design Goals of SDIACA

SDIACA is a kind of MIS access control architecture based on the Security
Domain Oriented-Administrative Role-Based Access Control (SDO-ARBAC)
model. Security Domain Oriented-Administrative Role-Based Access Control
model provides a comprehensive solution for MIS single-security domain or cross-
domain resource access control. SDIACA main design goals are [1]:

• To provide ideas for comprehensive application of SDO-ARBAC Model.
• Taking a single SDO-ARBAC access control domain as a unit, to solve the

access control problems of a single SDO-ARBAC access control domain in
MIS.

• For comprehensive SDO-ARBAC access control domain, to solve cross-
domain resource visit access control problems in MIS.

• By managing SDO-ARBAC access control domain, to solve the access control
problems under the circumstance of user changing, authorization changing,
dynamic access to or evacuation from security domain.

2.2 Design Thought of SDIACA

For MIS centralized applications, its access control architecture can be divided
into three layers from top to bottom, respectively, as the presentation layer,
functional layer, and data layer. The presentation layer is the client. The functional
layer includes an application gateway composed by an access control conduction
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function module Access Control Enforcement Function (AEF) and Access Control
Decision Function (ADF) module. The data layer includes user/role databases and
roles/license database.

SDIACA sets the Architecture Center SDIACA-C (C: Center) in security space
SP. (The essence of SP is a kind of security domain whose level is higher than its
subsafety domain, thus forming security domain level), and sets each security
domain in SP as the architecture node SDIACA-N. Access control in each security
domain is conducted by SDIACA-N using SDO-ARBAC model. Cross-domain
access control is conducted by SDIACA-N of both visitor using SDO-ARBAC
model and I-RMAMD algorithm jointly [1, 2].

2.3 Overall Structure of SDIACA

SDIACA is composed by the Architecture Center SDIACA-C and distributed
architecture node SDIACA-N. Architecture Center SDIACA-C is responsible for
management and maintenance of SDIACA. Architecture node SDIACA-N is
composed by security strategy agent and SDO-ARBAC Domain.

The overall structure of SDIACA is shown in Fig. 1.

SDO-ARBAC Domain

SDO-ARBAC Domain

Agent

SDIACA-C

SDO-ARBAC Domain
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SDIACA-N

Agent

SDIACA-N
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Security Space

Inter-Access Communication

Administration Communication

Fig. 1 The structure of SDIACA
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3 MIS Access Control Architecture Center

3.1 SDIACA-C Hierarchy

Architecture Center SDIACA-C is responsible for management and maintenance
of SDIACA. And its hierarchy is shown in Fig. 2.

3.2 Application Layer of SDIACA-C

Application layer of SDIACA-C provides access interface to support SDIACA-C
administrator’s management and maintenance by access interface. Application
layer should provide a graphical interface and a command interface. Graphical
interface is used to support SDIACA-C administrator’s domain management,
system maintenance, and information inquiries via an interface (i.e., human–
machine interface). Command interface plays a role of support and supplement for
graphical interface, which is available for graphical interface’s calling or direct
input, and should be set aside part of the interface to support extension, system
expansion and system interconnects.

3.3 Strategy Conversion Layer of SDIACA-C

Military Information System is an open and a heterogeneous application envi-
ronment, in which security needs of each part are diverse and variable [3, 4]. It
should adhere to the security policy as the core [3]. And by standardization and
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verification of security policy, the security strategy of each part and the whole
system can be in accordance with the security target. Whether it is a security
policy specification based on XML description, semantic-based security policy
specification, or the security policy described by proprietary security strategy
specification used to support and conduct resource access and exchange visit, for
the difference between policy implementation and policy syntax, in resource
access communication, strategy conversion should be conducted to maximize the
formation of a unified security policy that reduces the extent and likelihood of
inconsistencies of data understanding, and reduces the potential resulting security
risks. Strategy conversion layer should be set between the application layer and the
functional layer to implement the security policy conversion between external
communication data and function layer.

3.4 Function Layer of SDIACA-C

SDIACA-C functional layer is mainly composed by domain management module,
information management module, operation and maintenance management mod-
ule, and audit management module.

1. Domain management module: In SDIACA, SDO-ARBAC domain of each
SDIACA-N should be registered in domain management module of SDIACA-
C. After registration, domain management module provides a global identity or
digital certificate issuance, query, change, destruction, and other services for
each SDO-ARBAC, to ensure that each SDO-ARBAC domain has a unique
legal identity in the safe space to be used for domain authentication, location,
and so on.

2. Information management module: On the one hand, information management
module can be used for centralized management and storage (actually stored in
the data layer) of important information in other functional modules, to ensure
the centralization and efficiency of information management, application, and
storage. On the other hand, information of key personnel and core resources of
all security domains in SP, such as classified staff, global identification of
classified resource, and security classification of information, can all be stored
and maintained by information management module.

3. Operation and maintenance management module: Operation and maintenance
management module monitors SDIACA-C operation, and conduct SDIACA-C
maintenance management using mechanism of detection, response, and feed-
back. Meanwhile, using centralized monitoring, it can cooperate with operation
and maintenance management module of SDO-ARBAC in SDIACA-N, and
conduct monitoring and maintenance management of each SDIACA-N, which
ensures that operation of the overall architecture is safe and reliable.

4. Audit management module: On one hand, audit management module conducts
security auditing and recording of operation in the SDIACA-C. On the other
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hand, it carries out save and backup of audit records and message authenti-
cation code of SDO-ARBAC domain uploaded by audit management module
of SDO-ARBAC domain, and conducts centralized audit.

3.5 SDIACA-C Data Layer

Data layer is in the bottom of the SDIACA-C hierarchy, and plays a supporting
role for the above-mentioned layers, especially for the functional layer. Using
database or XML files, data layer can store the information and data of the above
layers and the information and data relative with resource access, such as SDI-
ACA-N basic information, operation and maintenance information, audit records,
key personnel, and core resources, and the like.

4 Hierarchy of SDO-ARBAC Domain

Hierarchy of SDO-ARBAC domain mainly includes application layer, functional
layer, and data layer, as shown in Fig. 3.

4.1 Application Layer of SDO-ARBAC Domain

Application layer of SDO-ARBAC domain should likewise provide a graphical
interface and a command interface. Using graphical interface, the administrator of
SDO-ARBAC domain carries out management and maintenance of the domain,
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and checks system operation status, access to resources situation, and role mapping
information. Command interface has the function of auxiliary, supplement, and
perfection for graphical interface.

4.2 Functional Layer of SDO-ARBAC Domain

Functional layer of SDO-ARBAC domain is mainly composed by authentication
module, authorization management module, resource management module, oper-
ation and maintenance management module, and audit management module.

Authentication module is responsible for user authentication, and should
achieve the following specific functions: creating, modifying, deleting, and que-
rying of a user, distribution, change, withdrawal and authentication of the user
password, account number or digital certificates, strategic management of user
password, account number, digital certificates, or bio-characteristics.

Authorization Management module is the core functional module of SDO-
ARBAC domain. After authorization management module receives a request for
access, it makes judgment of access requests, and sends the judged access request
to the resource management module and operates accordingly. Authorization
management module is shown in Fig. 4.

Resource management module is resource management agency of SDO-AR-
BAC domain. Receiving the access request sent by authorization management
module, it carries out access operation for managed resource object according to
the request, and has a result feedback after the operation. Result of the operation
can return to the access control component AEC first, and then return to the user
client via the AEC. And it can directly return to the user client, specifically
determined by the system design.

Operation and maintenance management module is responsible for centralized
maintenance and management of SDO-ARBAC domain, such as setting and

user/role database

Authorization Management Module

user/role
Management 

Module

role/authority 

limit 

Management 

Module

I-RMAMD role 

mapping module

NRMT

Access request

 judged access request
(to resource management 

module)
access 

authorizatio

n judgment 

module

role/authority 

limit database

authorization 

strategy database

Fig. 4 Authorization management module

Military Information System Access Control Architecture... 643



modifying of parameters and rule base, system performance testing, monitoring
and maintenance of system operation, and the inspection, analysis, feedback, and
exclusion of the system failure, and so on.

Audit Management module is responsible for detailed records of system
operation and access to resources, and should have a good capability of record
analysis and data mining. According to relative attribute filter events, it can pro-
vide it to the administrator in the form of reports to assist the administrator’s
carrying out query, statistics, and analysis of the system operations and resource
access.

4.3 Data Layer of SDO-ARBAC Domain

Data layer of the SDO-ARBAC domain is responsible for information and data
storage of the SDO-ARBAC domain. Stored information and data includes: user/
role database, role/authority limit database, strategy database, rule base, adjacent
role mapping table NRMT (including RNST and RPST), and XML documents.

5 Access control workflow of SDIACA

5.1 Access Control Workflow Within SDO-ARBAC Domain

Access control workflow within SDO-ARBAC domain is conducted by SDO-
ARBAC access control system, whose access control workflow is shown in Fig. 5.

1. Access Control Workflow Among SDO-ARBAC Domains. Access control
among SDO-ARBAC domains is jointly conducted by access control system of
SDO-ARBAC and I-RMAMD algorithm. Its access control workflow is shown
in Fig. 6. Both A domain and B domain are SDO-ARBAC access control
domains.

2. Access Control Workflow Among Safe Spaces. A security policy set of a safe
space is the subset of its internal security domain’s security policy set. An
entity set of a safe space is the union set of its internal security domain’s entity
set. When the user needs to carry out cross-safe-space access and the access
frequency is reduced [5, 6], it can rely on the management agency of the SDO-
ARBAC domain, which has access relationship in the two safe spaces. And
access control of DO-ARBAC domain in the two spaces can be directly con-
ducted. When the user needs to carry out cross-safe-space access and the access
frequency is increased, safe space of SDIACA can be considered as an
architecture node of a safe space with higher level. Relying on the managing
agency of SDIACA-C, similar access control and its workflow can be
conducted.
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6 Conclusion

SDIACA based on the SDO-ARBAC model is a kind of access control architecture
suitable for MISs. By centralized and distributed domain management and operation
and maintenance management, cross-domain access control, and safe system audit, it
can provide a comprehensive solution for single-domain and cross-domain resource
access control, which improves the security access control capabilities of MIS.
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Reliability Analysis of Driver Behaviour
Under Effect of Head-up Display System:
A Probabilistic Risk Assessment in Traffic
Operation

Rongjie Lin, Hongfei Mu, Hongwei Guo and Wuhong Wang

Abstract This paper applies the driver behaviour and reliability theory to illus-
trate the real configuration of HUD-based driving models and the inherent
mechanism for the HUD effect. The architecture of HUD-based driving behaviour
is proposed and a methodology for HUD-based driving reliability analysis is
presented. Then an algorithm for measuring reliability for both HUD-based driving
and normal driving has been developed for understanding HUD-based driving
error mechanisms. The emphasis of this paper is placed on the modelling of HUD-
based driving reliability and the simulating of driving reliability by considering the
influence of HUD-related factors.

Keywords Head-up display � Driving reliability � Traffic simulation

1 Introduction

As the number of vehicles grows, traffic accidents have long been a significant
problem that has caused increasing concern [1]. The statistical data shows that
80 % of the traffic accidents occurred because of driver factor. According to the
causation analysis for traffic accidents, among the accidents caused by drivers,
55–60 % accidents are caused due to the visual errors while 35–40 % accidents
occurred because of the decision-making errors [2]. Consequently, it is vital to
enhance the visual and decision-making stage to improve the driver safety. Pre-
vious relevant studies reveal that drivers mostly use (over 90 %) their vision in
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obtaining related driving information [3]. Considering that visual errors are
important causation among driver accidents, scientists are trying to explore
methods to assist drivers to enhance the visual capability. The HUD system
which is one aspect of driver assistance technology has gradually become a
research focus.

2 Methodology

2.1 HUD-Based Driving Behaviour Analysis

2.1.1 Analysis of Factors Influence the HUD-Based Driving Reliability

When driving on the road environment with the help of HUD system, drivers
constantly receive the information of the road environment, vehicle and HUD
information presented and make decision and operate the steering wheel and brake
to keep driving safe and stable. Because of the effect and limitation of the HUD
characteristics, road environment, and some other factors, the driving reliability
would decrease which may lead to traffic accidents. Regardless of the factors that
are irrelevant to the HUD, the factors that will influence the driving reliability are
concluded as follows: (1) Driver’s acceptance and adaptation of HUD are needed
to consider; (2) The complexity of the information drivers receive also has an
influence on the driving reliability; (3) Optical angels, lighting outside the vehicle,
brightness of the interface related to the HUD system will influence the driver’s
visibility about the information projected on the windshield; (4) The design of the
interface of HUD will influence the assistance of the HUD.

2.1.2 HUD-Based Driving Behaviour Architecture

Head-up display system provides the advantages of keeping drivers’ eyes near the
road and of minimised focal reaccommodation time by displaying the information
needed on the windshield in front of the driver. During the driving process, driver
behaviour consists of information perception, information decision-making, exe-
cution in a loop.

The closed loop paradigm can be used to evaluate the internal element of HUD-
based driver behaviour in connection with vehicles and environment (Fig. 1):
Driver and HUD system can both perceive the information of the road environ-
ment and vehicle. The information processing is through driver perception, driver
decision-making, and driver execution in the conventional driving. HUD system
can identify the information and make decision for the driver besides the
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conventional information process. Then HUD can interact with driver through the
driver-vehicle interface. HUD perception and HUD decision-making are assumed
to be capable to substitute the driver perception and driver decision-making.

In order to understand the HUD-based driving reliability, we have defined
seven terminologies as follows:

1. HUD-based digital environment It refers to the digital environment consisting
of not only the head-up display, but also the other microelectronic systems
equipped in the vehicle.

2. HUD perception HUD system can perceive the information of the road envi-
ronment and the vehicle via the intelligent devices such as the sensors, GPS,
and the Internet.

3. HUD decision-making HUD system can process the information perceived by
the HUD perception stage by the microprocessor and intelligent algorithm and
make decision to remind the driver how to do following.

4. Cognitive capture effect factor Cognitive capture effect factor refers to the
factor involves in the HUD system that will affect the driver by aggravate the
driving workload.

5. HUD acceptance factors It refers to the acceptance and adaptation of the HUD
systems for drivers with different characteristics.

6. Optical factor It refers to the optical issues about the HUD system.
7. Interface design factor It refers to the quality of the HUD interface design.
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Fig. 1 HUD-based driving behaviour architecture
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2.2 HUD-Based Driving Reliability Analysis

2.2.1 Normal Driving Reliability

The theoretic driving reliability R(t) without HUD can be given by:

R tð Þ ¼ RS tð Þ � RO tð Þ � RR tð Þ ¼ 1� FS tð Þ½ � � 1� FO tð Þ½ � � 1� FR tð Þ½ � ð1Þ

where RS(t), RO(t), RR(t) are the theoretic reliability function of perception,
decision-making, and execution stage respectively; FS tð Þ;FO tð Þ;FR tð Þ are corre-
sponding probability functions of error in driving operations for three stages.

As there are many cases when drivers can prevent a traffic incident from
becoming a traffic accident by their ability to recover from erroneous action
(presented by r), regardless of the factors which are irrelevant to the HUD, normal
driving reliability Rdriver(t) without HUD can be further written as:

Rdriver tð Þ ¼ 1� 1� rð Þ � 1� 1� FS tð Þ½ � � 1� FO tð Þ½ � � 1� FR tð Þ½ �f g ð2Þ

where r is recovery coefficient ranging from 0 to 1.

2.2.2 HUD System Reliability

As to the HUD system, which is independent of driver perception and driver
decision-making, if disturbances are neglected, the system structure of HUD
system is expressed as a series system with five series connected subsystems: HUD
perception system, HUD decision-making system, driver-vehicle interaction
interface system, driver second perception system, driver second decision-making
system. According to the reliability of series system, the reliability of HUD sys-
tem, RH(t), is written as:

RH tð Þ ¼ RHSðtÞ � RHOðtÞ � Ri tð Þ � RS2 � RO2 ð3Þ

where RHS(t), RHO(t), Ri(t), RS2, RO2 are the reliability function of HUD perception
system, HUD decision-making system, driver-vehicle interaction interface system,
driver second perception system, driver second decision-making system,
respectively.

2.2.3 HUD-Based Driver Reliability

Considering that HUD system would cause cognitive capture effect, driver’s
response time and error will extend as the information increase to a certain extent.
Moreover, there is the influence of HUD acceptance factor, optical factor, interface
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design factor and driver recovery ability, the actual reliability of driver perception
and driver decision-making RSO(t) can be given by:

RSO tð Þ ¼ 1� g � h � i � j � 1� rð Þ 1� 1� FS tð Þ½ � � 1� FO tð Þ½ �f g ð4Þ

where g is the measured value of the HUD acceptance factor, h is the measured
value of the cognitive capture effect factor, i is the measured value of optical
factor, j is the measured value of the interface design factor. According to Wang’s
research, the parameter g, h, i, j, are supposed to range from 1 to 2.5.

The actual reliability of driver execution R0R tð Þ can be given by:

R0R tð Þ ¼ 1� g � h � i � j � 1� rð ÞFR tð Þ: ð5Þ

Based on the analysis above, incorporated the actual reliability of driver per-
ception and driver decision-making in Eq. (4) into the reliability of HUD system in
Eq. (6), the HUD-based driving reliability is given as follows:

RHD tð Þ ¼ R0R tð Þ � 1� 1� RH tð Þ½ � � 1� RSO tð Þ½ �f g
¼ 1� g � h � i � j � 1� rð Þ 1� RR tð Þð Þ½ � � 1� g � h � i � j � 1� rð Þf

1� RS tð Þ � RO tð Þ½ � � 1� RH tð Þ½ �g:
In order to solve the reliability function as shown in Eq. (6), an important

concept in reliability engineering is introduced as error rate or failure rate k. The
error rate is the probability that an item (e.g., driver, device) will fail in the time
interval. The mathematical expression R(t) of is:

R tð Þ ¼ exp �
Z t

0
k uð Þdu

� �
: ð7Þ

Considering the effect of driving time on HUD-based driving shaping behav-
iour, and it is supposed that, let ks(t), kO(t), kR(t) present the basic error rates of
perception, decision-making, execution stage; let kHs(t), kHO(t), kI(t), kS2(t),
kO2(t) be the error rate of HUD decision-making system, driver-vehicle interaction
interface system, driver second perception system, driver second decision-making
system. So HUD-based driving reliability at driving time t can be expressed as:

RHD tð Þ ¼ R0R tð Þ � 1� 1� RH tð Þ½ � � 1� RSO tð Þ½ �f g

¼ 1� g � h � i � j � 1� rð Þ 1� expð�
Z t

0
kRðuÞdu

� �� ffi

1� g � h � i � j � 1� rð Þ 1� exp �
Z t

0
ðks uð Þ þ kO uð ÞÞdu

� �� ffi�

1� exp �
Z t

0
kHs uð Þ þ kHO uð Þ þ kI uð Þ þ kS2 uð Þ þ kO2ðuÞð Þdu

� �� ffi�
:

ð8Þ
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A variable error rate function which can vary with time elapsed is supposed. A
generalisation of the constant-error assumption is a two-parameter error function,
which results in a Weibull distribution for the reliability analysis data. The error
rate in this case allows for monotonically increasing or decreasing duration
dependence and is given by:

k tð Þ ¼ ua utð Þa�1; a [ 0; u [ 0: ð9Þ

3 Simulation and Analysis

3.1 Identification of the Parameters

To analyse the effect of HUD system, simulation of the driving reliability in
normal environment and HUD-based digital environment was implemented. It is
necessary to identify the parameters in the formula (3) and formula 8 before the
simulation.

3.1.1 Value of g, h, i, j, r

The value of g is related to the driver and HUD characteristics. When the drivers’
habit, interest can match with the HUD characteristics better, the value of g can be
lower.

The value of g, h, i, j are supposed to vary within a range between 1 and 2.5. To
measure the parameters more actually, the value of g, h, i, j can be divided as
Table 1 according to the fuzzy theory.

The parameter r ranges from 0 to 1. Here it is supposed to be 0.77.

3.1.2 Identification of Variable Error Rate

Drivers could be approximated into three driving levels: skilled driver, average
driver, unskilled driver, considering their own individual psychological charac-
teristics. Here, error rates obey the Weibull distribution. Error rates of the three
driving stages are obtained by means of statistical analysis, as given in Table 2.
With the assistance of HUD perception and HUD decision-making, error rate of
driver second perception and decision-making stage would be improved compared
to the driver’s common status. The error rate kS2(t), kO2(t) were supposed as
Table 2.

Primary failure rates for kHs(t), kHO, kI(t) can be taken from corresponding
reliability experiments and statistical analysis. They are supposed as
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kHs tð Þ ¼ 0:06 0:03tð Þ1:1; kHO tð Þ ¼ 0:06 0:03tð Þ1:1; k1 tð Þ ¼ 0:025 0:01tð Þ1:5:

3.2 Simulation Results

3.2.1 Driving Reliability Variation Under Effect of HUD

With the parameters described above, the numerical simulations of driving reli-
abilities under normal and HUD-based digital environment have been performed.
To just illustrate the effect of HUD system, the parameter, g, h, i, j are ignored
here. The simulation results via Matrix Laboratory software are presented in
Fig. 2.

When the driving time is less than half an hour, the driving reliability is high
and stable whether with the assistance of HUD or not. But, after half an hour of
driving, the driving reliability without help of HUD decreases rapidly. With the
assistance with HUD, the driving reliability varies more slowly and keeps more
stable. The reliability values after four hours of driving in normal environment are
0.983, 0.970, 0.955 while the reliability values of HUD-based driving with vari-
able error rate increase obviously to 0.998, 0.996, 0.992 which are all higher than
the critical value 0.99.

3.2.2 Influence of g, h, i, j to the Driving Reliability

To analyse the influence of HUD-related factors g, h, i, j to the driving reliability,
four situation of the HUD- related factors for the average driver are simulated: (a)
all the factors are very good; (b) one of the factors is extremely bad while the
others are very good; (c) two of the factors are extremely bad while the others are
very good; (d) three of the factors are extremely bad while the other factor is very
good. Simulation results are presented as Fig. 3. The values of driving reliability
under four situations are respectively 0.996, 0.991, 0.978, 0.945. When more than
two of the factors are extremely bad, the value of driving reliability will be lower
than 0.99. Especially, the driving reliability decreases obviously if three of the
factors are extremely bad.

Table 1 Value of the parameter g, h, i, j based on fuzzy theory

Parameter Very good Good Bad Very bad Extremely bad

g 1.0 1.375 1.75 2.125 2.5
i 1.0 1.375 1.75 2.125 2.5
h 1.0 1.375 1.75 2.125 2.5
j 1.0 1.375 1.75 2.125 2.5
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Table 2 Error rate for different driver levels

Error rate of different stages Skilled driver Average driver Unskilled driver

Driver perception 0:28 ð0:1tÞ1:8 0:3625 ð0:125tÞ1:9 0:45 ð0:15tÞ2
Driver decision-making 0:004 ð0:001tÞ3 0:008 ð0:002tÞ3 0:012 ð0:003tÞ3
Driver execution 0:128 ð0:04tÞ2:2 0:1485 ð0:045tÞ2:3 0:187 ð0:055tÞ2:4
Driver second perception 0:203 ð0:075tÞ1:7 0:28 ð0:1tÞ1:8 0:3625 ð0:125tÞ1:9
Driver second decision-making 0.003 (0.001t)2

0:004 ð0:002tÞ2 0:006 ð0:003tÞ2

Fig. 2 Driving reliability under normal and HUD-based digital environment

Fig. 3 Driving reliability under influence of g, h, i, j
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4 Conclusions

As part of driver assistance system, HUD system can improve the performance and
safety of driving, which is presented by the driving reliability analysis and sim-
ulation. The information needed by driver can be perceived and processed by the
HUD system and projected on the windshield so that the driver perception and
decision-making stage can be substituted by the system to certain extent.
Accordingly, the higher reliability of such HUD-based digital system will play a
more and more important role in driving safety. Meanwhile, it is found that the
driver acceptance factor, cognitive capture factor, optical factor, and interface
design factor will have influence on the driving safety and may even lead to traffic
accidents. Although the results are obtained from assumed parameters, the
methodology and theoretical framework in the work are accordance with the
characteristic of HUD-based driving and normal driving. However, the approach
for identifying and measuring the HUD-related factors is still needed specially to
develop by using mathematics or statistics methods from empirical data.
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Personalized Recommendation Based
on Weighted Sequence Similarity

Wei Song and Kai Yang

Abstract The sequential pattern mining-based recommendation has recently
become a popular research topic in the field of recommender system. However,
this kind of methods usually relies on frequency counts of sequences, which makes
low-frequency sequences contribute little for the final recommend results. To solve
this problem, in this paper, we propose a weighted sequence similarity-based
method, called Personalized Recommendation based on Sequence Similarity
(PRSS), for personalized recommendation. First, item-sequence weight model is
introduced, which can reflect different importance of different items to different
sequences. Then, target users’ sequence is compared with historical sequences
using similarity function. Finally, the maximal common subsequence is proposed
to rank candidate sequences and make recommendation. Experimental results
show that PRSS generates more accurate recommendation for the target users.

Keywords Recommender systems � Sequential pattern � Item-sequence weight �
Similarity function � Maximal common subsequence

1 Introduction

A recommender system is a Web technology that suggests items of interest to users
based on their objective behavior or their explicitly stated preferences [7]. Such
systems typically provide the user with a list of recommended items they might
prefer, or supply guesses of how much the user might prefer each item. These
systems help users to decide on appropriate items, and ease the task of finding
interesting items in the collection.
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Content-based recommender systems try to recommend items similar to those a
given user has liked in the past [1, 8]. Indeed, content-based recommender systems
analyze item descriptions to identify items that are particular preferred by the user.
User preferences can be captured using four types of data: demographic data, rating
data, browsing pattern data, and transaction data. Transaction data provides sets of
preferred items and can be used to predict future customer preferences. Therefore,
some researchers applied the association rule mining technique to extract the
accessing sequences to improve recommender system performance [4, 6]. However,
such systems incorporate customer transaction data from only a single temporal
period, which omits the dynamic nature of a customer’s access sequences.

Unlike association rules, sequential patterns [2] may suggest that a user who
accesses a new item in the current time period is likely to access another item in
the next time period. Thus, sequential pattern mining techniques have been used
for recommendation recently [3, 10]. However, there are two main drawbacks of
the existing recommendation methods based on sequential pattern. On the one
hand, only high-support sequential patterns are used for recommendation, but the
simple frequency counts of patterns are not always effective. On the other hand,
these methods usually treat all sequences as equally important. However, in real
applications, sequential patterns often carry varying significance with respect to
each target user.

In this paper, we study the problem of personalized recommendation from the
perspective of different effects of different items to different sequences. To realize
this target, the item-sequence weight model is introduced at first. Then, by rep-
resenting sequences as vectors, different similarity functions are discussed. To
reflect the alignment similarity of sequences, maximal common subsequence is
proposed to rank candidate sequences and make recommendation. Experimental
results show that the proposed Personalized Recommendation based on Sequence
Similarity (PRSS) method outperforms related approach in terms of accuracy.

2 Related Work

Association rule is a widely used data mining technique that generates recom-
mendations in recommender systems [4, 6]. More specifically, the method tries to
discover the relationships between product items based on patterns of co-occur-
rence across customer transactions. These association rule-based methods are
comprised of three steps: (1) Find an association between two sets of products in a
transaction database; (2) The active customer’s purchase behavior is compared
with the discovered association rule base to find the most similar purchasing
behaviors; (3) A set of products that the active customer is most likely to purchase
is then generated by selecting the top-N most commonly purchased products.
However, association rule mining does not take the time stamp into account. Thus,
the association rule-based recommender system cannot reflect the dynamic nature
of users’ behavior.
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Unlike association rules, sequential patterns [2] may suggest that a consumer
who buys a new product in the current time period is likely to buy another product
in the next time period. While association rule discovery covers only intra-
transaction patterns (itemsets), sequential pattern mining also discovers inter-
transaction patterns (sequences). In essence, frequent sequential pattern discovery
can be thought of as association rule discovery over a temporal database. As
association rules can be used for recommendation, sequential pattern mining-based
recommendation algorithms have been studied for online product recommendation
in recent years [10].

The sequential pattern mining-based recommendation is to induce a predictive
model from a set of examples (i.e., the sequences in database). The usefulness of
sequential pattern mining-based recommendation has, to a certain extent, been
demonstrated empirically by past studies on various domains such as Web
browsing [10], e-commerce [3], and music [5]. However, a significant short-
coming is that these methods do not perform user-specific sequential pattern
mining and, as a result, they cannot give accurate personalized recommendation
to users.

Recently, Yap et al. [9] proposed a personalized sequential pattern mining-
based recommendation framework. A competence score measure, considering
relevance to the target user, and the sequences’ recommendation ability, is used for
accurate personalized recommendation. Furthermore, additional sequence knowl-
edge is exploited to improve the efficiency and the quality of learning in sequential
pattern mining algorithms. However, their framework still depends on support
threshold. Thus, if some sequences do not have enough supporting samples, they
cannot be used for recommendation.

3 Problem Definition

Let I = {i1, i2,…, im} be a finite set of items, set X ( I is called an itemset. A
sequence a is denoted by\X1, X2,…, Xm[, where Xj (1 B j B m) is an itemset. Xj

is also called an element of the sequence, and denoted as (x1, x2,…, xn), where xk

(1 B k B n) is an item. Each itemset Xi comprises items with the same timestamp
t(Xi), and the different itemsets Xi and Xj in the same sequence cannot have the
same timestamp, i.e., t(Xi) 6¼ t(Xj) (i 6¼ j). The number of instances of items in a
sequence is called the length of the sequence.

For example, a sequence\(1, 4) (3) (2, 8) (1, 5)[describes a user who accessed
the items 1 and 4 at timestamp t1, item 3 at timestamp t2, items 2 and 8 at
timestamp t3, and items 1 and 5 at timestamp t4.

A sequence database SDB is a collection of sequences, i.e., SDB = {S1, S2,…,
Sn} where |SDB| = n denotes the number of sequences (also the number of users
as each user has a corresponding sequence in SDB). A sequence Si [ SDB (i = 1,
2,…, n) is a ordered list of itemsets associated with a user Ui.
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Given a target user’s past sequence Sq and the database of all other users’ past
sequences, the personalized sequence-based recommendation task is to predict
items that the target user is most likely to access in the near future, i.e., those items
in the next few item sets that he or she will access.

4 Personalized Sequence-Based Recommendation

4.1 The Item-Sequence Weight Model

In real applications, sequences often carry different significance with respect to
each target user. To mine the personalized sequential patterns for a target user, we
have to effectively model this varying relevance among the historical sequences
for that specific user. Since each sequence in SDB belongs to a different user, we
can set weights of sequences based on available knowledge on how relevant is
each of the sequences compared to the known sequence of the target user. We
solve this problem by considering items’ appearance in different sequences.

Definition 1 Given sequence database SDB and an item b, SSb = {Si | b [ Si [
SDB} is the set of sequences containing item b, then the item-sequence weight of
item b with respect to sequence Si is defined as:

wSi bð Þ ¼ TSi bð Þ
LðSiÞ

� jSDBj
jSSbj

ð1Þ

where TSiðaÞ is the number of occurrences of b in Si; L(Si) is the length of sequence
Si, i.e., number of total items in sequence Si; |SDB| and |SSb| are number of
sequences in SDB and SSb, respectively.

The above formula of item-sequence weight consists of two components. The
one before sign of multiplication is measured for item b in a sequence Si. On the
contrary, the one after sign of multiplication shows the influence degree of
the sequence containing item b within the whole database.

In this paper, the item-sequence weight of each pair of item and sequence is
calculated and is used to measure whether an item occurs many times in certain
sequences but with less influence to other sequences. The items with high item-
sequence weight are considered with high probabilities of recommendation for
sequences containing them.

4.2 Weighted Sequence Matching

Given item-sequence weight, we can transform each user’s sequence Si into a
sequence vector vi

!, in which each dimension denotes the item-sequence weight of
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a unique item. That is, a sequence vector vi
! is composed of the ordered item-

sequence weights of items contained in sequence Si.
Given a target user’s sequence Sq and its sequence vector vq

!, for each Si in
sequence database SDB and its sequence vector vi

!, we can calculate the similarity
between Sq and Si using the following two functions.

1. Distance-based similarity.

sim Sq; Si

� �
¼ 1

1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pm
k¼1

xqk � xik

� �2

s ð2Þ

where xqk and xik are the kth dimension of sequence vectors vq
! and vi

!,

respectively.

2. Cosine similarity.

sim Sq; Si

� �
¼ vq
!� vi
!

jvq
!jjvi
!j

ð3Þ

Given a similarity threshold d (0 B d B 1), only sequences with similarity no
lower than d are used for recommendation.

4.3 Computing Sequences for Recommendation

The two similarity measures discussed in Sect. 4.2 tend to reflect the content
similarity rather than the alignment similarity. To compute a personalized score for
each sequence Si in the sequence database to reflect its competency in recom-
mendation for the target user, we propose the following maximal common sub-
sequence to rank the candidate sequences selected by distance-based similarity or
cosine similarity.

Definition 2 Given a target user’s sequence Sq and sequence Si in sequence
database SDB, if there are n common subsequences of Sq and Si, the maximal
common subsequence (MCS) of Sq and Si is defined as:

MCS Sq; Si

� �
¼ max L CS1ð Þ; . . .; L CSnð Þð Þ

LðSqÞ
ð4Þ

where CSi (1 B i B n) is the ith common subsequences of Sq and Si, and L(CSi) is
the length of sequence CSi.
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Compared with the two similarity measures discussed in Sect. 4.2, maximal
common subsequence is not only compatible to the user sequence Sq, but also is
capable of readily extending beyond Sq to offer more next-items. In this paper,
within sequences selected by the similarity function, only the one with highest
maximal common subsequence value is used for recommendation.

4.4 Algorithm Description

Based on the above discussion, the proposed PRSS is described in Algorithm 1.

Algorithm 1 PRSS 
Input The target user’s sequence Sq, SDB (a sequence database),  

similarity threshold 
Output The next item recommended to the target user

1) Compute the sequence vector of the target user ’s sequence 
Sq;

2) for each sequence S iin SDB do
3) Compute the sequence vector of Si.
4) if sim(Sq, Si) < do
5) continue;
6) else
7) Si→CSq;
8) Compute MCS(Sq, Si) using Eq. (4);
9) end else
10) end if
11) end for
12) Recommend the next item using the sequence in CSq with 

highest MCS value.

In Algorithm 1, item-sequence weights of items of the target user are calculated
using Eq. (1) at first. Then, the target user’s sequence is represented by vector
composed of item-sequence weights. The similarities between target user sequence
and sequences in SDB are computed in the main loop (steps 2–11). Those
sequences with similarities higher than threshold are kept in the set CSq (step 7),
and the MCS values of them with the target user’s sequence are recorded (step 8).
Step 12 recommends to the target user with the sequence with maximal MCS value.

5 Experimental Evaluation

We present a two-part evaluation of our proposed PRSS. In Sect. 5.2, we compare
the effectiveness of using different similarity measurements. In Sect. 5.3, we
compare the effectiveness in terms of F1-measure of PRSS with the recommen-
dation method (denoted by NRPS in this paper) proposed in [9].
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The experiments were performed on a Pentium Dual E2140 1.60 GHz CPU
with 2 GB memory, and running on Windows XP. We use the msnbc.com dataset
from UCI (http://www.ics.uci.edu/*mlearn) for the performance evaluation. It
captures the time-ordered sequence of Web pages visited by msnbc users on a day.
There are a total of 989,818 sequences, each one corresponding to a different user.
To evaluate the recommendation effect on sequences with different lengths, we
divide the dataset into seven subsets: I: sequences with lengths in domain of (0,
35]; II: sequences with lengths in domain of (35, 45]; III: sequences with lengths in
domain of (45, 55]; IV: sequences with lengths in domain of (55, 65]; V:
sequences with lengths in domain of (65, 75]; VI: sequences with lengths in
domain of (75, 85]; VII: sequences with lengths in domain of (85, 95].

5.1 Evaluation Measures

The F1-measure performance measure is considered in evaluating the effectiveness
of the proposed method. The F1-measure measure is based on two performance
measures precision and recall.

Precision is the fraction of recommended product items that are considered
interesting, as defined in Eq. (5).

precision ¼ Number of correctly recommended items
Number of recommended items

ð5Þ

In contrast, recall is the ratio that the successfully recommended items to all of
the accessed items, as defined in Eq. (6).

recall ¼ Number of correctly recommended items
Number of accessed items

ð6Þ

Precision measures how many of the recommended items belong to the actual
customer access list, whereas recall measures how many of the items in the actual
customer access list consist of recommended items. These measures are simple to
compute and intuitively appealing, but they are in conflict, since increasing the
size of the recommendation set leads to a decrease in precision but, at the same
time, to an increase in recall. Hence, a widely used combination F1-measure
Eq. (7), which gives equal weight to both recall and precision, was also employed
in the course of our evaluation.

F1-measure ¼ 2� precision� recall
precisionþ recall

ð7Þ
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5.2 Comparison on Different Similarity Functions

The objective of this experiment is to find a similarity function appropriate to the
msnbc.com dataset. To do this, we used the two similarity functions (i.e., distance-
based similarity, and cosine similarity) mentioned in Sect. 4.2, and compared the
F1-measure. The comparison results are shown in Fig. 1.

For distance-based similarity, the trend of F1-measure is not steady, with the
highest value 0.828 and the lowest value 0.381. For cosine similarity, F1-measure
increases with the increases of sequences’ lengths when sequences’ lengths are no
higher than 55, while it decreases with the increases of sequences’ length when the
sequences’ lengths are in domain of (55, 75]. The best F1-measure was obtained
when sequences’ lengths are longer than 75. From the results, we can conclude that
cosine similarity is more appropriate for msnbc.com dataset.

5.3 Accuracy Comparison

In this subsection, we compare the performance of the proposed PRSS with NRPS
[9] with regard to F1-measure. As NRPS use high-support sequential patterns to
recommend, in this set of experiments, minimum support threshold (denoted by
min_sup) is also used besides the similarity threshold.

Figure 2 shows the F1-measure comparisons when d = 90 % and min_sup =
10 %. Although the F1-measure of PRSS is lower than that of NRPS on dataset
with sequences lengths no longer than 35, on average, the F1-measure of PRSS is
43 % higher than that of NRPS.

Figure 3 shows the F1-measure comparisons when d = 92 % and
min_sup = 30 %. The result is almost the same as shown in Fig. 2. On average,
the F1-measure of PRSS is 49 % higher than that of NRPS.

6 Conclusions

We propose a personalized recommendation method by considering effects of
different items for different sequences. Specifically, item-sequence weight model
is introduced for representing importance of items and sequences at first. Then,
different similarity functions are discussed for selecting appropriate sequences for
recommendation. Finally, the maximal common subsequence is proposed for
ranking candidate sequences and making recommendation. Compared with related
sequence-based recommendation methods, the proposed PRSS method does not
rely on support. Thus, some low-frequency important sequences will not be
ignored. Experimental results show that PRSS method can achieve more accurate
recommendation results.
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Fig. 1 Comparison of
F1-measure using different
similarity function, d = 90 %

Fig. 2 Comparison of
F1-measure between two
approaches, d = 90 %,
min_sup = 10 %

Fig. 3 Comparison of
F1 between two approaches,
d = 92 %, min_sup = 30 %
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Design and Analysis of DVMCK
Transmission System

Liu Yang, Yanli Shang, Xiaoyu Yin and Guoxin Zheng

Abstract Differential very minimum chirp keying (DVMCK) as a novel high
bandwidth efficiency modulation scheme is proposed. The DVMCK transmission
system model is elaborated based on Simulink within MATLAB. The absolute
code is converted to differential code for carrying out very minimum chirp keying
(VMCK) modulation. The demodulation result is obtained by comparing with a
pre-defined threshold. The final demodulation data stream of the VMCK trans-
mission system shows the excellent performance in the simulation. The DVMCK
transmission model is easy to implement and has strong properties to resist syn-
chronization error.

Keywords VMCK � DVMCK � Modulation � Synchronization error � SER

1 Introduction

With the quick development of 4G technologies, the apparent contradiction
between the information data rates and radio spectrum resources becomes
increasingly outstanding. The improvement of the bandwidth efficiency is neces-
sary and imperative [1, 2]. A series of higher bandwidth efficiency modulation
schemes have been investigated in recent years. In 1997, the very minimum shift
keying (VMSK) modulation with extremely high bandwidth efficiency was pro-
posed by Walker [3]. In 2001, Sayhood and Wu proposed the very minimum
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waveform difference keying (VWDK) modulation in which the minimum different
sinusoidal waves were used to modulate the binary information [4]. In 2007,
Zheng came up with the very minimum chirp keying (VMCK) modulation in
which the binary data was formed by raising or reducing the frequency in one-bit
period [5]. Realization of UNB system based on FIR filter was proposed in [6].
The performance of UNB modulation based on VMCK in AWGN channel was
analyzed in [7]. Feng et al. [8] presented BER analysis and verification of EBPSK
system in AWGN channel. Zhang [9] assessed different ultra-narrow band formats.
The digital impacting filters were described in [10]. In this paper, the differential
very minimum chirp keying (DVMCK) modulation is proposed. The DVMCK
transmission system model is elaborated based on Simulink within MATLAB, and
the final demodulation data stream at the output of the DVMCK transmission
system reveals the excellent performance.

The rest of the paper is organized as follows. Section 2 describes the expres-
sions of VMCK modulated signals and the structure of the DVMCK transmission
system. Section 3 presents the model of the DVMCK transmission system on
Simulink platform within MATLAB, and discusses experimental configuration,
data and simulation results for the DVMCK system. Finally, Sect. 4 summarizes
the characteristics of the DVMCK signals and provides some interesting fields for
further research.

2 Transmission Scheme

2.1 VMCK Modulation Signals

As a novel communication, the VMCK scheme is an extended application of the
chirp signal characteristics. The general expression of the VMCK signals can be
defined as [11]:

sNðtÞ ¼
Xn

k¼�1
1þ IeaN � 2IeaNfsðt � kTÞ½ �

� sin 2pNfs 1þ IeaN � IeaNfs t � kTð Þ½ �ðt � kTÞf g
ð1Þ

where N is the numbers of signal period, fs is the frequency of the signal at the
middle of the bit and equals to the bit transmission rate. aN is the chirp modulation
factor of different period, and T is the signal period.

When Ie = -1 or Ie = 1, sN(t) represents data 0 and data 1, respectively. So the
multiperiods VMCK signals also can be represented as:
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s0ðtÞ ¼ 1� aN þ 2aNfstð Þ sin 2pNfs 1� aN þ aNfstð Þt½ �
0\aN � 1; 0� t� T

ð2Þ

s1ðtÞ ¼ 1þ aN � 2aNfstð Þ sin 2pNfsð1þ aN � aNfstÞt½ �
0\aN � 1; 0� t� T

ð3Þ

The integrations of s0(t) and s1(t) are equal to zero within one symbol period.
The VMCK signals are easy to be demodulated at the receiver due to eliminating
direct current offset. Figure 1 shows VMCK waveforms of single and two periods
with N = 1, a1 = 0.696, and N = 2, a2 = 0.36, respectively.

2.2 DVMCK Transmission System Structure

The DVMCK modulation is comprised of four modules: Binary absolute code
module, XOR module, Unit Delay1 module, and VMCK modulation module. For
the binary sequence, the absolute code is converted to differential code to modulate
by using exclusive OR (XOR) operation. The DVMCK demodulation is composed
of five modules: Multiplier module, Unit Delay2 module, Integrator module,
Comparator module, and NOT operation module. The binary absolute code will be
obtained by comparing with a pre-defined threshold.

The structure of the DVMCK signal transmission system model is shown in
Fig. 2. The binary absolute code is converted to differential code to modulate by
XOR module and Unit Delay1 module.

The VMCK modulated signal s(t) of differential code passes through Unit
Delay2 module, and then the delay signal s0(t) can be written as:
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Fig. 1 VMCK waveforms of
single and two periods
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s0ðtÞ ¼ sðt � sÞ ð4Þ

The VMCK modulated signal s(t) and the delay signal s0(t) are both fed into
Multiplier module. The interval of the integral pulse is equal to one symbol period
T, and the result of the Integrator module is computed as

s00ðtÞ ¼
ZT

0

sðtÞs0ðtÞdt ð5Þ

Then, the demodulated data stream is obtained at the output of the comparator,
where the integration result is compared with a pre-defined threshold value A.

s00ðtÞ�A) soutðtÞ ¼ 1 ð6Þ

s00ðtÞ\A) soutðtÞ ¼ 0 ð7Þ

Finally, the binary sequence from the Comparator module is carried out NOT
operation for being consistent with the input absolute code.

3 Simulation Results and Discussion

3.1 DVMCK Transmission System Model

The simulation of the DVMCK transmission system will be designed in Simulink
within MATLAB and the system block is shown in Fig. 3. First, the DVMCK
modulation signals are transmitted from workspace of MATLAB. The DVMCK
modulated signal is generated based on binary differential sequence. Then the
signal is demodulated by the receiver. The DVMCK modulated signal and the
DVMCK modulated signal with one unit delay are both fed into the Product
module. The result of the Product module is carried out by integration operation

Binary 
absolute 

Code
XOR VMCK

Modulation

Threshold A

Unit 
Delay1

IntegratorComparatorNOT
Binary 

absolute 
Code

Integral 
pulse

Multiplier

Unit 
Delay 2

s(t)

s'(t)

s''(t)sout(t)

Fig. 2 DVMCK transmission system model
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based on the integral pulse. The Zero-order hold and the Relay modules can
accomplish the sampling and output the binary data. Finally, the binary absolute
code sequence will be obtained by the NOT logical operation module.

The scope 1 displays ‘‘1’’ and ‘‘0’’ signal of VMCK which are set as the
modulation signals, as shown in Fig. 4. The scope 2 displays the binary absolute
code generated by Bernoulli binary generator, and meanwhile, it displays the
differential code converted by XOR operation, as shown in Fig. 5.

The DVMCK-modulated signal is generated based on binary differential
sequence, as shown in the first subplot of Fig. 6. The middle subplot of Fig. 6 is
the DVMCK modulated signal with one unit delay. The DVMCK modulated
signal and the DVMCK modulated signal with one unit delay are both fed into the
Product module. The product result is shown in the last subplot of Fig. 6.

The integral pulse is generated based on zero-crossing detection of the DVMCK
modulated signal, as shown in the first subplot of Fig. 7. The Integrator result is
shown in the middle subplot of Fig. 7. After that, the Zero-order hold module
carries out the sampling, where the sampling time is half-period. The result of the
Zero-order hold module is shown in the last subplot of Fig. 7.

The Relay module which is compared with a pre-defined threshold value can
obtain the binary data, and its result as shown in the first subplot of Fig. 8. The
function of the other Zero-order hold module is to convert the unipolar Return-to-
Zero (RZ) codes to unipolar codes as shown in the middle subplot of Fig. 8.
Finally, the binary absolute code sequence will be achieved through the NOT
logical operation module in the last subplot of Fig. 8.

Figure 9 shows the binary absolute code of the transmitting and the demodu-
lation result of the receiving. The demodulation result is very exactly except for
one-period delay arisen from two Zero-order hold modules. The process of the
DVMCK signal demodulation is effective obviously.
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Fig. 3 The module connection graph of DVMCK system in Simulink
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3.2 Performance Analysis

In the simulation, the DVMCK signal with N = 1, a1 = 0.696 is transmitted in the
AWGN channel. The input sequence is 100,000 symbols in length. The funda-
mental wave frequency is set to 1 kHz and each signal sample point is set to 100.

The SER for differential and correlation demodulation is shown in Fig. 10, and
both of that have an excellent communication performance. The two SER curves

Fig. 4 VMCK modulation
signals

Fig. 5 Binary absolute code
and differential code
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are lower than 10-3 when SNR is higher than 0 dB. Although the SER perfor-
mance of correlation demodulation is superior to differential demodulation, the
DVMCK transmission model is easy to implement.

Fig. 6 Input and output of
Product module

Fig. 7 Integral impulse,
Integration, and sampling
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These synchronization error percentage curves of DVMCK are shown in
Fig. 11 with SNR = 10, 5, 0, and -5 dB. The DVMCK system’s capability of
anti-synchronization error is getting better with the increasing SNR. As long as
SNR is greater than 0 dB, the system has strong properties to resist synchroni-
zation error.

Fig. 8 The process of code
conversion

Fig. 9 The code of
transmitting and receiving
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4 Conclusion

The DVMCK transmission system and performance have been discussed in this
article. The transmission system is simulated under the Simulink within MAT-
LAB. The process of modulation and demodulation of the DVMCK transmission
system have been analyzed in detail. The Simulink module obtains the final
demodulation data stream with the excellent performance and has strong properties
of resistance to synchronization error in the research. DVMCK as a novel high
bandwidth efficiency modulation scheme will be combined with 4G technologies.
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Research of Turbofan Engine
Performance Assessment Method Based
on Analytic Network Process Theory

Shuming Li, Niansu Yang and Yanxiao Huang

Abstract Turbofan engine performance directly related to the safety of the
operation of the aircraft, so improve the reliability of the turbofan engine per-
formance evaluation is crucial. Based on assessment method of the turbofan
engine performance at home and abroad and the perspective of the engine working
principle and the performance degradation mechanism, this paper adopts a new
assessment theory—Analytic Network Process Theory (ANP) to analyze the
interactions and dependencies between the performance parameters in order to
build a turbofan engine performance evaluation network hierarchy, and then use
Superdecisions software to calculate various performance parameters weight
vector. At the same time, the two PW series engine operating parameters data for
instance, dimensionless processing the parameters and weighted, finally get two
engine performance index to assess the performance of the turbofan engine. The
results show that the ANP theory increases the accuracy and reliability of the
engine performance assessment, which has a high practical value for timely
assessing the performance of engine state.

Keywords Turbofan engine � Analytic network process theory � Limit superm-
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1 Introduction

As the power plant of the airliner, turbofan engine performance directly deter-
mines the aircraft flight safety; so it is necessary to study deeply the method for
assessment of engine performance reliable, and provides a set of effective methods
for timely identify the performance state of the engine and renewal.

At present, the performance assessment of turbofan engine used to take
advantage of limited key parameters, or make use of analytic hierarchy process,
grey theory, and information entropy method through the use of multiple perfor-
mance parameters of the information fusion to assess the performance of the
engine. The disadvantage of the former is the only key parameter to characterize
the performance of engine, and this will cause the omission of important param-
eters of engine eventually lead to lower assessment of the accuracy; the latter
problem is ignored the relation between important parameters on engine perfor-
mance. Therefore, to improve the accuracy of the turbofan engine performance
assessment, this paper was first introduced the Analytic Network Process theory
(ANP) in the engine evaluation field, using a combination of qualitative and
quantitative analysis method to assess the turbofan engine performance and puts
forward the concept of the turbofan engine performance index.

2 Analytic Network Process Theory

Based on the theory of system engineering of AHP method, Prof. Saaty presents a
new approach for decision making to adapt to nonindependent incremental
structure, namely the analytic network hierarchy theory. The theory is an infor-
mation processing method combining qualitative analysis with quantitative anal-
ysis, and the performance parameters correlation can clearly be described. The
theory of ANP structure is divided into two parts: the first part is control layer,
including the target and principles for decision making, and all decision criteria are
considered independent of each other and dominated only by the target; the second
part is the network layer, it is composed of parameter group which is all dominated
by control layer, and the internal structure of the network is the mutual influence.
About ANP for decision-making and evaluation of the general steps and weights
detailed calculations, see [1], below only focuses on unweighted super matrix,
weighted super matrix, and limit super matrix construction arithmetic.
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2.1 Unweighted Super Matrix and Weighted Super Matrix
Arithmetic

Unweighted super matrix reflected on the left of the various parameters on the
degree of influence on the top of each parameter in the matrix form. It is built
firstly through interdependence of the parameters, then build parameter-level
judgment matrix, and obtain normalization of the weight vector, but all those must
be via the judgment matrix hypothesis testing.

Assuming the control layer of ANP have parameters A1, A2 … An, the network
layer has group parameters B1, B2 …, Bn, among the Bi it has parameters Ci1, Ci2,
…, Cin (i = 1, 2, …, N), the parameter As within the control layer as the criterion,
the parameter Cj1 (l = 1, 2, …, Nj) within Bj as a subcriteria, the parameters
compared with each other among parameter set Bi in accordance with the impact
of the size about Cj1, according to this, construct judgment matrix is shown in
Table 1:

By using engine value method obtain rank vector: W ðjlÞi1 ;W ðjlÞi2 ; . . .;W ðjlÞin ,
Denoted Wij as:

Wij ¼

W ðj1Þi1 W ðj2Þi1 W ðj3Þi1 � � � W ðjniÞ
i1

W ðj1Þi2 W ðj2Þi2 W ðj3Þi2 � � � W ðjniÞ
i2

..

.

W ðj1Þini
W ðj2Þini

W ðj3Þini
� � � W ðjniÞ

ini

2
66664

3
77775

ð1Þ

The column vector among Wij is rank vectors in which the parameters
Ci1; Ci2; . . .;Cini among Bi compared with the parameters Cj1; Cj2; . . .;Cjni among
the Bj in accordance with the impact of the size. If a parameter is limited only by
the impact of a parameter in a parameter group or completely unaffected, then
directly give Wij 1 or 0, ultimately obtain unweighted supermatrix:

Wij ¼

W11 W12 W13 � � � W1N

W21 W22 W23 � � � W2N

..

.

WN1 WN2 WN3 � � � WNN

2
6664

3
7775 ð2Þ

The sub-block of unweighted supermatrix Wij is listed normalized, but W are
not. So taking As as the criterion, each group of parameters under the As compared
the importance of the criteria Bi, is given in Table 2:

Obtaining weighting matrix:
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Cij ¼

C11 C12 C13 � � � C1N

C21 C22 C13 � � � C2N

..

.

CN1 CN2 CN3 � � � CNN

2
6664

3
7775 ð3Þ

Weighted the unweighted super matrix can get W�ij , its columns sum equal to 1:

W�ij ¼ CijWij i ¼ 1; 2; . . .;N; j ¼ 1; 2; . . .;N: ð4Þ

2.2 Limit Super Matrix Arithmetic

Because of the interdependent relationship exists between performance parameters
or feedback effect, leading to the degree of influence between parameters is
complicated. Here, ANP theory based on the weighted Super matrix limit pro-
cessing, get the limit Super matrix, eventually through normalized weight vector to
get each stable parameter, solve the problem as follows:

W
1
ij ¼ lim

t!1
W
�
ij

� �t
ð5Þ

Table 1 Comparison between parameters of judgment matrix

Cjl Ci1;Ci2; . . .;Cini Normalized eigenvectors

Ci1 e11; e12; . . .; e1ni W ðjlÞi1

Ci2 e21; e22; . . .; e2ni W ðjlÞi2

..

. ..
. ..

.

Cini ei1; ei2; . . .; eini W ðjlÞini

Table 2 Comparison between group parameters of judgment matrix

Bj B1, B2, …, BN Normalized eigenvectors

B1 d11, d12, …, d1n C1j

B2 d21, d22, …, d2n C2j

..

. ..
. ..

.

BN dn1, dn2, …, dnn CNj

680 S. Li et al.



3 Build a Turbofan Engine Performance Evaluation
System

Based on the previous studies, this paper almost uses QAR information turbofan
engine running parameters combined with turbofan engine AD/SB information to
construct the system of the turbofan engine performance parameters so as to assess
the engine performance.

Based on the nature and source of all parameters, the performance parameters of
the engine are basically divided into four categories: gas path parameters, structure
parameters, vibration parameters, and environmental parameters, and the correla-
tion of various parameters on the other parameters and related degrees, build a
network hierarchical relationship of the turbofan engine performance parameters.

3.1 Correlation Analysis of the Turbofan Engine
Performance Parameters

3.1.1 Gas Path Parameters

As engine operating, because of gas path component performance degrades that
will result in the gradual degradation of engine performance. So engine perfor-
mance can be assessed by the engine gas path parameters [2].

Exhaust Gas Temperature (EGT): the size of EGT reflect the key parameters of
the engine performance—the level of the total temperature before the gas turbine.
Largely determines the performance of the engine, turbine guider work safety and
life. EGT is extremely sensitive to a decline in efficiency of compressor and
turbine bleed air system failure [3], so EGT is affected by the fuel flow, air
temperature, fuel temperature, etc.

Fuel Flow (FF): the size of the fuel flow determines the speed of the high and
low pressure rotor speed, thus affecting the engine air flow, affect the compressor
pressure ratio and thrust. Therefore, in the state where the nozzle area unchanged,
FF affect computed airspeed, EPR and the size of the EGT.

Fuel Temperature (FT): fuel is maintained at an appropriate temperature and
better fuel atomization, accelerate the formation of a mixed gas, and ensure the
stability of combustion and improve the combustion efficiency. Therefore, FT
directly impact on FF, EPR, and EGT.

Engine Pressure Ratio (EPR): the inlet of the low pressure compressor total
pressure is affected by total air pressure, total air pressure and total air temperature
is the corresponding, so EPR is affected by N1, N2.

The percentage of Low-pressure rotor speed (N1): it is affected by FF and Low-
pressure rotor vibration.
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The percentage of High-pressure rotor speed (N2): it is affected by FF and
High-pressure rotor vibration.

Computed Airspeed (CAS): it is only affected by FF.

3.1.2 Basic Structure Parameters

In turbofan engine, some structure related to gas path parameters, through sensor
passing structural parameters to the electronic engine controller (EEC), which
managing and coordinating engine-related functions.

Fuel Cutoff Switch (FCS): the size of the fuel flow through the sensor sends a
signal to the EEC to control the FCS [4].

Fuel Shutoff Valve (FSV): it is dominated by FCS, and affects FF.
Throttle Resolver Angle (TRA): the size of it will affect FF, and the size of FF

through the sensor sends a signal to the EEC to adjust the TRA.
PW 2.5 Bleed Act (PW2.5 BA): exhaust gas from the high pressure compressor,

the greater of the trap door opened, and the more gas exhausted, the total air flow is
reduced, and it will affect the EPR and EGT.

Bleed High-Press Sov (BHPS): it is mainly through the air entraining limit the
temperature and pressure of the downstream [5], so it will the EPR and EGT.

3.1.3 Vibration Parameters

According to the rate which is the value of engine high-pressure and low-pressure
rotor vibration change or change trend, the same structure can be analyzed tur-
bofan engine working condition to assess the performance of the engine.

Low-pressure rotor vibration coefficient (N1 VIB): N1 VIB will affect the size
of the low-pressure rotor speed.

High-pressure rotor vibration coefficient (N2 VIB): N2 VIB will affect the size
of the high-pressure rotor speed, and it will be affected by PW2.5 BA.

3.1.4 Environmental Parameters

Total Air Temperature (TAT): TAT and CA is highly interdependent relationship.
Corrected Altitude (CA): it will affect the open degree of PW2.5 BA.

3.2 Engine Performance Evaluation System

Build a turbofan engine performance parameters hierarchy system and network
system. Through the above analysis of correlation on the performance of PW
series turbofan engine model and based on four main parameters and 16
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subparameters, build a turbofan engine performance parameters hierarchy system,
is shown in Fig. 1.

The network system in the layer of group parameter B and parameter C is
shown in Figs. 2 and 3.

4 The PW Series Turbofan Engine Performance
Evaluation on the Basis of ANP

Calculate each of the performance parameters the weight vector. Because of the
ANP weight vector calculation is very complex, the actual need Superdecisions
software calculated [6]. First, make the engine performance evaluation ANP model
based on the logical parameters relationship between Figs. 2 and 3, which is
shown in Fig. 4; after that, take engine performance evaluation as the goal and the
gas path parameters as the criterion, given an example of the parameters in gas
path parameter according to their priority effect on EGT construct the judgment
matrix. The normalized weight vectors and the consistency of judgement matrix
are shown in Fig. 5.
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The other parameters as described in steps input, eventually the stable weight
vector of the parameters are derived based on the unweighted matrix, the limit
matrix, cluster matrix algorithm, is shown in Fig. 6.

Turbofan engine performance parameters dimensionless Processing. Dimen-
sionless algorithm. Engine performance parameters are mainly three types: the
bigger the better efficiency type, the smaller the better cost type (1 minus the
dimensionless value in order to better calculate the engine performance appraisal
papers, so that it becomes the bigger the better) and parameter values as close as
possible from the optimal value of fixed type. Different types of indicators need to
adopt different conversion methods, the method is relatively mature, are not dis-
cussed here.

As the plane took off, the engine is at full power take-off and engine perfor-
mance parameters of the most dramatic performance, so this collection of aircraft
in the take-off the climbing stage engine performance parameters: climb to fly
from the ground (0 ft) to the required height (4,500 ft) information per second
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between a big difference, so use the average value of the parameter to characterize
the performance of turbofan engine.

Performance parameters classification. Based on the function and properties of
parameters, this paper classified those is shown in Table 3.

Performance parameters dimensionless results. After processing the raw data in
the two PW series engine, the dimensionless value of d1 and d2 .is shown in
Table 4 (for FSS, FSS, as well as BHPS only RUN or SHUT, and the original data
are all RUN, so this paper defined it as 1 or 0).

Comprehensive assessment of engine performance. Summarize the results of
previous studies and combined with the reality of the turbofan engine performance
management, this paper presents the concept of the performance index that is each

Fig. 4 ANP model

Fig. 5 Inconsistency index
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Fig. 6 Stable weight vector
(Rx)

Table 3 Parameter PROPERTIES

Classification Engine performance parameters

Efficiency type EPR, N1, N2, CAS, CA
Cost type EGT, FF, N1 VIB, N2 VIB
Fixed type FT, PW2.5 BA, TAT, TRA, FCS, FSS, BHPS

Table 4 Value of performance parameters dimensionless

Value CA TAT TRA N1 N2 EPR EGT

d1 0.446465 0.414141 0.474747 0.439394 0.363636 0.498485 0.782828
d2 0.497101 0.459259 1 0.492593 0.266667 0.543434 0.594444

FT N1VIB N2VIB PW2.5BA CAS FF
d1 0.939394 0.25477 0.448485 1 0.569697 0.560852
d2 0.666667 0.494118 0.322222 1 0.541667 0.554491
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performance parameters dimensionless processing values multiply the corre-
sponding parameters of each the weight vector.

Performance index: Z ¼ di � Rx i ¼ 1; 2; x ¼ 1; 2; . . .; 16ð Þ ð6Þ

According to the weight vector Fig. 6 and Table 2 stable weight vectors, two
engine performance comprehensive assessment values can be gotten:

Z1 ¼ 0:606524 [ Z2 ¼ 0:567552 ð7Þ

Obviously, the first engine performance is better than the performance of the
second engine. The two engines in the actual work with the circumstances of no
accident; the first engine safety running time is indeed worked 600 h longer than
the second engine. Therefore, the use of ANP theory launched to evaluate the
performance of sufficient accuracy, the results are reliable.

Of course, if the engine receives the AD/SB information, regardless of the state
of the engine, must be timely repair accordingly.

5 Conclusions

This paper is the first time introduced the ANP theory into engine performance
assessment; it is also considered the interactions and dependencies between
parameters and establishes a nonlinear relationship of the turbofan engine mul-
tiattribute comprehensive assessment model.

According to this model, the weight vector contains the logic of the perfor-
mance parameters and the performance index can be calculated, meanwhile, using
two PW Series engine’s performance parameters to assess the performance of the
engine; the results show that ANP theory is sufficient accuracy for Engine per-
formance assessment, for timely renewal and maintenance support of the engine is
of great help. Of course, in the calculation, also found that the calculation process
of this method is more complex or difficult, for future algorithm also needs further
improvement, in order to improve the computing speed.
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A Cellular Automata Model on Bus Signal
Priority Strategies Considering Resource
Constraints

Liying Wei, Lili Zhang and Zhilong Wang

Abstract This article studied bus signal priority (BSP) strategies at road inter-
sections containing bus lane through simulation. Based on cellular automata (CA)
theory, the coordination of single-phase buses and cars under different BSP control
strategies is studied and the ‘‘speed-distance’’ condition is introduced in transit
signal priority, with which two indicators for evaluation considered resource
constraints are proposed, namely, fuel consumption and exhaust emissions. The
effect on the consumption of general vehicles from bus signal priority is shown by
CA simulation, and the judgment of the bus priority level is determined by the
calculation of fuel consumption and exhaust emissions.

Keywords Bus priority � Cellular automata � Fuel consumption � Exhaust
emissions

1 Introduction

In order to relieve the congestion of urban traffic, bus signal priority control has
been launched. However, the unconditional use of bus priority during the peak
time is bound to increase the impact on the large number of social vehicles, which
may cause a decline of comprehensive benefits. In this paper, the collaboration of
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buses and social vehicles at the intersection with bus lanes and bus signal priority
strategies are studied as to improve the overall traffic efficiency and resource
utilization of the intersections.

The study of bus signal priority has been developed since Wilbur and others
applied bus signal priority on two signalized intersections through manual control
[1]. Later Ludwick filed unconditional priority in early simulation models [2].
Furth and Muller implemented the conditional bus priority in the Eindhoven of
Finland [3]. In 1991, Casey raised that the bus priority would interrupt general
traffic volume [4]. This means signal coordination runs more effective than bus
priority on the urban trunk roads, especially at peak times. In 2000, Jeason and
Ferrira studied on the best bus ratio and bus volume for the bus-only signal under
different saturations by comparing vehicle delays within and without bus-only
signal [5]. In 2004, Ngan studied vehicle delay of buses at intersections in different
traffic conditions and different signal control, and concluded the most applicable
bus signal priority under high bus volume, low turn-left flows, and low flow rate
conditions [6]. Based on cellular automata model, this article studies traffic flow at
intersections by simulation, and resource constraints is proposed in the transit
priority strategies, through which results the relevant indicators for evaluation.

2 Index of Resource Constraints

The indexes of intersection resource constraints include fuel consumption and
exhaust emissions, of which a set of formulas are derived. Each interval in the
simulation takes 1 s, and the simulation process duration s takes T2 steps. If the
timing starts from the step T1(T1 \ T2), then s = T2 - T1.

2.1 Fuel Consumption Index

Fuel consumption of traffic flow at signalized intersections depends not only on the
consumption of a single vehicle driving through the intersection, but also on the
traffic volume, signal timing, and the decelerating or accelerating delay. When
considering the fuel consumption of intersections, the accelerating and decelera-
tion delays arising from fuel consumption should be considered. Since the
acceleration is the rate of velocity change, and it is proportional to the engine
power, which is direct proportion to the fuel consumption, vehicle speed also has
correlation with the fuel consumption.

According to data [7], the average fuel consumption of an idling buses is about
4.5 l h-1, and the fuel consumption of an idling car 1.5 l h-1. The consumption
for a driving bus is 30 l/100 km, and a driving car for 12 l/100 km.
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Fuel consumption of buses and cars in different conditions is calculated as
follows:

li idling ¼ tj;i � Li ð1Þ

li move ¼
xj;i � L0i

100
ð2Þ

where li_idling as the total fuel consumption of the ith vehicle in idle condition,
li_move as the total fuel consumption of the ith vehicle in driving condition, tj,i as
the idling time of the ith vehicle on the jth lane, xj,i as the actual driving distance of
the ith vehicle on the jth lane, Li as the fuel consumption of an idling vehicle, L0i as
the fuel consumption of a driving vehicle.

2.2 Exhaust Emissions Index

The calculation of traffic emissions can be divided into the emissions of the
vehicles driving on the road sections and the emissions of the idling entrance
vehicles. The formula of emissions [8] will be modified in this article, therefore the
emissions E has the expression as follows:

E ¼
X

j

EFPCU � qj � tj

� �
þ
X

j

EFIPCU � qj � dj

� �
ð3Þ

where E as the intersection emissions, units g; j as the jth road section at the
intersection; qj as the traffic volume of the jth section, units pcu/h; tj as the travel
time on the jth section, units s; dj as the vehicle idling time at the signalized
intersection, namely the duration for vehicles from arriving at the stop line to
starting again; EFPCU as the emission factor of a PCU, units g/pcu�h; EFIPCU as the
idling emission factor of a PCU, units g/pcu�h. In this paper, the exhaust emissions
mainly refers to CO emission factor, which is given by EFPCU = 45 g/pcu�h and
EFIPCU = 5 g/pcu�h.

3 Model Parameters

3.1 Size of Cells

Regard the roads as one-dimensional discrete lattice chain of length L, and each
lattice can either be empty or occupied by exactly one vehicle in each interval. The
buses and social vehicles have different maximum speeds and vehicle lengths. The
size of a typical car is 5 9 3 m. Through the data collection, the gap between
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vehicles driving on the section can be determined by general 5 * 10 m, and the
queue gap behind the stop line can be determined by general 2 m. Therefore, the
length of a cell is set as 3.75 m, then each car takes up 2 cells, and bus takes up 4
cells. The speed of each vehicle at time t are described by Vi(t), Vi(t) [ [0, Vmax].

The location of the ith vehicle at time t is given by Xi(t), which leads to the
distance of the ith vehicle and the (i + 1)th vehicle at time t recorded as Di(t) can
be expressed as:

Di tð Þ ¼ Xiþ1 tð Þ � Xi tð Þ � liþ1 ð4Þ

where li+1 as the length of the (i + 1)th vehicle.

3.2 Parameters

(1) The number of lanes
Assuming both of the two roads at the cross intersection are four lanes in
each direction, of which each approach contains a right turn lane, a bus
lane, a left turn lane for general vehicles, and a through lane for general
vehicles. The bus lane is located at the left side of the right turn lane in
order for buses access to the linear bus station.

(2) The detector location
Taking the northern approach with maximum traffic volume as examples,
assuming that the length of the road section vehicles behind the stop line is
45 cells. The distance between detector and stop line is 120 m, namely 32
cells, as the length of the 16 cars or 8 buses.

(3) The vehicle arrival
Assuming the vehicles follows negative binomial distribution. The arrival
probability of buses and cars within a certain steps can be determined
through investigation. In this paper, the arrival probability of buses is given
by qbus = 0.05 veh/s, the arrival probability of social vehicles in straight
lanes is given by qcar = 0.167 veh/s, and that for left-turn cars is given by
qcar_left = 0.07 veh/s.

(4) The maximum speed
The maximum for bus speed recorded as Vmax,bus is 3, which equals to the
actual speed of 40.5 km/h; and maximum speed for car recorded as Vmax,car

is 4, which equals to the actual speed of 54 km/h.
(5) The maximum green extension and the maximum red truncation

The maximum green extension and the maximum red truncation are similar in
actuated control, which refer to the maximum for the bus signal priority in order to
maintain optimal split. And the current light should be changed immediately when
reaching the maximum.
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In this paper, the east-to-west and north-to-south straight phases involve bus
priority strategy, so the probability of left-turn arrivals and the left-turn queue
length need to be considered in the derivation of the maximum green extension
and red truncation, and the vehicles between the detector and the stop line should
be emptied before the end of the left-turn green time.

The green time for left-turn phase can be divided into three parts, of which the
first part, 4g1, is used for meet the loss of previous green extension, the second
part, 4g2, is used for empty the vehicles queuing on the lanes before the left-turn
phase begins, and the third part, 4g3, is used for meet the loss of next red
truncation.

Assuming that g1 = 20, g2 = 40, g3 = 20, g4 = 40 s, as the probability of left-
turn vehicles arrival qcar_left = 0.07 veh/s is certain, when the third phase starts,
there is about four vehicles per lane arrives at the corresponding entry, of which
the signal state has been red for 60 s. According to observation, a total green time
of at least 10 s, which includes start losing time is necessary for vehicles queuing
in left-turn lanes. Therefore, the left 10 s of left-turn phase g3 is used to supply bus
priority with extended time or cut down time for the adjacent straight phases. To
guarantee the benefits for buses and social vehicles, assume in this article that the
maximum extension or truncation time of two priority strategies are both 5 s.

4 The CA Model for Single-Phase Coordination

4.1 The CA Model

(a) Bus signal priority control strategies

In this paper, conditional bus priority strategies are divided to green extension and
red truncation. The bus speed at the vehicle detectors is given as Vbus, thus the time
buses for stop line t = L/Vbus. When a bus reaches the detector, if the remaining
green time for buses g0bus \ t, the g0bus need to be extended, and if the remaining
red time for buses r0bus C t, the r0bus need to be shorten.

In the simulation, gi(i = 1, 2, 3, 4) and gbus respectively means the ith phase
green time and the bus lane green time. Assuming that when a bus driving in the
straight lane and east-to-west straight general vehicles both meet the second phase,
then the bus green extension Dgbus = Dg3. The bus red truncation Drbus = Dg1. In
view of the little impact to right turn from signal control, the conflicts of vehicles,
nonmotorized vehicles, and pedestrians are not considered. Thus, the extend green
time for buses is given as Dgbus + Drbus (Fig. 1).

(b) VDR model

VDR model [9] is applied as follow rules:
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(1) Determine stochastic noise

p ¼ p0; Vj;i tð Þ ¼ 0
p1; Vj;i tð Þ[ 0

�
ð5Þ

where p as the stochastic randomization, p0 as the probability of slow-to-
start rule, given as 75 % [10], p1 as the ratio of vehicles that do not follow
the rule, and p0 [ p1.

(2) Acceleration:

Vj;i t þ 1ð Þ ¼ min Vj;i tð Þ þ 1;Vj;max

ffi �
ð6Þ

(3) Braking:

Vj;i t þ 1ð Þ ¼ min Vj;i tð Þ þ 1; gapj;i tð Þ
ffi �

ð7Þ

gapj;i tð Þ ¼ Xj;iþi tð Þ � Xj;i tð Þ � li ð8Þ

(4) Randomization:

Vj;i t þ 1ð Þ ¼ max Vj;i tð Þ � 1; 0
ffi �

ð9Þ

Fig. 1 BSP timing of
simulated intersection
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(5) Driving:

Xj;i t þ 1ð Þ ¼ Xj:i tð Þ þ Vj;i t þ 1ð Þ ð10Þ

where Xj,i(t) and Vj,i(t) are the position and speed of the ith vehicle on the jth lane
at time t, Vj,max as maximum speed of vehicles on the jth lane, gap j, i(t) as gap
between the ith and the (i + 1)th vehicle on the jth lane, and li for the length of the
ith vehicle.

If the signal state is red when a vehicle arrives at the intersection, it should stop
to wait. And if Sj(t + 1) = r, Xj,i(t + 1) C Xj,i and Xj,i(t) \ Xj,i, then Xj,i(t) =
Xj,i - 1 and Vj,i(t + 1) = 0, otherwise enter the next step. Where Xj,i as the stop
line’s location of the lanes for general vehicles, and Sj(t) as the signal state the jth
lane at time t. If the signal state is green, then Sj(t) = g, or Sj(t) = r, in which
g and r refers to green light and red light, respectively.

4.2 Bus Priority Strategies

(a) Green extension

If the east-west straight signal state is green when ith bus arrives at the detector (a,
b, c, d) at time t, namely Sbus(t) = g, then the remaining green time in this
approach can be calculated by g0bus,i, and the maximum green extension allowed
for buses is recorded as Dgmax

bus .
If g0bus;i\L=V 0bus;i tð Þ and L=V 0bus;i tð Þ � g0bus;i�Dgmax

bus , then update the current
green time for buses, which is given by G0bus ¼ G0bus þ L=Vbus;i tð Þ � g0bus;i, other-
wise the current signal for buses does not extend the green time.

(b) Red truncation

If the signal state is red when the ith bus arrives at the detectors (a, b, c, d) at time
t, namely Sbus(t) = r, then the remaining red time in this approach can be cal-
culated by r0bus;i, and the maximum red truncation allowed for buses is recorded as
Drmax

bus :
If r0bus;i [ L=V 0bus;i tð Þ and r0bus;i � L=Vbus;i tð Þ�Drmax

bus , then to update the current

red time for buses, which is given by R0bus ¼ Rbus � r0bus;i � L/Vbus;i tð Þ
h i

, otherwise

the current signal for buses does not truncate the red light.
In this article, the bus priority strategy based on bus speed, distance from the

stop line and the remaining time is called ‘‘speed-distance’’ condition.
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4.3 Efficiency Indicators

In order to meet the actual congestion, the average index values of four cycles is
used when calculating the ultimate indicators so as to observe the optimal rule of
the various indicators. The simulation phase-sequence is set as follows: (1) east-to-
west straight; (2) east-to-west left turn; (3) north-to-south straight; and (4) north-
to-south left turn.

(a) Fuel consumption

The simulation results of fuel consumption are shown in Fig. 2. Among them
Fig. 2a1 and a2 separately show the straight lane consumption with BSP strategy
and no BSP strategy, and Fig. 2b1 and b2 separately show the bus lane con-
sumption with the corresponding strategies. Through comparing figures, fuel
consumption of the intersection also have cyclical characteristics. Fuel con-
sumption indicator stays higher in green phase duration, while it stabilizes in a
small range during the red time, and this is due to vehicles in the driving makes
more consumption than idling vehicles.

Fig. 2 Fuel consumption under different control strategies
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From Fig. 2, with the bus priority strategies, the lines paralleling to the hori-
zontal axis obviously decreased, which means that buses and straight-line vehicles
wait less time and go through the intersection more smoothly, resulting in higher
fuel consumption.

(b) Exhaust emission

Exhaust emission is associated with vehicle type, traffic volume, delay time, travel
time and whether vehicle driving or no, and it is calculated in two parts, in which
one part is the exhaust emission from driving vehicles in motion and the other part
is the exhaust emission from idling vehicles. From the simulation curves below,
we can see vehicles exhaust more emissions during driving time. Figure 3a1–a3
separately show the left-turn lane, straight lane, and bus lane consumption with
BSP strategy, and Fig. 3b1–b3 show the corresponding lanes consumption with no
BSP strategy.

Through comparison of the indicators above, due to the calculation formula
itself of fuel consumption and exhaust emissions, more idling vehicles waiting at
the intersection, the less fuel consumption, and exhaust emissions they produced.
However, this makes no expression that idling is an environment friendly way of
driving, as the loss of time resources resulting from idling cannot be covered by
the reduction of consumption and emissions. Thus, the determination of time using
bus priority signal control under constrained conditions is necessary.

Fig. 3 Exhaust emissions under different control strategies
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5 Conclusion

In this paper, the process of bus and general vehicles collaboration at signalized
intersections with bus priority is studies by simulation. Balanced targets of con-
sumption and emissions between different control strategies, the resource effects of
bus priority strategies at intersections is analyzed, which is designed to provide
theoretical supports and technical tools to bus priority strategies with higher
comprehensive benefits.
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A Fast Gradual Shot Boundary Detection
Method Based on SURF

Zhonglan Wu and Pin Xu

Abstract Video shot boundary detection is a key technology of content-based
video retrieval, and has been extensively studied in these years. But researchers
tend to sacrifice speed for a higher accuracy. To improve the performance of the
algorithm and reduce the computational cost, Hue, Saturation, Value (HSV) his-
togram is introduced into the pre-processing of the video to output the candidate
gradual shot segments. Then we use speeded up robust features (SURF) to detect
the gradual shot boundaries. The experiment results show that the method can
improve the speed with a high degree of accuracy.

Keywords Video retrieval � Gradual shot change � Shot boundary detection �
HSV histogram � SURF

1 Introduction

With the rapid development of computer network and multimedia technol-
ogy, digital videos have being gotten more and more extensive applications, people
are increasingly concerned about how to retrieve the information they need from a
bilious stream of videos. Therefore, It has become important that how to organize
and retrieve the video information, especially in the field of database and infor-
mation retrieval. The information retrieval which is based on textual data originally
cannot meet the demand of the people. Because of the variety of the video data, the
subjectivity of human when describing video content and the consuming time of
generating text indexing manually, the content-based video retrieval technology
emerges, and becomes more and more popular in the field of multimedia.

Z. Wu (&) � P. Xu
Communication University of China, Beijing 100024, China
e-mail: m_orchid@126.com

Z. Wen and T. Li (eds.), Practical Applications of Intelligent Systems,
Advances in Intelligent Systems and Computing 279,
DOI: 10.1007/978-3-642-54927-4_66, � Springer-Verlag Berlin Heidelberg 2014

699



The so-called video shot boundary detection is segmenting the video into many
shots automatically and can determine the types of shot change. It is the first and
most important step in content-based video retrieval. Because of the complexity of
the scenes in the video, there are many approaches to implement the shot
boundary detection. Such as the algorithm based on pixel comparison [1], the
algorithm based on histogram [2], the algorithm based on edge features [3] and the
algorithm based on compressed domain, such as the algorithm based on DCT
coefficients [4] and the algorithm based on motion vectors [5].

Generally speaking, there are two kinds of shot change types, one is of shot
abrupt change and the other is shot abrupt change. Yet many researchers tend to
sacrifice the speed for a higher accuracy. For example, the paper [6] combines the
correlation coefficient, YUV histogram difference and running average difference
to detect the shot boundary, although it can achieve a good result, the overhead is
huge. Speeded up robust features (SURF) is an improvement on Scale-invariant
feature transform (SIFT). It has several good characteristics, such as high speed and
stable algorithm. It also can detect more feature points. SURF can remain the same
despite of rotations, scaling, illumination changes, and also can remain stable
regardless of the changes of perspective, affine transform and noise. Therefore, we
can use it to implement the video shot boundary detection. Yet it costs a lot of time
if we use SURF for all the video frames. In order to improve the performance of the
algorithm and reduce the computational cost, videos are firstly pretreated. Then we
output the candidate gradual shot segments according to HSV (Hue, Saturation,
Value) histogram blocks difference, and then extract the SURF of the candidate
gradual shot segments and finally use the support vector machine (SVM) classifi-
cation separator to implement the gradual shot boundary detection.

This paper is arranged as follows: Sect. 2 is the pre-treatment, we use HSV
histogram method to output the candidate gradual shot segments. Section 3
introduces the gradual shot detection method. And Sect. 4 is experience results,
then comes the conclusion in Sect. 5.

2 Pre-treatment

2.1 Frame Difference Measurement

The number of gradual shot frames is far less than the total number of frames in a
video, and the difference of adjacent frames is very small in a shot. Therefore, if
the difference between the first and the last frame in a short sequence of frames is
very small, then we can consider that the shot may not contain any shot boundary
and can be filtered. Based on this principle, we divide the video into many 11-
frame sequences. Sequence N starts from frame 10 * N and ends with frame 10 *
(n + 1), then we calculate the difference between the first and last frame in each
11-frame sequence.
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We use HSV spatial model to implement color features statistics. According to
human visual resolving power, we divide the hue (H) into eight parts, the satu-
ration (S) into three parts and value into three parts, and structure one-dimensional
feature vector [7] (Fig. 1):

G ¼ 9H þ 3V þ S; ð1Þ

Finally, we calculate the frame difference using chi-square distance of histo-
gram G. The computational formula is as follows:

d10 nð Þ ¼
X f 10 nþ 1ð Þð Þ � f 10nð Þ2

n o

f 10 nþ 1ð Þ þ f ð10nð Þ ð2Þ

d10(n) is the difference between the first and last frame of each 11-frame
sequence, f(10n) is the histogram vector of G. Because using histogram to express
the feature of a picture frame will lost spatial information of the pixels, so we
firstly divide the image into many blocks. Considering that subtitles and adver-
tisements always appear in the surrounding of the video frame while the important
information is always concentrated in the middle part of the video frame, we use
golden section strategy proposed in paper [8], it divides the image frame into nine
parts non uniformity, as show in Fig. 2.

After that, we use the weighted sum of di{(f(10(n + 1)), f(10n)} (i = 1, 2, …,
8) to express the frame difference between frame f(10(n + 1) and frame f(10n),
while di{(f(10(n + 1)), f(10n)} is difference of block i between frame f(10(n + 1)
and frame f(10n). It is defined as follows:

D ¼
P8

i¼0 di ðf 10 nþ 1ð Þð Þ; f 10nð Þf g � wiP8
i¼0 wi

ð3Þ

Fig. 1 Lena quantization
histogram
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2.2 Adaptive Local Threshold

For 11-frame segments, we use adaptive local threshold to determine whether it
contains shot boundary or not. We firstly set a sliding window whose size is 10.
Then we calculate the threshold TL in a sliding window and use the threshold to
determine whether there is a shot boundary. After that we move the sliding win-
dow to the next ten 11-frame segments to calculate next threshold and determine
whether there is a segment which may contain a shot boundary. We do this
repeatedly until the end of the video. The formula of threshold TL is as follows:

TL ¼ 1:1UL þ 0:6
UG

UL

� �
rL ð4Þ

UL is the mean of the frame difference in a sliding window while rL is the
standard deviation. UG is the mean of the frame difference between the first and
last frame of all the 11-frame segments. The sliding window is shown in Fig. 3.

In the practice application, we find that there may be some video segments
which contain the shot boundaries but cannot be found by the algorithm below,
because the frame difference between the first and last frame is less than the local
threshold. Therefore, we introduce another formula to determine whether it is the
segment which may contain a shot boundary:

d10 nð Þ[ 3d10 n� 1ð Þ [ d10 nð Þ[ 3d10 nþ 1ð Þ
� ffi

\ d10 nð Þ[ 0:8UG ð5Þ

It is because that in this case, the frame difference is far less or more than the
adjacent frames difference.

The 11-frame segments which meet the above conditions may contain shot
boundaries and should be sent to further detect. Considering that abrupt shot
change often happens between two frames while gradual shot change happens
among many frames and this change can be identified by naked eyes. The 11-
frame segment consists of 10 frames and it is less than 0.5 s, so we can consider
that it always will have a shot boundary only in a 11-frame segment. Therefore, we
consider that if the segment is independent and doesn’t connect to other frame
segments, it may be the candidate abrupt shot segment. And the 11-frame seg-
ments which are linked together may be the candidate gradual shot segments. We

Fig. 2 Blocks
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sent these segments for further detection to determine whether there is a shot
boundary. As shown in Fig. 4.

3 The Detection of Gradual Shots

SURF is an improvement on SIFT. It has several good characteristics, such as high
speed and stable algorithm. It also can detect more feature points. SURF can
remain the same performance despite of rotations, scaling or illumination chan-
ges, and also can remain stable regardless of changes of perspective, affine
transform, noise. And one important reason for shot false retrieval is the influence
of illumination, object motion and camera motion. So we can use the algorithm

Fig. 3 Ten 11-frame segments

Fig. 4 Candidate abrupt and
gradual shot

A Fast Gradual Shot Boundary Detection Method Based on SURF 703



based on SURF to detect gradual shot. We compare the SURF between adjacent
frames and use SVM to classify.

Statistical learning theory is a theory which studies machine learning pattern
from small samples. SVM is based on VC dimension theory and the principle of
minimize risk in machine learning theory. Sample space is mapped
to a higher dimensional feature space and even an infinite dimensional feature
space (Hilbert Space) by non linear mapping. Therefore, the nonlinear separable
problem in original sample space can transfer into linear separable problem. SVM
solves the problem of the dimensions cleverly and is specifically for the limited
samples. Considering that, we use the SVM classification separator to implement
the gradual shot boundary detection.

We firstly extract the SURF from candidate gradual shot segments and then
implement the feature points matching between adjacent frames and calculate the
number of matching feature points S(f(n),f(n + 1)), then we can get a vector DS(t).
Finally, we use DS(t) as the input layer of SVM, and the output layer of SVM will
be the type of shot change. DS(t) is defined as follows:

DS tð Þ ¼ S f 0ð Þ; f lð Þð Þ; S f 0ð Þ; f 1ð Þð Þ; . . .; S f nð Þ; f nþ 1ð Þð Þf g ð6Þ

We choose radial basis function (RBF) as the kernel function of SVM, that is

K Xi;Xj

� ffi
¼ exp �r Xi � Xj

�� ��2
� �

; r [ 0 ð7Þ

while Xi;Xj is the vector for training, r is the parameter of the kernel function.

4 Experiment Results

There is no good standard to evaluate the performance of shot boundary detection.
Recall and precision are commonly used today. The recall and precision are
defined as following:

Recall ¼ Nc

Nc þ Nm
ð8Þ

Precision ¼ Nc

Nc þ Nf
ð9Þ

Nc is the number of correct detections, Nm is the number of missed detection, Nf

is the number of false detection. We test five videos to achieve the results. The
results are shown in Table 1.

While R is the number of shots in a video and D is the number of shots we
detect.
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To prove that the algorithm will reduce the computational cost, Table 2 is the
ratio of the segments which don’t contain the shot boundary and be filtered during
the pretreatment.

We can conclude from the two tables below that the method can improve the
speed with a high degree of accuracy.

5 Conclusion

In this paper, HSV histogram is introduced into the pre-processing of the video to
output the candidate gradual shot segments. Then we use SURF to detect the
gradual shot boundaries. The experiment results show that the method can improve
the speed with a high degree of accuracy. But the precision is still not very
satisfactory, we can try to use multi-feature algorithm to compensate for the surf
feature in the future.
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The Optimal Inventory Model of Two
Warehouses: Time-Varying Demand
Considering Credit Period

Yuntao Hu

Abstract It is assumed that the demand rate of goods is a time-varying function;
meanwhile, suppose that OW and RW have different rate of deterioration and the
limitation of continuous transportation is relaxed. Based on the assumptions,
inventory models of two warehouses whose time-varying demand considering
credit period are constructed, thus may have a widely application. Besides, the
existence of the optimal replenishment strategy is proved by providing examples
on calculating the optimal replenishment cycles and sensitivity analysis is also
done on relevant parameters.

Keywords Inventory model � Credit period � Inventory model

1 Introduction

With the development of in-depth research on logistics and subdivision studies on
the functions of logistics, inventory management, as a key subsystem of logistics
system, is also making great progress in its research. In the narrow sense, inventory
refers to the material stock in a temporary stagnation in a warehouse; in the broad
sense, it also includes the product which are being manufactured, processed, and
transported. In their models, Bose et al. [1] did research on linear demand and
constructed inventory models allowing shortage and considering inflation and time
discount. Hariga [2] discussed the optimization problems of inventory quantity of
deteriorating items in the general time-varying demand situation. Hariga’s model
supposed that demand is a logarithmic concave function of time. Sark et al. [3]
studied the optimization problems of inventory strategy of deteriorating items in
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the time-varying demand and inflation situations. Chung and Tsai [4] considered
the time value of money in the inventory model of deteriorating items in linear
trend demand, therefore got the total cost of discount related with replenishment
cycle numbers and time of shortage; meanwhile, the algorithm of the optimal
replenishment cycle numbers and time of shortage had also been provided. Goyal
and Giri [5] summed up the previous researches on deteriorating items.

Bhunia and Maiti [6] constructed two inventory models in which demand is a
linear function of time and shortage was taken into consideration. In the case of
allowing shortage, Zhou [7] put forward inventory models of two warehouses in
which demand rate is a general time-varying function [8]. Lee and Ma [9] studied
inventory models of two warehouses in the condition of a finite period of time-
varying demand; besides the algorithm was given. Kar et al. [10] studied the
models of two warehouses in the condition of linear demand. In the article, they
supposed that economic size lot depends on replenishment cost. Recently, Lee and
Hsu [11] studied the optimal inventory model in the situation of time-varying
demand and limited productivity.

Almost all the articles above assumed that purchasers must pay immediately
after the order; however, in actual life, if purchasers has a long-term cooperation
with suppliers or purchasers would order a large amount of product for one indent,
then suppliers would provide purchasers a credit period. Within the credit period,
the purchasers need not pay for the goods; while beyond the credit period, the
purchasers need to finish the payment. The interest revenue of the commodity sales
during the credit period is shared by purchasers. Goyal [12] was the first to study
the EOQ model of signal goods allowing deferred payment. Aggarwal and Jaggi
[13], who extended Goyal’s model, considered the inventory strategies of deteri-
orating items in the condition of deferred payment supposing both demand rate and
rate of deterioration were constants. Jamal, Sarker and Wang [14] put forward a
deferred payment model in the case of allowing shortage of goods. Hwang and
Shinn [15], who considered pricing of retailers and order quantity under the pre-
mise of credit period, constructed a model in which interest, price of product, and
credit period were interrelated; meanwhile, they proved the existence of the
optimal order cycle which could maximize profit.

In this paper, the author supposes that two warehouses have different rates of
deterioration and RW is given priority to use; besides, the author considers two
conditions that suppliers offer a credit period to purchasers as well as purchasers to
customers. Section 2 introduces basic assumptions and symbolic representation,
which provides the foundation to construct the inventory model. Section 2.3
proposes the solving algorithm of the model. In Sect. 3, the author provides
numerical examples in order to verify the effectiveness of the model and the
algorithm. Based on Sect. 3, the Sect. 4 provides sensitivity analysis. Finally
Sect. 5 concludes the whole paper.
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2 Mathematical Modeling

2.1 Symbols

The symbols in this section are as follows:

W: The volume for OW;
Q: Order Quantity;
Q*: optimal order quantity;
D(t): function of demand rate;
a: deterioration rate of OW;
b: deterioration rate of RW;
T: length of order cycle;
T*: optimal replenishment cycle;
A: ordering cost for one time;
c: purchasing price for a unit of product;
s: selling price for a unit of product;
Cq: purchasing cost in a cycle;
M: credit period of purchasers;
N: credit period of customers;
Ie : interest rate gained by purchasers by depositing money in a bank;
IE: interest earned by purchasers in a cycle;
Ip : interest rate of carrying inventory beyond credit period paid by purchasers;
IP: interest paid by purchasers in a cycle;
HO: carrying charge in OW in every cycle;
HR: carrying charge in RW in every cycle;
TCiðTÞ: total cost of T in a specific interval in a unit of time (i = 1, 2…, 7);
TCðTÞ: total cost in a unit of time within a cycle;
TCðT�Þ: optimal cost in a unit of time within a cycle;
tW: time spent when inventory of RW decreases to 0;
Io(t): stock level of OW in [0, T];
Io,1(t): stock level of OW in [0, tW] when using two warehouses;
Io,2(t): stock level of OW in [tW, T] when using two warehouses;
Ir (t): stock level of RW in [0, tW] when using two warehouses;
K: carrying charge for a unit of product in RW in a unit of time;
H: carrying charge for a unit of product in OW in a unit of time;
Ta: time spent when inventory of OW decreases from W to 0.

2.2 Basic Hypothesis

(1) The time from orders to delivery is fixed;
(2) Shortage is disallowed;
(3) Deteriorating goods are totally lost and cleaned out from stock;
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(4) Suppliers offer a credit period M to purchasers; purchasers offers a credit
period N to customers, M [ N;

(5) Ip [ Ie;
(6) When T [ M, purchasers pay interest of inventory goods to suppliers after

T = M; when T B M, purchasers need not pay interest to suppliers;
(7) When T [ M, purchasers can gain interest of the sold goods within [0, M];

When T B M, purchasers can gain interest of the sold goods within [0, T];
(8) Only when OW is full that RW is to be used and RW is given priority to use.

OW and RW has different rate of deterioration, when deterioration occurs in
OW, there isn’t replenishment by transporting product in RW;

(9) The volume for OW is W and RW has limitless volume;
(10) The stock is at the end of every cycle.

2.3 Modeling

Situation One: Only OW is used as shown in Fig. 1.
In this situation, the inventory curve satisfies the following differential

equation:

dIoðtÞ
dt
¼ �aIoðtÞ � DðtÞ; 0� t� T

IoðTÞ ¼ 0

8<
:

By solving the equation, we can get the inventory volume of OW within [0, T]:

IðtÞ ¼ e�at
ZT

t

DðuÞeaudu; 0� t� T ;

Situation Two: Both OW and RW are used as shown in Fig. 2.
As the goods in RW are given priority to use, within [0, tW], the inventory in

RW satisfies the following differential equation:

dIrðtÞ
dt
¼ �bIrðtÞ � DðtÞ; 0� t� tw

IrðtwÞ ¼ 0

8<
:

By solving the above equation, we can get the inventory volume of RW within
[0, tW]:

IrðtÞ ¼ e�bt
Ztw

t

DðuÞebudu; 0� t� tw;

710 Y. Hu



Within [0, tW], the inventory volume of OW is lost by deterioration, which
satisfies the following differential equation:

dIo;1ðtÞ
dt

¼ �aIo;1ðtÞ; 0� t� tw

Io;1ð0Þ ¼ w

8<
:

By solving the above equation, we can get the inventory volume of OW within
[0, tW]:

Io;1ðtÞ ¼ we�at; 0� t� tw

Within [tW, T], inventory in OW are deteriorated and consumed, which satisfies
the following differential equation:

dIo;2ðtÞ
dt

¼ �aIo;2ðtÞ � DðtÞ; tw� t� T

Io;2ðTÞ ¼ 0

8<
:

By solving them, we can get the inventory volume of OW within [tW, T]:

Io;2ðtÞ ¼ e�at
ZT

t

DðuÞeaudu; tw� t� T

Fig. 2 Inventory Curve of
OW and RW

T
0 

Q

t

I  (t)o
Fig. 1 Inventory curve when
only OW is used
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It is easy to know that Io;1ðtwÞ ¼ Io;2ðtwÞ and we�atw ¼ e�atw
RT
tw

DðuÞeaudu.

Calculation of Order Quantity:

Let
R Ta

0 DðtÞeatdt ¼ W , then we know that: if and only if T [ Ta, Q [ W, then

Q = I0;1ð0Þ þ Irð0Þ = w + Irð0Þ = w +
R tw

0 DðuÞebudu; when T B Ta, Q B W,

Q =
R T

0 DðuÞeaudu, purchasing cost Cq = A + cQ.
Calculation of Carrying Charge of OW:

(1) When T B Ta (Q B W), carrying charge will satisfy,

H0 ¼ h

ZT

0

IoðtÞdt ¼ h

ZT

0

e�at
ZT

t

DðuÞeaududt

¼ h � 1
a

e�at
ZT

t

DðuÞeaudu

����
T

0

�
ZT

0

1
a

e�atDðtÞeatdt

2
4

3
5

¼ h

a

ZT

0

DðuÞeaudu�
ZT

0

DðuÞdu

2
4

3
5

¼ h

a

ZT

0

DðuÞðeau � 1Þdu

(2) When T [ Ta (Q [ W), carrying charge will satisfy,

H0 ¼ h

Ztw

0

Io;1ðtÞdt þ
ZT

tw

Io;2ðtÞdt

2
4

3
5

¼ h

Ztw

0

we�atdt þ
ZT

tw

e�at
ZT

t

DðuÞeaududt

2
4

3
5

¼ hw

a
1� e�atwð Þ þ h

a

ZT

tw

DðtÞ eaðt�twÞ � 1
h i

dt

Calculation of Interest Paid by Purchasers:

(1) When T B M:
Interest Paid IP = 0

(2) When tw B M \ T, the interest paid will satisfy,
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IP ¼ cIp

ZT

M

Io;2ðtÞdt ¼ cIp

ZT

M

e�at
ZT

t

DðuÞeaududt

¼ cIp

a

ZT

M

DðtÞ eaðt�MÞ � 1
h i

dt

(3) When M \ tw B T, the interest paid will satisfy,

IP ¼ cIp

Ztw

M

IrðtÞdt þ
Ztw

M

Io;1ðtÞdt þ
ZT

tw

Io;2ðtÞdt

2
4

3
5

¼ cIp

Ztw

M

e�bt
Ztw

t

DðuÞebududt þ
Ztw

M

we�atdt þ
ZT

tw

e�at
ZT

t

DðuÞeaududt

2
4

3
5

¼ cIp
1
b

Ztw

M

DðtÞ ebðt�MÞ � 1
� �

dt þ w

a
e�aM � e�atw
ffi �

þ 1
a

ZT

tw

DðtÞ eaðt�twÞ � 1
� �

dt

2
4

3
5

Calculation of Interest Earned by Purchasers:

(1) When T B N:

IE ¼ sIeðM � NÞ
ZT

0

DðtÞdt

(2) When N \ T B M:

IE ¼ sIeðM � NÞ
ZN

0

DðtÞdt þ sIe

ZT

N

DðtÞðM � tÞdt

(3) When T [ M:

IE ¼ sIeðM � NÞ
ZN

0

DðtÞdt þ sIe

ZM

N

DðtÞðM � tÞdt

Calculation of Total cost in a Unit of Time:
Total cost TC(T) in a unit of time within [0, T] = [Purchasing cost + Carrying

charge of OW + Carrying charge of RW + IP - IE]/T.
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Case 1 For Ta \ N, there are five situations as follow:

(1) When 0 \ T B Ta, there is no need to use RW and to pay interest; at this
moment, the total cost in a unit of time is marked as TC1(T).

TC1ðTÞ ¼
1
T

Aþ c
ZT

0

DðuÞeauduþ h

a

ZT

0

DðtÞ eat � 1ð Þdt � sIe M � Nð Þ
ZT

0

DðtÞdt

2
4

3
5

(2) WhenTa\T �N, RW needs using while there is no need to pay interest, at
this moment the total cost in a unit of time is marked as TC2(T).

TC2ðTÞ ¼
1
T

Aþ c wþ
Ztw

0

DðuÞebudu

0
@

1
Aþ hw

a
1� e�atwð Þ þ h

a

ZT

tw

DðtÞ eaðt�twÞ � 1
h i

dt

8<
:

þ k

b

Ztw

0

DðtÞebtdt �
Ztw

0

DðtÞdt

2
4

3
5� sIe M � Nð Þ

ZT

0

DðtÞdt

9=
;

(3) When N\T �M, RW needs using while there is no need to pay interest, at
this moment the total cost in a unit of time is marked as TC3(T).

TC3ðTÞ ¼
1
T

Aþ c wþ
Ztw

0

DðuÞebudu

0
@

1
Aþ hw

a
1� e�atwð Þ þ h

a

ZT

tw

DðtÞ eaðt�twÞ � 1
h i

dt

8<
:

þ k

b

Ztw

0

DðtÞebtdt �
Ztw

0

DðtÞdt

2
4

3
5� sIeðM � NÞ

ZN

0

DðtÞdt � sIe

ZT

N

DðtÞðM � tÞdt

9=
;

(4) When tw�M\T , RW needs using and interest needs paying, at this moment
the total cost in a unit of time is marked as TC4(T).

TC4ðTÞ ¼
1
T

Aþ c wþ
Ztw

0

DðuÞebudu

0
@

1
Aþ hw

a
1� e�atwð Þ þ h

a

ZT

tw

DðtÞ eaðt�twÞ � 1
h i

dt

8<
:

þ k

b

Ztw

0

DðtÞebtdt �
Ztw

0

DðtÞdt

2
4

3
5þ cIp

a

ZT

M

DðtÞ ea t�Mð Þ � 1
h i

dt

�sIe M � Nð Þ
ZN

0

DðtÞdt � sIe

ZM

N

DðtÞ M � tð Þdt

9=
;
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(5) When M\tw� T , RW needs using and interest needs paying, at this moment
the total cost in a unit of time is marked as TC5(T).

TC5ðTÞ ¼
1
T

Aþ c wþ
Ztw

0

DðuÞebudu

0
@

1
Aþ hw

a
1� e�atwð Þ þ h

a

ZT

tw

DðtÞ eaðt�twÞ � 1
h i

dt

8<
:

þ k

b

Ztw

0

DðtÞebtdt �
Ztw

0

DðtÞdt

2
4

3
5

þ cIp
1
b

Ztw

M

DðtÞ ebðt�MÞ � 1
� �

dt þ w

a
e�aM � e�atw
ffi �

þ 1
a

ZT

tw

DðtÞ eaðt�twÞ � 1
� �

dt

2
4

3
5

�sIe M � Nð Þ
ZN

0

DðtÞdt � sIe

ZM

N

DðtÞ M � tð Þdt

9=
;

When Ta\N, from the above discussion, we can get:

TCðTÞ ¼

TC1ðTÞ 0\T � Ta

TC2ðTÞ Ta\T �N

TC3ðTÞ N\T �M

TC4ðTÞ tw�M\T

TC5ðTÞ M\tw� T

8>>>>>><
>>>>>>:

Case 2 For N B Ta \ M, there are five situations as follow:

(1) When 0\T �N, the total cost in a unit of time is TC1(T).
(2) When N\T � Ta, only OW is used and there is no need to pay interest, at this

moment the total cost in a unit of time is marked as TC6(T).

TC6ðTÞ ¼
1
T

Aþ c

ZT

0

DðuÞeauduþ h

a

ZT

0

DðuÞðeau � 1Þdu

8<
:

�sIe M � Nð Þ
ZN

0

DðtÞdt � sIe

ZT

N

DðtÞ M � tð Þdt

9=
;

(3) When Ta\T �M, RW needs using and there is no need to pay interest, at
this moment the total cost in a unit of time is marked as TC3(T).

(4) When tw�M\T (M \ T � T1), RW needs using and interest needs paying,
at this moment the total cost in a unit of time is marked as TC4(T).
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(5) When M\tw� T(T [ T1), RW needs using and interest needs paying, at this
moment the total cost in a unit of time is marked as TC5(T). To sum up, when
N� Ta\M:

TCðTÞ ¼

TC1ðTÞ 0\T �N

TC6ðTÞ N\T � Ta

TC3ðTÞ Ta\T �M

TC4ðTÞ M\T � T1

TC5ðTÞ T [ T1

8>>>>>><
>>>>>>:

Case 3 For Ta C M, there are five situations as follow:

(1) When 0 \ T B N, there is no need to use RW and to pay interest, at this
moment the total cost in a unit of time is marked as TC1(T).

(2) WhenN\T �M, there is no need to use RW and to pay interest, at this
moment the total cost in a unit of time is marked as TC6(T).

(3) When M\T � Ta, there is no need to use RW while interest needs paying, at
this moment the total cost in a unit of time is marked as TC7(T)

TC7ðTÞ ¼
1
T

Aþ c

ZT

0

DðuÞebuduþ h

a

ZT

0

DðuÞ eau � 1ð Þduþ cIp

a

ZT

M

DðtÞ eaðt�MÞ � 1
h i

dt

8<
:

�sIeðM � NÞ
ZN

0

DðtÞdt � sIe

ZM

N

DðtÞ M � tð Þdt

9=
;

(4) When T [ Ta; tw�M (Ta\T � T1), RW needs using and interest also needs
paying, at this moment the total cost in a unit of time is marked as TC4(T).

(5) When T [ Ta; tw [ M (T [ T1), RW needs using and interest also needs
paying, at this moment the total cost in a unit of time is marked as TC5(T).
Therefore, when Ta�M:

TCðTÞ ¼

TC1ðTÞ 0\T �N

TC6ðTÞ N\T �M

TC7ðTÞ M\T � Ta

TC4ðTÞ Ta\T � T1

TC5ðTÞ T [ T1

8>>>>>><
>>>>>>:

Finally, according to the above three cases, it follows that
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TCðT�Þ ¼

min min
0\T�Ta

�
TC1ðTÞ; min

Ta �T�N
TC2ðTÞ; min

N�T�M
TC3ðTÞ; min

M�T�T1
TC4ðTÞ; min

T�T1
TC5ðTÞ

�
; Ta\N

min min
0\T�N

�
TC1ðTÞ; min

N�T�Ta

TC6ðTÞ; min
Ta �T�M

TC3ðTÞ; min
M�T�T1

TC4ðTÞ; min
T � T1

TC5ðTÞ
�
;N� Ta\M

min min
0\T�N

�
TC1ðTÞ; min

N�T�M
TC6ðTÞ; min

M�T�Ta

TC7ðTÞ; min
Ta �T�T1

TC4ðTÞ; min
T � T1

TC5ðTÞ
�
;Ta�M

8
>>>>>>>><
>>>>>>>>:

3 Numerical Example

Let w = 100, h = 1, k = 3, Ip = 0.08, Ie = 0.05, a = 0.05 b = 0.03, c = 100,
s = 150, M = 0.25, N = 0.1, A = 400, DðtÞ ¼ 1000e0:95t, according to the above
cases, we can get Ta ¼ 0:0953, so it follows that Ta\N. Then it can be known

TCðT�Þ ¼ min min
0\T�Ta

TC1ðTÞ; min
Ta �T�N

TC2ðTÞ; min
N�T�M

TC3ðTÞ; min
M�T�T1

TC4ðTÞ; min
T�T1

TC5ðTÞ
� �

There exists the optimal ordering cycle T*, T1 = 0.325; by use of Matlab, the
results are shown in the Table 1.

From the Table 1, it can be found that the optimal replenishment cycle
T� ¼ 0:0869 , the optimal total cost TCðT�Þ ¼ 107950, the optimal ordering
amount Q* = 90.78. There is no need to use RW.

4 Sensitivity Analysis

To better understand the effects of changes of all parameters on the total cost in a
unit of time, sensitivity analysis is done in this chapter. The analyzed parameters
are as follows: rate of deterioration a and b, ordering cost A, purchasing price c,
selling price s, carrying cost of OW h, carrying cost of RW k, interest paid Ie,

interest earned Ip, credit period of purchasers M, credit period of customers N,
demand rate D(t). When sensitivity analysis is being done, only one parameter is
changed for one time while others remain the same. The fluctuation ratio of the

total cost of the model PCI ¼ TC0�TC�

TC� in which TC0 represents the optimal total
cost after changes of parameters TC� represents the optimal total cost before
changes of parameters. The analysis results can be seen in Tables 2, 3, 4, 5. When
the value of A changes, the calculation result as follows:

From the above chart, when rate of deterioration of OW increases, the total cost
also increases. When the value of b changes, the calculation result as follows:

From the above chart, when rate of deterioration of RW increases, the total cost
remains the same because at this moment, the optimal inventory strategy refers
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that there is no need to use RW. When the value of N changes, the calculation
result as follows:

As the credit period given to customers by purchasers increases, the total cost in
a unit of time also increases. When the value of D(t) changes, the calculation result
as follows:

From the above chart, as the demand rate increases, the total cost in a unit of
time also increases and the ordering cycle shortens.

Table 2 Results under different a

a (%) T* Q* TC* PCI (%)

-20 0.0873 91.21 1.0790E+05 -0.0463
-10 0.0871 90.99 1.0793E+05 -0.0185
10 0.0867 90.54 1.0797E+05 0.0185
20 0.0864 90.32 1.0800E+05 0.0463

Table 3 Results under different b

b (%) T* Q* TC* PCI (%)

-20 0.0869 90.77 1.0795E+05 0.0000
-10 0.0869 90.77 1.0795E+05 0.0000
10 0.0869 90.77 1.0795E+05 0.0000
20 0.0869 90.77 1.0795E+05 0.0000

Table 4 Results under different N

N (%) T* Q* TC* PCI

-20 0.08 83.29 1.0783E+05 -0.1112
-10 0.0869 90.81 1.0787E+05 -0.0741
10 0.0868 90.73 1.0803E+05 0.0741
20 0.0868 90.70 1.0811E+05 0.1482

Table 5 Results under different N

D(t) T* Q* TC* PCI (%)

1000e0.85t 0.0917 95.63 1.0733E+05 -0.5743
1000e0.75t 0.0962 100 1.0684E+05 -1.0283
1000e0.65t 0.0967 100 1.0633E+05 -1.5007
1000e0.55t 0.0976 100 1.0583E+05 -1.9639
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5 Conclusion

In this paper, based on different time-varying demand rate and different rate of
deterioration, the author discusses the inventory strategy of two warehouses in the
condition of allowing deferred payment, disallowance of shortage, and offering a
credit period to customers. By means of the discussion, there exists an optimal
replenishment cycle. Meanwhile, the author gives the numerical examples about
solving the optimal replenishment cycle and the minimum cost. Finally, sensitivity
analysis is done about the total cost in a unit of time concerning the changes of all
parameters.
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Sampled-Data Synchronization
for Chaotic Neural Networks
with Mixed Delays

Rui-Xing Nie, Zhi-Yi Sun, Jian-An Wang and Yao Lu

Abstract This paper focuses on designing an appropriate sampled-data controller
to deal with the problem of master–slave synchronization for chaotic neural net-
works with discrete and distributed time varying delays in the presence of a
constant input delay. The striking feature of this article is that we utilize the
decomposition approach of delay interval when constructing a new Lyapunov
functional. Besides, combining with the input delay approach and the linear matrix
inequalities (LMIs) method, the desired sampled-data controller gain can be
obtained by using the Matlab software to solve a series of LMIs. Finally, a
numerical example is provided to verify the effectiveness of the given results.

Keywords Master–slave synchronization � Chaotic neural networks � Sampled
data controller � Lyapunov functional

1 Introduction

Since the master–slave (drive response) concept which was proposed by Pecora
and Carroll in their pioneering work [1], researchers have spent considerable time
and efforts to achieve the master–slave synchronization of chaotic neural networks
with time delays. We must notice that it cannot be avoided generating time delays
when the neuron transmitting signals during real application. Moreover, the advent
of time delays will cause the neural networks’ presented complicated and instable
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performance. In order to make the results more universal, many articles [2, 3] take
the time delays into account while analyzing the chaotic neural networks. Compare
with [2], the authors of [3] considered the time varying delays instead of constant
time delays, and obtained less conservative results.

So far, various control schemes are applied to achieve the synchronization of
chaotic neural networks, which include impulsive control [4], adaptive control [5],
state feedback control [6], sampled data control [7], pinning control [8].

Among these control schemes, the sampled data control technology has enjoyed
widespread adoption due to its own outstanding advantages. The sampled data
controller takes up low communication channel capacity and has high resistance to
anti-interference, which can accomplish the control task more efficiently. Thanks
to the input delay approach [9], we can deal with the discrete term more easily. In
[10], For the sake of getting sufficient exponential synchronization conditions, the
authors made use of Lyapunov stability theory, input delay approach as well as
linear matrix inequalities (LMI) technology. But this article did not take the signal
transmission delay into account. To the best of the authors’ knowledge, Little
literature has been investigated the master–slave synchronization schemes for
neural networks with discrete and distributed time varying delays using sampled-
data control in the presence of a constant input delay, and still remains
challenging.

From the foregoing discussions, the major thrust of the paper is to discuss the
problem of master–slave synchronization for neural networks with mixed time
varying delays (discrete and distributed delays) by utilizing sampled data control
in the presence of a constant input delay. The desired sampled data controller can
be obtained through computing some LMIs which depend on the Lyapunov
functionals. The usefulness of input delay approach is also considered. Besides, the
introduction of decomposition approach of delay interval will make our results less
conservative. The proposed synchronization control scheme is verified through
simulation results.

Notation: The notations which are used in this article are defined as: Rn and ¼
denote the n—dimensional Euclidean space and the set of all m� n real matrices,
respectively. The notation X [ YðX� YÞ, where X and Y are symmetric matrices,
means that X � Y is positive definite (positive semidefinite). I and 0 represent the
identity matrix and a zero matrix, respectively. The superscript ‘‘T ’’ denotes
matrix transposition, and diagf. . .g stands for a block diagonal matrix. �k k denotes
the Euclidean norm of a vector or the spectral norm of matrices. For an arbitrary

matrix B and two symmetric matrices A and C,
A B
� C

� �
denotes a symmetric

matrix, the ‘‘*’’ are symmetric elements that stand for the symmetric matrix. If the

Table 1 Maximum sampling interval h for different g

g 0.01 0.02 0.03 0.04 0.05
h 0.21 0.18 0.15 0.13 0.10
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dimensions of matrices are not particularly pointed out, we will deem the matrices
have appropriate dimension for mathematical operations.

2 Model and Preliminaries

Consider a neural network with mixed delay as follow:

_xðtÞ ¼ �CxðtÞ þ Af ðxðtÞÞ þ Bf ðxðt � sðtÞÞÞ þ D

Z t

t�rðtÞ

f ðxðhÞÞdhþ J ð1Þ

where xðtÞ ¼ ½x1ðtÞx2ðtÞx3ðtÞ � � � xnðtÞ�T 2 Rn and f ðxðkÞÞ ¼ ½f1ðx1ðtÞÞf2ðx2ðtÞÞ
f3ðx3ðtÞÞ� � � fnðxnðtÞÞ�T are, respectively, the state variable and the neuron activation
function; C ¼ diagfc1; c2; c3; . . .; cng is a diagonal matrix with positive entries;
A ¼ ðaijÞn�n; B ¼ ðbijÞn�n; and D ¼ ðdijÞn�n; are, respectively, the connection
weight matrix, the discretely delayed connection weight matrix and the distribu-
tively delayed connection weight matrix; sðtÞ denotes the time varying delay, and
satisfies 0� sðtÞ� s; _sðtÞ� u; rðtÞ is expression of the distributed delay which is
supposed to satisfied 0� rðtÞ� r. The mentioned definitions of s; u and r are
constants.

With regard to the neuron activation function, the following hypotheses will
come into play.

Assumption 1 There exists some constants L�i , Lþi , i ¼ 1; 2; 3. . .n, such that the

activation function f ð�Þ is satisfied with L�i �
fið#1Þ�fið#2Þ

#1�#2
� Lþi for #1; #2, and

#1 6¼ #2.

In this paper, neural networks system (1) is deemed as the master system and a
slave system for (1) will be designed as
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Fig. 1 Chaotic behavior of the master system (1)
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_yðtÞ ¼ �CyðtÞ þ Af ðyðtÞÞ þ Bf ðyðt � sðtÞÞÞ þ D

Z t

t�rðtÞ

f ðyðhÞÞdhþ J þ uðtÞ ð2Þ

where D, A, B and C are matrices as in (1), and uðtÞ 2 Rn is the control input to be
designed.

The synchronization error signal is described as eðtÞ ¼ yðtÞ � xðtÞ, then the
error signal system can be exhibited as

_eðtÞ ¼ �CeðtÞ þ AgðeðtÞÞ þ Bgðxðt � sðtÞÞÞ þ D

Z t

t�rðtÞ

gðeðhÞÞdhþ uðtÞ ð3Þ

where gðeðtÞÞ ¼ f ðyðtÞÞ � f ðxðtÞÞ.
In this paper, we define the updating signal time of Zero-Order-Hold (ZOH) by

tk, and assume that the updating signal (successfully transmitted signal from the
sampler to the controller and to the ZOH) at the instant tk has experienced a
constant signal transmission delay g. Here, the sampling intervals are supposed to
be less than a given bound and satisfy tkþ1 � tk ¼ hk� h.

The h represents the largest sampling interval. Thus, we can obtain that
tkþ1 � tk þ g� hþ g� d.

The main aim of this paper is to achieve the synchronization of the master
system (1) and slave system (2) together with the following sampled-data
controller

uðtÞ ¼ Keðtk � gÞ; tk � t\tkþ1; k ¼ 0; 1; 2; . . . ð4Þ

where K is the sampled data feedback controller gain matrix to be determined.
Applying control law (4) into the error signal system (3)

_eðtÞ ¼ �CeðtÞ þ AgðeðtÞÞ þ Bgðxðt � sðtÞÞÞ þ D

Z t

t�rðtÞ

gðeðhÞÞdhþ Keðtk � gÞ ð5Þ

Defining dðtÞ ¼ t � tk þ g, tk� t\tkþ1, besides, 0� dðtÞ� d. Then error signal
system can be described as the following condition

_eðtÞ ¼ �CeðtÞ þ AgðeðtÞÞ þ Bgðxðt � sðtÞÞÞ þ D

Z t

t�rðtÞ

gðeðhÞÞdhþ Keðt � dðtÞÞ ð6Þ
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Next, we shall briefly introduce the lemmas which will be used in this paper.

Lemma 1 (Jensen inequality) [11] For any matrix x [ 0, there existing scalars a
and bðb [ aÞ, a vector function / : ½a; b� ! Rn such that the integrations con-
cerned are well defined, then

ðb� aÞ
Zb

a

/ðcÞTx/ðcÞdc�
Zb

a

/ðcÞdc

2
4

3
5

T

x
Zb

a

/ðcÞdc

2
4

3
5 ð7Þ

Lemma 2 (Extended Wirtinger inequality) [12] For any matrix Z [ 0, if uðtÞ 2
x½a; bÞ and uðaÞ ¼ 0, then following inequality holds:

Zb

a

uðfÞT ZuðfÞdf� 4ðb� aÞ2

p2

Zb

a

_uðfÞT Z _uðfÞdf ð8Þ

Lemma 3 The constant matrix Y 2 Rn�n is a positive definite symmetric matrix,
if the positive scalar d is satisfied with 0� dðtÞ� d, and the vector-valued function

_y : ½�d; 0� ! Rn is existent, then the integral term �d
Rt

t�d
_yTðfÞY _yðfÞdf can be

defined as

�d

Z t

t�d

_yTðfÞY _yðfÞdf�
yðtÞ

yðt � dðtÞÞ
yðt � dÞ

2
4

3
5

T �Y Y 0
� �2Y Y
� � �Y

2
4

3
5

yðtÞ
yðt � dðtÞÞ

yðt � dÞ

2
4

3
5 ð9Þ

3 Main Results

In this section, a synchronization criterion will be presented which can make sure
that the slave system (2) is synchronized with master system (1). Above all, we are
going to divide the sampling interval into three parts, respectively,
�g; 0½ �; �g;� gþ h

2

� ffi� �
; � gþ hð Þ;� gþ h

2

� ffi� �
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Next, we will list a collection of notations which are used in this paper.

L1 ¼ diag L�1 Lþ1 ; L
�
2 Lþ2 ; . . .; L�n Lþn

� 	
;

L2 ¼ diag
L�1 þ Lþ1

2
;
L�2 þ Lþ2

2
; . . .

L�n þ Lþn
2


 �

Theorem 1 Given scalar c[ 0, if there exist P [ 0; R1 [ 0; R2 [ 0; R3 [ 0;
Z1 [ 0; Z2 [ 0; Z3 [ 0; Z4 [ 0; Z5 [ 0; Z6 [ 0; Q [ 0; W [ 0; G1; G2; G;
Fdiagonal matrices M� 0; V1 [ 0; V2 [ 0 such that

N1 ¼

R11 R12 R3 0 R15 Z2 0 0 R19 GB GD
� R22 0 0 R25 0 0 0 cGAþ L3M cGB cGD
� � R33 R3 0 0 0 0 0 V2F2 0
� � � R44 0 0 0 0 0 0 0
� � � � R55

p2

4 W Z4 Z4 GA GB GD
� � � � � R66 Z6 0 0 0 0
� � � � � � R77 0 0 0 0
� � � � � � � R88 0 0 0
� � � � � � � � R99 0 0
� � � � � � � � � �V2 0
� � � � � � � � � � �Q

2
66666666666666664

3
77777777777777775

\0

ð10Þ

N2 ¼

R11 R12 R3 0 R15 Z2 0 0 R19 GB GD
� R22 0 0 R25 0 0 0 cGAþ L3M cGB cGD
� � R33 R3 0 0 0 0 0 V2F2 0
� � � R44 0 0 0 0 0 0 0
� � � � R̂55 R56 Z6 Z4 GA GB GD
� � � � � R66 0 0 0 0 0
� � � � � � R77 Z4 0 0 0
� � � � � � � R88 0 0 0
� � � � � � � � R99 0 0
� � � � � � � � � �V2 0
� � � � � � � � � � �Q

2
66666666666666664

3
77777777777777775

\0

ð11Þ
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R11 ¼ R1 þ R2 � R3 þ Z1 þ Z2 � F1V1 � 2GC; R12 ¼ P� cGC � G� L3M

R15 ¼ F � GC;R19 ¼ V1F2 þ GA;R22 ¼ s2R3 þ g2Z2 þ
h2

4
Z4 þ

h2

4
Z6 þ h2W1 � 2cG

R25 ¼ G� cF;R33 ¼ ðu� 1ÞR1 � 2R3 � F1V2;R44 ¼ �R2 � R3

R55 ¼ �2Z4 �
p2

4
W þ 2F; R̂55 ¼ �2Z6 �

p2

4
W þ 2F

R56 ¼ Z6 þ
p2

4
W ;R66 ¼ �Z1 � Z2 þ Z5 � Z6 �

p2

4
W

R77 ¼ Z3 � Z4 � Z5 � Z6;R88 ¼ �Z3 � Z4;R99 ¼ r2Q� V1

then the slave system (1) is synchronized with master system (2). Furthermore, the
sampled data controller gain can be obtained by K ¼ G�1F.

Proof Construct a discontinuous Lyapunov functional for the error system (7)

VðtÞ ¼
X7

j¼1

VjðtÞ; t 2 ½tk; tkþ1Þ ð12Þ

V1ðtÞ ¼ eðtÞT PeðtÞ þ 2
Xn

i¼1

mi

Zei

0

ðgiðhÞ � LihÞdh

V2ðtÞ ¼
Z t

t�sðtÞ

eðhÞT R1eðhÞdhþ
Z t

t�s

eðhÞT R2eðhÞdhþ s
Z0

�s

Z t

tþh

_eðhÞT R3 _eðhÞdhdn

V3ðtÞ ¼
Z t

t�g

eðhÞT Z1eðhÞdhþ h

Z0

�g

Z t

tþh

_eðhÞT Z2 _eðhÞdhdn

V4ðtÞ ¼
Zt� gþh

2ð Þ

t�ðhþgÞ

eðhÞT Z3eðhÞdhþ h

2

Z� gþh
2ð Þ

�ðhþgÞ

Z t

tþh

_eðhÞT Z4 _eðhÞdhdn

V5ðtÞ ¼
Zt�g

t� gþh
2ð Þ

eðhÞT Z5eðhÞdhþ h

2

Z�g

� gþh
2ð Þ

Z t

tþh

_eðhÞT Z6 _eðhÞdhdn

V6ðtÞ ¼ r
Z0

�r

Z t

tþh

gðeðhÞÞT QgðeðhÞÞdhdn

V7ðtÞ ¼ ðd � gÞ2
Z t

tk�g

_eðhÞT W _eðhÞdh� p2

4

Zt�g

tk�g

ðeðhÞ � eðtk � gÞÞT WðeðhÞ � eðtk � gÞÞdh
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V7ðtÞ can be rewritten as

V7ðtÞ ¼ ðd � gÞ2
Z t

t�g

_eðhÞT W _eðhÞdhþ ðd � gÞ2
Zt�g

tk�g

_eðhÞT W _eðhÞdh

� p2

4

Zt�g

tk�g

ðeðhÞ � eðtk � gÞÞT WðeðhÞ � eðtk � gÞÞdh

M ¼ diagfm1;m2; . . .mng� 0

From the Lemma 2, we can infer V7ðtÞ� 0. Furthermore, V7ðtÞ will vanish at
t ¼ tk. Therefore, we can conclude that limt!t�k

VðtÞ�VðtkÞ.
Next, we will compute the derivative of VðtÞ with the corresponding trajectory

of system (6)

_V1ðtÞ ¼ 2eðtÞT P _eðtÞ þ 2ðgðeðtÞÞT � L3eðtÞTÞM _eðtÞ
_V2ðtÞ� eðtÞT R1eðtÞ þ ðu� 1Þeðt � sðtÞÞT R1eðt � sðtÞÞ þ eðtÞT R2eðtÞ � eðt � sÞT R2eðt � sÞ

þ s2 _eðtÞT R3 _eðtÞ � s
Z t

t�sðtÞ

_eðhÞT R3 _eðhÞdh� s
Zt�sðtÞ

t�s

_eðhÞT R3 _eðhÞdh

According to Lemma 1

�s
Z t

t�s

_eðhÞTR3 _eðhÞdh� eðtÞ
eðt � sÞ

� �T �R3 R3

� �R3

� �
eðtÞ

eðt � sÞ

� �
ð13Þ

Consequently, the following inequality holds
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Fig. 2 Chaotic behavior of the slave system with uðtÞ ¼ 0
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_V2ðtÞ� eðtÞTR1eðtÞ þ ðu� 1Þeðt � sðtÞÞT R1eðt � sðtÞÞ þ eðtÞT R2eðtÞ � eðt � sÞTR2eðt � sÞ þ s2 _eðtÞT R3 _eðtÞ

þ
eðtÞ

eðt � sðtÞÞ

� �T �R3 R3

� �R3

� �
eðtÞ

eðt � sðtÞÞ

� �
þ

eðt � sðtÞÞ
eðt � sÞ

� �T �R3 R3

� �R3

� �
eðt � sðtÞÞ

eðt � sÞ

� �

_V3ðtÞ� eðtÞTZ1eðtÞ � eðt � gÞTZ1eðt � gÞ þ g2 _eðtÞTZ2 _eðtÞ þ
eðtÞ

eðt � gÞ

� �T �R3 R3

� �R3

� �
eðtÞ

eðt � gÞ

� �

_V4ðtÞ ¼ e t � gþ h

2

� 
� 
T

Z3e t � gþ h

2

� 
� 

� eðt � ðhþ gÞÞTZ3eðt � ðhþ gÞÞ þ h

2

� 
2

_eðtÞT Z4 _eðtÞ

�
Zt� gþh

2ð Þ

t�ðhþgÞ

_eðhÞTZ4 _eðhÞdhþ h

2

� 
2

_eðtÞTZ4 _eðtÞ �
Zt� gþh

2ð Þ

t�ðhþgÞ

_eðhÞT Z4 _eðhÞdh

_V5ðtÞ ¼ eðt � gÞTZ5eðt � gÞ � e t � gþ h

2

� 
� 
T

Z5e t � gþ h

2

� 
� 

þ h

2

� 
2

_eðtÞTZ6 _eðtÞ

According to Lemma1 and Lemma 3, if dðtÞ 2 �ðhþ gÞ;� gþ h
2

� ffi� �
, then the

following inequalities hold
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If dðtÞ 2 � gþ h
2

� ffi
;�g

� �
, we have similar inequalities.
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_V6ðtÞ ¼ r2gðeðtÞÞT QgðeðtÞÞ � r
Z t

t�r

gðeðhÞÞT QgðeðhÞÞdh

� r2gðeðtÞÞT QgðeðtÞÞ �
Z t

t�r

gðeðhÞÞT dhQ

Z t

t�r

gðeðhÞÞdh

_V7ðtÞ� ðd � gÞ2 _eðtÞT W _eðtÞ � p2

4

eðt � gÞ
eðtk � gÞ

� �T �W W

� �W

� �
eðt � gÞ
eðtk � gÞ

� �

Based on the error system (6), for any appropriately dimensioned matrices G1

and G2, the following equations are true

0 ¼ 2 eðtÞT G1 þ eðtk � gÞT G1 þ _eðtÞT G2
� �h

� _eðtÞ � CeðtÞ þ AgðeðtÞÞ

þ Bgðeðt � sðtÞÞÞ þ D

Z t

t�rðtÞ

gðeðhÞÞdhþ Keðt � dðtÞÞ
i ð16Þ

where G1 and G2 are defined as G1 ¼ G; G2 ¼ cG:
Besides, we can obtain from Assumption 1 that for j ¼ 1; 2; 3; . . .; n :

0� eðtÞ
gðeðtÞÞ

� �T �L�j Lþj ejeT
j � L�j þLþj

2 eieT
i

� ejeT
j

" #
eðtÞ

gðeðtÞÞ

� �
ð17Þ

where ej stands for the unit column vector with 1 element on its jth row and zeros
elsewhere. Therefore, the following inequality can be derived, for any appropri-
ately dimensioned matrices V1 [ 0 and V2 [ 0.

0� eðtÞ
gðeðtÞÞ

� �T �L1V1 L2V1

� �V1

� �
eðtÞ

gðeðtÞÞ

� �
þ eðt � sðtÞÞ

gðeðt � sðtÞÞÞ

� �T �L1V2 L2V2

� �V2

� �
eðt � sðtÞÞ

gðeðt � sðtÞÞÞ

� �( )

ð18Þ

Now substituting (16) and (18) to _VðtÞ, and letting K ¼ G�1F, then the fol-
lowing inequality will be achieved

_VðtÞ� vðtÞTðNkÞvðtÞ; k ¼ 1; 2 ð19Þ

where
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vðtÞ ¼ eðtÞT _eðtÞT eðt � sðtÞÞT eðt � sÞT eðt � dðtÞÞT eðt � gÞT e t � gþ h
2

� ffi� ffiT
h

eðt � ðgþ hÞÞT gðeðtÞÞT gðeðt � sðtÞÞÞT
Rt

t�rðtÞ
gðeðhÞÞTdh

#T

Thus, based on (10) and (11), we can conclude that _VðtÞ� � f eðtÞk k2 for a small
scalar f [ 0.

According to the Lyapunov stability theory, it can be inferred that the slave
system (2) is synchronized with the master system (1). This completes the proof.

Remark 1 A new synchronization criterion for the master system (1) and slave
system (2) are introduced in Theorem 1 through constructing a novel Lyapunov
functional. Numerous LMIs which are applied to derive sufficient conditions
which can be calculated effectively by the Matlab LMI control toolbox.

Remark 2 Thanks to the term V7ðtÞ as well as the decomposition method of delay
interval, the sawtooth structure characteristic of sampling input delay is used
properly, and the existing results will be improved significantly.

4 Numerical Example

In this simulation, we choose the activation functions as f1ðs) ¼ f2ðs) ¼ tanhðs):
The parameters of master system (1) and slave system (2) are assumed as

C ¼
1 0

0 1

� �
;A ¼

1:8 �0:15

�5:2 3:5

� �
; B ¼

�1:7 �0:12

�0:26 �2:5

� �
;

D ¼
0:6 0:15

�2 �0:12

� �

It is clear that L1 ¼ 0, L2 ¼ 0:5I.
We suppose that J ¼ 0; discrete delay sðtÞ ¼ et

etþ1 ; distributed delay

rðtÞ ¼ 0:5 sin2ðtÞ. The other parameters are defined as s ¼ 1, u ¼ 0:25 and
r ¼ 0:5. The initial values of master system and slave system are presented as

xð0Þ ¼ 0:3 0:4½ �T ; yð0Þ ¼ �0:2 0:7½ �T , respectively. The chaotic behavior of
the master system and the slave system without controller are given in Figs. 1 and
2, respectively.

While employing Theorem 1, we create Table 1 to show the relationship
between the transmission delay g and the maximum values of sampling interval h.
From Table 1, we can get the largest sampling interval h ¼ 0:21 when the cor-
responding constant delay g ¼ 0:01. Calculating the LMIs (10) and (11), the
controller gain is presented as

K ¼ �5:7352 0:0702
1:1632 �6:6532

� �
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Based on the mentioned controller gain, the response curves of control input (4)
and system error (6) are exhibited in Figs. 3 and 4, respectively. Clearly, numerical
simulations demonstrate that the designed controller can achieve master–slave
synchronization.

5 Conclusions

In this paper, the problem of master–slave synchronization has been studied for
chaotic neural networks with discrete and distributed time varying delays in the
presence of a constant input delay. Based on the Lyapunov stability theory, input
delay method as well as the decomposition approach of delay interval, we con-
struct a new Lyapunov functional and derive the less conservative results. Ulti-
mately, numerical simulations demonstrate the advantage and effectiveness of the
obtained results.
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The Design and Optimization of Inherent
Frequency of Combined Triaxial High-g
Accelerometer

Xu He, Zhenhai Zhang, Kejie Li, Ran Lin, Zhiqing Li,
Liang Zhang and Shuai Hou

Abstract The triaxial high-g accelerometer provides an effective solution to the
accurate explosion positioning of the penetration weapon. The combined design
type is the mainstream of the triaxial high-g accelerometer. Based on MEMS
technology, the accelerometer has advantages of small volume and light quality.
The combined structure determines that the overall stability of the accelerometer is
influenced by every single chip. In order to improve the natural frequency of the
chip and avoid the occurrence of resonance, an optimization method of the
membrane-island structure, combined with mechanics of elasticity, is proposed in
this paper. The optimization method is validated by finite element analysis and
high shock calibration experiment. The rationality of the combined structure of the
accelerometer is validated at the same time.
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Keywords Triaxial accelerometer � High-g � Optimization � Natural frequency �
MEMS{#,10}

1 Introduction

The triaxial high-g accelerometer has very important significance in the areas of
explosion, high-impact experiment, and penetration weapon fuze research. Two
kinds of structure styles are used in the development. One is single-chip integra-
tion, another is multi-chip combination. The technical difficulty of single-chip
integration is how to solve the cross coupling between the coordinate data. The
multi-chips combinations avoid the cross coupling between data because chips are
high-g and independent of each other. It is shown in Fig. 1. Combining with the
MEMS technology, it will greatly reduce the volume and quality [1]. The core
component of combined triaxial high-g accelerometer is made up of three
orthogonal assembly of the high-g accelerometer chip, so the natural frequencies
of each chip directly affect the overall stability of the accelerometer. When the
frequency of outside load system is in close proximity to chips’ natural frequency,
it produces chips resonance phenomenon, resulting in measurement data errors,
even causes damage to the chip and the accelerometer. In order to avoid this
situation, it is necessary to research the method of increasing the natural frequency
of the chip. This optimization method improves the working frequency, broadens
the bandwidth, and eliminates resonance phenomenon. Finally, the accelerometer
is validated by high-impact calibration experiment [2] and can meet the use of
requirements in high-impact experiment and penetration weapon fuze areas.

Single axis 
sensor chip

Cylindrical 
cup matCircle hole

Cube base

Fig. 1 The combined triaxial
accelerometer
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2 Analysis the Structure of the Accelerometer Before
Optimization

2.1 Static Finite Element Analysis

The single-axis high-g accelerometer’s range is larger than 0.15 9 106 g and it is
silicon. It uses a membrane-island structure with clamped boundary while the
thickness of the island is slightly thinner than the silicon frame. The pressure-
sensitive resistances are set on chip positive special location—this location is on
the junctions of membrane and island and of membrane and framework, and these
structures are processed by MEMS technology. This resistances form a Wheat-
stone bridge circuit.

The chip is chosen as the simulation object. The purpose of the simulation is to
test whether the chip can be able to bear high-g impact. Parameters are set as
follows. The density of silicon is 2.33 9 103 Kg/m3, young modulus of silicon is
130 9 103 MPa, Poisson ration of silicon is 0.18, and model element type is set to
solid 45, 8 nodes, and 3D unit. The framework of chip’s back is set to fix and the z-
axis direction of the chip is loaded 0.15 9 106 g gravity acceleration. The simu-
lation results are shown in Fig. 2.

Figure 2 shows that the maximum of Vonmise stress is 45.648 MPa and the
maximum of Vonmise strain is 362 le. All these values are within a reasonable
range, and less than the ultimate tension strength of silicon material. So the
structure of the chip has good elastic properties and can work well in high shock
environment.

Fig. 2 The results of the simulation before optimization
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2.2 Vibration Modal Analysis

Vibration is an ordinary phenomenon in mechanical system, but most of the
systems are not expected to have resonant phenomenon. Because the resonance
may destroy part of the structure, structural modal analysis is required to
determine whether the design of the structure is reasonable [3]. Each order
natural frequency and vibration mode of the model is got by the vibration
analysis. The frequency bandwidth of the chip and structural stability is deter-
mined through the natural frequency value. The modal analysis results of the
chip are shown in Fig. 3.

Figure 3 shows that first-order model is mainly the displacement of chip elastic
unit along the z-axis and its frequency is 113.37 KHz; second-order model is
mainly the rotation of chip elastic unit on the y-axis; and third-order model is
mainly the torsion of chip elastic unit on the x-axis. In practice, the natural fre-
quency determines the working frequency bandwidth. The higher natural fre-
quency is, the wider working frequency is.

First mode second mode third mode

Frequency of each mode

Fig. 3 The results of model simulation
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3 High Shock Calibration Experiments Before
Optimization

The combined triaxial high-g accelerometer is calibrated by using air cannon [4].
The results of high shock calibration experiment are shown in Fig. 4.

Figure 4 shows that the bold curve is the output voltage of z-axis data; black
dash curve is the output voltage of x-axis data; dot curve is the output voltage of y-
axis data. The nonlinear signal of z-axis data is shown in the figure, the main
reason for this phenomenon is that chip is in resonance under high-impact envi-
ronments. In order to avoid the occurrence of resonance, it is necessary to optimize
the chip structure for improving its natural frequency.

4 The Theoretical Basis of Chip Structure Optimization

Accelerometer is a linear system and is independent of the time variable. Its output
signal can be a good response to the input signal, and this requires accelerometer
itself has a very good stability and wide working frequency band. The work
frequency range is determined by natural frequency and damping ratio. The
improvement of natural frequency may lead to increase the working frequency and
improve the stability of the accelerometer [5]. According to the resonance phe-
nomenon shown in Fig. 4, an optimizing method to the structure of the chip,
combined with mechanics of elasticity, has been proposed.

The elastic movement of the high-g accelerometer chip is similar to mass-
spring-damper mechanical system, so the natural frequency formula of mass-
spring system can be used to analyze the movement of the simplified elastic unit of

Fig. 4 The results of the
experiment before
optimization
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chip. The formula is f ¼ 1=2p
ffiffiffiffiffiffiffiffiffi
m=k

p
, f is the vibration frequency, m is the mass,

k is elastic coefficients and k ¼ WD=L3, D is bending stiffness; L is the length of
the membrane, W is the width of the membrane. The elastic part of membrane-
island structure is simplified to membrane structure, so the bending stiffness for-
mula is D ¼ Eh3=12 1� vð Þ, E is the elastic modulus of silicon; h is the thickness
of the membrane. It can be concluded that reduce mass quality and increase the
thickness of the membrane can be improving the natural frequency of acceler-
ometer. Optimization of the structure is shown in Fig. 5.

5 Analysis the Structure of the Accelerometer
After Optimization

5.1 Static Finite Element Analysis

The optimized structure is analyzed by finite element analysis. All parameters are
set as before. The results of the simulation are shown in Fig. 6.

Silicon frame MebraneMass Block

d

Fig. 5 Before optimization and after optimization

Fig. 6 The results of the simulation after optimization
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Figure 6 shows that the maximum of Vonmise stress is 39.592 MPa and the
maximum of Vonmise strain is 314 le. All these values are within a reasonable
range, and less than the ultimate tension strength of silicon material. So the structure
of the chip has good elastic properties and can work well in high shock environment.

5.2 Vibration Modal Analysis

The modal analysis results of the chip are shown in Fig. 7.
Figure 7 shows that first-order model is mainly the deformation of chip elastic

unit along the z-axis and its frequency is 497.45 KHz. The natural frequency of the
optimized structure is greatly increased after optimization.

6 High Shock Calibration Experiments After Optimization

The stability of the accelerometer is validated by high-impact calibration experi-
ment [6]. The results of high shock calibration experiment are shown in Fig. 8.

First mode second mode third mode

 Frequency of each mode

Fig. 7 Model simulation results
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Figure 8 shows that the output of the accelerometer is a complete linear signal
and has no resonance phenomenon. Curves are very smooth, so this optimization
method is effective, at the same time, the structure of the accelerometer is rea-
sonable by the experiment.

7 Conclusions

The combined triaxial high-g accelerometer is mainly used in high-impact, pen-
etration weapons field, and so on. The natural frequency of the chip directly affects
the stability of the accelerometer. Therefore, research on the method to improve
natural frequency of the accelerometer chip has important significance. The
optimization methods have been proposed by analyzing accelerometer’s structure
and combined with mechanics of elasticity. The natural frequency of the accel-
erometer is increased by increasing the thickness of the membrane and reducing
the mass block. Finally, the rationality of the optimized structure of the chip is
verified by the finite element simulation and high shock calibration experiment. At

Fig. 8 The results of the experiment after optimization
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the same time, the optimization method is validated; by the way, the resonance
phenomenon was eliminated. The accelerometer can work very well in the con-
dition of high impact and penetration weapon fuze.
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Design and Simulation of Variable Pitch
Control System Based on Fuzzy Model
Reference Adaptive

Hongche Guo, Manjia Hu, Tao Li and Gangqiang Li

Abstract This paper focuses on large wind turbine hydraulic variable pitch
system, in allusion to the limitations of traditional PID controller, and controls
characteristics and performance requirements of variable pitch system, variable
pitch system is controlled with the fuzzy model reference adaptive control strat-
egies, its adaptive mechanism is a flexible structured fuzzy logic controller
(flexible structured fuzzy logic controller-FS-FLC). This system has both simple
structure of a general feedback control system and good ability of adaption.
Besides, using FS-FLC as an adaptive mechanism improves the robustness and
tracking accuracy of the control system. Simulation results show that the design
improves the stability of the system output power, and has good control quality
and robustness.

Keywords Wind turbine � Variable pitch � Reference model � Fuzzy adaptive �
Flexible structure

1 Introduction

With the increasing unit capacity of wind turbines, variable speed pitch fan is
widely used [1, 2]. The wind turbine output power is instable because of the
randomness of the wind speed, time variability of the unit’s parameters, and the
nonlinear property of system and strong coupling property of the system [3].
Therefore, it is very important to control the stability of the output power of the
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wind turbine. By adjusting the blade pitch and changing the angle of attack of the
airflow to the blades, the starting torque is provided by the pitch control system
during the start-up process of the wind generator, and the aerodynamic torque is
obtained by changing the wind power generator when the wind velocity is too
high, thereby the pitch control system can maintain unit power output constant.

The pitching system has two forms including motor drive and hydraulic drive,
the hydraulic variable pitch technology is slightly simpler than electric variable
pitch in terms of the overall composition. The function of hydraulic brake can be
integrated into the same hydraulic system to achieve this branch function when
using the hydraulic variable pitch technology. The electric variable pitch tech-
nology needs configure additional hydraulic braking system to achieve this branch
function. Compared with the electric variable pitch system, for hydraulic variable
pitch system, the hydraulic drive’s unit volume is smaller, has lighter weight,
better dynamic response, larger torque, and without the transmission mechanism.
When the power loss, full feathering propeller can be done on the blade taking the
accumulator as an alternate power source without designing a backup power
supply.

Traditional PID control method is widely used with its simple algorithm, high
reliability in the control of wind power, but its adaptive ability is poor and it is
difficult to achieve the desired controlling effect [4]. Fuzzy controller does not rely
on an accurate model of the controlled object, can have both static and dynamic
performance of the system, and show good control quality and robustness [5].
According to the own characteristics and operational characteristics of the wind
turbine, a fuzzy model reference adaptive control strategy, which is applied to
hydraulic pitch system is proposed in this paper, can improve the stability of the
wind turbine output power.

2 The Design of Fuzzy Adaptive Variable
Pitch Control System

2.1 Characteristics of Wind Turbine

Structure of variable speed-variable pitch wind turbine is shown in Fig. 1. It is
constituted mainly by the wind wheel, gear box, generator, variable pitch adjusting
mechanism, grid, controller, and inverter.

The relationship between output power of the wind turbine and wind speed is:

Pr ¼
1
2

qpR2Cpðk; bÞt3: ð1Þ

The relationship between wind energy, wind turbine output torque, and wind
speed is:
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Tr ¼
1
2
qpR2Cqðk; bÞt2: ð2Þ

where Cp is wind energy coefficient, Cq is torque coefficient, and the relationship
between the both is:

Cpðk; bÞ ¼ kCqðk; bÞ ð3Þ

where k—tip speed ratio of the wind turbine, t—wind velocity, q—air density,
R—the radius of rotation of the wind wheel, b—the paddle angle.

2.2 Fuzzy Model Reference Adaptive Control

In order to solve the problem of the control system caused by parameter variations
and external disturbance, which make the system performance unstable, adaptive
control is often used. Fuzzy control is a simple and practical control method, it
does not need mathematical model and parameters of the controlled object, and
have uncertainty on object parameter and adaptability on nonlinear, so using a
fuzzy adaptive mechanism that can replace the complex conventional adaptive
institutions is considered to implement adaptive control.

In Fig. 2, the FMRAS [6] is a dynamic control strategy for variable pitch
hydraulic servo system. The system consists of the controlled object, reference
model, fuzzy adaptive mechanism, and general proportional adjustment. Hydraulic
servo system is the controlled object; reference model is used to produce the
desired output response of the hydraulic servo system; fuzzy adaptive mechanism
is a fuzzy controller with flexible structure [7, 8], which produce a fuzzy adaptive
signal on the basis of the difference between the output of the reference model and
the output of the controlled object and the change rate, applying on the controlled
object, and making its output tends to be the output of the reference model;
proportional adjustment is used to improve the response speed of the system, the
values of which are selected according to the performance system requirement.

Figure 3 shows the variable pitch system’s configuration diagram of the entire
control system, the pitch angle of the blades need to be planned offline in advance.
As design structures of three hydraulic servo systems in the variable pitch system
are exactly the same, the tracking reference model can be selected the same, and

Wind wheel

Converter

P

Gearbox Generator Grid

Pitch mechanism

Controller P*

V Pt Pw PeFig. 1 Structure of variable
speed-variable pitch wind
turbine
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the selection of reference model can be based on the variable pitch hydraulic servo
system dynamics model and ideal parameters. When the parameters of variable
pitch system change or uncertain due to movement or external disturbances, three
dynamic characteristics of the servo systems tend to be the same with the effect of
fuzzy adaptive mechanism. As a result, the fan blade will move harmonically, run
smoothly, and have good tracking accuracy. The control system has characteristics
such as simple structure, convenient design, and easy to realize real-time and
online. It not only maintains the structural characteristics of the general feedback
control system, but also has a certain degree of adaptation function.

2.3 Fuzzy Adaptive Mechanism of Soft Structure

Fuzzy controller (FLC), which is widely used in the field of, is proposed by
Mamdani and his aides, so it is also called the FLC of Mamdani type. Its regulation
relies mainly on the adjusted front member and the membership function of rear
member. Some researchers adjust by modifying scale factor, quantizing factor.
Fuzzy control rules is a summary of the controlled object fuzzy information and
operating experience, when there are factors on controlled object, such as non-
linear, uncertainties, and coupling, it is difficult to obtain perfect control rules,

Fuzzy adaptive 
mechanism

Reference 
Model

P control

Hydraulic servo 
system

uf

u

r +

+

-

-

Fig. 2 Block diagram of
fuzzy model reference
adaptive system
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which will affect the control performance. Parameterized set operator is used in
Mamdani-type FLC by the flexible structure of the fuzzy controller, which can
refine and improve the fuzzy control rules flexibly. In general, it is a promotion
and integration of Mamdani-type FLC.

(1) Mamdani-type FLC(M-FLC)

Assuming a FLC with multiple-input single-output, its fuzzy control rules can be
described as:

IF U1 ¼ Bil AND � � �AND Ur ¼ Bir THEN V ¼ Di; i ¼ 1; 2; � � � ;mð Þ:

The Bij is the former fuzzy subset of r inputs, Di is the latter fuzzy subset of the
output variable V. For the convenience, Bij (x), Di (y) denote the membership
function of the fuzzy subset separately, the domain of Bij is Xj, j = (1, 2, …, r), the
domain of V is the finite set Y, assumed, the dimension of Xj and Y respectively is
Card (Xj) = PJ Card (Y) = q, Mamdani’s inference method can be integrated as
four laws:

(A1) Synthesis logical AND of the former’s fuzzy rules is expressed by set
operator MIN (^), the trigger level of the ith fuzzy rules is:

si ¼ Bi1ðu1Þ ^ � � � ^ BirðurÞ:

(A2) The composite operator of former and latter is determined by the set
operator MIN (^), the effective output of the ith fuzzy rule is:

FiðyÞ ¼ si ^ DiðyÞ:

(A3) The logical OR is expressed by the set operator MAX (_), the output F of
controller is:

FðyÞ ¼ _
m

i¼1
FiðyÞ ¼ _

m

i¼1
s ^ DiðyÞ:

(A4) Defuzzification with the center of area (COA) method or the maximum
average method (MOM):

yCOA ¼

Pq
j¼1

FðyjÞyj

Pq
j¼1

FðyjÞ

yMOM ¼
X
yj2G

yj=l
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where Yj is the great basis points value which membership function reached, l is
the number of basis points.

(2) FS-FLC theory

Set operators AND and OR in Mamdani method are replaced with set operators S-
OWA-AND, S-OWA-OR, S-OWA-PRODUCT, and defuzzification is applied in
step A4 with BADD method.

Parameters of flexible fuzzy controller can be fully adjusted and may also be
partially adjusted, and its structure is shown in Fig. 4. Taking this FS-FLC as
institutions of variable pitch system fuzzy model reference adaptive control
strategy, and it will enhance its ability regulation and obtain better dynamic
control performance.

3 Research of Simulation

Taking the variable pitch system single-channel hydraulic servo system as con-
trolled object, then simulate and analyze. The input and output variables of fuzzy
adaptive institutions are:

Ei ¼ ydi � yki;Ei 2 X

DEi ¼Ei � Ei�1;DEi 2 Y

ui ¼ ui; ui 2 Z

where i is the sampling time of FLC, X, Y, Z are the domain of discourse of input
and output variable,

X ¼ �6;�5;�4;�3;�2;�1;�0;þ0; . . .þ 5;þ6f g
Y ¼ �6;�5;�4;�3;�2;�1; 0; . . .þ 5;þ6f g
Z ¼ �7;�6;�5;�4;�3;�2;�1; 0; . . .þ 6;þ7f g:

Analyzing control process with the basic feedback deviation control principle,
the fuzzy control rules should be determined based on the system output and the

former and latter
synthesis

rule results
complex

former 
synthesis defuzzification

outputinput
... ...

Fig. 4 Flexible structure fuzzy controller
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trend of the error and the error of the reference model, this rule can be described
with the following 19 fuzzy conditional statements.

The principle of the entire fuzzy adaptive control mechanism is shown in Fig. 5.
The mathematical model of the variable pitch system single-channel electro-

hydraulic servo system is shown in Fig. 6.
Where Ft—effective force act on active hydraulic joint, U(s)—the servo valve

input, Y(s)—displacement output, Kce—total leakage coefficient, Vt—total com-
pression volume, be—total elastic coefficient, Ka—magnification times of
amplifier, Ksv—the servo valve coefficient, Tsv—time constant of the servo valve,
A1—area of the hydraulic cylinder piston, Kc—gain of the hydraulic cylinder,
xh—the natural frequency of the hydraulic cylinder, dh—the power element
damping ratio, Bn—total damping coefficient, Mt—total mass, e—duty ratio of
hydraulic cylinder ratio. The design parameter values as shown in Table 1.

Figure 7 shows the simulation block diagram of the variable pitch system single-
channel hydraulic servo system. The uncertainty of the variable pitch system
appears in many ways, especially leakage coefficient of the hydraulic system,
changes of load and external disturbances. In the simulation, the performance of the
system can be controlled by observing the changes in these parameters, and com-
pare conventional PD control with the simulation results of fuzzy model reference
adaptive control strategy of the FS-FLC adaptive mechanism. Besides, PD control
parameters derived from the Walsh function identification, and its value is:

kp ¼ 12:4; kd ¼ 1:68:

fuzzy 
quantification

FS-FLC 
fuzzy 

reasoning
sampling defuzzificationE Ei

{Ei}

{Ei} {ui} u

fuzzy control 
rules

Fig. 5 Fuzzy adaptive mechanism design block diagram

Fig. 6 Single hydraulic cylinder control model block diagram
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Adjustable parameters of the fuzzy controller of the flexible structure are taken
as:

a ¼ 1; b ¼ 0:8; c ¼ 0:5; d ¼ 10:

The parameter of proportional regulator is taken as:

k ¼ 2:3:

The system simulation curves are shown in Fig. 8.
As shown from each curve of the figure, as the load, the leakage coefficient and

the changes of disturbing force, the relative stability of general feedback control is
deteriorated. Under the action of strong time-varying coupling interference gen-
erated during the rapid movement of the variable pitch system and variable inertia,
track curve can deviate from the input signal path easily, which will result in

Table 1 System parameters

Symbol Value Unit

Mt 35 kg
Vt 1.393e-4 m3

be 7e+8 N/m2

A1 4.91e-4 m2

Kce 6.14e-12 m5/NS
Bn 128.13 NS/m
e 0.686
Ka 0.001 A/V
Ksv 2.5198e-2 m3/SA
Tsv 0.002 S
xh 313.674 rad/S
dh 0.2

Fig. 7 Simulation block diagram
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serious waveform distortion with low tracking accuracy and large deviation. But
the tracking curve of corresponding fuzzy model reference adaptive control
strategy is not influenced primarily by the variations of parameter and distur-
bances, under the control of which, the paddle will always be able to track the
desired moving signal quickly.

4 Conclusion

Note that the wind turbine is nonlinear and the system is uncertain, fuzzy model
reference adaptive control strategy replaces the traditional adaptive institutions
with fuzzy adaptive mechanism, which have simple structure of general feedback
control system and good ability to adapt. Besides, as an adaptive mechanism, FS-
FLC improves the robustness of the control system and the tracking accuracy of
pitch angle. Simulation analysis shows that three variable pitch hydraulic servo
mechanisms can maintain good characteristics by tracking the same ideal refer-
ence model, at the same time, the parameters changes in a wide range and external
interference exists. The algorithm of this control way is simple and easy to be
implied using the computer control system, it has a high practical value.

Fig. 8 Simulation curve.
a Mt = 35 Kce = 6.14e-12

b Mt = 50 Kce = 6.14e-12
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Modeling Prices in Electricity Spanish
Markets Under Uncertainty

G. Miñana, H. Marrao, R. Caro, J. Gil, V. Lopez and B. González

Abstract The price of electricity in the Mibel is very changeable. This creates a
lot of uncertainty and risk in market actors. Due to continuous changes in demand
and marginal price adjustment, buyers and sellers cannot know in advance the
evolution of prices. The study of this uncertainty motivates this work. Unlike other
published work, this paper analyzes the perspective of the buyer and not the
seller’s perspective, as is usual in the literature. The aim of this work is to develop
predictive models of electric price to build tools to manage and reduce the risk
associated with the volatility of the wholesale electricity market, and therefore
provide better opportunities for small traders to participate in that market. On the
other hand, these models are useful to large industrial consumers by enabling them
to design strategies to optimize its production capacity in function to signals of
electricity market price and can get better on their production costs. Therefore, this
article is based on the prediction of energy prices instead of demand. This paper
analyzes the model of energy prices to determine the key variables that define its
final value. The proposed model has been applied to Mibel 2012. The results
suggest the use of several models based on calendar and taking into account
different combinations.
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1 Introduction

Electricity is the main energy source from today’s society. Every sector depends
on it, from industry to people. The lack of this good would collapse most of the
world’s activities and with it the society as we know it. One can say that the today
and tomorrow’s world has defined the availability of this good.

Every market depends on the kind of good that that trades. Electricity could not
be stored (it can be stored in small amounts, but not in a way that could replace a
power plant) and the electrical market depends on the distribution grid and it
requires that generation equals the consumption at every instant. These charac-
teristics define the need of an electrical system that can coordinate demand and
generation. In general, the full electrical system divided in to four activities that
required a higher coordination: Generation, transport, distribution, and
consumption.

Traditionally, the electrical market prices were regulated by the government.
With the evolution and growing of such good in Europe, the electrical market
deregulation led countries to create electrical markets in order to fulfil their needs.
In Spain, the ‘‘Mercado Ibérico de Electricidad,’’ known as Mibel and created in
2009, is the result of the effort made by Spain and Portugal as response to the
deregulation. Other countries in Europe have created similar markets (as for
example Nord Pool or EEX).

In Spain, Mibel covers around 65 % of the traded energy. Power Derivatives
and Bilateral Contracts cover the other 35 %. Figure 1 shows the actual Mibel
operation in the time frame [1–3]. The Mibel is actually a sequence of markets:
Derivatives Markets set prices for electricity for future. The Day-Ahead Market
manages the most important amount of electricity and defines the hourly prices
using a marginal price setting. Agents trade energy and a generation program is set
for the day ahead. The other markets are less important, economical, but very
important to guarantee stability and efficiency, mainly, due to the ‘‘generation
equals consumption’’ principle.

The Day-Ahead Market has a very high volatile price. This is due to the
constant changes in the demand and the marginal price setting. Two consecutive
hours, may give very different prices (a small increase of the demand may result in
a much higher energy price). This feature led some grand consumers to prefer
Derivatives Market or Bilateral contracts to minimize risks and guarantee a stable
price even with higher value to the average Daily Market Price.

Risk management in electrical prices, search for the best contract in order to
guarantee consumers’ profit and producers’ profit. The Market prices are used as
reference to set Derivatives and Bilateral Contracts. So, generators, grand con-
sumers, and electrical traders, always try to find the best solution. Average con-
sumers must get their electricity by electrical traders.

The scope of this work is to provide tools in order to evaluate, safely, different
scenarios and strategies (mid and long term). In the Mibel framework, consumers
and traders may negotiate their electricity. This reflects the need to find good
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models and forecast methods, so consumers, traders, and generators may use them
in their decision-making procedures. The availability of such tools may extend
traders’ activities and increasing the number of agents that participate in such
markets.

There are a great amount of studies regarding the Electrical Demand, but the
mid- and long-term price studies are mainly reserved for the generators and reflect
their production cost models [4–9]. Market price modeling may help general
industry to take into account market prices in their production cost models. For
average, consumers may use such Modeling and Prediction techniques to extend
their negotiation capabilities.

The rest of the paper is organized as follows. In Sect. 2, we present a modeling
electricity prices. The Sect. 3 shows the results of applying the multivariate linear
regression method to find the variables that affect the final value of the price. In
Sect. 4, we present conclusions and future work.

2 Modeling Electricity Price

2.1 Day-Ahead Market

The day-ahead market is determined by matching offers from generators to bids
from consumers to develop a classic supply and demand price, on an hourly interval,
and is calculated for Spain and Portugal, in which the system operator’s load flow
model indicates that constraints that will bind transmission imports [10, 11].

This market closes a day before the physical delivery of the product (Elec-
tricity), and the price is set by the marginal generator (the last generator used to
fulfill demand needs). Due to the marginal characteristics the price paid to all
generators is the one set by the marginal generator.

Fig. 1 The actual Mibel operation in the time frame

Modeling Prices in Electricity Spanish Markets Under Uncertainty 757



This market is called day-ahead because it closes a day before the product is
physically traded and sets the generation program that is managed by the system
operator.

In the Mibel framework, there are some special features: Generators are
grouped by the technology they use to produce Power and Electricity. This is a
convention because different generators have different cost and this grouping and
order of entering the market is set to ensure safe competition between generators.

It also takes into account the inflexible demand and the flexible demand (some
consumers have the capability to wait for the right price to perform their activities,
as for example hydro-pumping power generators). Figure 2 is a schematic repre-
sentation of the Hour price setting evaluation in the Mibel’s day-ahead market.

As said before, the day-ahead market sets the price and with it the power
generation program for an hour for the 24 h of the following day. Although, the
electrical power system operator may add or remove generators in order to ensure
efficiency and stability in the physical power grid.

2.2 Mathematical Modeling

In this section, first, we describe how the day-ahead market variables that influence
on the electricity price are represented. Then, the mathematical method applied is
shown. The method analyzes and identifies the variables that most influence on the
price.

2.2.1 Definition of Variables

The variables involved in the problem under study are the following: On one side,
the day-ahead market starts with the information of forecasting the demand and the
wind energy generation, per hour. We have represented these variables by this way:

Di ¼ demand in hi

WGi ¼ wind power generation in hi

hi ¼ hour of day i ¼ 1; . . .; 24f g

These two variables induce some uncertainty to the day-ahead market result. In
this first work, these variables will not be considered it as predictions.

Also, it must be taken into account that electricity demand is very variable over
the months, days, and even hours. In order to analyze the calendar effect on
electricity demand, and therefore on the price, we have defined the following
variable.
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Di ¼ day of the week i ¼ 1; . . .; 7f g

Dl ¼
1 if working day
0 if nonworking day

�

S ¼

0 if winter
1 if spring
2 if summer
3 if autumn

8>><
>>:

On the other side, we have the outputs of the day-ahead market. These are the
marginal price of electricity and the volume of electricity traded by technology
(we have not considered all available technologies, only the most important), per
hour. We have represented these variables by this way:

HVi ¼ traded Hidropower Volume in hi

NVi ¼ traded Nuclear Volume in hi

FGVi ¼ traded Fuel—Gas Volume in hi

Fig. 2 Schematic representation of the hour price setting evaluation in the Mibel’s day-ahead
market
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ICVi ¼ traded Imported Coal Volume in hi

CCVi ¼ traded Combined Cycle Volume in hi

SRVi ¼ traded Special Regimen Volume in hi

EMPi ¼ Electrical Marginal Price in hi

2.2.2 The Model

The electric market can be analyzed from multiple ways. For this first phase of this
work, we have decided to apply Multiple Linear Regression (MLR) to analyze the
linear correlations between two or more independent variables. The target is to
select the optimal set of independent variables to explain the behavior of electric
price. Then, we can formulate a general model of multiple linear regressions in the
following way:

Yi ¼ b0 þ b1Xi;1 þ b2Xi;2 þ b3Xi;3 þ . . .þ bp�1Xi;p�1 þ ei

where the dependent variable is Yi = EMPi and the independent variables are
Xi; j 2 REi; WGi; NVi; SRVi; HVi; ICVi; CCVi; FGVif g. Previously, we
have tested the knowledge requirements needed by MLR.

3 Results

In this section, we present the analysis of the results obtained by applying the MLR
technique. SPSS tool is the software used.

We created a database with the inputs and outputs of day-ahead market of the
years 2012. This information has been obtained from the market operator [1]. It
must take into account that there is one day with 23 h and other day with 26 h.
This is due to the time change that takes place twice a year. For that these days to
have 24 h we have replicated or removed the hour 2.

In order to study the calendar effect on price market, we have split the dataset
generating 18 samples. These samples depend on the variables, S (season), Dl

(nonworking day or working day) and TS (time slot) and they have been repre-
sented by this way: Samplei ¼ f S; Dl; TSð Þ i ¼ 1; . . .; 18. The S and Dl variables
have been defined previously. The TS variable represents the different time slots in
which the day can split. These time slots are based on the hours of high, normal,
and low electric demand taking into account also the seasonality. This is the
recommended partition by the electrical grid operator and it tries to reflect the
Iberian Peninsula reality [12].
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TS ¼ T1 if S ¼ 0; 3
T2 if S ¼ 1; 2

�

T1 ¼
0 if 0\hi� 8
1 if 8\hi� 18ð Þ or 22\hi� 24ð Þ
2 if 18\hi� 22

8<
:

T2 ¼
0 if 0\hi� 8
1 if 8\hi� 11ð Þ or 15\hi� 24ð Þ
2 if 11\hi� 15

8<
:

The Table 1 shows summary of descriptive statistics for some of the samples.
We can note the variations of the mean price and the standard deviation by our
calendar criterion. For instance, the mean price in the whole dataset is 48,02 units
and the standard deviation is 12,22 units. However, for the sample f(0,0,2) the
mean price is 65,38 units and the standard deviation is 7,21 units. These results
confirm the importance of the calendar effect on the market price.

In the Table 2, we can see the Pearson correlation coefficients for some of the
samples. The first thing to note is that the variables WG (wind power generation)
and SRV (traded special regimen volume) reduce marginal price and the other
variables increase it. In the case of nuclear energy, the values in Table 2 show that
there are samples in which this variable reduces the price and others in which this
variable increases the price. This is because this method does not reflect the
character constant of the traded volume of this technology.

The second observation we can make is that, in most of the samples, the variables
that most influence on the price are the traded volume of imported coal, combined
cycle, and conventional hydraulics. Also, there are some samples in which the
demand, the wind generated and the traded special regimen volume become
important. All of these variables have different weights depending on the sample.
These results also confirm the importance of the calendar effect on the marginal price.

The following equations show the models obtained for some samples.

Yf ð0;0;2Þ ¼ 22; 448þ 0; 14I � CIVþ 0; 02 � HV � 0; 01 � SRV

Yf ð0;1;2Þ ¼ 4; 836þ 0; 04 � HVþ 0; 13 � ICVþ 0; 01 � CCV

Yf ð2;0;2Þ ¼ �26; 359� 0; 02 �WGþ 0; 03 � Dþ 0; 04 � HVþ 0; 02 � ICV

Yf ð2;1;2Þ ¼ 36; 745þ 0; 06 � HVþ 0; 01 � CCVþ 0; 01 � NV

In the statistics summary of the each model, we can see that the figures of R
squared corrected are greater than 0.06, and the figures of P-value are less than
0.04, for all samples. This mean the proposed models are suitable.
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Furthermore, we can observe that some important variables have been elimi-
nated of the models. For example, the traded nuclear volume has been eliminated
in almost every sample, and the traded special regimen volume has been removed
in some samples. This is because this technique does not take into account neither
the special character of nuclear energy and the energies of special regime (both
types of technologies are offered at price 0), nor the marginal character of the
electricity market.

4 Conclusion and Future Work

In this paper, we have presented a Linear Dependency Analysis among Electric
Market Prices and the amount of energy produced by each technology, the electric
demand and the wind power generated. The object of this work has been to analyze
and identify the variables that most influence on the price. To achieve this goal, we
applied Multiple Linear Regression (MLR) using SPSS tool.

Table 1 Summary of descriptive statistics for some of the samples

Dataset Sample = f(0,0,2) Sample = f(0,l,2) Sample = f(2,0,2) Sample = f(2,l,2)

Average r Average r Average r Average r Average r

EMP 48.08 12.22 61.09 9.51 65.38 7.21 46.98 5.34 55.35 5.02

D 28771.16 5018.88 32289.00 2650.47 36848.73 3094.47 26428.54 735.61 33560.41 2435.03

Table 2 Pearson correlation coefficients

Sample Demand Traded electric power volume

D WG NV SRV HV ICV CCV FGV

f(0,0,0) 0.564 -0.435 -0.29 -0.413 0.15 0.676 0.602 0.347
f(0,0,l) 0.635 -0.274 0.012 -0.425 0.442 0.766 0.741 0.337
f(0,0,2) 0.671 -0.104 0.446 -0.277 0.533 0.302 0.676 0.249
f(0,l,0) 0.669 -0.505 -0.427 -0.436 0.201 0.714 0.73 0.243
f(0,l,l) 0.445 -0.462 0.206 -0.333 0.643 0.374 0.653 0.232
f(0,l,2) 0.492 -0.27 0.124 -0.215 0.63 0.533 0.53 0.201
f(2,0,0) 0.284 -0.718 -0.332 -0.711 0.396 0.792 0.46 0.162
f(2,0,2) 0.476 -0.306 0.013 -0.774 0.473 0.247 0.423 -0.177
f(2,l,0) 0.578 -0.533 -0.039 -0.432 0.541 0.562 0.615 0.146
f(2,l,2) 0.568 -0.475 0.034 -0.322 0.637 0.139 0.452 -0.453
f(3,l,0) 0.507 -0.615 -0.333 -0.613 0.433 0.635 0.762 0.136
f(l,l,0) 0.475 0.531 -0.495 -0.474 0.626 0.666 0.721 0.177
f(l,l,2) 0.326 -0.633 -0.473 0.614 0.651 0.521 0.723 0.025
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On one hand, this method has confirmed that is correct and necessary to analyze
the dataset in function of the season, if the day is working day or nonworking day,
and the time slot. Therefore, this technique offers different models depending on
these variables.

Furthermore, this method reveals deficiencies in interpreting the marginal
character of the price of electricity. Therefore, they are to look for other modeling
and forecasting techniques that take into account the special characteristics of
nuclear energy and the energies of special regime, the marginal character of the
electricity market and the uncertainty introduced by demand and wind power.

In conclusion, we can say that this analysis shows us that it is good to have a
range of prediction models and a decision-making algorithm to choose the best
model for each situation.

In order to find the best method to model and predict the electric energy price
for each sample, the next step is to apply different prediction techniques (Expo-
nential smoothing and, moving average, the near-neighbors, neuronal networks)
and make a comparison among them. After the modeling and forecasting, we are
going to develop a decision-making model using fuzzy logics. This will allow us to
choose the best prediction model for each situation. The codification that we have
presented in this work will be used in order to obtain the logical fuzzy system that
uses the defined Models.
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Research on Key Technologies for Jail
Incident Prevention and Response System

Guofeng Su, Jianguo Chen, Fengzhi Liu and Quanyi Huang

Abstract For the purpose of the administrators’ capability enhancement of prison
security prevention and response, and the implementation of emergency collabo-
rative management, the paper points out the importance of building Jail Incident
Prevention and Response System (JIPRS), and specifically describes the archi-
tecture and functions of the JIPRS, as well as puts forward interoperability
emergency response system consisting of national, regional, prison three-level
command centers. JIPRS includes emergency duty, resource management, fore-
casting and early-warning, event disposal, simulation exercise, and other func-
tions. The critical technologies required in the JIPRS are expounded, including
criminal risk recognizing and quantification, emergency analysis and decision,
three-dimensional simulation and exercise, etc. These studies provide strong
support for the JIPRS building at home and abroad.

Keyword Prison emergency � Prevention and response system � Criminal risk
recognizing � Three-dimensional simulation and exercise
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1 Introduction

Prison, as Law Enforcement Agency of national Criminal Law, is focused by all
level of prison administration institutions maintaining prison safety and stability of
the prison. In recent years, worldwide endangering public safety activities occurs
frequently such as violent activities and terrorist activities. In the wake of changed
constitution of criminal in prison and the increased proportion of violent crime,
gangs commit, heavy committed, intelligent crime, and drug-related crimes, it
becomes fierce between prison renovation and reformation and rebelling [1].
October 15, 2011, in Mexico Tamaulipas Matamoros State prison criminal’s mas-
sive brawl happened resulting in 20 deaths and 12 injured. August 19, 2012, riots
happened in Venezuelan capital Lagasse Neiya Er first prison resulting in 25 deaths
and 43 people injured. Through concluding all categories of prison incident cases,
several problems were found which exist in work of prison incident prevention and
response including difficult early-risk identification and quantization, poor opera-
bility of planning, defective linkage institution among multidepartment, etc. [1].

To realize intelligent prison management, scientific emergency response, and
incident processing planning, it is necessary that construct prison incident pre-
vention and response system. All levels of government and research staff construct
a series of prison prevention and emergency management research, which
improves construction of prison prevention and emergency response system.
American prison prevention system gives full play to technical advantages and
adopts fingerprint image matching, intelligent video surveillance, personnel
positioning technology based on Internet of the thing to support prison safety
operation. British prison administration makes corresponding prison incident
emergency response system under the efficient framework of golden, silver, and
copper [2].

This paper researches and analyzes overall architecture and key technologies of
prison incident prevention and response system, with purpose that provide sci-
entific direction for constructing prison emergency system and support timing
scientific reasonable and effective decision-making with comprehensive intelligent
information support and visualization combat platform.

2 Incident Prevention and Response System Architecture
Design

2.1 Overall System Architecture

Prison emergency prevention and response system architecture needs to be con-
structed variously based on different type, size, sensitivity degree, and national
political systems. Through an extensive research, the paper proposes a more
typical three-level network architecture model, as shown as in Fig 1.
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All levels of emergency command center are key nodes in prison incident
emergency command network, as well as specific carriers for implementing prison
emergency system functions. The prison emergency incident prevention and
response system is deployed in emergency command and control center, accessing
to internal system like prison administration, video surveillance, visiting man-
agement, and prison safety prevention system, besides, accessing to external
system like military, police, firefighting, traffic, medical care, atmosphere, and
other departments. Then conduct interconnected and intercommunicated prison
emergency command and response system. The structure of JIPRS deployed in the
prison command and control center is shown in Fig 2.

2.2 System Function

Prison command and control center could realize unified prisons operation
supervision and issues processing in administrative area. While incident happened,
low-level center report incident information and on-site collected information to
superior center. The superior center supplies low-level center the functions
including prediction and early-warning, assistant decision-making, distance con-
trol, command, and control.

The system contains foundational modules like emergency duty, resources man-
agement, risk surveillance analysis, emergency incident processing, prison visuali-
zation and three-dimensional simulation and exercise, and emergency GIS, etc.

1. Emergency duty is the foundation of emergency management and guarantee of
incident processing, which includes information receive and report, duty and
shifting, address book management, and incident management, as well as
emergency resources management, etc. Emergency resources management

Government related systems

Related profession system

National prison command and control system

Regional prison command and control center

Prison-level command and control center

Fig. 1 The architecture of prison incident prevention and response system
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could realize resources preparedness and spatial distribution in real-time via
emergency resources query, statistics, analysis, and other operations.

2. Risk surveillance analysis realizes information collection and mining of prison
situation and prevention system situation, and implements prediction analysis
and risk analysis with prediction analysis model, and provides basis for inci-
dent processing.

3. Emergency incident disposal is a key leading decision analysis and dispatching
work, which automatically associating with corresponding SOPs [3]. Decision
analysis capabilities via various consultations conduct preliminary proposal
supplement and complete to form the final disposal program.

4. Three-dimensional simulation refers to simulate prison incident development
with virtual reality method supporting dispatch forces drill and practice and
supplying reference for planning check and modification.

5. GIS system supports various prison administration and emergency business
operations. With capability of GIS powerful spatial analysis, the system could
implement network analysis, buffer analysis, overlay analysis, digital elevation
model, and spatial measurement, and other spatial analysis functions, for the
purpose of audio-visual display, and assistant analysis.

3 Prison Emergency Incident Prevention and Response
System Key Technologies

3.1 Criminal Risk Identification and Quantification
Technology

By means of various intelligent surveillance methods, monitoring inmate dynamic
safety situation in real-time, mastering post implement and safety management
information, and supervising safety device and facilities operation. Integrating

Prison emergency incident prevention and response 
management system 

Emergency duty

Prison virtualization and 
simulation training

Emergency resources 
management

Emergency incident 
processing

Prison emergency GIS

 administration 
management system

Video surveillance 
system

Visiting management 
system

Signal shielding system

Patrol Management 
System

Emergency alarm system

Personnel positioning 
system

ID system

Network broadcasting 
system

Access control system

Perimeter protection 
systems

Prison other systems

Police emergency 
platform

Military  emergency 
platform

Firefighting 
emergency platform

Traffic emergency 
platform

Medical care 
emergency platform

Atmosphere 
emergency platform

Other department 
platforms

Database system

Risk surveillance and 
control 

Fig. 2 The structure of prison incident prevention and response system
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with deep inside early-warning information which may be influence prison sta-
bility, prison dynamic safety situation is mastered firmly.

3.1.1 Intelligent Risk Identification

Various risk factors lead to prison unexpected incidents, including abnormal
behavior of the inmate, super-charge in prison cells, significant hazard source in
area, regional epidemic, alert infrastructure security risks, monitoring programs,
and so on. Internet of the thing based positioning technology for criminal’s
abnormal behavior identification provides a wealth of foundational information
data. ZigBee is a new short-range, low-rate wireless transmission technology with
low power consumption, low cost, low rate, short time delay, large network
capacity, high reliability, and high security features, which is often adopted in
variety personnel positioning systems [4]. ZigBee-based prison personnel posi-
tioning intelligent behavior analysis and abnormal event analysis, on the one hand
could avoid the occurrence of unexpected events and support preventive measures,
on the other after emergency occurred supply rapid location and personnel rescue.

Intelligent video surveillance technology applied within the prison security
system become mature increasingly. Face recognition-based video surveillance,
detection of abnormal aggregation, and cross-border technology have been widely
adopted by modern prison security system [5]. Perimeter detection technology is
applied to detect moving intrusive target and its behavior in the warning area,
conducts face recognition for intrusive target and image comparison with crimi-
nal’s image information stored in database, once the match is successful, imme-
diately issue warning, and at the same time identify their trajectories [6].

3.1.2 Inmate Risk Degree Quantification

Prison emergency incident prediction needs to confirm predication indicator,
implement quantification of prediction indicator perimeter, and define prediction
threshold. To ensure surveillance indicator, grasp main aspect of the conflict and
lock main point, and select core indicator which directly impacts on prison and
causes great harm. Monitor risk indicator quantification assignment refers to
transfer ordinary related incident to corresponding description for indicator
quantification. Table 1 shows the indicators for monitoring early-warning and
dangerous coefficient mapping relation, the highest index coefficient is 10, the
lowest value is 0, the higher the coefficient, the greater the risk.

To strengthen the analysis and judgment of these early-warning indicators can
find out the regularity, universality, and tendentious issues. It helps to promote
data value-added and improve the data utilization. When the emergency happens,
the collection, processing, integration, analysis and researching of indicators data
should be strengthened, which is a work that shift from the risk subjective iden-
tification to the scientific analysis, from lag information to advanced information
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early-warning-related information and inside information, from working feedback
model to decision-making one. All of above provide a powerful information
support for safety management to effective emergency response service and
decision-making Table 2.

Table 1 Early-warning and monitoring indicators and risk coefficient

Category Indicators Status Danger
coefficient

1 Criminal under the
tight watch

Life imprisonment, postponed
death, more than 20 years

Thought and emotional
stability

1

Thought and emotional
instability

5

Violent 7
First instance death

penalty
10

2 Self-injury self-
mutilation hunger
strike

Suicide Suicidal remarks 7
Suicidal behavior 10

Hunger strike Hunger strike Bdays 2–4
Hunger strike C4 days 5–10

Self-injury self-mutilation No sharp foreign body
ingestion

3

Sharp foreign body
ingestion

5–10

Head hit a hard object 3
3 Break prison

jailbreak
Break prison, escape, red

prison, jailbreak
There escape, prison,

Jailbreak attempt
10

4 Disease A variety of device quality;
heart disease

Arrhythmia 5-10

Hypertension Low-risk 1-4
Intermediate risk 7
Danger 10
Risk 10

Cerebrovascular disease 10
Diabetes Diabetes 5-8
Heart, brain and kidney disease Heart, brain and kidney

disease, and diabetes
10

Drug Moderate or severe drug
withdrawal reactions

5–10

5 Serious violation Single assault physically abuse 1–4
Multiple beatings physically

abuse
5–10

Coefficient of monitoring indicators takes the date as a reference. Quantifiable monitoring
indicators were set to white, yellow, orange, and red four warning logo to represent different risk
degrees. In the Table 1, the score of dangerous degree is marked as Xi, i [ {1, 2, 3, 4, 5}, Table
2 is the security warning signal identification table When prison cells have several risk factors
occurred in the prison cell, take greatest risk factor monitoring indicator without accumulation
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3.2 Prison Emergency Incident Analysis and Decision-
Making Technology

Analysis and research to incident emergency in prison is comprehensively con-
sidering incident cause, development trend and impaction, etc. The analysis
technology based on GIS thematic map is an effective consultation and assessment
method. After the analysis and research, emergency decision for prison incident
can be made to select more suitable disposal measures, which is based on digital
emergency plans.

3.2.1 Thematic-Based Analysis and Judgment Technology

Thematic maps, based on Geographic Information System (GIS), apply graphical
elements and various styles to express intentions of publisher. It is a powerful way
that analyzes and deploys sea data. Through distributing thematic maps to a dif-
ferent units or personnel can make the viewer to understand the current situation,
to grasp the enemy force distribution and clear emergency disposal tasks. For the
typical emergencies in prison, Table 3 lists some basic thematic maps servicing
commanders from the different level departments to provide analytical judgments.

3.2.2 Decision-Making Technology Based on Digital Planning

Intelligent decision-making support based on digital planning is a key technology,
which can offer automatically some solving measures [7]. Content of emergency
planning is composed of six elements that can be expressed as: DPLAN = \ -
Type, Organs, Events, Actions, Rules, Restrictions, Resource [ .

where, Type refers to plan classification collection, and prison emergency plan
is generally classified into comprehensive plans, specific plans and on-site disposal
plan. Organ is a collection of various emergency organizations; Events defines a
various incident collection in emergency planning. Actions is plan-related disposal
measures set; Rules is rule set of planning, which represents the code of conduct
for principals; Restrictions is the set of constraints; Resources is a resource col-
lection [8].

After emergency plan in prison is digitized, the mathematical model of assistant
decision rule can be defined as follows: let T be a rule set of n transactions, each
transaction is marked with a classification y. Let I T contained in the affairs of all

Table 2 The signal
identification of early-
warning

Warning
signal

Red Orange Yellow White

Risk degree Xi [ [9–10] Xi [ [5–8] Xi [ [2–4] Xi [ [0–1]
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the combinations, Y for all categories identified, and there is I \ Y ¼ /. Emer-
gency assistant decision rule refers to obtain implication relation from the emer-
gency plans:

E [ C ! A [M

E is a set in emergency plans, C is a constraint set, A is a collection of
processing measurement, and M is a collection of resource requirements. Emer-
gency assistant decision-making rules refer to ultimately generate a complete the
user-specified minimum support and minimum confidence limit of frequent item
sets, i.e., decision support strategy. The support degree refers to include an
inference rule transaction account the percentage of overall transaction, confidence
is the inference rule already exists, also includes E, C, A, M percentage.

Emergency assistant decision-making method firstly generates all frequent item
sets, and then generates confidence rules greater than the minimum confidence
level from the frequent concentration. Frequent item sets must contain implication
relations antecedent and pieces that derive results to set R must be satisfied:
R \ ðE [ CÞ 6¼ / and R \ ðA [MÞ 6¼ / the most frequent item sets the number of
items, the higher priority its deduced decision result.

Table 3 Thematic maps for jail incident analysis and judgment

No. Thematic map Elements

1 Current situation thematic
map

Incident-occurred area, dispose strength, circumstances of
the incident, warning area

2 Surroundings thematic map Hazards, protection objectives, site of the incident, the event
affected area

3 Power distribution thematic
map

Site of the incident, the police, armed police, department of
transportation, fire stations, hospitals, the red cross, the
military and all other disposal units

4 Power scheduling thematic
map

Site of the incident, the required number of resources,
embarked on the path to achieve the time

5 Forces dispatched thematic
map

Site of the incident, blocking bayonet, sniper, alert staff

6 Fled comprehensive analysis
of thematic map

Escape trajectory prediction fled, fled regional prediction

7 Fugitive character context
map

People associated with fugitive

8 Abscond destination network
diagram

Criminals birthplace, workplace and living places

9 Events impact statistical
thematic map

Casualties, economic loss, depletion of human and material
resources

10 Distribution of contraband
hiding places

Guns, bullets, props, drugs, etc.

11 Patients spatial distribution
of thematic map

Outbreaks of infection or poisoning patients dormitory where
the distribution

12 Distribution of fire
equipment and facilities

Site of the incident, fire hydrants, fire extinguishers, etc.
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3.3 Three-Dimensional Simulation Technology

As the particularity of the prison functions involving prison emergencies military
exercise with high degree of risk and difficulty, three-dimensional simulation
training of the prison incident disposal drills have special significance [9]. Through
virtual reality technology builds the prison and its surrounding environment; the
virtual scene provides visual support for incident processing. The key technologies
refer to emergency drill workflow engine technology and rule inference based
script technology.

3.3.1 Emergency Drills Process Engine Technology

Emergency drill workflow configuration management could automatically deter-
mine the process flow according to custom business rules. Its functions include:
explaining process definition; creation process instance, and control its execution;
scheduling activities; worksheet for users to add work items; Workflow execution
subsystem may include multiple workflow engines, different workflow engine
jointly conduct collaboration workflow.

3.3.2 Rule-Based Script Deduction Technology

Script deduction is the core part of three-dimensional simulation drill, inference
rule is a method of problem description, the formula can be given in the form of
implication composed of several statements, and be able to produce as a rule to
use. Rule-based script inference works as follows:

1. The workflows of disposal and decision-making put into the database.
2. According to certain policy rules, selecting the rules from the rule base, then

the selected results will match the known facts. If the existing facts in the
repository consistent with the premise of the selected rules, then the match are
successful, otherwise the match fails.

3. When more than one rule is matched successfully, the reasoning mechanism
should be able to choose one piece according to some policy rules to perform.

4. The rules to be executed, if the rule is not a problem after the target member,
when it is one or more conclusions, these conclusions could be added into the
comprehensive database; when it is one or more operations, perform these
operations.

5. The rules to be executed, if the latter part of the rules meets the conditions of
the problem ending, and stop reasoning.

6. In the problem-solving process, remember the sequence of rules applied so that
eventually is able to give the solution path of the problem.
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4 Conclusions

Prison incident prevention and response system help better prison management
unit to prepare and response kinds of incident, which including criminal escape,
hostage-taking, assaulting a police officer, commit suicide, the impact of prison
violence, natural disasters, and other emergencies. This paper describes the prison
emergency prevention and response system architecture and functional compo-
nents, a detailed analysis of the key technologies on building prison emergency
preparedness and response system. Prison incident prevention and response system
construction will support emergency management and command dispatch more
intelligently, visualization, and transparency, improving prison emergency
response capability, and enhancing the overall prison administration ability to
minimize the social harm and property damage.
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Design of Improved Fuzzy PID Controller
Based on the Temperature Control
System of Large Inertia and Time Delay

Longkui Wang, HongXin Li and Yaru Wang

Abstract It is very common to control the temperature in all areas of industrial
production, the temperature control system always has large inertia and time delay
and it is complicated and uncertain. The article combines S7-300PLC and software
of Matlab, analyzes the temperature control effects of conventional PID controller
and self-tuning Fuzzy PID controller. On this basis, an improved self-tuning fuzzy
PID control algorithm is given in this paper. The experimental results show that
this control system achieves real-time precise control of temperature, improves the
control efficiency, has a profound practical significance.

Keywords Temperature control � S7-300PLC � Fuzzy PID controller

1 Introduction

It is very common to control the temperature in all areas of industrial production,
but the control objects are different at the different industrial applications. Due to
the different internal mechanism of the industrial control, the process of tempera-
ture control system is complicated and changeable, having a large inertia and time
delay [1]. For the conventional PID controller, a system model of the controlled
object must be created at the first, but for the temperature control system with large
inertia and time delay, it is very difficult. Other hand, due to the presence of airflow
in the actual environment, the proliferation, and so on, self-tuning fuzzy PID
controller controlled very well in the case of simulation could not effectively
control the controlled object in the practical application.
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The paper analyzes the conventional PID controller and self-tuning fuzzy PID
controller for temperature control, on the basis of self-tuning fuzzy PID controller,
an improved fuzzy PID controller for temperature control system with large inertia
and time delay is designed through adding a function of automatic identification
and cleared. In the article, the hardware connection to the electric furnace is
achieved by using the S7-300PLC, using the software of Matlab achieves the
algorithm call. The actual operation results show that: the modified fuzzy PID
controller eliminates the large overshoot in the original temperature control, and
adjusts the temperature to the desired temperature value in a short time.

2 System Hardware and Software Components

The hardwares of control system contain S7-300 PLC, temperature sensor, tem-
perature transmitter, SCR power unit, and electric heating control objects. The
hardware structure of the connection is shown in Fig. 1.

Since the control objects are generally at the industrial production site in the
actual industrial control, which has a certain distance from the control terminal, we
use the PLC master-slave design. In the experiment, Siemens S7-300 series PLC is
used, the model is CPU315-2DP, the PLC master control the program, the PLC
slave engages in the real-time temperature data acquisition, controlling the signal
output.

We select PT100 platinum resistance sensor, which has the characteristics of
relatively good linearity, strong oxidation resistance, small error, and a wide range
of temperature; use RWB temperature transmitter, which is two-wire integrated
transmitter, has the characteristics of easy to install, high stability, anti-interference
ability, high conversion accuracy, power supply is 24 V, output signal is 4–20 mA
current. In order to adjust the power of the electric furnace, we select TZ100 series
thyristor resistive load power adjustment unit, which can adjust the duty cycle of the
circuit breaking according to the control signal.

In the system, running softwares include Siemens programming software
STEP7, Siemens configuration software WinCC, and Matlab. In the control pro-
cess, the functional modules in STEP7 realize the conversion between actual
measured quantities data and digital data. We use WinCC to achieve the real-time
monitoring of control process [2], WinCC monitor main screen is shown in Fig. 2.

The control algorithm is implemented rely on the powerful computing capacity
of Matlab, the data exchange between STEP7 and Matlab via OPC communication
protocol.
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3 Dynamic Performance Analysis and Mathematical
Model of the Controller Object

3.1 Dynamic Performance Analysis of the Controlled Object

The ‘‘heating-temperature rise’’ characteristics of controlled object are very com-
plex in temperature control system. Temperature of an object is not a lumped
parameter, but a distributed parameter, with the input and output of the energy, the
temperature change has relationship not only with time, and also with the different
position of object. Precise mathematical model cannot use ordinary differential

Fig. 1 Block diagram of the hardware system

Fig. 2 WinCC monitor main screen

Design of Improved Fuzzy PID Controller Based on the Temperature... 777



equations (time) to describe, but describe using partial differential equations (time
and space).

In control process, it mainly contains three heat transfer method: conduction,
convection, and radiation. The thermal conductivity is that the heat generated by
the electric furnace rise the water temperature through the furnace wall; the
convection mainly refers that due to uneven heating, the temperature of water at
different positions of the furnace is different and flows for the heat exchange;
thermal radiation is that the water in the furnace radiates heat to the external
environment. It is very difficult to establish a precise mathematical model of the
controlled object, because the input heat is the heat energy transformed from
electrical energy, which transfer to the controlled object by conduction, but there
are three kinds of heat transfer in heat dissipation.

In the temperature control system, only one ‘‘point’’ value in the temperature
field of controlled object can be measured by a temperature sensor, when we use
multiple sensors, we can only have a general understanding of temperature dis-
tribution, cannot accurately obtain the dynamic distribution of temperature in the
entire temperature field. Based on these factors, when we treat one point value or
more point values measured by the sensor as a lumped parameter, treat the con-
trolled object as a lumped parameter object, linearize that at the equilibrium point
of dynamic characteristics and use linear control system to control the controlled
object, it is difficult to achieve a precise control.

3.2 The Mathematical Model of the Controlled Object

In the article, the controlled object is an electric furnace, which is a time-varying
nonlinear systems with great inertia and time delay, its running processes is
heating-heat-heating. Once the temperature is too high, it can only rely on natural
cooling in the absence of refrigeration equipment. For the electric furnace, the
input signal is a voltage U, the output signal is the furnace temperature T. When
there is some heat flowing in, the temperature of water will rise, the process can be
described as the following differential equation:

C
dT

dt
¼ q ð1Þ

where C is the heat capacity of water-kJ= kg � �Cð Þ, T is the water temperature-�C,
q is the heat poured into water in the unit time-J.

Taking into account the electric furnace distribute heat to the ambient air and
heat conduction, Eq. (1) can be re-described as follows:

C
dT

dt
¼ q� T � T0

R
ð2Þ
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where T0 is the ambient temperature, R is the thermal resistance of the electric
furnace wall. Q can be considered the heating power of the electric furnace,
Eq. (2) can be expressed as follows:

C
dT

dt
þ T � T0

R
¼ u2

r
ð3Þ

where u is the supply voltage, r is the internal resistance of the electric furnace.
As can be seen, the differential equations of the electric furnace are nonlinear

differential equations. Although the electric furnace system can be equivalent to a
linear system by linearization method, the heating process itself is a complex
multi-variable input process and many factors should be considered in this process.
In addition, the heat transfer of the temperature sensing element, thermal resis-
tance also need be considered. According to the principle of thermal equilibrium,
the heat balance equation of the thermal resistance is shown as follows:

Dq ¼ C1
dT2

dt
¼ aSðT1 � T2Þ ð4Þ

where C1 is the heat capacity of the thermal resistance, T1 is the water temperature,
T2 is the temperature of the thermal resistance, Dq is the heat which pass to the
thermal resistance from water per hour, a is the convective heat transfer coefficient
between the water and the surface of thermal resistance, S is the surface area of the
thermal resistance.

In Eq. (4), a, S are not easy to determine, the heat taken away through heat
radiation in unit time cannot be accurately measured. Convective heat transfer is a
complex process affected by many factors and its intensity fluctuates widely. a
reflects the strength of the convective heat transfer, which relates to many factors
that affect the heat transfer process, for example: the physical properties of the
fluid, the causes of the convection, the size, shape, and relative position of the heat
transfer surfaces. In view of the above factors, it is difficult to establish an accurate
mathematical model of the controlled objects.

4 The Design and Testing of the Controller

Because of simple principle, easy to implement, independent control parameters
and strong robustness, traditional PID controller has become a most widely used
automatic controller. In the digital computer, the mathematical model of the PID
controller can be expressed as follows:

uðkÞ ¼ Kp eðkÞ þ Ts

Ti

Xk

i¼0

eðiÞ þ Td
eðkÞ þ eðk � 1Þ

Ts

" #
ð5Þ
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Although most of the temperature control system using this control algorithm,
the control effect of PID controller depends largely on the tuning of the controller
parameters, and the parameter tuning process is complicated depending on the type
of the object model. In addition, PID control is better to control the linear systems,
but is not ideal for the control of nonlinear systems. The temperature control
system is a typical nonlinear time-varying system, and the impact factors are
complicated and changeable as previously described [3]. If using PID controller,
the parameters must be adjusted at any time according to the changes of the
controlled object, which will affect the normal operation of the system.

Self-tuning fuzzy PID controller is composed of a standard PID controller and
fuzzy self-tuning institutions, the diagram shown in Fig. 3.

Where y is the measured value, e is the error, ec is the changing rate of the error
[4]. In the process of system operation, based on the fuzzy relationship between the
three parameters of PID Kp, Ki, Ka and e, ec, the changes of e and ec are con-
tinuously detected, which calculated through r and y, and the three parameters of
the PID controller are online modified using the fuzzy reasoning in order to
achieve the parameters’ self-tuning.

The fuzzy subset of input variables e and ec is NB, NS, NM, ZO, PM, PBf g,
the fuzzy subset of output variable Kp, Ki, Kd is ZO, PS, PM, PBf g, the input
membership function is the gaussian function, the output using triangular mem-
bership functions, based on the output characteristics of the system, the fuzzy
control rules as shown in Table 1:

Fig. 3 Structure diagram of fuzzy PID controller

Table 1 The rules of fuzzy control

e\ec NB NM NS ZO PS PM PB

NB PB/NB/PS PB/NB/NS PM/NM/NB PM/NM/NB PS/NS/NB ZO/ZO/NM ZO/ZO/PS
NM PB/NB/PS PB/NB/NS PM/NM/NB PS/NS/NM PS/NS/NM ZO/ZO/NS NS/ZO/ZO
NS PN/NB/ZO PM/NM/NS PS/NS/NM PS/NS/NM ZO/ZO/NS NS/PS/NS NS/PS/ZO
ZO PN/NM/ZO PM/NM/NS PS/NS/NS ZO/ZO/NS NS/PS/NS NM/PM/NS NM/PM/ZO
PS PS/NM/ZO PS/NS/ZO ZO/ZO/ZO NS/PS/ZO NS/PS/ZO NM/PM/ZO NB/PB/ZO
PM PS/ZO/PB ZO/ZO/NS NS/PS/PS NM/PS/PS NM/PM/PS NB/PB/PS NB/PB/PB
PB ZO/ZO/PB ZO/ZO/PM NM/PS/PM NM/PM/PM NM/PM/PS NB/PB/PS NB/PB/PB
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The fuzzy factor Ke¼0:12, Kec¼0:02, the defuzzification factor up = 1.8,
ui = 0.03, ud = 0.01. e, and ec are quantified as fuzzy quantity on (-3, 3) by Ke

and Kec, which are dynamic processed into the amounts of fuzzy control using the
rules of the fuzzy control, the fuzzy range is (0, 3). The results are defuzzificated
by up, ui and ud, the three parameters of PID controller is obtained at last.

Since there is a large overshoot in the actual control process, it needs a long
time to reach steady. We add a function of automatic identification and clear on the
basis of self-tuning fuzzy PID controller. When the actual temperature is closed to
the set temperature (temperature difference about 2 �C), the output of controller is
to be cleared by the block of Relay and Switch. Once the heating device receives
this signal, they will stop heating and the self-tuning fuzzy PID controller restarts
when the temperature difference is about 0.5 �C, then continue to use the con-
troller implementing the fine-tuning of temperature, ultimately achieve the purpose
of the precise adjustment of temperature. The system structure of improved self-
tuning fuzzy PID controller is shown in Fig. 4:

Fig. 4 The system structure of improved self-tuning fuzzy PID controller

Fig. 5 The temperature control curve of conventional PID
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In the experiments, we separately use the conventional PID controller, fuzzy
self-tuning PID controller and the improved fuzzy self-tuning PID controller to
control the electric heating furnace, the control results shown in Figs. 5, 6 and 7:

From the control effects, we could see that the improved controller can achieve
the desired temperature in a shorter time, and have good stability, superior control
performance and no overshoot.

Fig. 6 The temperature control curve of fuzzy self-tuning PID controller

Fig. 7 The temperature control curve of improved fuzzy self-tuning PID controller
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5 Conclusions

Based on the analysis of conventional PID and fuzzy self-tuning PID controller, an
improved fuzzy self-tuning PID controller has been designed in this paper and
used in the actual temperature control system of electric furnace. The experimental
results show that the improved fuzzy self-tuning PID controller has good control
effect, strong stability, no overshoot, and high control efficiency.
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Research on Predictive Control
of Evaporator Superheat System
with Time-Delay Based on DMC
Intelligent Optimization

Jun Xie, Songli Wang, Yuwei Wang and Jianzhong He

Abstract As for the evaporator superheat with the characteristics of large time
delay, this paper puts forward predictive control method with intelligent rolling
optimization. Based on the input data of the object to identify the object dynamic
model of the evaporator superheat, it predicts the next time output of the system
using the prediction model based on Dynamic Matrix Control (DMC), to control
the superheat requirements in the target range. The experimental results show than
using the control method of DMC, the system runs stable, and has strong anti-
interference. Compared with conventional PID control, the DMC control runs
more accurately, and can get better control effect.

Keywords Evaporator superheat � Intelligent rolling optimization � Predictive
control � Dynamic matrix control (DMC)

1 Introduction

In the cold storage system, the flow rate of refrigerant into evaporator plays a
significant role in change of cold storage temperature. The current method is that
evaporator superheat selected as control variable constitutes control loop with
electronic expansion valve (EEV) and the valve controls the superheat temperature
to keep storage temperature stable around the setting value. However, because of the
complex process, there is large inertia and delay characteristics within evaporator
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superheat plant. For such a complicated controlled plant, the traditional PID is
difficult to obtain good control effect; this paper introduces the predictive control
method, with intelligent rolling optimization, for controlling the complex process.
Because predictive control can predict the system output changes in the future,
online and repeated optimization calculation according to the prediction model can
timely eliminate the time-delay, model mismatch, the error generated by the
interference and other factors, to achieve the best control of evaporator superheat.

2 Intelligent Optimizing: Dynamic Matrix Control

The dynamic matrix control (DMC) is a predictive control algorithm with intelligent
rolling optimization, using the unit step response, which is easy to get, as a system
model and adaptive to the plant with pure delay object and open-loop asymptotic
stability. DMC algorithm includes three parts, predictive model, rolling optimiza-
tion, and feedback correction. DMC system block diagram shown as Fig. 1.

In Fig. 1, w is for set value of evaporator superheat, u(k) for the evaporator
input meaning the EEV opening degree, y(k) for the evaporator output,
yr(k + i) for the reference track; ym (k) for prediction model of evaporator, e(k) for
the model error, and yp(k + i) for the error corrected prediction model.

2.1 The Prediction Model

The prediction model of evaporator plant consists of two parts, the output
Y0(k + 1) generated by past control and the output response ADU (K) generated by
current input.

Ym k þ 1ð Þ ¼ Y0 k þ 1ð Þ þ ADU kð Þ

where Ym(k + 1), the predicting model output vector, usually denoted as

Ym k þ 1ð Þ ¼ ym k þ 1 kjð Þ. . .ym k þ p kjð Þ½ �T :

The Y0(k + 1), the initial prediction model, usually denoted as

Y0 k þ 1ð Þ ¼ y0 k þ 1 kjð Þ. . .y0 k þ p kjð Þ½ �T

and the M items of continuous control increment vector to solve is

DU kð Þ ¼ Du kð Þ. . .Du k þM � 1ð Þ½ �T
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A ¼

a1 0
..
. . .

.

aM . . . . . . a1

..

. ..
.

aP . . . . . . apþM�1

2
666664

3
777775

where A is matrix composed of step response coefficient, called dynamic matrix.
P is the prediction step length, M the control step length. Generally M \ P \ N,
N is prediction model step length.

2.2 Intelligent Rolling Optimization

In the evaporator superheat control of refrigeration system, the control objective is
to make the evaporator superheat along the reference trajectory yr (k + i) gradu-
ally reach the set value W. Therefore, we select the intelligent rolling optimal
performance index function as

min J kð Þ ¼
XP

i¼1

qi yr k þ ið Þ � ym k þ i kjð Þð Þ2

þ
XM
i¼1

riDu k þ i� jð Þ2

where the reference trajectory usually takes a first-order exponential form, as
follows

yr k þ ið Þ ¼ y kð Þ þ w� y kð Þ½ � 1� e�iTs=t
� �

:

Through the way to limit, it can get the optimal control increment solution

Fig. 1 DMC system block
diagram
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DU kð Þ ¼ AT QAþ R
� ffi�1

AT Q yr kð Þ � A0U k � 1ð Þ � he kð Þð Þ:

In the actual control, it takes the first term as real-time control incremental only,
that is

u kð Þ ¼ 10. . .0½ � AT QAþ R
� ffi�1

AT QY k þ 1ð Þ:
� A0U k � 1ð Þ

Using the above-obtained control increment, we can calculate at step k moment
control action u(k) to put on the plant, that is the opening degree of EEV within
evaporator flow control actuator as below

u kð Þ ¼ u k � 1ð Þ þ Du kð Þ

2.3 Feedback Compensation

Considering the time-varying, nonlinear, and various random disturbances in the
refrigerating system, there are some error between the prediction model and actual
model. Therefore, it is necessary to correct with predictive error by real-time
calculation as below

e k þ 1ð Þ ¼ y k þ 1ð Þ � ~ym k þ 1jkð Þ:

Correct output predictive value with the above-predictive error

~ycor k þ 1ð Þ ¼ ~yNm kð Þ þ he k þ 1ð Þ:

After taking correct output predictive value into shift operation, we define an
initial predictive value at the new step moment as below

~y No k þ 1ð Þ ¼ S~y cor k þ 1ð Þ:

And redefine the new step moment as step k moment, so ~yN0 k þ 1ð Þ will be
regarded as a new initial predictive value ~yN0 kð Þ at the step k moment, and then
takes part in calculation of controlling increment at the new time with the former
P components and the expected outputs together.
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3 The Dynamic Model of the Evaporator Superheat

3.1 Experimental Facility

In this paper, we choose the evaporator superheat as the controlled process value
and its experimental facility as shown in Fig. 2.

In the Fig. 2, E is for evaporator, Comp for compressor, Cds for condenser, V1
for solenoid valve, V2 for EEV, P for pressure sensor, P1 for inlet pressure
measured by press transducer P, T2 for the evaporation temperature measured by
the temperature sensor, y for superheat, w for the set point of superheat and u for
controller output.

3.2 The Measurement of Evaporator Superheat

The instantaneous evaporator superheat y can be measured by the following
approach: First, the evaporation temperature T2 is measured by the temperature
sensor at the entrance of the evaporator. And the inlet pressure P1 of the evapo-
rator is measured by pressure sensor at the exit, then transforms P1 into corre-
sponding inlet pressure temperature T1. Finally, the static value of the superheat
can be obtained by the difference between T1 and T2 (T1–T2). As for the dynamic
value, it is need to add the pure delayed time to the basis date.

The function expression of instantaneous evaporator superheat y is:

y ¼ f T1 P1ð Þ � T2ð Þ; d

dt

� �
:

3.3 The Establishment of Evaporator Superheat

According to the features of evaporator, we can use one-order transfer function
plus time delay to represent approximately the response of evaporator superheat to
the opening of EEV as below

G sð Þ ¼ Y sð Þ
U sð Þ ¼

Ke�Tds

1þ Ts

where, the gain K, time constant T and pure delayed time Td can be calculated by
the response rising curve of the superheat along with the opening changing of
EEV.
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To determine the above three parameter values, we apply a short-time pulse
signal to EEV under the condition of the normal operation of the system, and then
we can get a corresponding response curve of superheat. According to the input/
output data of EEV-superheat loop, we can make use of generalized least squares
identification method to determine the above transfer function parameters as below

T = 100 s, Td = 30 s, K = 0.28 [1].
In general, the ratio between the pure delayed time Td of the superheat object

and the time constant T is greater than 0.3. Therefore, the controlled process is a
typical large pure delayed plant.

4 System Simulation

4.1 DMC Control Parameter Selection

There are some parameters to be determined in the DMC control, such as, the
sampling period Ts, the sequence model length N, the intelligent rolling optimi-
zation steps P, and the control steps M. We now discuss those parameters below.

(1) The sampling period Ts and the length of the sequence model N
The selection of the sampling period should meet Shannon sampling theorem.
Considering controlled process with a large time delay, it is suitable for
Ts B 0.25Td, in which Td is a large delay time. To make the model parameters
ai (i = 1,2…,N) contain the dynamic information of plant as complete as
possible, it usually requires step response after NT steps to be close to the
steady-state value.

(2) The intelligent rolling optimization steps P and the error weighting matrix Q
In order to make dynamic optimization meaningful, firstly, the optimization
steps P must exceed the delay section of the plant step response and cove the
main parts of dynamic response. Here Q is set to the unit matrix.

(3) The control steps M and the control weighting matrix R
M is the number of optimal control values in the future. Since the control
action applied to the plant is rolling optimization during on-line and real-time
in the DNC algorithm, M = 1 is suitable. The control weighting matrix R can
be adjusted according to the control effect.

Fig. 2 Refrigeration
evaporator superheat control
system diagram
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4.2 The Comparison of Control Methods

In order to highlight the advantages of Dynamic Matrix Control, in this paper, we
have a comparison of effects between the PID control and DMC control.

(1) PID control algorithm. According to Ziegler–Nichols parameter tuning for-
mula, PID parameters can be determined as below
Kp = 10.71, Ti = 100 s.
The Superheat process is a plant with large time delay and subjective to
various noises, traditional PID control will have a greater overshoot and tend
to oscillation, therefore, the control effect with PI is better than with PID, we
give the PI simulation results as shown in Fig. 3.

(2) For DMC, we mainly study the selection of prediction steps P and control
steps M with intelligent rolling optimization. According to the step response
of the evaporator plant, we can define the sampling period Ts = 5 s, model
length N = 150. Firstly, let M = 1, that is control steps. We change P = 30,
50 and 80 respectively, and compare three simulation results with above
different P. the simulation results are shown in Figs. 4 and 5.

4.3 The Intelligent Predictive Control Effect Analysis

(1) Comparing superheat response in Fig. 4 with Fig. 5, we can see that PID
control has bigger overshoot and waving, and dynamic matrix control is
smooth and its response curve can smoothly reach the target degree of
superheat, although PID control superheat output rise time is faster than the
dynamic matrix control.

Fig. 3 Traditional PID
control effect
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Considering that the opening change of EEV should be as smooth as possible
in actual codling control, to avoid frequent opening and stop and assure its
life. So the regulation time and overshoot of the superheat are the important
indexes during the transition process to reaches the set value.

(2) As illustrated in the Figs. 4 and 5, we can make the superheat change
smoothly to be an ideal control result, by adjusting the parameters in the
dynamic matrix control with P = 50 and M = 1.

(3) Comparing it with the PID, we know that for the plant with large time delay,
overshoot is large when it uses PID control, while the control action of
dynamic matrix control changes rather smoothly, and enable to reach process
stable quickly.

Fig. 5 When P = 50, the
length M of the different
control effect

Fig. 4 When M = 1, the
different predictions of the
control effect of length P

792 J. Xie et al.



Additionally, in the real cold store, evaporator model parameters change along
with refrigerant flow changing, for example, gain and delay time would increase.
When the models change, the PID parameters set originally cannot obtain a good
control effect. Dynamic matrix control with intelligent rolling optimization has a
low requirement about model precision and a good adaptability.

5 Conclusions

We can use DMC approach with intelligent rolling optimization to target the large
time delay characteristics of evaporator superheat plant; DMC is predicting the
entire delay system changes in advance and improving predictive control effect in
the way of identifying the dynamic model of controlled plant. DMC simulation
and experimental results show in our paper that the method is simple, with high
reliability and good control effects.
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Fault Diagnosis Based on Principal
Component Analysis and Support Vector
Machine for Rolling Element Bearings

Zhicai Zhou, Dongfeng Liu and Xinfa Shi

Abstract An intelligent fault diagnosis method of rolling element bearings based
on statistics analysis, principal component analysis (PCA), and support vector
machine (SVM) is presented. The method consists of three stages. First, due to the
fact that it is hard to obtain sufficient fault samples in practice, different features
are extracted as many as possible to acquire more fault characteristic information.
Second, the original feature set is compressed with PCA from 43 to 4 dimensions.
Finally, the compressed feature set is fed into SVM classifier to identify the fault
patterns of the rolling element bearings. For comparison, the back propagation
neural network (BPNN) is also utilized to solve the same problem. The results
show that the proposed method can achieve higher accuracy and adaptability than
BPNN when facing high-dimensional, nonlinear, and a smaller number of samples.

Keywords Support vector machine � Principal component analysis � Fault
diagnosis � Rolling element bearings

1 Introduction

Rolling element bearings in rotating machinery have been widely used in the
modern manufacturing industry whose operational statuses have a direct impact on
the performance of the machine. According to statistics, 30 % of the rotating
machinery failures were caused by bearing faults. Therefore, the research on
bearing fault diagnosis method [1] has a very important practical significance.

Some intelligent fault diagnosis methods, such as artificial neural network, have
been successfully applied to automated detection and diagnosis of machine
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conditions [2–4]. It is a heuristic technique that relies on the experience and its
learning process is based on empirical risk minimization (ERM) principle, thus it
is prone to over-fitting and low generalization ability in the case of the small
sample size. In addition, it is hard to determine the number of hidden layers and
nodes of the neural network without experience, and the network structure and
algorithm will also be in complicated condition as high-dimensional complex
samples. Therefore, simpler and more accurate approaches are needed which allow
relatively unskilled operators to make reliable decisions with high-dimensional
and smaller number of samples.

Support Vector Machines, proposed by Vapnik, is a new machine learning
method based on statistical learning theory (SLT) by utilizing structural risk
minimization (SRM) principle, and it has a good performance to solve the prob-
lems such as a smaller sample number, nonlinearity, high dimension, and local
optional solution. Recently, SVM has been found to be remarkably effective in
many real-world applications [5–8].

2 Feature Extraction

The fault characteristic information extracted from the collected data directly
affects the accuracy and reliability of fault diagnosis. In order to acquire more fault
characteristic information, different features, including time-domain statistical
characteristics, frequency-domain statistical characteristics, and empirical mode
decomposition (EMD) energy entropies, are extracted.

2.1 Statistical Characteristics in Time-Domain

Statistical methods which have been widely used in fault diagnosis and pattern
recognition can provide the physical characteristics of time domain data. In this
paper, we divide the original data into some signals of 4,096 data points. Fairly 11
feature parameters [4] are extracted from each of these signals for the study.

2.2 Statistical Characteristics in Frequency-Domain

Frequency-domain feature is another description of a signal. It reveals some
information which cannot be indicated in time-domain. In this paper, 13 fre-
quency-domain feature parameters [4] are extracted from the vibration signals.

When mechanical equipments fault occur or operate anomaly, the corre-
sponding vibration or noise signals usually show nonstationary characteristics. The
traditional feature extraction method plays an important role in stationary signals,
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but for nonstationary signal, it does not reflect the signal amplitude changes with
the frequency variation accurately. Here, we demodulate the vibration signals with
Hilbert transform [9] and the demodulation spectrums are further processed to
extract another 13 frequency-domain feature parameters.

aþ b ¼ c ð2:1Þ

2.3 EMD Energy Entropy

The EMD, in contrast to almost all the previous methods, works in temporal space
directly rather than in the corresponding frequency space. It is intuitive, direct, and
adaptive, with a posteriori defined basis derived from the data [10]. The decom-
position has implicitly a simple assumption that, at any given time, the data may
have many coexisting simple oscillatory modes of significantly different fre-
quencies, one superimposed on the other. Each component is defined as an
intrinsic mode function (IMF). In our experiment, the first six IMFs containing
almost all valid information are selected. The EMD energy entropies are calculated
from the IMFs of each signal and six energy features are obtained.

Now, we got a feature set containing 43 features, which simultaneously covers
the characteristic information in time-domain and frequency-domain.

3 Review of PCA

When a big number of feature characteristics are used for pattern recognition, it is
equivalent to identify the fault patterns in high-dimensional space. Then, in order
to avoid the curse of dimensionality and discard irrelevant or redundant features,
the feature characteristics need to be compressed.

Suppose there is a given training sample set

xk ¼ x1k; x2k; . . .; xNkð ÞT k ¼ 1; 2; . . .;Mð Þ ð3:1Þ

where N is the number of the demission of feature set, and M is the data sets of
each condition. Then the Principal Component Analysis method can be depicted as
follows:

Step 1: Calculating the normalized data sets of original sample sets

~xik ¼
xik � �xið Þ

ri
k ¼ 1; 2; . . .;Mð Þ ð3:2Þ

where �xi ¼ 1
M

PM
k¼1 xik, r2

i ¼ 1
M

PM
k¼1 xik � �xið Þ2 i ¼ 1; 2; . . .;Nð Þ;
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then getting the new feature set

~xk ¼ ~x1k; ~x2k; . . .;~xNkð ÞT ð3:3Þ

Step 2: Calculating the covariance matrix

C ¼ 1
M

XM
k¼1

~xk~x
T
k ð3:4Þ

Step 3: Computing the characteristic equation about covariance matrix C:

Cv ¼ kv ð3:5Þ

where k is the eigenvalue of C, and v is the eigenvector corresponding eigenvalue k.
Then arranging the eigenvalues in descending order k1� k2� � � � � kN , and the

corresponding eigenvectors are v1; v2; . . .; vN ;
Step 4: According preset compression dimension number p or the cumulative

contribution g0, the minimum p satisfied g� g0 is calculated and standardizing the
first p eigenvectors

~vi ¼
vi

vik k
i ¼ 1; 2; � � � ; pð Þ ð3:6Þ

Step 5: Projecting ~xk onto various standardized eigenvectors and the com-
pressed eigenvectors are calculated as follows:

yik ¼\~vi;~xk [ i ¼ 1; 2; . . .; p; k ¼ 1; 2; . . .;Mð Þ ð3:7Þ

Through the principal component analysis, it is possible to eliminate the
components of the correlation between the original feature eigenvectors [11] and
remove less fault information to reduce the number of dimensions of the feature
space. With PCA it does not generate a lot of loss of information to achieve the
compression of feature dimension.

4 Review of SVM

SVM is developed from SLT which is presented by Vapink. Its basic principle can
be illustrated in two-dimensional way [12] which is shown in Fig. 1. It shows the
classification of a series of points for two different classes of data, class A (circles)
and class B (pentacles). SVM tries to place a linear boundary H between the two
classes and orients them in such way that the margin is maximized, namely, the
distance between the boundaries is maximal. The nearest data points in each class
used to define the margin are known as support vectors.

Suppose that a given training sample set x1; y1ð Þ; x2; y2ð Þ; . . .; x1; y1ð Þ, where
xi 2 RN is a N dimensional vector, and yi 2 �1;þ1f g. The boundary H1 and H2

can be expressed asðw � xÞ þ b ¼ �1, where w is a weight vector and b is a bias.
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Consider making all the training samples are correctly classified, it should
satisfy the following conditions:

When yi ¼ 1; w � xð Þ þ b� 1 ;
When yi ¼ �1; w � xð Þ þ b� � 1
The optimal hyperplane separating the data can be obtained as a solution to the

following constrained optimization problem:

min
1
2

wk k2þC
X

i

ni

st : yi w � xið Þð þ b� 1� ni

8><
>:

ð4:1Þ

Here training vectors xi are mapped into a higher (maybe infinite) dimensional
space by the function /. SVM finds a linear separating hyperplane with the
maximal margin in this higher dimensional space. C [ 0 is the penalty parameter

of the error term. Furthermore, K xi; xj

� �
¼ u xið ÞT �u xj

� �
is called the kernel

function. There are four basic kernels as following:
linear: K xi; xj

� �
¼ xT

i xj

polynomial: K xi; xj

� �
¼ cxT

i xj þ r
� �d

; c[ 0

radial basis function (RBF): K xi; xj

� �
¼ exp �c xi � xj

�� ��2
ffi �

; c[ 0

sigmoid: K xi; xj

� �
¼ tanh cxT

i xj þ r
� �

Here, c, r, and d are kernel parameters.
Then, applying Lagrange Multiplier and considering the conditions of Karush-

Kuhn-Tucker:

ai yi x � xið Þ þ bð Þ � 1ð Þ ¼ 0 ð4:2Þ

The optimal hyperplane could be depicted as follows:

M xð Þ ¼ Sgn
X
S:V :

a�i yi u xð Þ � uðxiÞð Þ þ b�
 !

¼ Sgn
X
S:V:

a�i yiK x; xið Þ þ b�
 !

ð4:3Þ

Fig. 1 Classification of data
by SVM

Fault Diagnosis Based on Principal Component Analysis... 799



5 Fault Diagnoses

The bearings vibration data sets used in the paper come from Case Western
Reserve University of USA [13]. Single-point faults were introduced to the test
SKF bearings using electro-discharge machining with fault diameters of 0.007 or
0.021 inches. The test bearings were tested under the four different loads (0, 1, 2, 3
hp) and conditions: (i) normal, (ii) inner race fault, (iii) outer race fault, and (iv)
rolling element fault, respectively.

In order to verify the effectiveness of the proposed method, we select a different
type of fault vibration signals which are collected under various loads and different
fault categories and severities. The detailed description of the data set is shown in
Table 1.

Failure label is divided into seven categories, and a total of 16 samples are
collected as one data sample set for each fault type in four different loads (0, 1, 2, 3
hp). The 112 data samples are divided into 56 training samples and 56 testing
samples. In order to identify the different grades of faults, we solve the seven-class
classification problem.

According to the feature extraction methods mentioned in Sect. 2, 43 fault
features are extracted from the samples and then presented to normalization pro-
cessing. In particular need to be emphasized, here we take the training and testing
samples together to normalization processing in order to make the training model
with greater adaptability and accuracy. The normalized feature data is compressed
from 43 to 4 dimensional with PCA (here we set the cumulative contribution
g0 ¼ 90), as shown in Fig. 2.

Here, we choose the RBF kernel which has fewer numerical difficulties for
model training and recommend a grid search on C and c using cross-validation
which can prevent the overfitting problem. The best C; cð Þ for the training model is
(9.1896, 0.18946).

For comparison, the back propagation neural network (BPNN) is also utilized to
solve the same seven-class classification problem. The BP neural network consists
of four layers in which the node number of input layer, hidden layer, and output
layer is 43, 25, 12, and 7, respectively.

As results are shown in Table 2, SVM shows better classification performance
and higher accuracy than BPNN for the same training and testing samples in
bearings fault classification. This is due to that BPNN requires training sample set
should cover all possible inputting area. In other words, BPNN requires a complete
set of training samples. So it is difficult to establish an accurate model for a smaller
sample number. In addition, BPNN searches the minimum value through the local
optimal solution, which does not guarantee the results exactly the same as the
global optimal solution.

To test the effect of the PCA technique in this work, we carried out another
experiment on the original data set with SVM and BPNN respectively. Here, the
BPNN also consists of four layers in which the node of input layer, hidden layer,
and output layer is 4, 4, 8, and 7, respectively.
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By comparing the original data set to the compressed data set with PCA, we can
see that SVM is still able to maintain good accuracy in the face of high-dimen-
sional data. The model training time increases as more data dimensions. But for
BPNN, the accuracy with original data set is worse than the compressed data set.
This is due to BPNN learning slows down in face of high-dimensional data set and
the redundant or irrelevant information also has an impact on the correctness of the
training model.

Table 1 Description of bearing data set

Label of
classification

Operating
condition

Defect
size(inches)

The number
of training
samples

The number
of testing
samples

1 Normal – 8 8
2 Inner race 0.007 8 8
3 Outer race 0.007 8 8
4 Rolling element 0.007 8 8
5 Inner race 0.021 8 8
6 Outer race 0.021 8 8
7 Rolling element 0.021 8 8
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Fig. 2 Principal component
of the original data set with
PCA

Table 2 The results of data
set with SVM and BPNN

Feature
compression

Training
model

Total time (s) Accuracy (%)

PCA SVM 6.29 100 (56/56)
PCA BPNN 7.34 96.43 (54/56)
None SVM 8.67 100 (56/56)
None BPNN 9.16 92.86 (52/56)
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6 Conclusions

A new automatic recognition method to intelligent fault diagnosis of rolling ele-
ment bearings based statistics analysis, PCA, and SVM, is proposed in this paper.
It provides the possibility to fulfill the automatic recognition to machinery faults
with high accuracy even with high-dimensional and a smaller number of samples.
In order to derive more faulty information, time-domain statistical characteristics,
frequency-domain statistical characteristics, and EMD energy entropies are
extracted, respectively. Then, the feature sets are compressed by applying PCA
technique to remove irrelevant or redundant information. Finally, cross-validation
and grid search are used for optimal parameters of SVM model, and the effec-
tiveness of the model is demonstrated by the testing results. For comparison,
BPNN is also utilized to solve the same problem. The results show that the
proposed method can achieve high accuracy and adaptability when facing high-
dimensional, nonlinear and a smaller number of samples.
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The Study on Risk Rating Model
of Commercial Bank Credit Based
on SVM

Menggang Li, Zuoquan Zhang and Rongquan Bai

Abstract According to the basic theories of Logit regression analysis and support
vector machine (SVM), this article involves improved binary classification com-
bination algorithm to increase the accuracy. In addition, using financial data of
listed companies to test this improved model, it shows a better way of classifi-
cation. When applying this model, there are some innovations: 1. Choose opti-
mized composite indicator as a variable through principal component analysis and
get more information; 2. Introduce Logit parameter model to the quadratic to
increase prediction accuracy; 3. Put forward a combination of improved Logit
model with SVM to increase prediction accuracy. This paper is supported by the
Industrial Safety Engineering (239010522).

1 Basic Model Analysis

1.1 Logit Model

Define probability of default as:

pi ¼
eaþbT xi

1þ eaþbT xi
ð1Þ

Logit Model [1] is a linear function about the natural logarithm of the ratio of
default:
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ln
pi

1� pi
¼ aþ bT xi ð2Þ

1.2 Support Vector Machine

Support Vector Machine (SVM) was put forward by a Russian scholar called
Vapnik, that a new way on machine learning is based on the statistics theories,
which has already been widely applied on classification [2, 3].

Algorithm on SVM Classifier:

1. Suppose the known training set called T as follows:

T ¼ ðx1; y1Þ; . . .; ðxl; ylÞf g; xi 2 Rn; yi 2 fþ1;�1g; i ¼ 1; 2. . .; l ð3Þ

2. Choose kernel function Kðx; x0Þ and appropriate penalty parameter C to set up

the optimization problem to find the best solution a� ¼ ða�1; . . .; a�l Þ
T

min
a

1
2

Xl

i¼1

Xl

j¼1

yiyjaiajK xi; xj

� �
�
Xl

j¼1

aj

s:t:
Xl

i¼1

yiai ¼ 0

0� ai�C; i ¼ 1; . . .; l

ð4Þ

3. Choose one component a�j of a�, which is between zero and C, and calculate the
equation below.

b� ¼ yj �
Xl

i¼1

yia
�
i Kðxi; xjÞ ð5Þ

4. Attain a decision function recorded as:

f ðxÞ ¼ sgn
Xl

i¼1

yia
�
i Kðxi; xÞ þ b�

" #
ð6Þ

1.3 Comparison and Analysis Between Logit Model
and SVM

According to the form above, these two algorithms can be complementary. Based on
this point, the combined model between Logit and SVM is put forward (Table 1).
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1.4 Model Improvement

1.4.1 QFL Model

In this article, Logit model is improved and Quadratic Form Logit (QFL) [4] has
been introduced. The quadratic is used to change interaction among variables. The
QFL model is showed below:

FðyÞ ¼ 1

1þ exp aþ
Pn
i¼1

bixi þ
Pn
i¼1

Pn
j¼iþ1

cijxixj

 ! ð7Þ

1.4.2 PCA-QFL Model

Suppose that there is financial data of n companies and each has p variables to be
tested.

Use principal component analysis to reduce the dimensionality of variables and
then attain the integrated ones recorded as F1;F2; . . .;Fmðm� pÞ.

Use them as independent variables and introduce them to the QFL Model so as
to get the PCA-QFL Model.

1.4.3 PCA-QFL and SVM Integrated Model

A combination of classification algorithm is put forward based on PCA-QFL
model and SVM to reduce empirical risks when learning support vector machine,
increasing classification accuracy.

Table 1 Comparison and analysis between logit model and SVM

Advantage Disadvantage

Logit model (1) No requirement of whether data
shows a normal distribution;
(2) decide degree of influence of
different factors; (3) evaluate
quickly; (4) be good at large amount
of samples

If there is something wrong with data,
the result can be influenced greatly
because this model completely relies
on data

SVM (1) Apply kernel function to avoid curse
of dimensionality;(2) no requirement
of whetherdata shows a normal
distribution; (3) dependon support
vector rather than sample

It can only be applied on a fewsamples
and not solve the
classificationproblem
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PCA-QFL and SVM Integrated Classification Algorithm:

1. Suppose the known training set called T as follows:

T ¼ ðx1; y1Þ; . . .; ðxl; ylÞf g; xi 2 Rn; yi 2 fþ1;�1g; i ¼ 1; 2. . .; l:

Use the Maximum Likelihood Estimates to get parameters of PCA-QFL model
recorded as a, b, c, and get results pi corresponding to samples.

2. Calculate the mean of probability of negative and positive points according to
the equation below:

p
�
¼ 1

n1

X
pi if pi\0:5

_p ¼ 1
n2

X
pi if pi [ 0:5

ð8Þ

3. The results pi are divided into four internals:

A ¼ ½0; p
�
Þ;B ¼ ½p

�
; 0:5Þ;C ¼ ½0:5; _p�;D ¼ ð _p; 1� ð9Þ

Calculate classification accuracy of the samples corresponding to each internal.
The sample inputs of internals A and D can quote the classification outcomes of
PCA-QFL model.

4. Because p corresponds to the separation point between positive and negative
ones, which is equal to 0.5, larger errors may turn up on the edge of classification.
And then the sample inputs of internals B and C are not fit in the outcomes of
PCA-QFL. Thus, it is advisable to use SVM classification as mentioned in 2.4.4
and Gaussian radial basis kernel function. After classifying the sample inputs of
internals B and C again, classification accuracy can be calculated.

5. For sample space of internals B and C, comparing PCA-QFL model and the
rate of accuracy of SVM algorithm, choose the better one as the final result.

In the PCA-QFL and SVM integrated algorithm, the traditional logit regression
model regarding 0.5 as separation point, has been improved. The classification
results of fuzzy internals B and C from QFL model are revised by SVM classifi-
cation algorithm. Thus, the risk of false judgment on sample near the classification
boundary, ever showing in PCA-QFL model, is reduced.

2 Empirical Analysis

2.1 Data Collection and Pretreatment

To test whether the improved model is effective, financial data of 192 listed
companies in 2011 was used in empirical analysis. Select solvency, per share
index, profitability, operating ability,and capital structure as five classifications.
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They include 21 indexes. Use SPSS to make pretreatment [5] including data
standardization, calculation of correlated coefficient matrix, characteristic roots,
and unit eigenvectors of R and principal component representation.

2.2 Model Improvement Experiment

2.2.1 PCA-Logit Model Experiment

Regarding F1, F2, F3, F4, F5, F6, F7 and F8 as variables and making experiment by
SPSS, we get the results as follows (Table 2):

2.2.2 PCA-QFL Model Experiment

We introduce quadratic and use QFL to make experiment because of correlation
among variables. After eight iterations, get the results as follows:

p ¼ 1

1þ e�ð�0:923�1:067F1�3:146F2�1:846F4þ1:574F7þ2:01F8�1:732F1�F7�1:469F2�F4þ1:758F2�F8Þ

ð10Þ

At the same time the classification results are below and there are some
improvements (Table 3):

2.2.3 PCA-QFL and SVM Integrated Model Experiment

According to the results to calculate, we get the results:

p
�
¼ 0:1045; _p ¼ 0:9084

According to probability, we get four internals:

½0; 0:1045Þ; ½0:1045; 0:5Þ; ½0:5; 0:9084�; ð0:9084; 1�

There is a misclassification in ½0:1045; 0:5Þ and no misclassification in
ð0:9084; 1�. Because the rate of misclassification in ½0:1045; 0:9084� is 28 %, use
LIBSVM [6, 7] to make classification experiment on financial data of this internal
(Fig. 1).

We reverse the parameter (C, c) of C-SVC and choose a better one, and then we
get the results:
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C ¼ 2:0; c ¼ 0:125

Cross-validation accuracy is equal to 87.3016 %. The accuracy of data on
testing set after applying model is equal to 85.1852 %.

Through the experiment, we can get in the internal [0.1045, 0.9083], the
accuracy in SVM that is equal to 85.1852 %, is higher than that in PCA-QFL,
which is equal to 82 %.

2.3 Result Analysis

We compare the results of PCA-Logit model, PCA-QFL model, and PCA-QFL
and SVM integrated model when making experiment on financial data having been
collected (Table 4).

Table 2 PCA-logit model experiment results

Compliance Default Accuracy (%)

Risk of default Compliance 54 9 85.7
Default 5 58 92.1

Table 3 PCA-QFL model experiment results

Compliance Default Accuracy (%)

Risk of default Compliance 58 5 92.1
Default 6 57 90.5

Fig. 1 SVM classification
results
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3 Conclusion and Outlook

This article talks about the binary classification combination algorithm based on
Logit regression and support vector machine and verifies the feasibility of this
combined algorithm by empirical analysis on financial data of 192 listed compa-
nies in 2011.

However, there are some problems that remain unsolved. First, due to limited
resource, a large-scale experiment is absent and thus how large a scale of sample is
waiting to be tested. Second, choosing cross-sectional data in 2011 make it still
veiled whether it can use to solve such problem as time series.

References

1. Wang JC (2006) Logistic regression model-method and application. Higher Education Press,
Beijing

2. Burges CJC (1998) A tutorial on support vector machines for pattern recognition. Data Min
Knowl Disc 2(2):121–167

3. Deng NY, Tian YJ (2004) The new method on researching data: support vector machine.
Science Press, Beijing

4. Abe S (2010) Support vector machines for pattern classification. Springer, New York
5. Luo YT (2010) SPSS statistical analysis from basic to practice. Publishing House of

Electronics Industry, Beijing
6. Pang SL (2005) Credit rating and stock market predict model and apply. Science Press, Beijing
7. http://www.csie.ntu.edu.tw/cjlin/LinChih-Jen. A practical guide to support vector classification

Table 4 Comparison of the three models’ results

SVM PCA-logit PCA-QFL PCA-QFL and SVM integrated

Accuracy (%) 85.2 88.9 91.3 95.2

The Study on Risk Rating Model of Commercial Bank Credit Based on SVM 811

http://www.csie.ntu.edu.tw/cjlin/LinChih-Jen


Development of a BCI Simulated
Application System Based on DirectX

Banghua Yang, Qian Wang, Zhijun Han, Hong Wang
and Liangfei He

Abstract This paper proposes a novel Brain Computer Interface (BCI) simulated
application system based on DirectX. In the application system, a virtual car built
by 3D Studio Max is imported into the DirectX, first. Then the transformation
matrix is designed for the car to achieve the control of movement. Some objects are
developed in virtual scenes for enhancing realistic immersion, such as the sky and
obstacles. The virtual car can receive the control commands from Electroenceph-
alography (EEG) signal processing system by the TCP/IP protocol. Finally,
the virtual car can perform turning left, turning right, moving straight, and so on.
The simulated results show that it is available to implement the real-time control by
EEG signal. The designed system can not only be used as a simulated application
but also be used as feedback for subjects. What is more, as no need for robotics and
other hardware, the system is cost-effective, interesting, and ease of use. Poten-
tially, the system can promote the research of BCI application and feedback.

Keywords Brain computer interface (BCI) � DirectX � Application system �
TCP/IP

1 Introduction

A Brain Computer Interface (BCI) is a kind of interface to implement the com-
munication and control between our brain and computers or other equipments. Of
various BCI methods, Electroencephalography (EEG) is the most studied potential
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noninvasive interface, mainly due to its fine temporal resolution, ease of use,
portability, and low set up cost, bearing great potentials for rehabilitation, assistive
application, such as augmenting or repairing human cognitive or sensory motor
functions [1]. The EEG signal generated by thinking activities of our brain can be
transformed to control the computer or other electronic equipments, by analyzing
and processing with proper analytical algorithms. So the nature of a BCI is that it
extracts people‘s ideas from EEG and applies the corresponding orders to control
other equipments.

For past few years, with the improvement of Brain Science, Cognitive Science,
Electronic Measurement Technology, and Information Technology, the research of
a BCI developed rapidly and is being paid more and more attention, especially in
fields of Cognitive Neuroscience, Pattern Recognition, Rehabilitation Engineering,
Control Science and Engineering. The BCI system can be applied to rehabilitation
of the disabled with normal mind, assistive control, entertainment, or brain cog-
nition of able-bodied persons. The application system base on BCIs is promoted
constantly. However, due to the EEG’s susceptibility to noise, extensive training is
required before users can work the technology. At the same time, a real BCI
system needs robotics or other hardware and the cost is high. So before the real
application system establishment, a simulated application or feedback training
system is necessary, which can verify the feasibility of a BCI system and lay a
solid foundation for its practical application [2].

With the booming Virtual Reality (VR), infusion of 3D game with BCI tech-
nology can be a choice for a BCI application. The VR technology is exactly a kind
of development tools to achieve the high-quality simulated system. It can receive
commands and furnish them to control a simulation system in real time. In a
secular view, it will be cost-effective solution. Because of the virtuality of the
generated simulated environment upon the reality, the VR technology can con-
figure the ideal operating environment, which is widely employed for simulation
of the real hardware system in BCIs. DirectX, known as DirectX Software
Develop Kit, is one of the Virtual Reality Technology. It is a set of Application
Programming Interface (API) using for developing the high-performance multi-
media programs, which is mainly based on Visual C++ and Visual Basic. Owing
to the enhanced features and functionality of C++, the joint development of
interactive graphics application programs combined C++ with DirectX has
become mainstream in the game and media applications [3, 4].

Realizing that 3D game in conjunction with BCI may provide a promising
alternative approach for BCI simulated application, a 3D virtual car for BCI
application systems based on DirectX is designed in this paper. The car model
built by 3D Studio Max is imported into the DirectX and transformed to the world
space for moving control. Considering the reality for the subject, the sky and other
real things are imitated in the scene, as well as the collision detection. Besides, the
data communication mode is designed, which applies TCP/IP protocol to receive
commands from the analyzed and processed EEG and then controls the virtual car
real time according to the translated commands. It is available to implement the
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movement without any special intelligent control strategy. As there is no need for
robotics and other hardware, the system is cost-effective. The system parameters
are easy to be modified, so it is also flexible. All we need to do is constructing the
virtual scene and configuring the system function. Moreover, the system can also
be used to test the validity of the control directly and indicate the accuracy of EEG
classification. With establishing a sense of achievement, so that subjects are
interested in using it continuously.

Generally, this paper is organized as follows: In Sect. 2 we overview the whole
BCI system proposed in the paper and the function of every part. Then the Sect. 3
shows the detailed design of this BCI simulated application system. Section 4
describes the TCP/IP communication between signal acquisition and processing
system and the proposed application system. An initial experimental result is also
given in this section. At last, the conclusion is drawn in Sect. 5.

2 System Overview

The proposed BCI system diagram is shown in Fig. 1. It consists of following two
parts: one is the BCI signal acquisition and processing system, the other is the
DirectX application system. The EEG signals are generated when subjects imagine
the right or left-hand movement. These signals are collected and processed by the
signal acquisition and processing system. And then EEG signal is transformed to
the real number ranging from -1 to 1 to control the movement of the virtual car.
To easily control, the real number is transformed to the defined control command
format further. After that, the final command is generated and sent to the DirectX
application system to control the movement of the virtual car through the TCP/IP
protocol.

The command signal from the BCI signal acquisition and processing system is
received by our proposed application system to implement the corresponding
movement of the car, through the TCP/IP. In the meantime, subjects also obtain
the feedback information from the computer displayer about the effect of the car
controlling and then adjust their imaginary movement. During the experiments,
subjects can practice themselves over and over again to adjust the way of motor
imagery in time, in order to generate the optimal EEG signal.

Figure 2 is the diagram of signal acquisition and processing system of BCI.
First, the EEG signals collected by a 16-channel electrodes cap are amplified by a
high-precision biological amplifier that is developed by Tsinghua University. Next
amplified signals are collected by the collection software and sent to the Matlab
signal processing part. Then the Matlab software platform processes signals
including feature extraction and classification. Here, we apply the CSP (Common
Spatial Patterns) to extract the EEG features and classify them by Linear Classi-
fication Algorithm. The CSP algorithm is very frequently used for this purpose and
excellent classification results have been reported using it for preprocessing in
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BCIs based on motor imagery [5]. A 6-dimensional feature vector is obtained by
the CSP and then is classified. At last, the recognition results are sent to the
application system to control the movement of the virtual car through the TCP/IP.

3 Application System Design

In this section, some steps are described to implement a BCI experimental
application system. In the paper, we build the BCI application system based on
DirectX, with the virtual scene constructed and functions configured, which can be
used to control the virtual car by EEG in real time. And further collision detection
between the virtual car and obstacles can be achieved in the system to make users
the feeling of reality.

3.1 Loading 3D Model

As it consists of a set of API, DirectX can support most of multimedia application
development, especially in 3D graphics. In DirectX, Direct3D is responsible for
3D graphics [6]. Although DirectX provides a powerful interface function it is not
only a waste of time but also very prone to error to try model vertexes data one by
one in order to build a complicated model with Direct3X. Therefore, it is necessary

Fig. 1 Diagram of the BCI
system

Fig. 2 Diagram of signal
acquisition and processing
system
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to employ a professional 3D modeling application instead of reducing modeling
work of DirectX, such as 3D Studio Max [7].

3D Studio Max (3ds Max) is a kind of 3D graphics modeling and animation
software developed by Autodesk. The software has excellent modeling perfor-
mance but poor controlling performance. In this case, it may be feasible that we
can build the complicated model with 3ds Max and then control the model in
DirectX. The detailed steps are as follows:

• Using 3ds Max to model the car and export the .X file (providing the special 3D
mesh file to DirectX including textures, material, etc., of vertex). This paper
applies the Panda Plugin to complete the task.

• Calling the function D3DXLoadMeshFromX() to load X file to read model data
and create the mesh object. Implemented code is as follows:
LPD3DXBUFFER cAdjBuffer = NULL;
LPD3DXBUFFER cMtrlBuffer = NULL;
D3DXLoadMeshFromX(L’’BCIcar3.X’’,D3DXMESH_MANAGED,cd3dDe-
vice, &cAdjBuffer, &cMtrlBuffer, NULL, &NumMtrls, &cMesh);

• Rendering the model. When all above loading is completed, the information of
.X file can be rendered in drawing. As so many parts need to be drawn and
every part should be set up its textures and materials before drawing, so gen-
erally, a for-loop is applied here to read in the information and draw.

3.2 Matrix Transformation

After loading in the former step, the model is in its own local coordinate system, in
which is not easy to determine and control the model. So it is necessary to
transform the model from the local space to the world space, called world trans-
formation. It is comprised of translation, rotation and scaling.

Aiming to translate the model in world space, translation matrix is created. The
matrix is as following equation:

T pð Þ ¼

1 0 0 0
0 1 0 0
0 0 1 0
px py pz 1

0
BB@

1
CCA: ð1Þ

In this paper, the translation matrix is created by calling the function
D3DXMatrixTranslation() to implement the translation movement of the virtual
car in world space. The factor p in the above matrix is represented by the moving
distance of the car in every axis.

In DirectX, the rotation matrix is mainly used for adjusting the direction angle
of model and view of camera. The paper applies the rotation matrix to change the
traveling direction of the virtual car. It is known that Direct3X uses the left-hand
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rectangular coordinate system, in which the positive x-axis goes right, the positive
y-axis goes up and the positive z-axis goes into the page [7, 8]. So, the car model is
located in x-z plane. In fact, the turning left or right command of the virtual car is
implemented as rotating about the y-axis. Then the rotation matrix would be
created like that:

Y hð Þ ¼

cos h 0 � sin h 0
0 1 0 0

sin h 0 cos h 0
0 0 0 1

0
BB@

1
CCA: ð2Þ

The D3DXMatrixRotationY() can be called for this rotation matrix. Note that
either translation or rotation transform should be executed by right multiplying a
4 * 4 matrix.

X1

Y1

Z1

1

0
BB@

1
CCA ¼

cos h 0 � sin h 0
0 1 0 0

sin h 0 cos h 0
0 0 0 1

0
BB@

1
CCA

X
Y
Z
1

0
BB@

1
CCA: ð3Þ

So if the original vector of the car is assumed as (X, Y, Z), to multiply with the
4 * 4 matrix, it can be extended to four-dimensional, that is (X, Y, Z, 1) [7]. The
rotation transform result can be described as Eq. (3). The new value is (X1, Y1,
Z1, 1), in which X1, Z1 can be expressed in the following Eq. (4):

X1 ¼ X cos h� Z sin h

Z1 ¼ X sin hþ Z cos h:
ð4Þ

And the value of Y remains the same, which make it possible that the car only
rotates about y-axis in the x–z plane without moving on y-axis. The executed code
is as follows:

//Define the rotation angle
const float TO_RADIANS = (1 /180.0f) * 3.1415926f;
float rad = carRotationY * TO_RADIANS;
//Create the rotation matrix to turn
D3DXMATRIX rotateMatrix;
D3DXMatrixRotationY(&rotateMatrix, rad);
//Create translation matrix to move
positionX += newX;
positionZ += newZ;
D3DXMATRIX translateMatrix;
D3DXMatrixTranslation(&translateMatrix, positionX,0.0f,positionZ)
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Remember that the virtual car not move as ordered only with the transformation
listed above. The transformed matrix should be applied in world space to
accomplish the final transformation. The function SetTransform() is called for this
task.

3.3 Scene Set

The sky is important for outdoor scene, which can help to foil other objects in the
scene. Therefore, the system employs the skybox technique to render the sky in
order to improve sense of immersion [9].

We use 5 rectangle planes and 24 vertexes with texture coordinates to form a
cube as the virtual sky and render it with texture maps of the real sky, which is
shown in Fig. 3. Besides, in view of the better visual effect to subjects, some other
objects are added into the scene, such as trees. In our system, the Billboard
technique is applied to render trees, that is: map the tree picture on a rectangle to
simulate the 2D picture in the 3D space and rotate the rectangle along with the
camera, which makes 2D trees a great 3D sense.

3.4 Collision Detection

It is necessary to detect the collision in 3D application system. If not, objects can
pass into others, which go against rules of our real world without any feeling of the
reality [10]. In the 3D space, objects have the properties just like real ones. So
collision detection cannot depend on the axis detection. The bounding sphere is
employed in our paper which wraps around the outside object. When detecting, the
center distance between spheres is compared with the sum of radius. It is available
to judge whether collision happened [10, 11].

Fig. 3 The whole outdoor
design for virtual scene
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4 TCP/IP Communication and Results

In this paper, the DirectX application system communicates with signal acquisition
and processing system through TCP/IP, to receive commands in real time. For the
real time and synchronism between data collection and moving control, signals
collected by the signal acquisition system are transformed to the real number
ranging from -1 to 1 to control the movement of the virtual car. For easy control,
the real number is transformed to the defined control command format further.
After that, the final command is generated and sent to the DirectX application
system to control the movement of the virtual car through the TCP/IP, such as
turning identify ‘‘D,’’ moving identify ‘‘S.’’ If the command is received as
‘‘D+L10,’’ the car would turn left 10�. Similarly, ‘‘D+R10’’ represents the car
would turn right 10�.

Figure 4 shows the flow of communication through the TCP/IP. The proposed
system defines a port number, as the TCP server. When monitoring the connecting
request from Client, it would communicate with Client and receive data. In this
procedure, the connection is kept until the whole experiment time is out. The
detailed steps of the Server communication are as follows:

• Create a listening socket and associate a local address (IP and Port) with it.
• Listen to Client and call Accept() to wait for the connection request from

Client.
• Once connected, receive data from Client.
• When time out, close the listening socket.

Communicating with EEG Signals processing system, the application system
receives the command and implements corresponding movement. The left picture
in the Fig. 5 shows that the car moves along its original direction before the
collision. When knocking against the obstacles, the car could not move at once
until the subject adjusts the command to turn left or right and then move on, as
shown in the right picture of Fig. 5 .

Fig. 4 The flow of TCP/IP communication
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5 Conclusion

The application system based on DirectX proposed in this paper applies the motor
imagery to control a 3D car. The system is easy to operate and reflects the subject’s
thinking state. It is shown in the experiment that this system is not only a simulated
application system but also provide the real-time feedback intuitively for subjects.
The scene built in the system is easy to arouse the EEG with the strong immersion
and interactivity, which could reduce the training time. Furthermore, this system
can also reflect the effects of EEG preprocessing and classification, that is to say
that the less time subject spends for crossing all obstacles, the better classification
is performed. In a word, with sense of reality and immersion, this novel simulated
application system lays a good foundation for the BCI application and feedback
system.
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A Research on Hybrid Simulated
Annealing Algorithm for Cargo Loading
Problem

Shaoyong Yu, Junrong Yan and Shunzhi Zhu

Abstract Cargo loading problem is an NP-complete problem. An approximate
algorithm based on heuristic and annealing algorithm was proposed and used to
implement a system to solve this problem. Experiments show that, loading factor
was improved by about 3 % and efficiency was speed to nearly two times.

Keywords Three-dimensional packing � CLP � Heuristic algorithm � Annealing
algorithm

1 Introduction

The definition of cargo loading problem is to achieve the highest loading rate when
putting the cargo into boxes, given a certain number but different sizes of cargo
boxes and cargo. The increase of cargo loading rate is conducive to the logistics
enterprises to reduce transportation costs while improving the efficiency of cargo
arriving, so it has a very strong practical value. However, the loading problem is a
NP-complete problem in theory, and the usual solving method is approximate
calculation. Currently, researches on this issue are mainly based on genetic
algorithm [1–8], heuristic algorithms [9–11], simulated annealing algorithm [2, 12,
13], and so on.
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As an adaptive probabilistic optimization algorithm, the genetic algorithm has
many characteristics, such as simple operation, high efficiency, and implicit par-
allelism. It can be used for optimization of complex systems, but it is very difficult
to find the method of coding and fitness function for the actual problem. The
heuristic algorithm often considers many factors about cargo loading. For instance,
the directional constraints, the load capacity constraints, the stability constraints,
the placement of cargo, the loading sequence of cargo, and so on. But it is not
satisfied to use heuristic methods simply. As a kind of common and effective
approximation algorithms, simulated annealing algorithm is proposed in recent
years, which is suitable for solving large-scale combinatorial optimization prob-
lems. Simulated annealing algorithm has many advantages, such as simple
description, flexible, and less constrained by the initial conditions, etc. But it is
slow convergence, performing a long time and easy to fall into local optimum.

Based on the specific application of logistics terminal distribution, this paper
combined heuristic algorithm with simulated annealing algorithm to achieve the
efficient cargo loading system.

2 Hybrid Simulated Annealing Algorithm

2.1 Mathematic Description of Loading Problem

There are many classification methods of CLP. The most important method was
proposed by Dyckhoff from Germany. Category one: Designating certain containers
and cargo, requiring loading total cargo using containers as few as possible. Cat-
egory two: using a single container to load largest total volume of cargo as the goal.

Based on the application of logistics terminal distribution, this paper focuses on
the single container loading problem. Such problems can be defined as: given a
cuboid container C, and its length, width, and height can be marked as L, W, H;
given a set of rectangular cargo G ¼ g1; g2; . . . ; gnf g, and the length, width, and
height can be marked as li;wi; hi, volume Vi ¼ li � wi � hi. Suppose S is a subset
of G, the collection for all cargo loaded into container C. Defining Vs as the sum of
all cargo volume from S,Vs ¼

P
gi2S

Vi, and the loading rate is: LE ¼ Vs
L�W�H, and the

single container loading problem is to seek a solution to maximize the LE.

2.2 Simulated Annealing Algorithm

Simulated annealing algorithm was proposed by Metropolis to solve the sample
problems during the process of physics annealing. The core idea is to select large
contribution during sampling, avoiding a lot of meaningless sampling, shortening
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the sampling search space, and can get better results. Kirkpatrick applied this
algorithm to solve combinatorial optimization problems, a good solution to the
TSP. Its main ideas and the steps are [14]:

(1) Initialization: Randomly generate an initial solution S (the starting point of
iterative algorithm), given a higher initial temperature T, the number of
iterations for each value of T is L.

(2) For K = 1… L do the first (3) to (6) step.
(3) Generate a new solutionS

0
.

(4) Calculate the increment Dt ¼ CðS0 Þ � CðSÞ, which C(S) is the evaluation
function.

(5) If Dt\0, accept S
0

as the new current solution, otherwise using the proba-
bility expð�Dt=TÞ, accept S

0
as the new current solution.

(6) If the termination condition is satisfied, the output current solution is the
optimal solution, the program ends.

(7) T gradually decreases and tends to 0, and then turn to (2) step.

2.3 Heuristic Algorithm

The two basic goals of computer science is to find an algorithm that can be proved
efficiently in execution and an algorithm that can get the optimal solution or
suboptimal solution [15]. The heuristic algorithms attempt to provide one or all the
targets at a time. For example, it can usually find a very good solution, but there is
no way to prove that it cannot get the worse solution. It usually solves the problem
in a reasonable time, but there is no way to prove that it can always solve the
problem in such a speed.

Heuristic algorithm is proposed compared with the optimization algorithm, it
can be defined as follows: It is an intuitive or empirical algorithm constructed in an
acceptable cost (refer to computation time and space). It can provide a feasible
solution for the optimization problem. The deviation between the feasible solution
and the optimal solution cannot be necessarily estimated in advance.

2.4 Implementation of Hybrid Simulated Annealing
Algorithm

Using simulated annealing algorithm to get the optimal solution of combinatorial
problems needs to search a large solution space, and could not get the best results
in a limited time. But for the practical application, we often do not need the
optimal solution in theory, thus we just quickly get the suboptimal solution. This
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paper uses a hybrid heuristic and simulated annealing algorithm to solve the
optimization loading problem in logistic dispatching goods.

The basic idea of this algorithm is: First, using the composite block generation
algorithm to calculate the cargo loading sequence to get candidate blocks. Com-
posite block is a module which is made up of multiple cargos. In this module, the
quantity and display direction of cargo are arbitrary. The composite block makes
the loading block is not only one kind of cargo at each time, to accelerate the speed
of loading.

Second, the heuristic algorithm is used to guide the choice of blocks in the
loading process. This algorithm will calculate the viable block list based on the
box volume in descending order at each stage according to the remaining space,
and then select the loading block. Next, it will recut the remaining space for next
loading. Through this way, we can establish the mapping between the loading
sequence and the placement program to optimize the next loading program.

Finally, using the simulated annealing algorithm to optimize the placement
program. The completed hybrid simulated annealing algorithm is shown in Fig. 1.

During the initial searching, the algorithm uses a zero vector, MaxSeq in length,
as the initial loading sequence, and then it uses basic heuristic algorithm to cal-
culate to get an initial loading program as the optimization program. Next, the
simulated annealing algorithm is used for solving the optimization problem. The
variables ts, tf, dt, and length are used to control the annealing process, the ts
represents the initial temperature, the tf represents the terminal temperature, the dt
represents the annealing coefficient, and the length represents Markov chain
length.

3 Experiment Result

In order to display the effect and loading process, this paper uses Java3D tech-
nology to realize it. The Java3D technology provides the creation, manipulation,
and rendering of 3D entities in high level, so that the development work has
become extremely simple. At the same time, the lower API of Java 3D depends on
the existing three-dimensional graphics system, such as Direct 3D, OpenGL
QuickDraw, 3D, and XGL. It can help to generate all kinds of forms, color, and
mapping, and it also can make the shape change, move, and generate 3D ani-
mation. The loading process and effect are shown in Fig. 2.

3.1 Theoretical Experiment Result

Testing data referred in reference [13], which has seven files in all, each file has
100 examples, 700 examples in all, has been used to verify the algorithm. Table 1
is the result compared with that referred in reference [10].
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Fig. 1 Process diagram of combinational simulated annealing algorithm
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We can conclude from the result that the loading rate of this algorithm is lower
than that of the state-of-art algorithm, but is very close. Because our algorithm pay
more attention to practice use and the execution speed that ignores the precision.

3.2 Effect of Practical Use

This system has been operated in Xiamen Yulong Logistics Co Ltd. In order to
verify the effectiveness of this loading system, we did experiments in applying
field, respectively, loading six cars of rigid objects and six cars of soft objects

Fig. 2 Demo of loading

Table 1 Result of four different algorithms

Testing file Box type Loading rate (%)

Bischoff A.LIM ZDF Combinational
simulated annealing

Thepack1.txt 3 85.4 87.4 89.94 89.78
Thepack2.txt 5 86.25 88.7 91.13 91.46
Thepack3.txt 8 85.86 89.3 92.09 92.45
Thepack4.txt 10 85.08 89.7 91.94 91.37
Thepack5.txt 12 85.21 89.7 91.72 91.55
Thepack6.txt 15 83.874 89.7 91.45 91.34
Thepack7.txt 20 82.92 89.4 90.94 90.48
Average 10 84.942 89.1 91.32 91.21
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under the guidance of human and software. The experimental results are shown as
Table 2. From the experimental results, we can see that either for the loading of
rigid objects or soft object, both the loading time, and loading rate have been
improved to some extent after using this loading system. Wherein, rigid object’s
loading rate improves about 3 %, soft object’s loading rate does not change sig-
nificantly, increases only 0.3 %, but the loading time is shortened 42–44 %. In
summary, the cargo loading efficiency can be improved greatly by using the hybrid
approximation algorithm based on the combination of heuristic algorithm and
simulated annealing algorithm to realize three-dimensional loading.

While, through the comparison we can found that, for rigid objects, the loading
rate by software’s guiding increases more significantly than soft objects. The main
reason is that the soft object can be extruded, it will be accumulated at manual
loading while software guidance without considering the circumstances.

After the operation in last two years, the Xiamen Yulong Logistics Co Ltd has
counted the cargo throughput of one day, the number of employees, the wages and
the customer satisfaction surveys the same time of year. It can be seen from
Table 3 that, the throughput has been improved significantly and the time of
shipment also has been reduced greatly. Meanwhile, the number of employees has
been declined and the average wage has increased, while the company’s expenses
have been reduced significantly. The conclusion can be proposed that the cargo
loading system can help improve the work efficiency, save money and win the
satisfactory of customers.

4 Conclusion

The hybrid simulated annealing algorithm can effectively improve the cargo
loading rate and loading efficiency, and combine with Java3D technology to
making the loading process more visual. This paper mainly focuses on the loading

Table 2 Comparison of manual guidance and software guidance

Cargo type Loading rate (%) Loading time (cars/min)

Manual Software Manual Software

Rigid object 95 97.8 63 35
Soft object 98 98.3 57 33

Table 3 Comparison of TED, hires, salary, and customer satisfaction

Cargo type TED
(t/h)

Hires
(person)

Salary
(Yuan/person)

Satisfaction
(100 %)

Manual Software Manual Software Manual Software Manual
(%)

Software
(%)

Rigid object 1.86 2.36 7 4 3000 3400 92 96
Soft object 1.46 2.04 7 4 3000 3400 92 96
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of regular rectangular cargo. However, in many cases, the shape of the cargos are
not regular rectangular. In addition, for some logistics enterprises, it also needs to
take the sequence of cargo loading into consideration. These are the areas in this
paper, which need to be improved in the future.
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A Hub-Network Layout Problem
Balancing the Budget and Passenger
Transport Cost

Chunping Hu, Tiantian Gan, Zheng Zhang and Kun Qian

Abstract In a given network in rural areas with weak infrastructures, passengers
need to transfer in a hub to the destination, while hub and network layout will both
affect travel time and costs. In order to improve infrastructure service level and to
reduce the passenger transport cost, two measures are proposed: increase hub
facilities or increase route facilities. The problem is how to balance the increase of
infrastructure investment and the decrease of passenger transport cost under the
assumption of a given demand. Based on this problem, an integrated optimization
model is established and applied to a small network. In addition, if the network
should be rebuilt, a budget constraint could be added to the above model. We
analyzed the sensitivity of two measures on the budget, which will help allocate
the limited budget reasonably and provide decision reference on balancing hub and
route construction.

Keywords Hub-network � Infrastructures � Passenger transport cost � Integrated
optimization model � Budget constraint

1 Introduction

With the speeding up of urbanization process, weak transport infrastructure
problem in the urban–rural intersection zone is increasingly prominent. The role of
passenger transport hubs in city is just like the role of intersections in the road
network, and the hub is the bottleneck of passenger transport system (see [1]).

In the existing road network with weak infrastructure, the number and layout of
hubs and lines could both affect travel costs and time in passenger transport
system. Increasing lines or hubs in the network can improve the passenger travel
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service, and reduce the costs of passenger transportation system. Some related
papers [2, 3] illustrated how to lay the hubs reasonably in a given network in order
to improve travel efficiency, ignoring the adjustment of the network, or at the
network level, many scholars [4–7] studied the network design problem (NDP)
with the same purpose. However, most studies above do not take the infrastructure
construction budget into account, and assume the unlimited budget, which is not
realistic in a real planning decision-making. In addition, some scholars [7, 8]
studied the network line adjustment based on the hub layout, while other scholars
[9–12] consider the construction cost of hub layout problem, without considering
network line adjustment.

Therefore, from the perspective of the supply of transportation infrastructure,
this chapter intended to establish an integrated optimization model with limited
budget so as to improve transfer travel network services, and to provide govern-
ment planning and decision-making departments a scientific basis for distributing
hub-network construction cost reasonably under the condition of limited budgets.

2 The Model

2.1 Basic Assumptions and Symbol Definition

Before establishing the model, the assumptions are given as following:

1. Passengers should transfer in a hub to another bus to arrive
2. Each node in the network represents a passenger flow demand, or a station;
3. Service capability of the hubs here is not restricted.

In order to describe the integrated optimization model considering hub layout
and network design, the symbols are defined as follows:

• N represents a collection of network nodes,
• P represents a collection of alternative links between nodes,
• di represents passenger flow demand derived by node i,
• M represents the total passenger flow demand

P
i2N di derived by all nodes in

the network,
• tij represents passenger transport rate of per unit length and flow on line (i, j),
• fi represents the costs of constructing a hub on the node i,
• lij represents the length of line (i, j),
• c represents the line construction cost rate of per unit distance.

The decision variables are:

Zi ¼
1 if a hub is located at node i,

0 if not:

(
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Xij ¼
1 if line i; jð Þ is constructed, Where i\j

0 if not

(

Yij and Yji, respectively, stand for the passenger flow from i to j and j to i on line
(i, j). Wi represents the demand that can be meted by a hub located at node i.

2.2 Objective Function and Constraint

Assuming that all the parameters are negative, the objective function of the
integrated optimization model is:

minU ¼
X
i;jð Þ2P

tij Yij þ Yji

� �
þ
X
i2N

fiZi þ
X
i;jð Þ2P

c:lijXij ð1Þ

On the basis of the objective function (1), establish the constraints as follows:

X
j2N

Yji þ di ¼
X
j2N

Yij þWi; 8i 2 N; ð2Þ

Wi�MZi; 8i 2 N; ð3Þ

Yij�MXij; 8 i; jð Þ 2 P; ð4Þ

Yij�MXij; 8 i; jð Þ 2 P; ð5Þ

Yij; Yji� 0; Xij 2 0; 1f g; 8 i; jð Þ 2 P; ð6Þ

Wi� 0; Zi 2 0; 1f g; 8i 2 N: ð7Þ

The objective function is to minimize the sum of travel costs, hub construction
costs, and line construction costs. Equation (2) is a flow conservation equation,
which represents the inbound flow to a node must equal to the outbound flow from
a node. And the inbound flow include the transfer passenger demand from all other
nodes to the node and the passenger flow demand produced by the node itself,
accordingly, the outbound flow includes the transfer passenger flow demand from
the node to all the other nodes and the passenger flow demand flow out from the
node itself. Equation (3) shows that only a hub is located at the node, the node
itself can digest the transfer service to positive. Similarly (4) and (5) show that
only a line is constructed between nodes, the line will have flow in both directions.
Equation (6) are standard non-negativity and integer constraints.
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3 Example Application

3.1 A Small Network

We construct a small network with six nodes (Fig. 1), and our goal is to layout
several transfer hubs in the existed network. The train of thought is that regard all
these six nodes as common station first, then improve some as transfer hubs. So,
the problem can be summarized as following:

1. Which station should be promoted to transfer hubs?
2. Is considering the adjustment of the line simultaneously beneficial?

We set per unit length construction costs of virtual lines as u, so the layout costs
for each line is cij ¼ utijl.

Assumes that the passenger demand of each node in the network as shown in
Table 1.

Figure 2 is the results of pure hub location layout optimization, regardless of
the road network line improvement. Total network cost is 5127.

3.2 Integrated Optimization Considering Hub Location
and Network Design

Apply the integrated optimization model to the small network. When the range of
per distance construction cost of the line is 8.0 B cB12.0, the result is shown in
Fig. 3, with the total cost of 4560. When the range of per distance construction
cost of the line is 0 B cB8.0, the result is shown in Fig. 4, with the total cost of
4320. The results show that different rates of line construction cost could make
different optimization results.
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Fig. 1 The original small
transportation network
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According to the example, we can see two potential benefits of increasing a
route:

1. The decrease of passenger transport costs,
2. Reduce the transfer hub construction investment.

So if the construction cost of the line is less than benefits brought by the line, it
suggests that our model helps to make the decision between hub construction and
line construction on the basis of balancing the budget and passenger transport cost.

3.3 Budget Constraint and Sensitivity Analysis

In the above example network, such problem will often appear in the real world:
The government needs to build a new infrastructure network, but the budget of the
investment is given. For a given budget, we still hope to keep efficient passenger
transport network, and to minimize the network passenger transport costs.
Therefore, the optimization goal is simplified as:

Table 1 Demand of each point in the sample network

Node A B C D E F
Demand 33 32 15 17 31 35

Fig. 2 Pure hub layout
location optimization result

Fig. 3 Optimization result
when 8.0 B cB12.0
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Minimize
X
i;jð Þ2P

tijYij

Adding an investment budget constraint:

X
i2N

fiZi þ
X
i;jð Þ2P

clijXij�B

The purpose is to study what kind of decisions should government to do under
the condition of limited budgets, more hubs or more lines.

Due to hub construction cost is fixed, we can make sensitivity analysis on the
model through changing the budget B and unit rate u of the line construction cost.

Figure 5 shows that hub construction investment and the total budget is almost
linear growth, and with the increase of total budget, government should care more
about hub construction investment. At the same time, line construction cost
decline gradually (Fig. 6).

As shown in Fig. 7, total travel cost decreases with the increase of total budget,
which suggests the effectiveness of the increasing budget in improving network
services. Obviously, with the increase of total budget, the infrastructure con-
struction costs make a linear upward trend, and accordingly, passenger transport
cost declines gradually.

Fig. 4 Optimization result
when 0 B cB8.0

Fig. 5 The relationship
between hub layout cost and
the total budget
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4 Conclusion

This chapter studied weak infrastructure areas, in order to improve the travel
efficiency of the existing network, an integrated optimization model is established
so as to balance the budget and passenger transport cost, and to minimize the total
cost with the limited budget.

The example demonstrated the effectiveness of the increasing budget in
improving network services. With the increase of total budget, more hub facilities
should be built, while with the decrease of total budget, more line facilities should
be built. This chapter assumes that the demand of each node is given, so it remains
to be further research in the case of demand variable.
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Synchronization Control in Vertical Ship
Lift Based on Relative Coupling Strategy

Yang Gang and Zhang Jiabing

Abstract As the main hoist system of the vertical ship lift has poor synchronicity
when load disturbance, a relative coupling compensation of multi-motor syn-
chronous control strategy was proposed to the control system, and a fuzzy PID
speed compensator was adopted. Finally, the results of the simulation in MATLAB
7.11/SIMULINK showed that the system had a good synchronicity and stability
behavior.

Keywords Vertical ship lift � Multi-motor � Relative coupling � Fuzzy PID

1 Introduction

Ship lift is a kind of navigation structure, which can help the ship to overcome the
water level difference. At present, navigation structure mainly includes ship lock
and ship lift. Compared with the ship lock, ship lift has the advantage of water
conservation and short time of sailing. Ship lift is an integrated system, which
includes electrical, mechanical, and other objects. Ship lift mainly consists of ship
chamber, lift motor, bearing, guide device, drive, brake, protective devices, and
other components. The main lift system of ship lift was designed to many dis-
persed sets of winding motor. It usually consists of four symmetrical distribution of
motors. The main lift synchronous system consists of mechanical and electrical
synchronous system. The mechanical synchronous system means four winding
motor shafts were connected through mechanical rigidity when lift ship was
designed. The electrical synchronous system strategically uses the drive control of
the four winding motors to keep pace when the ship lift working. For the main lift
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system of ship lift, the most important thing is the control system should ensure
that the ship is horizontal during the ship lift working, which means that the speed
of the four motors of ship lift should keep consistent. The main lift control system
of ship lift was studied in many papers, such as Refs. [1, 2]. Most of the research
object was Yantan ship lift, Gaozhouba ship lift, Geheyan ship lift, and other
famous ship lift in China. For the control method of a motor, these papers mostly
used torque and speed double-loop control method. For the control of four motors,
there are mainly three ways: the first scheme, four motors have separate speed and
torque loop. They are work independently, without any association. This control
method is obviously not able to achieve the synchronous control system when one
of the motors is disturbed, and the speed or torque is not synchronized. The second
scheme, the load balancing through the torque loop control. Choose one of the
motor as the master motor and other three motors as slave motor. Four motors have
separate torque loop, but share the same motor speed loop. This control method
only has one speed loop and can hardly guarantee the slave motor speed accuracy
control. The third scheme, the load balancing through speed loop control method.
Four motors have its own speed loop and torque loop. Select one motor as master
motor. Each of the remaining motors add a load balance regulator. The regulator
input is the difference between the given torque of master motor and the slave
motor, the output is appended to the slave motor reference speed. This control
method also uses master–slave control mode. So this kind of control scheme of
synchronous performance is not good. In this paper, a relative coupling com-
pensation is introduced to control the lift motor.

Ship lift is difference in the mechanical design and on-site environmental
conditions of the ship lift is also different. So the main lift control of ship lift
requirements are not the same. Ship lift in this chapter is that motor shaft is not
mechanically connected. The above described three main ship lift control systems
are mainly suitable for four lift motor rigidly connected through mechanical axis,
because the motor shaft rigidly connected by mechanical systems needs to syn-
chronize torque balance. If the torque is not balanced, may cause mechanical axis
jitter, then causing the lift motor not synchronized. For the motor shaft without
mechanically connected systems, in order to ensure the ship lift system is kept
horizontal, the only need is that the speed of motors is consistent with each other.
The respective lift motor torque can be of some difference.

2 Ship Lift Synchronous Control System

The main lift system of vertical ship lift is a multi-motor synchronous control
system. Multi-motor synchronous control system has two kinds of control meth-
ods, mechanical synchronous and electric synchronous [3, 4]. We only need to
research the electric synchronous in this chapter.

Electric synchronous in a controlled manner by controlling the rotational speed
of each motor and using a control strategy to achieve multiple motors
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synchronous. Compared with the mechanical synchronous control mode, the
electric synchronous control method is very flexible. There are many electric
synchronous control strategies. Consist of noncoupled parallel control, noncoupled
master–slave control, virtual electronic shaft control, cross-coupling control, and
relative coupling control.

Noncoupled parallel control is a system that each motor separately control. This
control method cannot achieve multi-motor coordination and synchronous control.
Noncoupled master–slave control method is that one of the motor is selected as the
master motor and the others are slave motor. Master motor control signal given by
the system, and the slave motor control signal is from the master motor. Compared
with parallel control, this control method can only improve the control accuracy of
master motor. Because only the change of master motor can be reflected from the
slave motor, but the change of slave motor cannot be followed. This control
method is clearly not a good method to achieve coordination of motor control
requirements.

Virtual electronic shaft synchronous control is a virtual simulation of the
mechanical axis of the physical characteristics. The disadvantage of this control
method is the reference input of each motor is not the actual system input, there is
a certain bias, and the multi-motor system will not be synchronous when the
system starting, stopping, and load disturbance.

In the early eighties of last century, Cross-coupled control is proposed by
KOREN [5]. Then a variety of control strategies based on its method are proposed
by many scholars at home and abroad. Cross-coupled control mainly through the
deviation between two motors actual speed. If the deviation exists, cross-coupled
control system will distribute compensation to the motor speed control loop
according to certain proportion. This control method can effectively improve
synchronous of the multi-motor control system, but only for two motors. When the
system is more than two, cross-coupled control strategy would not fit.

Relative coupling control is based on the cross-coupled control. The main idea
of relative coupling control is that the feedback speed of each motor subtract the
feedback speed of other remaining motor, the sum of difference of speed as the
compensation signal to the speed loop of motor. This method can be applied to two
or more motors control system. This control strategy can make the control system
to achieve good synchronous control effect. The following figure is relative cou-
pling compensation control block diagram based on four motors (Fig. 1).

Speed compensation module consists of two parts: speed feedback module and
PID controller module. The speed feedback module is based on the relative cou-
pling strategy. In the speed compensation module 1, the speed feedback module
structure is shown in Fig. 2.

In the Fig. 2, ki = J1/Ji (i = 2, 3, 4). And Ji (i = 1, 2, 3, 4) stands for the
rotational inertia of the four motors. Other speed feedback modules have a similar
structure. Finally, the composite error is input into the PID controller.
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3 Fuzzy PID Control Algorithm

PID controller is a control method, which is widely used in industry. Advantages
of PID control algorithm are simple and easy to use. PID controller has some
disadvantages. Such as Control accuracy is not ideal when control system is time-
variant and nonlinear. Because you could not modify the control parameters
online. With the emergence of artificial intelligence (AI), AI combined with PID
can be a good strategy to overcome some shortcomings of traditional PID. Neural
networks and fuzzy control method are often used by us. Moreover, practical
experience showed that these control methods can obtain a good effect. As the ship
lift control system is generally nonlinear and time variability when running, we
adopt the method of PID controller combined with fuzzy controller. So that the
system can have a strong adaptive capacity.

Fuzzy controller consists of four parts: fuzzification, fuzzy control rule base,
fuzzy reasoning, and fuzzy solution. Fuzzy PID controller is a control algorithm
combined fuzzy control with PID control. Based on the PID control, fuzzy PID
control algorithm using the theory of fuzzy control to modify the three parameters
of PID controller. The three parameters are proportional coefficient Kp, integral
coefficient Ki, differential coefficient Kd. The target of fuzzy PID controller is to
optimize the three parameters, so that the controller can make the system always
optimum when the parameters of system are changed. The structure of the fuzzy
PID is shown in Fig. 3.

The three parameters of PID are not adjusted alone, but three parameters need
to be considered together. According to experience, we should follow certain
principles on the adjustment of parameters. Such as when deviation | e | gets
bigger, in order to improve the response speed of system, the value of DKp should
be of larger. At the same time, in order to avoid deviation e instant gets large, the
value of DKd should be of smaller. In order to prevent the system response appear
larger, usually take Ki = 0 . Deviation variation | ec | showed that the size of the
deviation change rate. When the value of | ec | is larger, the value DKp should be of
smaller and the value of Ki should be of larger [6, 7]. According to the experience,
we can obtain the three parameters of adjustment rule table (Tables 1, 2 and 3).

In the above three tables, NB stands for negative big, NM stands for negative
middle, NS stands for negative small, ZO stands for zero, PS stands for positive
small, PM stands for positive middle, PB stands for positive big. These are the
language variable of e and ec. And the scope of universe of discourse is {-3, -2,
-1, 0, 1, 2, 3}. The membership function of e and ec are trigonometric function.

Finally, according to the following formula, we can get three values of PID
parameters.

Kp ¼ KP0 þ ðe; ecÞp ¼ KP0 þ DKP ð1Þ

Ki ¼ Ki0 þ ðe; ecÞi ¼ Ki0 þ DKi ð2Þ
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Kd ¼ Kd0 þ ðe; ecÞd ¼ Kd0 þ DKd ð3Þ

From above formula, we can see that the values of fuzzy PID controller
parameters are obtained by the predetermined values of traditional PID
parameters.

PID cotroller Control
member

de/dt
Fuzzy

reasoning

Kp Ki Kd

ec

e

x y

+
-

Fig. 3 Fuzzy PID controller

Table 1 DKp rule

e ec

NB NM NS ZO PS PM PB

NB PB PB PB PB PB ZO NS
NM PB PB PM PM PM NS NM
NS PB PM PM PS PS NM NB
ZO ZO ZO ZO ZO ZO ZO ZO
PS NB NM NS PS PS PM PB
PM NM NS ZO PM PM PB PB
PB NS ZO PS PB PB PB PB

Table 2 DKi rule

e ec

NB NM NS ZO PS PM PB

NB PB PB PB PB PM PS ZO
NM PB PB PB PM PS ZO ZO
NS PB PM PS PS ZO NS NM
ZO NM NS ZO ZO ZO NS NM
PS NM NS ZO PS PS PM PB
PM ZO ZO PS PM PM PB PB
PB ZO PS PB PB PB PB PB
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4 Simulation and Analysis

According to the control block diagram shown in Fig. 1, we have performed the
simulation by MATLAB 7.11/SIMULINK. The results are shown in the Figs. 4
and 5.

All of the reference speeds of the four motors are 1,200 r/min. Then we do the
following action: at 0.1 s, we given the motor 1 a step torque sign of 1 N * M to
2 N * M and the motor 2 a step torque sign of 1 N * M to 3 N * M. And at 0.15 s,
we given the motor 3 a step torque sign of 1 N * M to 2 N * M and the motor 4 a
step torque sign of 1 N * M to 2.5 N * M. Further, the two cases of ordinary PID
controller and fuzzy PID controller were both simulated.

From the above two simulation results, we can see that the four motors have
good synchronous both in the ordinary PID control and fuzzy PID control. This

Table 3 DKd rule

e ec

NB NM NS ZO PS PM PB

NB PB PB PB NB NB NM NS
NM PB PB PM PM ZO PS PM
NS PB PM PM NS PM PB PB
ZO ZO ZO ZO ZO ZO ZO ZO
PS PB PB PM NS PM PM PB
PM PM PS ZO NM PM PB PB
PB NS NM NB NB PB PB PB

Fig. 4 PID for the synchronous control of four motors
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indicated relative coupling compensation control strategy can make the system
have good synchronous performance.

From the compared Fig. 4 with Fig. 5, we found that the fuzzy PID controller is
much better than ordinary PID controller in dynamic following and synchronous
effect of four motors when the torque of motor is changed.

5 Conclusions

The relative coupling control strategy was used in this chapter. And on this basis,
combined fuzzy PID controller, we got speed compensator of four motors. Verified
by simulation of fuzzy PID compensator shown four synchronous motors had good
control effect. And compared ordinary PID compensator with fuzzy PID com-
pensator through the simulation, we could see that the fuzzy PID compensator had
better dynamic characteristics and high anti-interference capability.
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Study on Security Domain-Oriented
Military Information Systems Access
Control Model

Yan Jin, Hao Liu, Lin Sun and Jing Song

Abstract The access control of military information systems (MIS) is an
important issue that imposes significant influence on the MIS security. First of all,
we did in-depth analysis of the main factors of access control model, such as the
basic principle and constraints of models, the formal definition of model compo-
nents, and the permissions and inheritance of models. Furthermore, the idea of
security domain management and control is introduced in this chapter and based
on existing access control model, SDO-ARBAC (Security Domain-Oriented-
Administrative Role-Based Control Model) is built which is more suitable for MIS
access control.

Keywords Security domain � Access control � Model components � Basic
constraints

1 Introduction

With the rapid development of MIS, the current MIS are facing increasingly
prominent problems of access control. The existing access control models are
difficult to meet the more and more diverse and urgent demand of MIS access
control. In order to adapt the characteristics and the way of distributed
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management of MIS, the security domains of MIS should be the objects to be
access controlled. The needs of MIS access control can be well met by using
distributed association with centralized access control.

2 The Division of MIS Security Domain

Within the context information security, security domain refers to a group of
computers which constitute a network and share a common directory database and
information security policy. Security domains of MISs are some logical subnet-
works or networks divided from the MIS according to the difference of the nature,
users, safety objectives and safety strategies of the information. Every logical
subnetwork or networking the same security domain has the same security pro-
tection needs, security access control, and border control strategies.

The business subsystems are the basis for security domain division. Some key
factors, such as the features of services, the conditions of network and manage-
ment, information flow and business relationships should be considered particu-
larly when security domains of MIS are divided.

Each business subsystems of the MIS are divided into security domains in
accordance with the following procedures. A. To examine the access relations; B.
To divide the computing security domain; C. To divide the user security domain;
and D. To divide the network security domain. The security domain divisions of a
business subsystem are shown in Fig. 1 [1].

3 The Extension of the Access Control Model to the MIS
Security Domain

In-depth analysis and understanding of the requirement of access control model is
the premise and foundation to guarantee the correctness of model extension and
applicability of model itself. The following factors should be paid attention when
access control models are extended to the MIS security domain [2, 3]:

1. The security policy of MIS security domain. From the perspective of MIS
security domain, the extension of the access control model should comply with
the security policy of security domain to ensure the consistency of security
policy of access control model and security domain.

2. Different permissions and permissions inheritance of MIS. Since different roles
correspond to different assignments and responsibilities, the permissions of
these roles should be broken down from the perspective of permissions pro-
tection and application requirements to differentiate the permissions and per-
missions inheritance. It is beneficial to reduce the risk of permissions leakage
by carrying out fine-grained access control.
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3. Diversity of access control constraints of MIS. The extension of access control
models to MIS security domain should be based on the refinement and
enrichment of existing models. Other key issues should also be considered such
as Role Cardinality Constraints, Duty Separation Constraints, Pre-condition
Constraints, Security Domain Constraints, Delegation Constraints, Time Con-
straints, and Minimum Permissions Constraints, etc.

4 SDO-ARBAC Model for Information Security Domain

According to the requirements of access control model extension to MIS security
domain, we can extend the role-based access control model to MIS security
domain. The SDO-ARBAC (Security Domain-Oriented-Administrative Role-
Based Access Control)model is regarded as the fittest one for the MIS.

4.1 The Basic Principle of the SDO-ARBAC Model

The basic structure of SDO-ARBAC model is depicted in Fig. 2.
The basic principles of the SDO-ARBAC model [4] are:

1. It is based on the idea of security subdomain access control and management to
divide the MIS security domain. Security subdomain access control and
management will improve the capacity and efficiency of distributed access
control and management of the model and the overall system.
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Fig. 1 The sketch map of security domain division of a business subsystem

Study on Security Domain-Oriented Military Information Systems... 851



2. The refinement of access control granularity, the better protection of role’s
permissions and the reduction of the risk of permissions leakage can be
achieved by the role’s permissions classification and refinement and by using
different ways of permissions inheritance for different roles.

3. The basic constraints of RBAC model are kept and some new constraints, such
as security domain constraints, delegation constraints, time constraints, and
minimum permissions constraints, are added to the SDO-ARBAC model in
order to further regulate the access control mechanism.

4. SDO-ARBAC model use security domains as basic units to implement the
access control. The authorization of across security domains and resource
access can be achieved by the mapping mechanism.

4.2 The Formal Definition of SDO-ARBAC Model
Components

SDO-ARBAC Model can be divided into several different components which
include sets, relations set-valued functions, permissions, inheritance, and basic
constraints, and they all can be defined in a formal way.

4.2.1 Sets

Let N be the set of natural numbers; the sets in the SDO-ARBAC model are:

• SDs: Security Domains Set, SDs = {sdi|i [ N};
• Users(sd): Users (User or Autonomous Agent)Set, Users(sd) = {ui|i [ N};
• Roles(sd): Roles Set, Roles(sd) = {ri|i [ N};
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Fig. 2 The basic structure of SDO-ARBAC model
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• Ops(sd): Operations Set, Ops(sd) = {opi|i [ N};
• Obs(sd): Objects Set, Obs(sd) = {obi|i [ N};
• Perms(sd): Permissions Set, Perms(sd) = {pi|i [ N}, Perms = 2(Ops(sd) 9

Obs(sd));
• ARoles(sd): Administrative roles Set, ARoles(sd) = {ari|i [ N};
• APerms(sd): Administrative Permissions Set, APerms(sd) = {api|i [ N};
• Sessions(sd): Sessions Set, Sessions(sd) = {si|i [ N};
• Consts(sd): Constraints Set, Consts(sd) = {ci|i [ N}.

4.2.2 Relations

The relations of SDO-ARBAC Model include:

1. Users-Role assignment relation UA(sd). UA(sd) ( Users(sd) 9 Roles(sd).
UA(sd) is many-many mapping from Users(sd) to Roles(sd). One user can have
several roles and one role can be assigned to several users. (u, r) [ UA(sd)
means user u has the role r and the permissions of role r.

2. Role-Permissions assignment relation PA(sd). PA(sd) ( Perms(sd) 9

Roles(sd) 9 Ptypes. PA(sd) is many-many mapping from Perms(sd) to
Roles(sd). Ptypes is the type of permission and defines the way of permission
inheritance. (p, r, ptypem) [ PA(sd) means role r has the Ptypes permission p.

3. Role Hierarchy partial ordering relation RH(sd). RH(sd) ( Roles(s-
d) 9 Roles(sd). RH(sd) is the Partial ordering relation of Roles(sd). (ri,
rj) [ RH(sd) means ri is the parent role of rj and rj is the child role of ri. Parent
role inherits all or part of the permissions of child role. If (ri, rj) [ RH(sd), let
ri C rj, if ri 6¼ rj, let ri [ rj. There is no need to specify the way of permission
inheritance in RH(sd) because it has been defined in PA(sd) by Ptypes.

4.2.3 Set-Valued Function

Set-Valued Functions of SDO-ARBAC model are:

• regular_roles(u: Users(sd), sd) ? 2Roles(sd). This function returns the roles
set belongs to user u, regular_roles(u, sd) = {r [ Roles(sd)|(u, r) [ UA(sd)};

• regular_perms(r:Roles(sd), sd) ? 2Perms(sd). This function returns the per-
missions set belongs to user u, regular_perms(r, sd) = {p [ Perms(sd)|r C rj
(rj, p, ptypem) [ PA(sd)};

• admini_aroles(u: Users(sd), sd) ? 2ARoles(sd). This function returns the
administrative roles set belongs to user u, admini_aroles(u, sd) = {ar [ AR-
oles(sd)|(u, ar) [ AUA(sd)};

• Op(p: Perms(sd), sd) ? {op ( Ops(sd)}. This function returns the operations
set corresponding to permissions p;
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• Ob(p: Perms(sd), sd) ? {ob ( Obs(sd)}. This function returns the objects set
corresponding to permissions p;

• arole_sd(ar: ARoles(sd)) ? SDs. This function returns security domain cor-
responding to administrative roles ar, arole_sd(ar) = {sd|sd [ SDs};

• perm_sd(p:Perms(sd)) ? SDs. This function returns security domain corre-
sponding to permissions perm, perm_sd(p) = {sd|sd [ SDs};

• aperm_sd(ap:APerms(sd)) ? SDs. This function returns security domain cor-
responding to administrative permissions aperm, aperm_sd(ap) = {sd|sd [
SDs};

• session_sd(s:Sessions(sd)) ? SDs. This function returns security domain cor-
responding to sessions s, session_sd(s) = {sd|sd [ SDs}.

4.3 Permissions and Inheritance of SDO-ARBAC Model

There are three kinds of permissions in the SDO-ARBAC model. They are Normal
Perms, Protected Perms, and Private Perms.

The inheritance of Normal perms is on the basis of role hierarchy. The Pro-
tected Perms can be inherited by parent roles as Private Perms of parent roles. The
Private Perms cannot be inherited by any roles in order to avoid the spread of
sensitive permissions and reduce the workload of permissions management.
Accordingly, there are three kinds of inheritance relations: Normal Perms inherited
with Normal Inheritance (NI), protected perms inherited with Direct Inheritance
(DI), and Forbidden Inheritance (FI) for Private Perms. NI is partial ordering
dominant inheritance relation. Normal Perms inherited with NI are still Normal
Perms. Protected perms inherited with DI by parent roles become Private Perms of
parent roles which cannot be inherited by any roles. Private Perms are forbidden to
inheritance of any roles [5, 6].

4.4 Basic Constraints of SDO-ARBAC Model

Basic constraints of SDO-ARBAC model include Role Cardinality Constraints,
Duty Separation Constraints, and Pre-condition Constraints.

4.4.1 Role Cardinality Constraints

Role Cardinality Constraint is used to specify the number of a role that can be
authorized or activated. It can be described by the following two kinds of formal
description:
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• For Vsd [ SDs, Vr [ Roles(sd), let M be the role cardinality of r. Function
UN(r, sd) returns the number of users which are distributed by role r in role
hierarchy of security domain sd. Function MaxUN(r, sd) returns the maximum
number of users. Then UN(r, sd) B MaxUN(r, sd) B M[110].

• For Vsd [ SDs, Vr [ Roles(sd), let M be the role cardinality of r and # be the
number. Then #assigned_users(r, sd) B M^ # authorized_users(r, sd) B M[99].

4.4.2 Duty Separation Constraints

Duty Separation Constraints can be divided into static and dynamic duty separa-
tion constraints according to their timing of application and operation. Static Duty
Separation Constraints: SSD(sd) [ (2Roles(sd) 9 N). N is a set of natural num-
bers. SSD(sd), implemented by the role static mutexes, is defined at the stage of
user assignment and independent of session and role activation. If the relation of
two roles is static mutexes, any user cannot have these two roles at the same time.

Dynamic Duty Separation Constraints DSD(sd) [ (2Roles(sd) 9 N). N is a set
of natural numbers. DSD(sd), implemented by the role dynamic mutexes and is
defined at the stage of role activation and applied in a session. If the relation of two
roles is dynamic mutexes, any user can have these two roles, but cannot activate
them in the same session at the same time.

4.4.3 Pre-condition Constraints

Pre-condition Constraints include Pre-role Constraints and Pre-permission
Constraints.

Pre-role Constraints: PreR(sd) [ 2Roles(sd) 9 N. When the role rj is assigned
to the user u, u should have the specific pre-role set or the pre-role ri. Pre-condition
Constraints are opposite to the Duty Separation Constraints. It can be used to
restrict the user’s qualification of assigning the roles. The formal description is
(Vsd [ SDs)(Vu [ Users(sd))(Vri, rj [ Roles(sd))((ri, rj) [ PreR(sd))^ (u [ assigned_
users(rj, sd)) ) u [ assigned_users(ri, sd).

Pre-permission Constraints: PreP(sd) [ 2Perms(sd) 9 N. When the permission
pj is assigned to the role r, r should have the specific pre-permission set or the pre-
permission pi. Pre-permission Constraints can be used to restrict the conditions of
the role authorization. The formal description is (Vsd [ SDs)(Vr [ Roles(sd)) (V pi,
pj [ Perms(sd))((pi, pj) [ PreP(sd)) ^ (pj [ assigned_perms(r, sd)) ) pi [ as-
signed_perms(r, sd).
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5 Conclusion

The idea of security domain management and control is introduced to address the
problem of the existing access control models applying in the MIS. SDO-ARBAC
is built by the improvement of the formal definition of model components, the
proper definition of the roles, the refinement of the permission, differentiating
the permission inheritance, keeping and changing the basic constraints, and adding
the Security Domain Constraints, Delegation Constraints, Time Constraints, and
Minimum Permissions Constraints. Consequently, the better management capacity
can be entitled to the model and security domains can be better used as the basic
units to implement the access control, so that the requirements of access control of
MIS are met.
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Optimizing Control of Multiobjective
Based on Improved PSO Algorithm
for Excavator

Bo Bi and Lei Li

Abstract Different controller is radically different in control effect. For the same
controlled process, aimed at the puzzle of being difficult to select the controller for
the incompatibility among control performance index, this paper proposes a sort of
improved PSO algorithm. Based on the construction of objective function in multi-
performance index parameter, the algorithm could quickly search and converge to
optimizing control parameter in global optimal extremum, and single out the
controller through performance comparison excellently. In the paper, it took the
controller selection of excavator system as an example, designed the algorithm of
multi-modal HSIC controller for excavator, and the simulation demonstrated that
the HSIC-based controller could be stronger in robustness and better in dynamical
and steady control quality compared with improved PID controller. The research
result shows that it is reasonable and applicable to optimizing selection of
controller.

Keywords Excavator � Control parameter � Improved PSO algorithm � Opti-
mizing selection of controller

1 Introduction

Green manufacturing as a new-type sustainable development manufacturing pat-
tern is oriented to the future of modern manufacturing. The control problem in
green manufacturing implies multiobjective optimizing control, has to make
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overall plans taking all factors into consideration in the whole control process, and
hence how to select the controller and its control parameter has become a key
technique puzzle. The following explores the optimizing selection of multiob-
jective controller parameter based on improved Particle Swarm Optimization
(PSO) algorithm [1].

2 Fusion Control Algorithm Based on PSO and GA

PSO and Genetic Algorithm (GA) is the evolutionary algorithm based on the
theory of biology evolutionism and genetics, etc., for solving optimization prob-
lem. PSO algorithm has a lot of superiorities such as being faster in convergence
rate, less in parameter tuning, simpler and easier in implementation, and has
always been used in controller parameter tuning [2]. GA is a sort of search method
based on principles of biology evolution, and it has better ability for global
optimization, and also is widely used for parameter optimization strategy of ran-
domization [3, 4]. Up to now, GA algorithm has been a mature analysis method
and is widely used in many fields such as combination optimization and so on.
Comparing PSO with GA algorithm, there are some differences [5]. Both PSO and
GA represent the simulation and research of biological world laws, and are a sort
of stochastic search technique having global optimization characteristic and
implicit parallelism. However, in the face of multiobjective optimizing control,
there appear disadvantages of premature convergence and low convergence. So we
can fuse both the superiority of PSO and GA algorithm to improve the control
algorithm in the actual control engineering.

3 Improvement of PSO Algorithm Based on Genetic
Thought

The crossover-mutation characteristic in biology can efficiently search the global
optimal solution and improve the PSO algorithm. In the iteration process, first the
1/3 particle individual of the best fitness makes the selection operation directly go
into the next generation, and then makes crossover between any two form 1/3
particle in next generation. Finally the 1/3 particle is formed through mutation
operation. By means of genetic crossover operator operating, particle diversity is
increased, taking full superiority of particle characteristic in best fitness so as to
make better characteristics carry through the heredity, quicken the convergence
speed of particle, enlarge the search area through mutation operation of partial
particle, and therefore avoid the premature phenomenon of local optimization.
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3.1 Selection of Nonlinear Descending Inertia Weight

In the search algorithm, the inertia weight coefficient w determines the global and
local search ability. Expression (1) shows a sort of descending function of non-
linear inertia weight and has better convergence speed than linear inertia weight
coefficient; therefore it could obtain better solving quality.

wi ¼ ðwstart � wendÞ �
ti

tmax

� �2

þðwstart � wendÞ �
2 � ti
tmax

� �
þ wstart ð1Þ

in which, tmax, wstart, wend is, respectively, the most iteration number of generation,
maximum and minimum of initial inertia weight, and ti is the current iteration
number of generation.

3.2 Operating Implementation for Genetic Operator

� Selection operation adopts proportion selection operating. It first computes the
summation of all individual fitness in the population and then computes the
proportion of individual fitness in the whole fitness summation. To select 1/3
particle of best performance makes selection operating directly go into the
next generation so as to keep the heredity of best evolution ability in particle
population.

` Crossover operating first selects 1/3 particle to put into a set, and pays a
random crossover probability of each particle in the set, and then makes
crossover operating between any two. Here, it must pay attention to that to
ensure to produce next generation particle of the same number so as to
maintain the number and not change the population particle, and the update
formula of position and speed for new particle is shown as, respectively,
formulas (2) and (3). Secondly it makes the fitness evaluation again for sub-
particle of new generation produced, and makes comparison with parent
particle fitness. If the fitness of sub-particle is better than parent particle fitness
then it would be replaced, otherwise it keeps parent particle to go into the next
generation.

X1ðt
0 Þ ¼ randðÞ � X1ðtÞ þ ð1� randðÞÞ � X2ðtÞ

X2ðt
0 Þ ¼ randðÞ � X2ðtÞ þ ð1� randðÞÞ � X1ðtÞ

�
ð2Þ

V1ðt
0 Þ ¼ V1ðtÞþV2ðtÞ

V1ðtÞj jþ V2ðtÞj j � V1ðtÞj j
V2ðt

0 Þ ¼ V1ðtÞþV2ðtÞ
V1ðtÞj jþ V2ðtÞj j � V2ðtÞj j

(
ð3Þ

in which, X represents the position vector in D dimension space, XðtÞ and
VðtÞ is, respectively, the position vector and speed vector of the space used

for selecting crossover operating particle, and X
0 ðtÞ and V

0 ðtÞ is,
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respectively, the space position and speed vector of new generation particle
after crossover. Rand () is a random vector of search space over interval [0,
1].

´ Mutation operating first selects anew initializing method so as to avoid getting
into the premature convergence. Secondly, it makes comparison between fit-
ness of new generation and parent particle, and its process is similar to
crossover operating.

3.3 Flowchart of Algorithm

The operation step of improved PSO algorithm is as the following, and Fig. 1
shows the flowchart of improved PSO algorithm of inertia factor nonlinear
descending with fused genetic algorithm.

� Initialize the particle swarm.
` Update the inertia weight coefficient according to formula (1), to make eval-

uation of population and compute fitness FðXiÞ of each particle according to
the objective function.

´ Execute the genetic operator operating.
ˆ Update the individual extremum of each particle in the population, and make

comparison between current FðXiÞ and itself individual extremum Pi. If FðXiÞ
excels Pi then it would update the individual extremum Pi by FðXiÞ.

˜ Update the global extremum of population, and make the comparison among
all Pi produced newly by each particle in the whole population with global Pg

in history. If there exists that Pi fitness value of particle excels Pg then the
global extremum Pg would be updated by Pi.

Þ Update the speed and position of particle by (2) and (3), and produce the new
population Xðt þ 1Þ.

þ Judge whether it satisfies the end condition (usually it is set as the error
precision or most iteration generation of times). If it is not satisfied then it
would be returned to Step `, and otherwise it stops the search, and outputs the
result.

4 Simulation Experiment

Here it takes controller selection of excavator control system as an example,
aiming at being difficult to select the controller it designs the algorithm, makes the
experiment of system simulation based on comparative analysis, and finally finds
the expected controller.
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4.1 Controller and Its Algorithm Design

For convenience of comparison in control performance, here it designs two sorts of
control algorithm.

� Improved PID algorithm

u ¼ sgnðeÞ � U

u ¼Kp � eþ Ki �
Z t

0

e � dt þ Kd � _e

8>>><
>>>:

ð ej j[ EÞ
ð ej j �EÞ ð4Þ

Initialize particales 

Update Pi and Gi 
according to the PS fitness

Update speed and position of 
new particale

Wether satisfy the end  
contidion ? 

End

Yes

No

Genetic operating:
selection,crossover and 

mutation operating 

Begin 
Fig. 1 Flowchart of
improved PSO algorithm
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In which, E is the error feature threshold level. U, Kp, Ki andKd is respectively
the control parameter, U can be gotten from experience. Kp,Ki and Kdcan be
gotten by method proposed in this paper.

` HSIC-based algorithm

u ¼ sgnðeÞ � U
u ¼KP1 � eþ KD1 � _e
u ¼KP2 � eþ KD2 � _e
u ¼KP3 � eþ KD3 � _e
u ¼ un�1

8>>>>>><
>>>>>>:

ð ej j �E1Þ
ej j\E1 \ ej j �E2

ej j\E2 \ _ej j � _E1

ej j\E2 \ _ej j\ _E1 \ ej j[ E3 \ _ej j[ _E2

ej j �E3 \ _ej j � _E2

ð5Þ

in which, E, É is, respectively, the threshold level of error and its change
rate, U, KP1, KD1, KP2, KD2, KP3 and KD3 is, respectively, the control
parameter. Where U can be gotten through the experience, the other can
be gotten by method proposed in this paper.

In order to coordinate the contradiction in energy saving and control quality,
and to get better steady and dynamic characteristic, the objective function is
selected as below.

J ¼ w1 �
Z t

0

eðtÞj j þ u2ðtÞ
ffi �

dt þ w2 � r ð6Þ

where r is the overshoot of system, and w1, w2 is respectively the weight value.

4.2 Optimization of Controller Parameter

Both PID and HSIC-based algorithm adopt improved PSO algorithm to tune the
control parameter, and make input setting be the number of the most particle
swarm as 50, number of the most iteration times as 500, learning factor
c1 = c2 = 1.2, inertia weight coefficient wstart ¼ 1:2 and wend ¼ 0:4, genetic
crossover factor is 0.7, and mutation operating adopts initializing pattern. Under
the environment of Matlab, by means of order of Simset and Sim in M file, it can
optimize the parameter of the said control algorithms, and Fig. 2 demonstrates the
process of simulation iteration by control Algorithm 2. The optimizing result of
tuned control parameter is respectively Kp ¼ 0:3984, Ki ¼ 0:0017, Kd = 3.2402
for control Algorithm 1, and KP1 = 6.3395, KD1 = 8.854, KP2 ¼ �6:7065,
KD2 = 0.14814, KP3 = 26.468, KD3 = 3.0530 for control Algorithm 2.
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4.3 Simulation and Its Analysis

The assumed process model of excavator control is shown as below.

GðsÞ ¼ 7:8125
74sþ 1

� e�20s ð7Þ

Under the environment of Matlab, the simulation experiment adopts the above
optimized control parameter of improved PSO algorithm, under the condition of
step input being 2, the response curve of system is shown as in Fig. 3. It can be
seen from the response curve that the curve of control Algorithm 1 has faster
response time and lager oscillation, and it appears the overshooting phenomena,
but for the curve of control Algorithm 2 it owns the smooth and steady response
curve, and there is not any overshooting. The comparative result of simulation
demonstrates that the control Algorithm 2 has better control quality than the
control Algorithm 1.

In order to analyze the anti-jamming performance, it imposes a pulse distur-
bance signal with pulse width being 10 s and pulse amplitude being 0.5 at the time
t = 100 s, and the response curve is shown as in Fig. 4. From the curve com-
parison it can be seen that it is very small in system overshoot for control Algo-
rithm 2, and it is very large in system overshoot and also large in oscillation
frequency and amplitude, and therefore the control algorithm owns better anti-
jamming performance.

In order to inspect the robustness of control algorithm, a first-order inertial
system is added into the original process model G(S) = 1/(5S + 1), under the
condition of the same input, the system response is shown as in Fig. 5. From the
response curve it can be seen that the control algorithm has better robustness.

Fig. 2 Iteration curve of
control Algorithm 2
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Fig. 3 Response curve
respectively by PID and
HSIC
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5 Conclusions

Aimed at the same process model of excavator control system, it designed two
sorts of control algorithm, namely the improved PID control algorithm and the
multi-modal control algorithm based on HSIC. By means of improved PSO
algorithm, it tuned the optimizing control parameter for two sorts of control
algorithm. Under the environment of Matlab, the comparison of simulation result
shows that the proposed parameter tuning method based on improved PSO algo-
rithm can obtain better control effect for optimizing control of multi-objective for
excavator.
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Parallel Genetic Algorithm Applied
to Spacecraft Reentry Trajectory

Wenya Zhou, Hongtu Ma, Zhigang Wu and Kuilong Yin

Abstract The Parallel Genetic Algorithm (PGA) is applied in this paper to solve
the reentry trajectory problem of spacecraft. First, the time variable t in motion
equations of spacecraft is replaced with velocity v, which can increase the robust
of the solution and reduce the computation cost. Second, the control inputs are
constructed with the inspiration of proven methods. Finally, PGA is applied to find
one global optimization solution. The optimal trajectory is obtained with this
method and the result is pretty good comparing with other methods.

Keywords Parallel Genetic Algorithm (PGA) � Reentry trajectory optimization �
Variable replacement

1 Introduction

Most of the optimal control problems are nonlinear, therefore generally it is dif-
ficult to obtain analytical solution. Numerical solution techniques for trajectory
optimization problems are usually classified as indirect and direct methods [1].
Indirect method is preferable from the accuracy point of view, where two-point
boundary value problem (TPBVP) has to be solved according to Pontryagin
extreme principle in order to satisfy terminal constraints and target conditions. As
for nonlinear system, it is very difficult to solve TPBVP mainly due to two reasons:
(1) it is a tough work to get the analytical expressions of the transversal conditions;
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(2) it is hard to evaluate the initial values of co-states because the co-state variables
are without physical meaning. Direct method is preferred to solve complex
problems, as the analytical expressions for necessary conditions and initial guess
for the co-state variables are not required [2].

Global optimization methods or so-called evolutionary algorithms are attracting
more attention in recent years among all direct methods [3, 4]. The well-known
direct method is Genetic Algorithms (GA), which models the evolution of species
based on Darwin’s principle of survival of the fittest. GA was first introduced by
Holland in 1975 [5] and then followed and modified by other researchers [6].
Parallel Genetic Algorithm (PGA) takes the full advantages of computing
resources and greatly improves the computational efficiency [7, 8]. With the
popularity of multi-core CPU and GPU, PGA certainly becomes the most prom-
ising method.

This paper presents one new method to solve the optimal problems based on
experienced results and making the best of computing resource. The structure of
this paper is organized as follows: Sect. 2—Motion equations for reentry space-
craft are given; Sect. 3—PGA optimization method and mapping procedure are
described; Sect. 4—Results are presented.

2 Problem Formulation

The classical motion equations of spacecraft as given in [9] are as follows:

_h ¼ v sin c ð1Þ

_v ¼ �D

m
� g sin c ð2Þ

_c ¼ L cos b
mv

þ cos c
v

Re þ h
� g

v

� �
ð3Þ

_h ¼ v

Re þ h
cos c cos w ð4Þ

_w ¼ L sin b
mv cos c

þ v

Re þ h
cos c sin w sin h ð5Þ

_/ ¼ v

Re þ h
cos c sin w= cos h ð6Þ

where, altitude h, velocity v, flight-path angle c, latitude h, azimuth w and lon-
gitude / are system state variables. Angle of attack a and bank angle b are system
control variables.
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Gravity acceleration g and atmospheric density q are expressed by

g ¼ l=ðRe þ hÞ2; q ¼ q0 expð�h=hrÞ ð7Þ

and are used to determine the lift and drag,

L ¼ 1
2

CLSqv2; CL ¼ a0 þ a1â

D ¼ 1
2

CDSqv2; CD ¼ b0 þ b1âþ b2â
2

ð8Þ

where â ¼ 180a=p. The reentry initial conditions for spacecraft are given as
follows:

hð0Þ ¼ 79:248 km; /ð0Þ ¼ 0 �; hð0Þ ¼ 0 �

vð0Þ ¼ 28090:368 km/h; cð0Þ ¼ �1 �; wð0Þ ¼ 90 �
ð9Þ

The time T of spacecraft reaching interface of terminal area energy manage-
ment is unknown [9]. The terminal conditions of reentry trajectory are

hðTÞ ¼ 24:384 km; vðTÞ ¼ 2743:2 km/h; cðTÞ ¼ �5 � ð10Þ

The objective of optimization problem is to maximize the cross range, which is
equivalent to maximizing the latitude h Tð Þ.

The heat transfer rate applied to the spacecraft is defined as q = qa � qr, where

qa ¼ c0 þ c1âþ c2â
2 þ c3â

3 ð11Þ

qr ¼ 1927451509:31354
ffiffiffi
q
p � ðv=10000Þ3:07 ð12Þ

The constant parameters in above formulas and basic data of spacecraft are
listed in Table 1.

Since the end time T is unknown and not included in terminal constraints, using
time t as the independent variable of equations will cause troubles. During real
reentry phase, velocity always decreases monotonically and determines the kinetic
energy of spacecraft. In addition, velocity is one of the terminal conditions.

Table 1 Constant parameters and basic data of spacecraft

Sym. Value Sym. Value Sym. Value

l 398603:2 km3=s2 q0 0:0381 kg/m3 Re 6371:2 km

hr 7:25 km S 249:91 m2 m 2861:96 kg
a0 -0.20704 a1 0.029244 b0 0.07854
b1 -6.1592 9 10-3 b2 6.21408 9 10-4 c0 1.06723181
c1 1.92138 9 10-2 c2 2.12863 9 10-4 c3 1.01172 9 10-6
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Velocity v is used in this paper instead of time t. It shall be noted that there is no
relationship between longitude and other states, then equations of motion with
velocity v as independent variable will become

_h ¼ v sin c=ð�D

m
� g sin cÞ ð13Þ

_c ¼ L cos b
mv

þ cos c
v

Re þ h
� g

v

� �ffi �
= �D

m
� g sin c

� �
ð14Þ

_h ¼ v

Re þ h
cos c cos w= �D

m
� g sin c

� �
ð15Þ

_w ¼ L sin b
mv cos c

þ v

Re þ h
cos c sin w sin h

� �
= �D

m
� g sin c

� �
ð16Þ

3 Parallel Genetic Algorithm

Genetic Algorithm (GA) is one population-based optimization method. It mimics
survival of the fittest rule in nature and this concept is used to perform optimi-
zation-like tasks. In general, the following steps will be employed in GA:

1. Initialization: Randomly create population.
2. Evaluation: Evaluate the fitness of each individual in population. If the terminal

condition is satisfied, GA will stop, otherwise, it will step in.
3. Selection: Select high fitness individuals.
4. Crossover: Pick up pairs of selected individuals to generate new population by

crossover method.
5. Mutation: Select some individuals and change their genes. And then turn to

Step 2.

Multi-core CPU is very popular nowadays. Multi-core CPU can be given full
play in parallel computation. GA is very proper for parallel computation at dif-
ferent levels. Basic parallelization operation, like parallel fitness evaluation, can
accelerate the optimization program. Parallelization calculation of multipopulation
can increase the probability of best solution for each process of computing. For
one population in one process, if the probability of obtaining the unsatisfied
solution is p and p \ 1, then repeat the process n times independently, the prob-
ability of obtaining the satisfied solution will be 1 - pn. Parallelization calculation
of multipopulation is used in this paper. Randomly generate 2 initial populations
and repeat the process 8 times independently for each population.
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3.1 Control Inputs

The control inputs a(v) and b(v) might have two forms in order that PGA method is
used to solve the problem addressed in Sect. 2. One is so-called collocation
method, in which control inputs are discrete on velocity nodes. It might lead to the
control inputs unsmooth. Inputs even can reach the bottom edge at one node but
top edge at next node. This is not applicable for the practical control. The other is
function-based assumption method, in which control inputs are the function of
velocity. The latter one will be used in this paper and it is necessary to find the
relationship between control inputs and velocity.

Function (8) can be rewritten as

L

D
¼ a0 þ a1â

b0 þ b1âþ b2â2
ð17Þ

It is shown that lift to drag ratio is the function of angle of attack. The
spacecraft under the flight condition with maximum lift to drag ratio can reach the
approximate maximum cross range based on previous experience. In Fig. 1, it is
shown that the maximum lift to drag ratio is 1.8921 with the angle of attack at
17.4�. So it is assumed that the angle of attack a(v) is constant and around 17.4�
during reentry.

aðvÞ ¼ x1 ð18Þ

Then one sine function is added to meet the upwards and downwards
fluctuation.

aðvÞ ¼ x1 þ x2 sinðx3vþ x4Þ ð19Þ

From [10], the bank angle b(v) is about 75� at the initial point of reentry and
becomes to about 0� at terminal point. And the velocity v is 28090.368 and

Fig. 1 Lift to drag ratio
versus angle of attack
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2743.2 km/h at initial point and the terminal point, respectively. Let us assume
b(v) is a linear function

bðvÞ ¼ y1vþ y2 ð20Þ

Similarly, add one sine function to meet the fluctuation.

bðvÞ ¼ y1vþ y2 þ y3 sinðy4vþ y5Þ ð21Þ

3.2 Fitness Function

The objective of optimization problem formed is to maximize the latitude h(T).
One penalty function is applied to meet the terminal constraints h(T) and c(T), so
the object function is written as

O ¼ �hðTÞ þ r1jhðTÞ � 24:384j þ r2jcðTÞ � ð�5Þj ð22Þ

Then the fitness function is

F ¼ 500� O ð23Þ

Obviously, the optimization result will be influenced by regulating parameter r1

and r2. If r1 = r2 = 0, the terminal constraints are ignored. If r1 = r2 ? ?, the
terminal constraints must be satisfied. Base on current experience, terminal latitude
h(T) is around 30�. In this paper, the selecting principle of parameter r1 and r2 is
that if the deviation of terminal altitude or terminal flight-path angle increases
10 %, the terminal latitude should increase more than 10 %. Herein select r1 = 3/
2.4384 and r2 = 3/0.5.

4 Results

The optimization process has been performed on the PC with Intel Core i5-2400 (4
cores) @ 3.1 GHz, and 4.0 GB memory (3.17 GB available). The population size
is 40 and number of generations is 200. The results are presented in Fig. 2 and
listed in Table 2 for comparison.

From Fig. 2a, we can find that the angle of attack is within the range of around
16.95 to 17.50� and close to 17.4� at which the lift-drag ratio is maximum as stated
in Sect. 3. The bank angle in Fig. 2b is very close to that in Ref. [10]. And in
Fig. 2d, velocity is decreasing monotonically, which shows that the assumption of
velocity in Sect. 2 is reasonable. The flight-path angle in Fig. 2e is around 0� at the
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Fig. 2 Results of PGA for reentry trajectory optimization. a Angle of attack versus time. b Bank
angle versus time. c Altitude versus time. d Velocity versus time. e Flight-path versus time.
f Azimuth versus time. g Latitude versus time. h Heating versus time
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beginning, which means the spacecraft is under the so-called Quasi-equilibrium
glide stage [11]. We can also find that the flight-path angle returns to -5�, which
means the penalty function is effective and the terminal constraint is satisfied.

Table 2 shows that all terminal conditions are satisfied with an error of less than
1.5 % for all parameters. The flight-path angle is much closer to -5� while
comparing with [12]. The maximum heating is lower than that in [10, 12], which is
a beneficial factor for spacecraft. Although the computation is slower, less
repeating times can be considered. GPU can be used for parallel computation to
get more advantage than that by CPU. So if the program is executing by GPU, the
cost will be further reduced.

5 Conclusions

This paper demonstrates that PGA is an efficient and accurate method to optimize
the reentry trajectory. Substituting variable time with velocity is a better way to
solve the constraints problem with free terminal time. Near-optimal results can be
obtained by this proposed approach in this paper without solving two-point
boundary value problem derived from Hamiltonian function.
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Predicting the Heating Value of Rice Husk
with Neural Network

Wan Yu and Congping Chen

Abstract Higher heating value (HHV) is an important property defining the
energy content and thereby efficiency of fuels. In this paper, the correlation
between the proximate analysis/ultimate analysis of some rice husk and HHV was
discussed. It was found that the correlation between HHV and proximate, ultimate
analysis was nonlinear. Therefore, two models were developed with artificial
neural networks to predict HHV of rice husk by its proximate and ultimate
analysis. A total of 25 samples of rice husk selected from the literature and
experiments were used as the training data to build and train the two nets. Then,
several samples selected randomly were used as predicting samples to check the
accuracy of the two nets, respectively. A higher precision of 1.8 % relative error in
the prediction results was obtained through this method, while the relative error of
linear empirical equations given in the literature was more than 12.7 %. By this
method, HHV can be estimated directly from the proximate analysis and ultimate
analysis of rice husk when the HHV measurement equipment was not available.

Keywords Neural network � Higher heating value � Proximate analysis � Ulti-
mate analysis

1 Introduction

Rice husk is an important biomass fuel. The higher heating value (HHV) is an
important standard to evaluate the quality of fuel, and is the basis to calculate the
heat balance, heat efficiency, and coal consumption rate [1]. There are complex
relationships between HHV and its chemical components. The chemical
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compositions of rice husk are characterized as coal in terms of proximate and
ultimate analysis. The proximate analysis typically involved determination of
volatile matter (V), moisture (M), ash (A), and fixed carbon (FC) contents, whereas
the ultimate analysis included an assessment of the levels of carbon (C), hydrogen
(H), oxygen (O), nitrogen (N), and sulfur (S) contents.

The HHV of rice husk was measured experimentally using a bomb calorimeter.
However, this method required exact instruments and relevant experimental
technique, and had the disadvantages of easily influenced by environmental con-
ditions, complicated measure method, and high measure cost [2]. So it was not
suitable for power plants. There also existed another method to estimate the
heating value by linear empirical equations based on proximate and ultimate
analysis. But the estimation results were usually far away from the actual data.

Artificial neural network (ANN), as a new mathematic method, has been widely
used in research areas of industry process. In this paper, back-propagation neural
network (BPNN), a method of neural network in mathematic software package
MATLAB, was used to predict HHV of rice husk based on the proximate and
ultimate analysis.

2 Experimental Data

The proximate and ultimate analysis data and HHV of 25 rice husk samples were
used for this research. Seven rice husk samples from different areas in China were
collected and tested by the researcher, and 18 other rice husk samples were chosen
from the literature. All proximate and ultimate analysis data were converted to the
‘‘air dried’’ basis (ad) using the following expression:

Qad;gr ¼ 100�Madð Þ 100�Marð ÞQar;gr ð1Þ

Xad ¼ 100�Madð Þ 100�Marð ÞXar ð2Þ

Vad ¼ Vdaf 100�Mar � Aarð Þ 100�Madð Þ= 100� Marð Þ=100 ð3Þ

where Qgr is the HHV, and X can denote the moisture, ash, fixed carbon, carbon,
hydrogen, oxygen, nitrogen, and sulfur content. The final data of rice husk are
shown in Table 1.

The correlations between the HHV of rice husk and its proximate/ultimate
analysis data were investigated using plots shown in Fig. 1. For proximate analysis,
the HHV showed a poor linear correlation to the moisture content and fixed carbon
content. For ultimate analysis, the five contents all showed poor linear correlations
to the HHV. It can be concluded that correlation between HHV and proximate/
ultimate analysis was not linear. The linear empirical equations based on proximate
and ultimate analysis and linear regression method were not suitable to predict the
HHV of rice husk. Therefore, a BPNN method was discussed in this paper.
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3 Prediction of HHV with BPNN

ANN is an empirical modeling tool analogous to the behavior of biological neural
structures. ANN is a powerful tool with the ability to identify underlying highly
complex relationships from input–output data only. One of the major advantages
of neural network is efficient handling of highly nonlinear relationships in data,
even when the exact nature of such relationship is unknown. It is considered as a
nonlinear statistical identification technique.

In this paper, BPNN, a method of neural network in mathematic software
package MATLAB, is used to predict the HHV of rice husk based on proximate
and ultimate analysis. The architecture of BPNN is shown in Fig. 2.

This network usually consists of three layers described as input, hidden, and
output layers, and I, J, K, L determines the node numbers of the input, first hidden,
second hidden, and output layers, respectively. The number of nodes in the hidden
layer measures the nonlinear degree between the input and output, but there was no
uniform criterion of selection in theory. The number of hidden layers and the
optimal number of nodes can be obtained through comparing training results of
every BPNN model. Each interconnection had a scalar weight (Wij) associated

Fig. 1 Correlations between HHV of rice husk and its proximate and ultimate analysis
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with it, which modified the strength of the signal. In addition, a bias can also be
used, which was another neural parameter that was summed with the neuron’s
weighted inputs.

In this paper, two models were built based on proximate and ultimate analysis,
respectively. Model 1 was based on proximate analysis (V, M, A, and FC contents),
which was made of four nodes in the input layer. Model 2 was based on the
ultimate analysis (C, H, O, N, and S contents), which was made of five nodes in the
input layer. The HHV was the only required output and so one node was used in
the output layer both in models 1 and 2. The proximate and ultimate analysis of the
6th–25th samples listed in Table 1 was used to build and train the net models,
respectively. Then the first to fifth samples listed in Table 1 were used to check the
predicting precision of the two models.

The performance of the two BPNN models was valued by error analysis. The
widely utilized error function was known as ‘‘root mean squared error’’ (RMSE),
which was calculated as:

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN

i¼1
HHVi

p � HHVi
� �2

ffi
N

s

Fig. 2 BPNN architecture with two hidden layers
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where N denotes the number of patterns in the data set; i denotes the pattern index;
HHV and HHVp respectively represent the experimental and BPNN-predicted
outputs. Otherwise, the relative error is defined as:

relative error ¼ LHVc � LH8ð Þ/LHVj j � 100 %

4 Results and Discussion

The tan-sigmoid transfer function (tansig) was used in the hidden layers, and the
linear transfer function (purelin) was used in the output layer. Through a series
tests using different initial number of layers and nodes, a 4-6-3-1 BPNN based on
proximate analysis and a 5-7-4-1 BPNN based on ultimate analysis gave the best
results for models 1 and 2, respectively. Figures 3 and 4 illustrate the training
results of HHV by two models, respectively.

It was found that there was small difference between the training results of
models 1 and 2. Because proximate analysis and ultimate analysis can both
describe the fuel characteristics of rice husk, it had the same effect on HHV.

Then the two models were used to predict HHV of the other five samples with
their proximate analysis and ultimate analysis data. Some linear empirical equa-
tions for calculating the HHV of biomass fuel were collected as follows [18]:

HHV ¼ �1:3675þ 0:3137Cþ 0:7009Hþ 0:0318O ð4Þ

HHV ¼ 0:312FCþ 0:1534V ð5Þ

The HHV were calculated by these equations with the data in Table 1. The
comparison of calculated HHV by equations and predicted HHV by BPNN models
are shown in Fig. 5.

The performance of the BPNN models and linear empirical equations were
evaluated by RMSE, relative error. It was found that, compared with linear
empirical equations, the BPNN method showed high precision in predicting HHV
of rice husk. The maximum relative error of linear empirical equations can be up
to 28.6 %, but only 2.8 % of BPNN. The average relative error of linear empirical
equations can be up to 12.7 %, but only 1.8 % of BPNN. BPNN model 2, which
used ultimate analysis of carbon, hydrogen, oxygen, nitrogen, and sulfur contents
as model inputs, had a higher precision in predicting HHV of rice husk than BPNN
model 1, which used proximate analysis of volatile matter, moisture, ash, and fixed
carbon contents as model inputs. The reason may be that, fuel consisted of organic
and inorganic matters and the proximate analysis was a chemical index of fuel
assuming a uniform material, while ultimate analysis gave specific chemical
compositions.
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Fig. 3 Training results of
model 1

Fig. 4 Training results of
model 2

Fig. 5 Prediction results of
HHV
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So, using the BPNN method to predict the HHV based on proximate and
ultimate analysis was a good way with reasonable accuracy, which was better than
calculating HHV with linear empirical equations. If there were more samples used
as training samples of BPNN model, a more predicting precision could be
obtained.

5 Conclusions

HHV showed poor linear correlation to proximate/ultimate analysis of rice husk. It
can be concluded that there were strong nonlinear correlations between HHV and
proximate/ultimate analysis. Compared with linear empirical equations, the BPNN
method showed high precision in predicting HHV of rice husk. A higher precision of
1.8 % relative error was obtained through BPNN method, while the relative error of
linear empirical equations was more than 12.7 %. So the BPNN method is a rea-
sonable way to predict HHV based on proximate and ultimate analysis of rice husk.
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Research on UAV Collision Avoidance
Strategy Considering Threat Levels

Bin Fang and Tefang Chen

Abstract This paper classifies the threat levels and studies the methods of UAV
collision avoidance considering the threat levels, establishes the collision avoid-
ance control strategy using UAV heading angle control, speed control, and the
combinations of the two above strategies, and establishes a multi-objective cost
function model and a multi-objective optimal decision method. Carrying out
simulation experiments, we analyze the effect of UAV collision avoidance strategy
through heading angle and speed changing.

Keywords Collision avoidance � Threat levels � Cost function � Heading angle
control � Speed control

1 Introduction

With a large number of Unmanned Air Vehicles (UAVs) put into use in military
and civilian areas, UAV safety problems such as obstacle avoidance [1, 2], col-
lision avoidance, etc. [3, 4], are getting more and more attention. UAV collision
and other accidents not only cause economic loss but may even seriously affect the
overall task, so having a valid collision avoidance strategy is the key to improve
the success rate of the mission.

Many researchers have made a thorough study of UAV collision avoidance and
propose many methods. McLain [5] uses collaborative planning approach to solve
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the multi-UAV crash problem, Bilimoria et al. [6] use geometric optimal method,
amend the UAV’s speed and position with the dynamic obstacles used as the origin
of coordinate. Collision conflict happens when the velocity vectors of the threat
intersect with the protection circles of UAV; they propose a method to change the
direction of the angular velocity and tangent to the safety circle of the UAV to
achieve collision avoidance. Zu et al. [7], Zhang and Tan [8] establish the relative
coordinate system, using the relative velocity for collision avoidance planning in
the acceleration space. Li et al. [9, 10] propose a UAV dynamic collision avoid-
ance algorithms in a three-dimensional space based on optimization theory.

In this paper, we classify the levels of dynamic threat referencing the analysis
and summary of the above methods and propose the strategies of multi-object
optimization collision avoidance with consideration of the constraints, conditions
such as time cost, collision matrix, etc. The combinations of the angle change and
speed change are used to achieve effective and fast collision avoidance of UAVs.

2 Modeling of UAV Collision Problem

2.1 Safety Circle and Relative Coordinates

Let UAV has a safety circle with safe radius R, the collision conflict happens when
the relative trajectory between dynamic obstacle and UAV intersects with the
safety circle of UAV. Airborne radars with detection radius Rr scan the sur-
rounding environment periodically, can get the position coordinate of dynamic
obstacle relative to the UAV, and carry on the conflict detection, as shown in
Fig. 1.

Set ‘xoy’ as the absolute coordinate system, ‘x0o0y0’ is the relative coordinate
system in which the origin point is the position of UAV. The coordinates of
obstacle detected by the UAV radar are xp; yp

� �
and xrp; yrp

� �
relatively in coor-

dinates system ‘xoy’ and ‘x0o0y0’ [11].

2.2 Levels of Collision Threat

The distance between dynamic obstacle and UAV has great influence on strategies
adoption for collision avoidance. For example, when adopting the method of
changing the heading angle to handle the UAV collision avoidance problem, the
variable in the heading angle Du relies not only on the distance d between UAV
and the obstacles, but also on the shortest distance ds from the UAV to the obstacle
trajectories. The minor value of Du is adopted when the value of d or ds is
relatively larger, to ensure collision avoidance and to reduce the possibility of
deviation from the original route of flight simultaneously.
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This paper proposes the levels of collision threat according to the key factors ds

and d which affect the decisions of collision avoidance and then determine the
appropriate amount of control. The levels of collision threat are shown as in
Table 1:

3 Autonomous Collision Avoidance Control Strategy

3.1 The Strategy of Heading Angle Control

When there is an intersection between the predicted trajectory of obstacle and
UAV security circles, we can handle UAV collision avoidance problems by way of
changing the heading angle. The variable of heading angle change Du is

Fig. 1 Safety circle,
detection radius, and
coordinate

Table 1 Levels of collision
threat

ds d Levels of collision threat

ds [ R 0
R
2 \ds�R d [ 3R 1

2R\d� 3R 2
d\2R 3

ds� R
2

d [ 3R 2
2R\d� 3R 3
d\2R 4
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associated with the distance d when the obstacle is detected for the first time and
the distance ds of the closest distance between the UAV and the obstacle, and may
also be viewed as a function Du ¼ f ðd; dsÞ containing two independent variables,
Du which must also meet certain constraints taking into account the dynamic
constraints of UAV simultaneously:

Du ¼ f ðd; dsÞ
Dumin �D u � Dumax

�
ð1Þ

We can adopt different course angle control strategy according to the levels of
collision threat; select the minor Du of course angle change when the d is rela-
tively larger, or the ds is relatively larger. The specific heading angle control
strategy is shown in Table 2.

Set the azimuth of the obstacle located in the relative coordinate system
denoted as a, the azimuth of intersection point between the obstacles predicted
trajectory and the UAV security circle are denoted as b, the range of b alters from
0� to 360�, the relationship between a and b exists two possibilities:

(1) If b\a (Fig. 2), indicating that the origin of the relative coordinate system is
in the right front of the relative trajectory of the obstacle, the result of
collision avoidance decision should make the relative trajectory of obstacle
turn to the left side.

(2) If b [ a (Fig. 3), indicating that the origin of the relative coordinate system is
in the left front of the relative trajectory of the obstacle, the result of collision
avoidance decision should make the relative trajectory of obstacle turn to the
right side.

3.2 The Strategy of Speed Control

When a collision threat is detected, another way of collision avoidance is changing
speed. The amount of speed change variable Dv is associated with the distance d
when the obstacle is detected for the first time and the distance ds of the closest
distance between the UAV and the obstacle.

Table 2 Different course
angle control strategy under
different levels of collision
threat

Levels Du

0 Du ¼ 0� following original route
1 Du ¼ 15�

2 Du ¼ 30�

3 Du ¼ 45�

4 Du ¼ 60�
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Dv ¼ g d; dsð Þ
vmin � v � vmax

(
ð2Þ

The most important issue that needs to be considered during the process of
speed control is to detect the time at which the UAV and the dynamic obstacle
arrive in the intersection point between the UAV and the predicted trajectory of the
dynamic obstacle, respectively, and then adjust UAV speed accordingly. Figure 4
shows the time line from the UAV and dynamic obstacles to the intersection point.
And, tsa denotes the time consumption from UAV to the intersection point, tsb

denotes the time consumption from the dynamic obstacle to the intersection point,
tsba ¼ tsb � tsa denotes the time interval of the UAV and dynamic obstacle arrival
at the intersection point, respectively. Obviously, the smaller the tsba is, the higher
the likelihood of collision will happen, UAV needs to change speed greater; the
bigger the tsba is, the smaller the likelihood of collision will happen, UAV needs to
change speed less.

The strategy of speed control is presented according to the levels of collision
threat, as shown in Table 3, in which v0 denotes the initial speed of UAV.

3.3 The Combination of Collision Avoidance Strategy

Because of the speed change range limitation, simple change in speed cannot
achieve collision avoidance purposes completely; at the same time, a simple
change in course angle will cause the collision avoidance time to be too long, so

t

d

o
sat sbt

A

B

Fig. 4 Time advance map of
UAV and obstacles to the
intersection point

Table 3 Different speed control strategy under different levels of collision threat

Levels When UAV falls behind: Dv When UAV leads ahead: Dv

0 Dv ¼ v0 Follow initial route Dv ¼ v0 Follow initial route
1 Dv ¼ 0:9v0 Dv ¼ 1:1v0

2 Dv ¼ 0:7v0 Dv ¼ 1:3v0

3 Dv ¼ 0:7v0 Dv ¼ 1:3v0

4 Dv ¼ 0:5v0 Dv ¼ 1:5v0
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adopt the combination of the two strategies, namely the strategy of combination of
course angle control and speed control.

A collection of collision avoidance strategy is defined, as shown in Table 4.

4 Collision Avoidance Control Strategy Based
on Multiobjective Optimization

Collision control strategies not only consider the effect of collision avoidance, but
also consider the time required, the complexity of the control strategy, and other
factors. Therefore, analyze various factors that affect collision avoidance control
strategy, and then construct the objective cost function and get the optimization
strategies of collision avoidance.

4.1 Time Cost

In the process of establishing objective cost function, considering the time cost, let
UAVi denote the ith UAV, ti0 denote the start time of the collision avoidance, and
ti1 denote the end time of collision avoidance and return to the initial route, so the
time used for total process is:

Dti ¼ ti1 � ti0 ð3Þ

4.2 Conflict Matrix

Assuming there are n UAVs, define a collision matrix A ¼ aij

ffi �
between UAVi

and other UAVs as:

aij ¼
1; if UAVi intertact with UAVj

0; if UAVi not intertact with UAVj

(
ð4Þ

Table 4 Collection of collision avoidance strategy

xi x1 ¼ Change the heading angle u to left or right
x2 ¼ Slowdown or accelerate speed v
x3 ¼ Change the heading angle u to left and slowdown speed v
x4 ¼ Change the heading angle u to right and slowdown speed v
x5 ¼ Change the heading angle u to left and accelerate speed v
x6 ¼ Change the heading angle u to right and accelerate speed v
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At the initial stage, all elements of the conflict matrix R are zero during the
flight if the UAVi detects potential threats such as UAVj may be entering its safety
circle, then the corresponding element in the conflict matrix is updated to 1, and
needs to take appropriate collision avoidance strategy. There exists a possibility of
a collision between UAVi and other UAVs after collision avoidance strategy is
taken, if a potential collision exists the corresponding element in the matrix is
updated to 1. The sum of total UAVs which may have potential conflict with UAVi

as below:

JA ¼
Xn

i¼1

aij ð5Þ

4.3 Effect of Collision Avoidance

If UAVi detects a threat source j, and its predicted trajectory has an intersection
with the safety circle, the effect of collision avoidance is represented by the
distance dij between UAVi and threat source j, R is the radius of the safety circle:

dij�R;UAVi don’t have intersection with j

dij\R;UAVi may have intersection with j

(
ð6Þ

4.4 The Complexity of Collision Avoidance Strategy

Assuming the complexity of changing course is the same as changing the speed,
the combination control strategy of changing course and changing speed is two
times that of a single strategy:

cl simple ¼ C

cl complex ¼ 2C

(
ð7Þ

C is a constant of operational complexity.
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4.5 The Combinatorial Optimization Strategy

Considering the above factors, combinatorial optimization functions are given for
collision avoidance:

TðxiÞ ¼ w1Dti þ w2

Xn

i¼1

aij þ w3ðdij � RÞ þ w4cl ð8Þ

wi is weight, xi is collision avoidance strategy (as shown in Table 4). By
optimizing the cost function, the optimal control strategy is:

xopt ¼ arg min
xi2X

TðxiÞ ð9Þ

5 Simulation

Assume R ¼ 10 km is the radius of UAV safety circle, Rr ¼ 50 km is the detection
radius of airborne sensor, the range Du of course angle is �p=3� p=3, the speed
range v ¼ 50� 100 m=s. UAV1 found obstacles, predicted the motion track, and
detected potential collision threat. Figure 5a shows an absolute trajectory, Fig. 5b
are trajectories in the relative coordinate, it is apparent that the predicted obstacle
trajectory intersected with the UAV safety circle.

Figures 6 and 7 are the collision results only to change the heading angle or
speed; Fig. 8 is the collision avoidance result of changing the speed of UAV firstly
and then changing the heading angle, we can see that the effect of mixed strategies
is better than a single strategy.

UAV trajectory

Obstacle trajectory

(a) (b)

Fig. 5 a Absolute trajectory of UAV and obstacle. b Trajectory of obstacle in relative coordinate
system

Research on UAV Collision Avoidance Strategy Considering Threat Levels 895



Obstacle trajectory

UAV trajectory

(a) (b)

Fig. 6 a Trajectory of UAV and obstacle with changing heading angle. b Trajectory of obstacle
with changing heading angle in relative coordinate system

UAV trajectory

Obstacle trajectory

(a) (b)

Fig. 7 a Trajectory of UAV and obstacle with changing speed. b Trajectory of obstacle with
changing speed in relative coordinate system

Obstacle trajectory

UAV trajectory

(a) (b)

Fig. 8 a Trajectory of UAV and obstacle with changing heading angle and speed. b Trajectory
of obstacle with changing heading angle and speed in relative coordinate system

896 B. Fang and T. Chen



6 Conclusion

In this work, according to the distance between UAV and dynamic threats, model
the threat levels, adopt heading angle control, speed control, and a combination of
the two strategies. Establishing multiobjective collision avoidance control methods
based on a variety of factors to achieve the optimal decision under different tasks
and collision avoidance constraints. Finally, carrying out simulation experiments,
analyze and compare effectiveness of various collision avoidance strategies.
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The Identification of Convex Function
on Riemannian Manifold

Xiaosong Cui, Xin Wen, Yunxia Zhang, Li Zou and Yang Xu

Abstract The necessary and sufficient condition of convex function is significant
in nonlinear convex programming. This paper presents the identification of convex
function on Riemannian manifold by use of Penot generalized directional deriv-
ative and the Clarke generalized gradient. Our objective here is to extend the
content and proof the necessary and sufficient condition of convex function to
Riemannian manifolds.

Keywords Riemannian manifold � Convex function � Optimality condition �
Generalized gradient

1 Introduction

Manifold is the space with the local property of Euclidean space. We often judge
the warp of the space by measuring its space. The standard of the measurement is
called metric. Metric is an intrinsic property and the space with metric is called
Riemannian space. Riemann manifold is a differential manifold which has Rie-
mannian metric. Expanding the optimization based on linear space to the nonlinear
space (such as Riemannian manifold) is a hot topic in this research field [1].
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In order to have more in-depth study of nonsmooth and its related problems,
several important tools for analyzing nonsmooth problem have been extended
from European space to Riemannian Manifold [2–5].

In 2004, Ledyac and others established the concept and algorithm of subdif-
ferential of nonsmooth function in Riemannian Manifold and proved that the
solution of Hamilton–Jacobi equation defined on Riemannian Manifold is unique.
They also have discussed the concept and variational principle of approximate
subdifferential in Riemannian Manifold [6, 7]. In 2005, Azagra and others dis-
cussed the Ferrera subdifferential which defined on finite dimensional Riemannian
manifold and relevant limit subdifferential and analyzed the issues of differential
inclusion which defined on differential manifold by using the concept of gen-
eralized derivative [8, 9]. Sanyang Liu and others expanded (MP) problem from
linear space to differential manifold and Fritz John necessary optimality conditions
on Riemann manifold was given [10]. In 2008, Gang Xiao and others solved the
nondifferentiable multiobjective optimization problems with equality and
inequality constraints from Euclidean space to Riemannian manifolds and derived
the Fritz John necessary conditions with generalized gradient formula for weak
Pareto optimal solutions from Ekeland variational principle [11]. Wang et al.
established the semi-local convergence of sequences which is generated by the
Gauss–Newton method (with quasiregular initial points) for the convex composite
function h � F on Riemannian manifold [12] by using the majorizing function
technique. Bento et al. presented a steepest descent method with Armijo’s rule for
multicriteria optimization in the Riemannian context. Assuming quasiconvexity of
the multicriteria function and non-negative curvature of the Riemannian manifold,
they proved full convergence of the sequence to a critical Pareto point [13].

Convex programming is of great significance in the study of nonlinear pro-
gramming theory. Based on the above research results, we will in parallel extend
the identification of convex function and the optimality conditions of constraint
problems from linear space to Riemannian Manifold in order to solve the convex
programming problem in Riemannian Manifold. This paper is set out as follows. In
Sect. 2, we briefly review some preliminary concepts. In Sect. 3, we introduce the
identification of convex function on Riemannian manifold. We make some con-
cluding remarks and suggest future research in this area in Sect. 4.

2 Preliminaries

Let Rn be an n-dimensional Euclidean space, the ith coordinate of point p 2 Rn is

denoted by ðpÞi, i.e., ðÞi is the ith coordinate function of Rn.

Definition 2.1 [14] Let M be a Hausdorff topological space. If every point
p of M has an open neighborhood U � M, such that an open subset of U and
n-dimensional Euclidean space is homeomorphous, then M is called an
n-dimensional topological manifold.
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Definition 2.2 [10] Let f ðxÞ be a real-valued function defined on Riemannian
manifold, x0 2 U � M and ðU;uÞ be a coordinate plot which contains x0. If
8x; y 2 U, there exists a constant L such that

f yð Þ � f xð Þj j � L u yð Þ � u xð Þj j:

Then f ðxÞ is a function which meets the local Lipschitz condition in the
neighborhood of x0.

Definition 2.3 [10] Let function f : M ! R be a meet local Lipschitz condition in
the neighborhood of the point x 2 M and ðU;uÞ be a coordinate plot which
contains x. The Clarke generalized directional derivative of f at x along the
direction of v 2 TxM is denoted by

f �ðx; vÞ ¼ lim
y!uðxÞ

sup
t#0

f � u�1ðyþ tu�xðvÞÞ � f � u�1ðyÞ
t

¼ ðf � u�1Þ�ðuðxÞ; u�xðvÞÞ; ð1Þ

where t ? 0.

Definition 2.4 [10] Let f(x) be a function denoted in Riemannian manifold
(M, g) and meet local Lipschitz condition in the neighborhood of the x. Then the
elements of the subset of cotangent space Tx

*M of x

of ðxÞ ¼ n 2 T�x M f �ðx; vÞ� ðn; vÞ; 8v 2 TxMj
� �

ð2Þ

is said to be Clarke generalized gradient where f is at x.
The norm of generalized gradient is denoted with

jjnjju :¼ sup ðn; vÞ; v 2 TxM; jjvjj � 1f g ð3Þ

Definition 2.5 [15] Let f: M ? R meet local Lipschitz condition in the neigh-
borhood of x 2 M and (U, /) be a coordinate plot which contains x. We define
Penot generalized directional derivative of f at x along the direction of v 2 TxM as
follows,

df ðx; vÞ ¼ lim
u!v

inf
t#0

f � u�1ðyþ tu�xðuÞÞ � f � u�1ðyÞ
t

¼ dðf � u�1ÞðuðxÞ; u�xðvÞÞ

ð4Þ
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df ðx; vÞ ¼ lim
u!v

sup
t#0

f � u�1ðyþ tu�xðuÞÞ � f � u�1ðyÞ
t

¼ dðf � u�1ÞðuðxÞ; u�xðvÞÞ

ð5Þ

d2f ðx; v; wÞ ¼ lim
u!x

inf
t#0

f � u�1ðyþ tu�xðvÞ þ t2u�xðuÞÞ � f � u�1ðyÞ � tdf ðx; vÞ
t2

ð6Þ

d
2
f ðx; v; wÞ ¼ lim

u!x
sup
t#0

f � u�1ðyþ tu�xðvÞ þ t2u�xðuÞÞ � f � u�1ðyÞ � tdf ðx; vÞ
t2

:

ð7Þ

If df ðx; vÞ ¼ df ðx; vÞ, we define df(x; v) as Penot generalized directional
derivative of f at x along the direction of v 2 TxM;

If d2f ðx; v; xÞ ¼ d
2
f ðx; v; xÞ, we define d2f(x; v; x) to represent second-order

Penot generalized directional derivative of f at x along the direction of v 2 TxM;
If both df(x; v) and d2f(x; v; x) exist, then

d2f ðx; v; xÞ ¼ lim
y!uðxÞ;t#0

f � u�1ðyþ tu�xðvÞ þ t2u�xðxÞÞ � f � u�1ðyÞ � tdf ðx; vÞ
t2

:

ð8Þ

3 The Identification of Convex Function
on Riemannian Manifold

Theorem 3.1 (First-order necessary and sufficient condition of convex function)
Let M be an m-dimensional Riemannian manifold and U be a geodesic convex set
where U , M. If f : U ? R meets local Lipschitz condition in U, then the nec-
essary and sufficient condition that f is geodesic convex function in U is as follows.

For Vx, y 2 U, there exists

f � u�1ðyþ u�xðvÞÞ� f � u�1ðyÞ þ rðf � u�1ÞðyÞTðy� xÞ:

Proof (Necessary condition) For Vt 2 [0, 1], there exists

u�1ðyÞ þ t½u�1ðyþ u�xðvÞÞ � u�1ðyÞ	 ¼ tu�1ðyþ u�xðvÞÞ þ ð1� tÞu�1ðyÞ 2 U:
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Then according to the first-order Taylor expansion,

f � ðu�1ðyÞ þ t½u�1ðyþ u�xðvÞÞ � u�1ðyÞ	Þ
¼ f � u�1ðyÞ þ trðf � u�1ÞðyÞTðy� xÞ þ oðtÞ: ð9Þ

Since f is geodesic convex function in U, then

f � ðu�1ðyÞ þ t½u�1ðyþ u�xðvÞÞ � u�1ðyÞ	Þ ¼ f � ðtu�1ðyþ u�xðvÞÞ þ ð1� tÞu�1ðyÞÞ
� tf � u�1ðyþ u�xðvÞÞ þ ð1� tÞf � u�1ðyÞ:

ð10Þ

Then from two simultaneous equations of (9) and (10), we get

f � u�1ðyþ u�xðvÞÞ þ ð1� tÞf � u�1ðyÞ � f � u�1ðyÞ þ trðf � u�1ÞðyÞTðy� xÞ þ oðtÞ

that is,

f � u�1ðyþ u�xðvÞÞ� f � u�1ðyÞ þ rðf � u�1ÞðyÞTðy� xÞ þ oðtÞ
t
: ð11Þ

It follows from t ? 0+ that oðtÞ
t ! 0, hence

f � u�1 yþ u�x vð Þð Þ� f � u�1 yð Þ þ rðf � u�1Þ yð ÞT y� xð Þ:

(Sufficient condition) For Vt 2 [0, 1], let z = tx + (1 - t)y.
From the known conditions it follows that

f � u�1ðyÞ� f � u�1ðyþ ð1� tÞu�xðvÞÞ þ rðf � u�1Þðyþ ð1� tÞu��xðvÞÞ
Tðx� zÞ
ð12Þ

f � u�1ðyþ u�xðvÞÞ� f � u�1ðyþ ð1� tÞu�xðvÞÞ
þ rðf � u�1Þðyþ ð1� tÞu�xðvÞÞTðy� zÞ:

ð13Þ

Hence

tf � u�1ðyÞ� tf � u�1ðyþ ð1� tÞu�xðvÞÞ þ trðf � u�1Þðyþ ð1� tÞu�xðvÞÞ
Tðx� zÞ
ð14Þ

ð1� tÞf � u�1ðyþ u�xðvÞÞ� ð1� tÞf � u�1ðyþ ð1� tÞu�xðvÞÞ
þ ð1� tÞrðf � u�1Þðyþ ð1� tÞu�xðvÞÞTðy� zÞ

ð15Þ
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Then from (14) and (15), it follows that

tf � u�1 yð Þ þ 1� tð Þf � u�1 yþ u�x vð Þð Þ
� f � u�1 yþ 1� tð Þu�x vð Þð Þ þ rðf � u�1Þ yþ 1� tð Þu�x vð Þð ÞT txþ 1� tð Þy� zð Þ:

ð16Þ

Since z = tx + (1 - t)y that

tf � u�1ðyÞ þ ð1� tÞf � u�1ðyþ u�xðvÞÞ� f � u�1ðyþ ð1� tÞu�xðvÞÞ
¼ f � ðtu�1ðyÞ þ ð1� tÞu�1ðyþ u�xðvÞÞÞ

Thus, f is geodesic convex function in U.

Theorem 3.2 (First-order necessary and sufficient condition of strictly convex
function) Let M be an m-dimensional Riemannian manifold and U be a geodesic
convex set. Let U , M, f : U ? R meet local Lipschitz condition in U, and then
the necessary and sufficient condition that f is geodesic strictly convex function in
U is as follows.

For Vx, y 2 U, there exists

f � u�1 yþ u�x vð Þð Þ[ f � u�1 yð Þ þ rðf � u�1Þ yð ÞT y� xð Þ:

Proof (Necessary condition) In a similar way with proof of Theorem 3.1, we get

f � u�1 yþ u�x vð Þð Þ[ f � u�1 yð Þ þ rðf � u�1Þ yð ÞT y� xð Þ:

(Sufficient condition)

Since f is a strictly convex function that f is a convex function. For any two
different points x, y where x, y 2 U, there exists z ¼ 1

2 xþ 1
2 y, and then z 2 U.

From Theorem 3.1, it follows that

f � u�1ðyþ 1
2

u�xðvÞÞ� f � u�1ðyÞ þ rðf � u�1ÞðyÞTðz� xÞ

¼ f � u�1ðyÞ þ rðf � u�1ÞðyÞTð1
2

xþ 1
2

y� xÞ

¼ f � u�1ðyÞ þ 1
2
rðf � u�1ÞðyÞTðy� xÞ:

ð17Þ
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Since f is a strictly convex function that

f � u�1ðyþ 1
2
u�xðvÞÞ ¼ f � ð1

2
u�1ðyÞ þ 1

2
u�1ðyþ u�xðvÞÞÞ

\
1
2

f � u�1ðyÞ þ 1
2

f � u�1ðyþ u�xðvÞÞ:
ð18Þ

Then it follows from (17) and (18) that

1
2

f � u�1ðyÞ þ 1
2

f � u�1ðyþ u�xðvÞÞ[ f � u�1ðyÞ þ 1
2
rðf � u�1ÞðyÞTðy� xÞ:

That is,

f � u�1ðyþ u�xðvÞÞ[ f � u�1ðyÞ þ rðf � u�1ÞðyÞTðy� xÞ

Theorem 3.3 (Second-order necessary and sufficient condition of convex func-
tion) Let M be an m-dimensional Riemannian manifold and U be a geodesic
convex set. Let U , M, f : U ? R meet local Lipschitz condition in U and (U, /)
be a coordinate plot which contains x, and second-order Penot generalized
directional derivative of f at x along the direction of v 2 TxM exists. Then the
necessary and sufficient condition that f is geodesic convex function in U is as
follows.

For any x 2 U, there exists d2f(x; v, w) C 0.

Proof (Necessary condition) Assume that for any x 2 U, there exists d2f(x; v, w)
C 0. For any two different points x, y, from Taylor expansion it follows that

f � u�1ðyþ u�xðvÞÞ ¼f � u�1ðyÞ þ rðf � u�1ÞðyÞTðy� xÞ

þ 1
2
ðy� xÞTr2ðf � u�1ÞðzÞðy� xÞ

ð19Þ

Note that z = tx + (1 - t)y, 0 B t B 1.
Since U is a geodesic convex set that z 2 U. From the known conditions, it

follows that

d2f x; v;wð Þ� 0:

Hence

ðy� xÞTr2ðf � u�1ÞðzÞðy� xÞ� 0; ð20Þ
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so that

f � u�1ðyþ u�xðvÞÞ� f � u�1ðyÞ þ rðf � u�1ÞðyÞTðy� xÞ

Therefore, f is geodesic convex function in U according to Theorem 3.2.
(Sufficient condition)
Since U is a geodesic convex set, thus for any x 2 U and any given nonzero

vector l, there exists a sufficiently small positive number t, and thus x + t l 2 U, it
follows from Taylor expansion that

f � u�1ðxþ tlÞ ¼ f � u�1ðxÞ þ trðf � u�1ÞðxÞT lþ t2

2
lTr2ðf � u�1ÞðxÞlþ oðt2Þ

ð21Þ

Since f is geodesic convex function in U, using Theorem 3.2, we have

f � u�1ðxþ tlÞ� f � u�1ðxÞ þ trðf � u�1ÞðxÞT l: ð22Þ

Hence

t2

2
lTr2ðf � u�1ÞðxÞlþ oðt2Þ� 0: ð23Þ

Let t ? 0+, then

oðt2Þ
t2
! 0:

Thus,

lTr2ðf � u�1ÞðxÞl � 0:

That is, for any x 2 U, there exists d2f(x; v, w) C 0.

Theorem 3.4 (Second-order necessary and sufficient condition of strictly convex
function) Let M be an m-dimensional Riemannian manifold and U be a geodesic
convex set. Let U , M, f : U ? R meet local Lipschitz condition in U and (U, /)
be a coordinate plot which contains x and second-order Penot generalized
directional derivative of f at x along the direction of v 2 TxM exist. Then the
necessary and sufficient condition that f is geodesic strictly convex function in U is
as follows.

For any x 2 U, there exists d2f(x; v, w) [ 0.
Proof is similar to the proof of Theorem 3.3.
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4 Conclusions

In this paper, we introduce the classical Clarke generalized directional derivative
and generalized gradient. Then we extend the identification of convex function and
proof of the theorem of the first-order necessary and sufficient condition of convex
function and strictly convex function to Riemannian manifolds by the use of Penot
generalized directional derivative. We have also given the second-order necessary
and sufficient condition of convex function and strictly convex function. In this
way, we can do more research about optimization method on differential manifold.
In the future, the theorem and the application of the equality constrained opti-
mization problems and the inequality constrained optimization problems will be
explored.
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A Method for Dehazed Image Quality
Assessment

Zhongyi Hu and Qiu Liu

Abstract The development of general purpose no-reference approaches to dehazed
image quality evaluation still lags in recent advances in image dehazing methods.
While a number of image dehazing methods have been established and have
shown to perform well, these are correlating highly with subjective evaluation of
image quality. Toward ameliorating this we introduce the DIAS (Dehazed Image
Assessment using Statistics) which is a no-reference approach to dehazed image
quality assessment (DIQA) that does not assume a specific type of distortion of the
image. It is based on detecting dehazed image quality based on Circularly Sym-
metric Gaussian Normalization Procedure Visible Edges Feature and it requires no
training. The method is shown to correlate highly with human perception of
quality. Our contribution in this direction is the development of dehazed image
quality assessment method based on Circularly Symmetric Gaussian Normaliza-
tion Procedure Visible Edges Feature which does not require exposure to distorted
images priori and training.

Keywords Dehazed image quality assessment � Circularly symmetric Gaussian �
Visible edges feature
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1 Introduction

Due to the influence of atmosphere particles such scattering effect in haze weather,
it causes different degrees of reduction of the scene visibility. Quality of outdoor
images is usually degraded which loose the contrast and color fidelity. Thus it
greatly affects the processing of the video image effects and postanalysis. There-
fore, many scholars have further studied in image dehazing [1–3]. However, there
exist only few methods specifically for dehazed image quality assessment. At
present, there exist approaches to DIQA research are varied and commonly follow
one of two trends. One is quality assessment by image contrast, and the other is
quality assessment by consolidated image contrast and color. The former is the
most widely used method of Tarel and Hautière which based on the visible edge
for no-reference image quality evaluation [4, 5]. The latter, such as in [6–8], this
approach extracts features of global or local contrast from images to measure the
grade of image enhancement and combine the three indexes of hue, RGB element
and histogram similarity in order to evaluate the quality of image color. We seek to
observe that the emphasis of DIQA is the detailed and clarity of the image. So, in
this paper, we present the DIQA method based on visible edges feature of the
images.

2 Feature Extraction

2.1 Normalization Procedure

Nowadays, many researchers in the natural image multiscale transform modeling
statistical study are gratifying achievements. Ruderman has observed that applying
a local nonlinear operation to log-contrast luminances to remove local mean dis-
placements from Circularly Symmetric Gaussian and to normalize the local vari-
ance of the log contrast has a decorrelating effect [9]. In this paper, we applied this
idea to evaluate the dehazed image quality, such an operation may be applied to a
given intensity image I(x, y) to produce:

Îðx; yÞ ¼ Iðx; yÞ � aðx; yÞ
bðx; yÞ þ c

ð1Þ

Where Îðx; yÞ is the image after normalization procedure, I (x, y) is original
image, x 2 (1, 2, ���, H) and y 2 (1, 2, ���, W) are spatial indices, H and W are the
image height and width, respectively. c is a very small number that prevents
instabilities from occurring when the denominator tends to zero, in order to cal-
culate Facilitatively, we set c = 1. a and b are nonlinear normalization factor,
respectively, such as: Eqs. (2) and (3).
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aðx; yÞ ¼
XK

k¼�K

XL

l¼�L

gklIklðx; yÞ ð2Þ

g = {gk,l|k = [ -K, ���, K], l = [ -L, ���, L] is a 2D weight kernel of circularly
symmetric Gaussian function. In our implementation, we set K = 3 and L = 3.
Such as Fig. 1, where is I(x, y), and is Ikl. k and l are distance of I(x, y) from
Ikl. We found performance varies with changes in the k and L in the performance
evaluation result.

b ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XK

k¼�K

XL

l¼�L

gklðIklðx; yÞ � aði; jÞÞ2
vuut ð3Þ

2.2 Visible Edges Feature

It is clearer than the original image when the hazing image is dehazed, and its
visible edges feature intensity will be improved. The dehazed image’s noise will
interfere with the accuracy of the visible edge strength estimation, so we will
remove edge noise by the Gaussian Low-Pass Filtering.

Fig. 1 Ikl schematic diagram
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�Iðx; yÞ ¼ Iðx; yÞ � Gflðx; yÞ ð4Þ

In Eq. (4), �Iðx; yÞ is the filtered image, I(x, y) is the dehazed image, and Zero-
Mean Gaussian kernel Gfl will been defined as,

Gflðx; yÞ ¼ ke

ffiffiffiffiffiffiffi
x2þy2
pk k2

2
c2 � d ð5Þ

Where k and c are Gaussian constant, respectively, in this paper, we set k = 3
and c = 0.5. d is zero-mean parameters.

An ideal dehazing method for image restoration results should not be lost visual
information visible, at the same time the edge intensity will be improved. We
detect the normalized image’s edges of Îðx; yÞ by Canny operator, and get the
average value of the detected edges Ie(x, y). Ls is the visible edge strength of the
original image, such as Eq. (6)

Ls ¼
1

HW

XH

x¼1

XW
y¼1

Ieðx; yÞ ð6Þ

3 Experiment

In this paper, it will be verified the performance of the algorithm using experi-
ments. We select the current-advanced dehazing algorithm to compare the results,
from left to right in Fig. 2 are the results of original image, Histogram Equal-
ization Dehazing Method, Fatal’s, and He’s, respectively [10]. We can find from
Fig. 2, the subjective visual effect of Histogram Equalization Dehazing Method,
Fatal’s and He’s are strengthened successively. And the experimental results in
Table 1 were also verified the subjective view.

Fig. 2 Dehazing result of different algorithms

Table 1 Result of dehazed
image quality assessment

Image Original Histogram Fattal He

Value 0.2158 0.2275 0.2237 0.2208
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4 Conclusion and Discussion

We detailed the algorithm Visible Edges Feature extracted, and demonstrated how
features correlate with human perception. The denoising algorithms of Zero-Mean
Gaussian Filter is effective in reducing the impact of noise characteristics in the
visible edges, and the contrast and brightness impact on the experimental results
are reducing to minimize by Circularly Symmetric Gaussian Normalization Pro-
cedure. In this paper, the experimental results show that we have developed DIQA
a new approach to dehazed image quality assessment algorithm can be applied to
the current dehazing method’s assessment and compare. The halo artifacts which
often appear during dehazing process, color shits, and oversaturated by excessive
image enhanced or mistake of atmosphere optical transmission. Using all these
three factors of color tone reproduction degree, image structure information, and
visible edges feature, the effect of dehazing methods can be evaluated objectively.
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Tactics Decision-Making Based
on Granular Computing in Cooperative
Team Air Combat

Dongqi Meng, Yufei Wang, Ying Chen and Lin Zhong

Abstract For the purposes of real time and accuracy characteristics in air combat,
the granular computing theory is introduced to the tactics decision analysis in
cooperative team air combat, and a new approach to intelligent decision based on
tolerance granularity space model is presented. A complex problem can be divided
into several smaller ones, which are easily understood and solved according to the
ideal of granular computing. The tolerance granularity space model is constructed
by means of the inner-class distance defined in the attributes space. A variety of
tactical information is effectively mapped into different granular layers in order to
achieve the correct classification for tactics. In order to enhance the decision
accuracy, a reduction method of tactics features based on granular computing is
proposed, which directly gets the best and minimal reduction set to construct the
tolerance granularity space model for the best decision accuracy. The simulation
results show the model is endowed with better decision performance than the
integration model of rough sets and neural networks.

Keywords Cooperative team air combat � Tactics decision-making � Granular
computing � Tolerance granularity space model � Attribute reduction

1 Introduction

Combat situation of the team is the basis of tactics decision in cooperative team air
combat. There are various factors that affect combat situation, for example, the
number of the fighters, team location, altitude, the performance of aircrafts, and
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the performance of missiles. However, there is no exact mathematical model to
present the relation between these factors and tactics decision in cooperative team
air combat. This is a semi-structured or unstructured decision problem of how
combat situation information merges getting the final program of the tactical
decision-making. The research achievements on tactics in cooperative team air
combat at present are seldom seen. The optimization method for large-scale air
combat formation tactics based on genetic algorithm is developed in the literature
[1]. The fuzzy neural network is used to discuss air combat formation tactics
beyond the visual range in the literature [2]. The literature [3] presents the method
of tactical decision based on integration of rough sets and neural networks in
cooperative team air combat.

Granular computing is a new emerging research in artificial intelligence at
present, and simulates the intelligence of mankind when they deal with a lot of
problems with complex information. Because of the limited capacity of mankind, a
lot of complex information is divided into several simpler information blocks
according to their characteristics and performance in order to conveniently deal
with the information, namely the original ‘‘coarse’’ set of objects divided into a
large number of ‘‘fine particles’’ in the collection of small objects.

For purposes of the real time and accuracy characteristics in air combat, a new
approach to intelligent decision based on tolerance granularity space model is
presented, and it is applied for tactical decision in cooperative team air combat.

2 Basic Idea

The tactics beyond visual range in cooperative team air combat includes single
tactics and a combination of tactics. This is the key of tactics decision where the
tactics are selected quickly and accurately under conditions of complexity. The
basic idea is shown in Fig. 1. First, combined features are constructed from my
team and opponent team features and all features are normalized. The features
include single features and combined features. The single features merely depict
my team or the opponent team. The combined features are used to present a
situation between my team and the opponent team. The first step is the basis of the
decision. Then all tactical features are reduced according to an algorithm of
attribute reduction. The purpose of the step is to reduce redundant attributes for
real time. The single features and combined features are inputted into the decision
system, and the reduced attributes are obtained. The best and minimal attribute set
is obtained from reduced attributes by system reduction. Lastly, the best and
minimal reduction set is used to construct the tolerance granularity space model,
and the model is applied to tactical decision in cooperative team air combat. The
last step is the key of real time and accuracy decision-making. First, the production
samples are produced based on the best and minimal reduction set. The samples
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include training samples and testing samples. Secondly, the training samples are
used to train tolerance granularity space model, and the testing sample is used to
test the model. Thirdly, the number of granular layer is increased or not according
to outcome evaluation.

3 Constructing Combined Features

In order to make the decisions quickly and accurately, we need to get more
sensitive features. From comparative analysis of all tactical features that influence
the tactics, some combined features are more sensitive than single features [3]. As
the basis of the research, the basic principle in cooperative team air combat beyond
visual range is: my team is always in a good attacking original position and

Constructing 
combined features 

System reduction

Training samples Testing samples

tolerance granularity space 
model

Outcome evaluation

Decision model

Best and minimal reduction 
set

Decision system

Features of my team and 
opponent team

Attribution 
reduction

Combined 
features 

Produce samples 

Results output

Granular layer 
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Fig. 1 Tactical decision
system in cooperative team
air combat based on tolerance
granularity space model
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prepares for the launch before the enemy. Based on this principle, the paper selects
13 strategies in cooperative team air combat beyond visual range, which include
10 attacking strategies (seven single strategies and three combined strategies) and
three defense strategies, for example, head direct attack strategy, pincer attack
strategy, and combined thinning strategy. The following combined features are
constructed under the requirement of 13 strategies:

• Advantage function of angle ST [3]:

ST ¼ ð/A � /TÞ = p ST 2 ½�1; 1� ð1Þ

which /A, /T is the enter angle and azimuth of opposite team, respectively.

• Relative advantage function of radar SQ:

SQ ¼ ðSAQ � STQÞ = 150 SQ 2 ð�1; 1Þ ð2Þ

which SAQ is the maximum detecting distance of my radars, STQ is the maximum
detecting range of opposite radars.

• Relative advantage range function between my missiles and opposite missiles
SM:

SM ¼ ðSMA � SMTÞ = 10 SM 2 ½�5; 5� ð3Þ

where SMA is the maximum range of fire of my mediate distance missiles, SMT is
the maximum range of fire of opposite mediate distance missiles (Km).

• Relative advantage function between my radars’ upward-looking capability and
opposite radars’ downward-looking capability SR

SR ¼ ðDSS � DXSÞ = 50 SR 2 ð�1; 1Þ ð4Þ

where DSS is the upward-looking detecting range of my radars and DXS is the
downward-looking detecting range of opposite radars. Similarly, relative advan-
tage function between my radars’ downward-looking capability and opposite
radars’ upward -looking capability SR0 is obtained.

• Advantage function of velocity SV :

SV ¼ ðV2
A � V2

TÞ
�

V2
A ð5Þ

which VA is the velocity of my team, VT is the velocity of opposite team.
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• Advantage function of potential SH:

SH ¼ ðHA � HTÞ=HA ð6Þ

which HA is the height of my team, HT is the height of opposite team.

4 An Attribute Reduction Method Based on Granular
Computing

According to the theory of granular computing, the granular entropy is introduced
as the heuristic information that is used to distinguish the attribute importance, and
presents quantitatively the classification ability of attribute knowledge. The attri-
butes are reduced efficiently and the best and minimal reduction set is obtained.

4.1 Basic Definition

Definition 1 Assume U=R ¼ fX1;X2; . . .;Xng is the knowledge of a finite set of
objects U, the granular entropy of knowledge is

IðU=RÞ ¼ �
Xn

i¼1

GðXiÞ logGðXiÞ ð7Þ

where GðXiÞ ¼ jXij=jUj, �j j denotes a base of set.

Definition 2 An information system is a quadruple S ¼ ðU; A; V; f Þ, A ¼ C [ D
is a finite attribute set of objects and A is divided into two sets, conditional
attributes C and decision set D. Every attribute a 2 R, Va denotes its value domain.
Every attribute has a decision function f : U � R! V . Assume B � C, then the
rule F that S and B produce is presented as:

F ¼ ^fða; vÞ : a 2 B and v 2 ðVa [ f�gÞg ! d ¼ vd

where vd 2 V , the symbol ‘‘*’’ denotes that attribute value is independent of this
rule. Assume P 	 C, importance of any attribute a 2 C � P relative to decision
attribute D is:

Sigða;P;DÞ ¼ IðD=PÞ � IðD=P [ fagÞ ð8Þ

This shows the importance of any attribute a 2 C � P about attribute set P is
the measure that attribute a added to P causes changes in the amount of
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information. The value Sigða;P;DÞ is greater, attribute a 2 C � P is more
important for attribute set P.

4.2 Reduction Algorithm

According to the concept of relative importance, the most important attribute is
added to reduction set until relative granular entropy on decision attribute is equal
to relative granular entropy between condition attribute set and decision attribute.
The specific steps are as follows:

(1) Compute relative granular entropy between conditional attribute set and
decision attribute, namely IðD=CÞ;

(2) Compute granular entropy of every conditional attribute in the conditional
attribute set, and conditional attribute with biggest granular entropy is
thought as a parameter of reduction set, namely IðU=fcgÞ; c 2 C;
P ¼ max IðU=fcgÞ;

(3) Determine if the information of reduction set is equal to that of nonreduction
set IðD=PÞ? ¼ IðD=CÞð Þ. If it is certain, switch step (6), else switch step (4);

(4) Compute importance of the other conditional attributes and get the
conditional attribute with biggest granular entropy, namely SigPðcÞ,

ci 2 C � P max Sig cið Þð Þjf g c 2 C � Pð Þ;
(5) Add the conditional attribute of last step to reduction set, namely Switch step

(3);
(6) Output best and minimal reduction set REDðCÞ, namely REDðCÞ ¼ P.

If we get several features with maximum value in the process of reduction, the
feature parameter that focuses on the front has priority.

5 Intelligent Decision Method Based on Tolerance
Granularity Space Model

5.1 Basic Definition

Definition 3 [4] Tolerance relation is reflexive and symmetric binary relation. The
distance function is used to present the tolerance relation:

disða; b jx; dÞ ,
Pn

i¼1 xiðai 
 biÞ� d, where a ¼ ða1; . . .; anÞ, b ¼ ðb1; . . .; bnÞ;

ai 
 bi ¼
1; if j ai � bi j[ r
0; if j ai � bi j � r

�
i ¼ 1; . . .; n � a; b. is a n-dimension vector, ai; bi
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is tactical feature value, respectively, r is called tolerance granule, x is a n-
dimension weight vector, d is a parameter of tolerance relation.

Definition 4 Zheng et al. [4] Tolerate granule consists of intension and extension.
The intension is assigned a vector and the extension is a set of objects or granules.

In this paper, the intension is tactical rule and the extension is a set of objects
that are compatible with intension. If objects of extension in a granule conflict with
tactical rule, this granule called conflict tolerates granule, else it is called com-
patible tolerate granule. Intension of compatible tolerate granules can only be used
as tactical rule. However, cooperative team tactical features may overlap to dif-
ferent degrees in the same attribute because of different types of tactical states. It
influences the credibility of tolerate granule’s intension, therefore the concept of
confidence level of tolerate granule is introduced into conflict tolerate granule.
Intension of conflict tolerate granules can also be used as tactical rule.

Assume Ncd is the number of samples that satisfy the condition c ¼ v and
d ¼ di, Nc is the number of samples that satisfy the condition c ¼ v. Then, the
confidence level of tolerate granule is defined as CLðaiÞ ¼ Ncd=Nc. According to
Definition 2, the tactical rule in tolerate granularity space model is defined as:

F ¼
a1 ¼ ev1ð Þ ^ a2 ¼ ev2ð Þ. . . ^ an�1 ¼ evn�1ð Þ
! d ¼ vd max CL aið Þð Þ�CLv

0 else

8><
>:

ð9Þ

where evi i ¼ 1; 2; . . .; n� 1ð Þ is the mean of samples in ith feature and CLv is
valve value of confidence level.

The confidence level of compatible tolerate granule is 1. If confidence level of
conflict tolerate granule is greater than valve value, its intension is credible. In
order to compute the classifying capability of decision rule, the concept of support
degree for tolerate granule is introduced.

If the number of samples that extension of tolerate granules covers is N 0 and the
number of all samples is N, the support degree for tolerate granule is defined as
S ¼ N1=N.

5.2 Construct Tolerate Granularity Space

Tactical feature values are discrete in tactics decision model for cooperative team
air combat. The same feature values of different tactics have these ranges them-
selves that are not fixed. These change with equipment of my and opposite team and
combat environment. According to the characteristic of data itself and Definition 3,
the feature values of tactical samples are centered and all samples that center the
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center and that the difference between feature values and center is less than or equal
to r are searched by tolerate granularity r. The samples are attributed to a com-
patible tolerate granule. By changing the weight vector x to adjust the sample
center, all compatible granules are obtained. The tolerate granularity space is

r ¼ Ds � x ð10Þ

where Ds ¼ ðds1; ds2; . . .; dsnÞ is distance vector that is made up of minimal intra-
class distances for every feature. In the process of constructing tolerate granularity
space model, feature attributes are selected with the change of vector x. The
elements of x belong to interval (0,1) and r is adjusted with the change of vector
x. Because constructing tolerate granules produces tactical rule, when d ¼ 0,
distance function is the equivalence relation.

5.3 Tactical Decision Algorithm

Based on tolerate granularity space model, from the first layer all samples for
decision making are computed according to tactical rules. The following concrete
steps are followed:

(1) Select initial granular set GS;
(2) Cycle the following steps for each of the testing samples for decision-making;
(3) If there is only one matching compatible tolerate granule, or there are several

matching compatible tolerate granules whose intension present the same
decision of tactical rule, then switch step (7);

(4) If there are several matching compatible tolerate granules that have sub-
granules, then switch step (6);

(5) If there are several matching compatible tolerate granules that have no sub-
granules, then compute the support degrees of several granules and determine
samples to be decision making based on tactical rule with the maximal
support degree. If there are several tolerate granules with the maximal sup-
port degree, compute the distances between the objects for decision making
and the tactical rule and select the object with minimal distance as the
decision result. Switch step (2) and make a decision for the next testing
sample;

(6) Assume the number of maximal layers of these matching compatible tolerate
granules is i, select all matching compatible tolerate granules’ iþ 1 th off-
spring granules for constructing decision granular set GS0 and make decisions
based on tactical rules denoted by the intension of tolerate granules in set GS0.
Switch step 3);
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(7) If the decision result of the object to be decision making is tactical rule
presented by matching tolerate granule’s intension, switch step (2) and make
a decision for the next sample.

6 Performance Study

400 samples are selected. 300 samples are used to train the model, and 100
samples are used to test the model. According to training samples, combined
features are constructed. Then all features (17 single features and 7 combined
features) are normalized. Granular entropy of each feature is computed (Fig. 2).
The reduction algorithm is used to get 7 dimension reduction attribute set that
consists of 4 combined features and 3 single features. They are advantage function
of angle, relative advantage function of radar, relative advantage range function of
missile, relative advantage function between my radars’ upward-looking capability
and opposite radars’ downward-looking capability, distance, height of opposite
team and shooting states of opposite missiles. In order to compare with each other,
5–7 attributes in reduction set with maximal granular entropy are selected an used
to construct tolerate granularity space model, respectively (CL ¼ 0:9). 1–2 fea-
tures that are removed with maximal granular entropy is added into the reduction
set, and 8–9 features are used to construct tolerate granularity space model,

Serial numbers of features

G
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la

r 
en

tr
op

y

Fig. 2 Granular entropy
of features

Table 1 Tactics decision results in cooperative air combat

The number of features 5 6 7 8 9
Decision accuracy (%) 88.6 90.0 92.3 92.4 91.1
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respectively (CL ¼ 0:9). The results are shown in Table 1. The results show that
the reduction algorithm is effective.

The model presented by this paper is compared with the decision method based
on fuzzy neural network presented by Ref. [2] and the decision method based on
integration of rough sets and neural networks is presented by Ref. [3]. The decision
accuracy of the method presented by Ref [2] is 56.9 % and that of the method
presented by Ref. [3] is 79.6 %, and is lower than the accuracy of this method
(92.3 %). The method presented by Ref. [2] does not reduce redundant features.
Although the method presented by Ref. [3] reduces redundant features, the two
methods deal with information at only one level or on a particular set from the
perspective of granular computing and does not take advantage of the relation and
interaction between granules. The simulation shows the method takes more
advantages of tactical information provided by feature values in the same features
than other methods.

7 Conclusion

Based on the attribute reduction algorithm and tolerate granularity space model,
intelligent decision method with the basic idea of granular computing is presented
in this paper. Attribute reduction algorithm can reduce tactical features effectively
and remove all unnecessary features. A variety of tactical information is mapped
into different granular layers using tolerate granularity space model in order to
achieve the classification for tactics. The tactics decision problem for cooperative
team air combat is solved by dealing with not only the classification of attacking
tactics, but also defending tactics, especially combined tactics. Therefore, it
increases the difficulty of decision problem. The decision accuracy of the model
for variety tactics in this paper is 92.3 %. It states that the tolerate granularity
space model has good decision-making capacity for cooperative team air combat.
Compared with other models, the simulation results show the superiority of the
proposed method.
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(No. 2010AA8090514C).
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Graph Cuts-Based Feature Extraction
of Plant Leaf

Feng-hua Lv and Hang-jun Wang

Abstract As leaf is one of the most important organs in a plant, contour features
of plant leaves are important for the identification of plant species. So researchers
have proposed many methods to improve the progress of the plant identification. In
this paper, we present a graph cuts-based method using Min-Cut/Max Flow
algorithm to obtain the leaf blade section. Then, five basic features are computed
to further obtain six digital morphological features. These experimental results
show that the graph cuts algorithm and the presented leaf features are important for
leaf recognition.

Keywords Plant leaf � Graph cuts � Statistical features � Feature extraction

1 Introduction

There are about 250,000 species of flowering plants that have been named and
classified on earth [1]. It is impossible for a man to know more than a tiny fraction
of the total number of plants, which makes the further research difficult. So pro-
viding a computer plant identification system for the central management of plant
data becomes very significant.

Although flower and fruit characters have proved very useful in both botany and
paleobotany, these organs are not available for study. So, in spite of the success of
Linnaeus’s sexual system and its descendants, there is a great need to be able to
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identify and classify dispersed leaves [2]. Leaf is one of the most important organs
in a plant, also venation and contour features of plant leaves are important for the
identification of plant species, the exploration of genetic relationship among
plants, and the reconstruction of accurate surface models.

Classification of leaves can occur through many different designative schema,
and the type of leaf is usually characteristic of a species, although some species
produce more than one type of leaf. External leaf characteristics (such as shape,
margin, hairs, etc.) are important for identifying plant species, and botanists have
developed a rich terminology for describing leaf characteristics. These structures
are a part of what makes leaves determinant; they grow and achieve a specific
pattern and shape, then stop. Other plant parts like stems or roots are nondeter-
minant, and will usually continue to grow as long as they have the resources to do
so [3, 4].

In the past decade, various approaches have been proposed for characterising
plant leaves. For example, Baker used Digital image processing to estimate leaf
area of Douglas-fir trees (Pseudotsuga menziesii) as a nondestructive technique in
1996 [5]. Chien developed an image processing algorithm using the elliptical
Hough transform to determine position, orientation, and leaf area of seedling
leaves from top-view images [6]. Four varieties of vegetable seedlings at various
growth stages were used to test the efficacy of the measurement algorithm. Iwata
investigated the inheritance of citrus leaf shape by analyzing a diallel set of crosses
of five citrus varieties/selections by leaf contours extracted by image processing
and described with elliptic Fourier descriptors [7]. The results indicate that elliptic
Fourier descriptors can be successfully applied to the quantitative genetic analysis
of citrus leaf shape.

These methods mostly concentrated on the contour representation for the reco-
nition of the leaf, and typically this division is based on low level cues such as
intensity, homogenity, or contours. Four popular approaches based on such cues
are threshold techniques, edge-based methods, region-based techniques, and
connectivity preserving relaxation methods [8]. But these approaches’ difficulty
lies in formulating and including prior knowledge into the segmentation process.
Segmentation by computing a minimal cut in a graph is a new and quite general
approach for segmenting images in recent years. This approach guarantees global
solutions, which always finds best solutions, and in addition these solutions are not
depending on a good initialization.

As applied in computer vision, graph cuts can be employed to efficiently solve a
wide variety of low-level computer vision problems, such as image smoothing, the
stereo correspondence problem, and many other computer vision problems that can
be formulated in terms of energy minimization. For example, Zhou [9] presents
four technical components, i.e., color, texture information, structure tensors, and
active contours, to improve graph cut-based algorithms, which are developed to
tackle the problem of segmenting a foreground object out from its complex
background. The integration of these components overcomes the difficulties in
handling images containing textures or low contrast boundaries and producing a
smooth and accurate segmentation boundary. Zheng [10] proposed a modified
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localized graph cuts-based active contour models with a narrow band energy
function to solve local segmentation in the presence of surrounding nearby clutter
and intensity inhomogeneity. Yang [11] proposed a color-texture descriptor to
enhance the effects of segmentation by integrating the compact multi-scale
structure tensor (MSST), total variation (TV) flow, and the color information. Kim
[12] presented an object segmentation method using a histogram-based graph cut
algorithm with automatically generated label maps, which consists of three steps
including, preprocessing, label map generation and update, and object
segmentation.

In this paper, we present a new Min-Cut/Max Flow algorithm to improve the
performance of standard augmenting path techniques on graphs in plant leaf sta-
tistical features extraction. Standard augmenting paths-based algorithms, such as
the Dinic algorithm [13], work by pushing flow along nonsaturated paths from the
source to the sink until the maximum flow in the graph G is reached. The new min-
cut/max-flow algorithm belongs to the group of algorithms based on augmenting
paths, which builds search trees for detecting augmenting paths [14]. Experimental
results show that the graph cuts algorithm present a well segmentation perfor-
mance in plant leaf. Moreover, segmentation results are the guarantee for further
extracting statistical features of plant leaf accurately.

2 Image Segmentation with Graph Cuts

2.1 Background on Graph Cuts

A graph cut is the process of partitioning a directed or undirected graph into
disjoint sets. Here, we define some terminologies that will be used in this paper for
explaining the graph cuts-based image segmentation method.

A directed-weighted (capacitated) graph G ¼ ðV;EÞ consists of a set of nodes
V and a set of directed edges E that connect them, where V ¼ fv1; . . .; vng corre-
sponds to the image elements, which might represent pixels or regions in the
Euclidean space. Each edge ðvi; vjÞ 2 E has a corresponding weight wðvi; vjÞ which
measures a certain quantity based on the property between the two vertices con-
nected by the edge. A graph usually contains some additional special nodes that are
called terminals, which correspond to the set of labels that can be assigned to pixels
in computer vision fields. If we concentrate on the case of graphs with two terminals,
the terminals are usually called the source, s, and the sink, t. In Fig. 1a, we show a
simple example of a two terminal graph on a 3 9 3 image with two labels.

Normally, there are two types of edges in the graph: n-links and t-links. n-links
connect pairs of neighboring pixels. Thus, they represent a neighborhood system in
the image. The cost of n-links corresponds to a penalty for discontinuity between
the pixels. t-links connect pixels with terminals (labels). The cost of a t-link
connecting a pixel and a terminal corresponds to a penalty for assigning the
corresponding label to the pixel.
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2.2 Energy Function and Minimized Method

Image segmentation partitions an image into some mutually exclusive compo-
nents, such that each component A is a connected graph G0 ¼ ðV 0;E0Þ, where
V 0 � V ;E0 � E, and E0 contains only edges built from the nodes of V 0. This
process can be performed with cuts associating energy to each cut. So these
techniques finding energy minimizing cuts in graphs have received a lot of
attention in the computer vision field.

Strategies for optimizing the energy functional can be various. For those
defined on discrete set of variables, the combinatorial min-cut/max-flow graph cut
algorithm [15] is a prominent one. Greig is the first to find out that powerful min-
cut/max-flow algorithms can be used to minimize certain energy functions [16].
The energy function is defined by:

Eðf Þ ¼
X
p2P

DpðfpÞ þ
X
ðp;qÞ2N

Vp;qðfp; fqÞ ð1Þ

where N is a set of all pairs of neighboring pixels. fp is the label of the image pixel
p. Dp measures how well label fp fits pixel p given the observed data. Vp;q is the
boundary term for measuring the interaction potential.

The goal of this energy function is T find a labeling f that assigns each pixel
p 2 P a label fp 2 L, i.e., fulfill the task of image task.

In this paper, we use the graph cut energy functional encodes both the con-
strains from user interaction and the regularization of the image smoothness under
the MAP-MRF method of Greig et al. by incorporating additional contextual
constraints into minimization of the Potts energy:

Fig. 1 Example of a directed capacitated graph. Edge costs are reflected by their thickness [14].
a A graph G. b A cut on G
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Eðf Þ ¼
X
p2P

DpðfpÞ þ
X
ðp;qÞ2N

Kðp;qÞ � Tðfp 6¼ fqÞ ð2Þ

where, function T is 1 if the condition inside the parentheses is true and 0
otherwise. Suppose I is the observed image and Ip is the intensity observed at pixel
p 2 P. Then,

DpðfpÞ ¼ min fp � Ip

�� ��2; const
� �

ð3Þ

Here, let the label fp should be close to the observed intensity Ip. The parameter
const is used to make the data penalty more robust against outliers, i.e., pixels
which do not obey the assumed noise model. The algorithm is very stable with
respect to const which simply helps to smooth out the few outlying pixels.

The intensities of pixels in the first image contain information that can sig-
nificantly influence our assessment of disparities without even considering the
second image. We can easily incorporate contextual information into the frame-
work by allowing Kðp;qÞ to vary depending on the intensities Ip and Iq. Let,

Kðp;qÞ ¼ U Ip � Iq

�� ��ffi �
ð4Þ

Each K p;qð Þ represents a penalty for assigning different disparities to neigh-
boring pixels p and q. In practice, Boykov [17] found the following simple
function to work well:

U Ip � Iq

�� ��ffi �
¼ 2u if Ip � Iq

�� ��� 5
u if Ip � Iq

�� ��[ 5

�
ð5Þ

where, u is the Potts model parameter in Eq. (1).

2.3 Features Extraction of Plant Leaf

For the study of plant leave classification, we are concerned with the morpho-
logical characteristics, such as leaf shapes, leaf apex, leaf base, leaf margin, leaf
lobes, leaf venation, etc. So it needs to define many leaf features to obtain these
characteristics. In this paper, we first use five basic geometric features, physio-
logical length, physiological width, area, perimeter, and diameter. Then, based on
such five basic features, we can define six digital morphological features used for
further leaf processing.

The five basic features are defined as follow:

(1) Physiological length: The distance between the two terminals of the main
vein of the leaf is defined as the physiological length, which is denoted as Lp.
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(2) Physiological width: The line passing through the two terminals of the main
vein, one can plot infinite lines orthogonal to that line. The longest distance
between points of those intersection pairs between those lines and the leaf
margin is defined as the physiological width, which is denoted as Wp.

(3) Area: The value of leaf area is easy to evaluate, just counting the number of
pixels of foreground value on smoothed leaf image. It is denoted as A.

(4) Perimeter: Leaf perimeter is calculated by counting the number of pixels
consisting leaf margin, denoted as P.

(5) Diameter: The diameter is defined as the longest distance between any two
points on the margin of the leaf. It is denoted as D.

Based on the five-basic features introduced above, we can define six digital
morphological features used for further processing.

(1) Aspect ratio:

Lp=Wp ð6Þ

(2) Form factor:

4pA=P2 ð7Þ

(3) Rectangularity:

LpWp=A ð8Þ

(4) Narrow factor:

D=Lp ð9Þ

(5) Perimeter ratio of diameter:

P=D ð10Þ

(6) Perimeter ratio of physiological length and physiological width:

P=ðLp þWpÞ ð11Þ

3 Experiments

A database containing many color leaf images with different leaf characteristics
from 32 plant species in Hainault Forest Website, http://www.hainaultforest.co.uk/
was used to conduct the experiments.
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Fig. 2 Experiment results for plant species Carpinus betulus. a presents leaf image; b segmen-
tation result with graph cuts; c blade section of the leaf; d edge of the blade (c)

Table 1 Five basic features Features Value

Physiological length Lp 359
Physiological width Wp 214
Area A 55,214
Perimeter P 1,180
Diameter D 371

Table 2 Six morphological
features

Features Value

Aspect ratio Lp=Wp 1.6776
Form factor 4pA=P2 0.4983
Rectangularity LpWp=A 1.3914
Narrow factor D=Lp 1.0334
Perimeter ratio

of diameter
P=D 3.1806

Perimeter ratio
of physiological
length and
physiological width

P=ðLp þWpÞ 2.0593
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Here, we use the plant species Carpinus betulus as an example to illustrate our
method’s performance and the features extracted from this sample. The image
segmentation is finished by graph cuts introduced in Sect. 2. The parameters used
in energy function which is minimized via graph cuts are referred to the Kol-
mogorov’s paper shown in [18]. The experiment results for C. betulus are dem-
onstrated in Fig. 2. In this figure (a) presents leaf image; (b) segmentation result
with graph cuts; (c) blade section of the leaf; (d) edge of the blade (c).

From Fig. 1, we can find that graph cuts have the capability to complete the
segmentation task of plant leaf. In Fig. 1b shows that different color region rep-
resents different object, which are background, with reddish brown; blade with
yellow; petiole with cyan. So, with graph cuts method, we can get all the com-
ponents from leaf image. Thus, leaf features can be calculated from these com-
ponents, such as physiological length, which is based on two terminals of the main
vein of leaf.

After obtaining the segmented image, five basic features are computed, which
are listed in Table 1. Based on five basic features, we can also easily compute the
six digital morphological features defined in Sect. 2.3. These leaf features in
Tables 1 and 2 can be used to form leaf characteristics, which are important for
leaf recognition applications.

4 Conclusions

This paper introduces a graph cuts-based method using Min-Cut/Max Flow
algorithm to obtain the leaf blade section. A good segmentation result is important
for further extracting statistical features of plant leaf accurately, which is the
premise of the identification of plant species.

As we known, providing a computer plant identification system for the man-
agement of plant data becomes very significant. However, automatic plant species
recognition based on leaf is just a wish up to now. How to segment leaf compo-
nents from various difficult backgrounds and what leaf features can represent plant
species? There is still a lot of work waiting for us to accomplish.
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Research on Integration of 3D Digital
Definition for Marine Diesel Engine Parts

Hui Zhang, Ge Yang and Sheng-wen Zhang

Abstract Integration method of expressing and exchanging information based on
3D digital definition is proposed for design and manufacturing of marine diesel
parts in order to address the inconvenience of information presentation and
obstruction of message delivery in currently 3D modeling and 2D drawing com-
bination way. To express the design intent such as geometrical dimension and
tolerance in integrated model, annotations are attached which will be employed to
plan the routine, and to set the technical parameters during process planning.
Process models with saved attributes and values are adopted for presentation and
visualization of process planning courses. To handle complication of notes and
overlapping of figures because of complex of marine diesel parts, view set clas-
sification is processed to manage the intricate information so that details can be
presented completely exactly and reasonably. On the NX software platform,
internal storage data format and symbolic demonstration mappings are analyzed
for extraction of information, and secondary development are implemented to offer
ways of information application usage. At last, the integrated 3D digital definition
and application of marine diesel engine parts are realized.

Keywords Digital definition � Integration � Marine diesel parts

1 Introduction

Nowadays, in the processing of marine diesel engine parts, the product definition
information is expressed by 2D drawing and 3D models together. The parts are
designed in 3D model, but the conventional 2D engineering drawings are still the

H. Zhang (&) � G. Yang � S. Zhang
School of Mechanical Engineering, Jiangsu University of Science and Technology,
Zhenjiang, China
e-mail: zimmerman532@yahoo.com

Z. Wen and T. Li (eds.), Practical Applications of Intelligent Systems,
Advances in Intelligent Systems and Computing 279,
DOI: 10.1007/978-3-642-54927-4_90, � Springer-Verlag Berlin Heidelberg 2014

937



main manufacturing basis. This 3D modeling combined with 2D drawing mode is
a great obstruction for efficiency improvement of factory production [1], which
causes the inconvenience of information presentation and delay of message
delivery and thus strongly affects the benefits of the company.

The marine diesel parts are fairly shape complex and has great impact on the
engine’s function performance, so high manufacturing standards are required [2].
Engineering drawings are inefficient for conveying such complex shapes and many
redundant drawings are needed to express one single part. In such condition, the
design information is pro to error. Considering, 3D modeling with 2D drawing are
not quite fit for the design and manufacturing of marine diesel engine parts
because that parts’ information transmission are involuntarily broken and thus are
not passing fluently through the entire manufacture workflow.

A new design and manufacturing pattern focusing on the integration and
complexity of the marine diesel engine parts are proposed, which utilizes one
single software platform for integrated 3D design with modeling and process
planning. CAD and CAPP are merged together, and model modification demands
can be delivered seamlessly, thus integration degree is quite high. Product infor-
mation such as design intent, process planning, detailed parameters, are all based
on 3D digital modeling with annotations attached.

To handle complication of notes and overlapping of figures because of complex
of these parts, view set classification is processed to manage the intricate infor-
mation so that details can be presented completely, exactly, and reasonably.
Digital data and normal GB figures correspondence are also analyzed to study the
3D digital information extraction. At last, NX secondary development are done to
demonstrate the capability to join the scattered information and to simple the
complicated operation and thus decrease the high requirement of operators [3].

2 3D Digital Definition of Marine Diesel Parts

3D Digital Definition is basically Model-Based Definition (MBD) which uses the
integrated 3D models to completely express the product definition information.
The expression method and labeling rule of all Product Manufacturing Information
(PMI) such as dimension, tolerance, and manufacturing requirement has been
provided in detail [4–6]. In MBD, 3D models became the sole manufacturing
basis, and changed the traditional method that takes the engineering drawing as
main manufacture basis but 3D models as auxiliary only. Full 3D geometric
information and nongeometric information expression method are studied with
respect to MBD standards, i.e., ASME Y14.41 and GB/T 24734, and view set
classification are proposed to organize and manage the related information.
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2.1 Detailed 3D Representation of Marine Diesel Parts

For this research, cylinder cover, one of the most typical parts of the marine diesel
engine is utilized for analyzing the validation and efficacy of our approach. Cyl-
inder cover is complicated for its working condition of multi liquid fluid medium,
structural intricacy of complex geometry boundary and combustion space sur-
rounded by base plane, piston top, and cylinder inwall, so it is quite mistakable on
engineering drawings.

2.2 ‘‘Feature’’-Based Modularization of Definition

Because of the complication of cylinder cover, group technology discipline is used
for modularization and unitization of the same or similar areas on the design model
to simplify the definition, and these areas are defined as various sorts of features.
These features’ definition includes geometric shape and nongeometric information,
and are packaged and expressed as a whole. They can be displayed as columns of
features with tags and attributes in the 3D modelling software platform. While
being used for CAD stages, definitions are only needed once by operators, and then
features can be used anywhere for the same type without being sectioned or
annotated. So the trivial and time-consuming detailed definition work only needed
to be done onetime. This method is quite effective for complicated parts with many
duplicate features on it.

2.3 Information Management

Cylinder cover has many geometric and nongeometric information for its com-
plexity, and if they are all annotated and shown together, tremendous symbolic and
lines are displayed on the computer’s limited desktop, and causes inconvenience
and visual confusion. So Information organization and management are required.
In this research, View set classification is proposed for managing different kinds of
information. Model viewing is provided by most CAD modeling software. In our
view classification, views are categorized according one specific rules, i.e., dif-
ferent PMI types such as dimension and tolerance, or usage such as milling and
lathing et al. During CAD phase, necessary views are appended. The application
not only can be adopted in CAD’s attribute classification, but also be used in
CAPP’s stages. During process planning, different working steps and areas can be
described. The classification is illustrated in Fig. 1.

Research on Integration of 3D Digital Definition... 939



3 3D Process Modeling and Application

In the traditional 2D process planning, products’ information coordination within is
rather low level, the parts’ process models’ dimension, tolerance, and roughness,
etc., are not effectively associated with CAD models and sometimes even not
connected with them. While process planning, the CAD 3D models are first trans-
mitted and exported to another data formation, e.g., lightweight model, and then
handled in another specific process planning software. This work line costs many
efforts. In our full 3D product definition, 3D modeling are used as the sole carrier of
product information including process modeling. So the features and parameters can
all be utilized for engineering procedure establishment. And the integration is
enhanced and efficacy is improved. The details are illustrated in Fig. 2.

The cylinder cover digital modeling is on NX software platform, and so does
the 3D process planning. There is no need to consider the compatibility of engi-
neering procedure determination and process planning with main design platform
according with the integration discipline of design and fabrication [7]. Association
technology is used, and associated copy of geometry is carried out to build in
process models and to simulate the real working procedure. So the overall infor-
mation association can be ensured to unify the one data source.

Front view

Work step1

…
…

New view

View set 1

Work step1
…
…

Information express

    Type 1

Type 1 Work step2 Type 2 Work step n Type n

Front view

Work step n

Right view
…

…
New view

View set n

Work step1
…
…

    Type n

Type 1 Work step2 Type 2 Work step n Type n

…
…

CAD  phase

     CAPP  phase

Right view

Information express

Fig. 1 Different stages and different types of full 3D information management by view set
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4 Implementation and Application

All our implementations are based on NX software.

4.1 Information Extraction

So the overall information association can be ensured to unify the one data source.
The PMI information extraction is based on NX/Open secondary development
with C++ language. The detailed procedure is described as follows: read the
cylinder cover parts, initialization the PMI collection, define and set the iterate,
traverse through the PMI structure, main dimension, tolerance, and attached notes
can all be collected. The extraction flow path of dimension is illustrated in Fig. 3.
Other kinds of PMI are the same.

4.2 Implementation of PMI Feature

Definition of 3D digital model can be realized by information representation
method called attribute expression way, different kind of PMI information can be
annotated by different kind of attributes. The associated feature or geometry is
connected, detailed parameters can be stored by attribute values for further
manufacturing. By secondary development, annotation class related functions are
fully exploited, the legacy UG/Open tag can also be used. The one typical
extraction result of cylinder cover is demonstrated in Fig. 4. The diameter
dimension together with form and position tolerance are extracted with respect to
structural trees and 3D models.

3D CAD 3D CAPP

“ Feature” A

“ Feature” B

“ Feature” N

… …

3D Process Model  

Process Model No.

Name of Process Model 

Process

Step

Geometry 
Information

Non Geometry 
Information

3D Annotation

Attribute

Structure 

Modeling method

Coordinate system

Positioning base

Process planning

Roughcast

Process

Machining features

  Process Version No.

Process Planning No.

Part Number

Visualization

… …

… …

  Expression of digital definition Information

View Set 1 

View Set n

Subview 1

Subview n

Attribute 
Expression

Information
Expression

Fig. 2 Design and process integration block diagram

Research on Integration of 3D Digital Definition... 941



4.3 The Mapping Relationship of Internally Store
Information and Graphical Information on NX Software

Because of information extraction based on three-dimensional modeling software
platform, three-dimensional marked symbols have their special storage format,
The NX platform identify such format and then turning into engineering drawing
logo which displayed on the full three-dimensional model. The mapping rela-
tionship of internal storage symbol information and display symbol information
that exists. For example: insert the diameter symbol u and Su, the, respective,
contents of the internal stored are: \O[ and S \O[. This leads to the result of
extract information content is stored internally, so establish a mapping mechanism
is needed. The other symbols Mapping situation are as shown in Table 1.

Start

Part file read into the 
model

 traversing  PMI tree of 
dimension information

Dimension 
collection 

pointer

Extraction dimension 
information

Whether to extract all the 
dimension information 

The end of dimension 
information extraction

Next type of information 
extraction

yes

no

… …

End

Determine 
the return

Fig. 3 Process of
information extraction
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4.4 Application

Based on the previous research, application on full 3D digital definition for cyl-
inder cover is developed. The work flow and interface is illustrated in Fig. 5. First,
digital definition is carried out by NX software modeling and PMI annotation for
geometric and nongeometric information. The notes and attributes are attached,

Active View:SI-SI
558   Diameter dimension!
Display in views:SI-SI
Main value <O>55
Dimension precision:2
Tolerance type:|xxx|
Upper tolerance  :-0.100000mm,    
Upper tolerance accuracy:3 
Lower tolerance  :0.100000mm,    
Lower tolerance accuracy:3 

Fcf:
1_562: 
Display in views:SI-SI
Tolerance type:Position accuracy
Frame type:Single Frame  
Shape:no zone shape
Tolerance value:<O>0.4  
Modifiers: No Modifier
First reference X   Primary MCM: none
Second reference:2X   Secondary MCM: none
Additional text:<My Feature Control Frame>

Position tolerance extraction

Feature: Valve Plunger Mouth

Dimension information extraction

Fig. 4 Feature-based information extraction

Table 1 The mapping relationship between storage symbol and graphical

Symbolic name Countersink Countersunk
hole

Depth Slope Square Between
insert

Insert
ohm

NX symbol ∨ ∠ ↔ Ω
Mapping

information
\#C[ \#B[ \#D[ \#G[ \#F[ \#h[ \$2[
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with notes classified by different annotation planes and different view sets,
attributes by wrapped features. Then information are extracted and design intents
are identified for process planning, and the necessary detail information can be
obtained by operator’s selection. Then they can be output to be further used in
following CAPP and CAM phases.

5 Conclusion

Full 3D product definition is a research focus, in which the one data source
information and obtainment is the bottleneck. For the complexity of marine diesel
engine parts, attributes, and notes are attached to the 3D model during CAD phase,
to build the full definition without engineering drawings. And this 3D model serves
as the only one information carrier through the entire design and manufacture
workflow. All CAD and CAPP work can be done in one software platform and
high integration can be achieved. Feature definition and view set classification are
proposed to organize and manage the complicated product information. The
information extraction is also fully exploited. The automation can be improved by
our approach. And as a exploration of MBD application in shipping industry [8], it
has great application prospect, and can be spread out. The 3D digital definition
application for CAM will be our following research emphasis and direction.

Fig. 5 Interface of the system operation
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The Temperature Control of Laser
Thermal Desorption System Based
on Parameters Self-Tuning Fuzzy PID
Algorithm

Buyun Wang, Linna Ma, Xiaoyan Liu and Jianguang Zhou

Abstract In view of the high-power laser could make the temperature rise on the
samples, this paper proposes a controller based on parameters self-tuning fuzzy
PID algorithm. The controller can be not only applied to the single control object
based on Fuzzy empirical formula according to the PID parameters online cor-
recting, but also can effectively deal with the temperature control model of LTDS
uncertainly, nonlinear, time-varying, hysteresis, and so on. And in this paper, we
make a simulation comparative experiment between the traditional PID control
and the fuzzy adaptive PID control by using Matlab Simulink toolbox. The
experiment result shows that fuzzy adaptive PID is better than the traditional
control algorithm on overshoot, settling time and other performance indicators,
and it can effectively improve control accuracy of the temperature control system.

Keywords Laser thermal desorption system � Temperature control � Fuzzy
adaptive PID controller � MATLAB simulation

1 Introduction

Laser beam in the laser thermal desorption system (LTDS) is highly concentrated
relying on electric energy, and in the process it can generate prodigious amounts of
heat rapidly. Due to the nonlinearity, time-varying, and hysteresis quality of the
temperature control system, it is impossible to establish a precise mathematical
model, and then the control effect of the conventional PID control algorithm is
difficult to achieve the ideal effect. However, compared with the traditional PID,
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fuzzy adaptive PID algorithm has the advantages of fast response speed, small
overshoot, strong anti-interference ability, and good control performance. Fuzzy
adaptive control does not need to establish accurate mathematical model because it
could make use of fuzzy logic reasoning to complete the control decision process
by utilizing the fuzzy rule base, which is set up based on expert knowledge and the
experience of the operator [1]. Allow for temperature is the main monitoring
parameter for LTDS, the fuzzy adaptive PID controller that is designed in this
paper can respond and adapt to all kinds of complicated situations in the most
effective way (Fig. 1).

Aiming at the high requirements of stability and reliability to the LTDS, this
article puts to use infrared temperature sensor and signal conditioning circuit with
high sensitivity, stc12c5a60s2 to complete the A/D conversion function and the
improved parameters self-tuning fuzzy PID algorithm to guaranteed the perfor-
mance index of the system.

2 Design of Fuzzy Adaptive PID Controller

The nature of the fuzzy adaptive PID controller is online adjustment of the PID
controller parameters according to the fuzzy control rule. We can see from Fig. 2,
the error (E) and the rate of change of error (EC) are input variables, DKp, DKi and
DKd are output variables [2, 3]. Fuzzy subsets of variables in this article are all
{negative big, negative middle, negative small, zero, positive small, positive
middle, positive big} ({NB, NM, NS, ZO, PS, PM, PB} for short) and are taken
[-6, 6] as basic range. We choose Gaussian functions to define membership
functions of input variables, while triangle functions are selected to the output
variables.

The tuning principle of PID control parameters [4–6]:

(1) The effect of coefficient of proportionality Kp is to accelerate the response
speed and improve system regulation accuracy. With the increasing of Kp, the
system will show a faster response speed, higher regulation accuracy, how-
ever it is easy to arouse overshoot even lead to instability. While it will
reduce the regulation accuracy and slower the response speed so that the
deterioration of the system performance if Kp is too little.

(2) The integral coefficient Ki is used for eliminating steady-state error. The
greater Ki is,the faster steady-state error elimination rate is. Yet the response
process will produce integral saturation phenomenon and then turn up a large
overshoot when Ki is too large.

(3) The differential coefficient Kd plays an important role in improving the
dynamic characteristics of the system. However, the oversize of given
quantity could lead to extending regulation time and the decline of system
anti-interference ability.

According to the above rules and expert’s knowledge, we can draw the control
rules of fuzzy controller as given in Tables 1, 2, and 3.
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Through the fuzzy inference and centroid method for defuzzification operation,
three parameters of the controller are obtained as below:

Kp ¼ Kp0þ DKp ð1Þ

The temperature detection circuit

The
measured

object

Infrared temperature
sensor

e Signal conditioning
circuit

A/D

Fuzzy
adaptive

PID
control

algorithm

Current
modulation

Laser output power regulation

ee

The temperature detection circuit

The 
measured

object

Infrared temperature 
sensor

Signal conditioning 
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Fuzzy
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algorithm 

Current 
modulation

Laser output power regulation

Fig. 1 Block diagram of laser thermal desorption system (LTDS)
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Fig. 2 Principle diagram of
fuzzy adaptive PID

Table 1 Fuzzy control rules for DKp

DKp EC

E NB NM NS ZO PS PM PB

NB PB PB PM PM PS ZO ZO
NM PB PB PM PS PS ZO NS
NS PM PM PM PS ZO NS NS
ZO PM PM PS ZO NS NM NM
PS PS PS ZO NS NS NM NM
PM PS ZO NS NM NM NM NB
PB ZO ZO NM NM NM NB NB
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Ki ¼ Ki0þ DKi ð2Þ

Kd ¼ Kd0þ DKd ð3Þ

In the formula (1)–(3), Kp0, Ki0, and Kd0 are all initial value set in advance
(Figs. 3, 4).

Table 2 Fuzzy control rules for DKi

DKi EC

E NB NM NS ZO PS PM PB

NB NB NB NM NM NS ZO ZO
NM NB NB NM NS NS ZO ZO
NS NB NM NS NS ZO PS PS
ZO NM NM NS ZO PS PM PM
PS NM NS ZO PS PS PM PB
PM ZO ZO PS PS PM PB PB
PB ZO ZO PS PM PM PB PB

Table 3 Fuzzy control rules for DKd

DKd EC

E NB NM NS ZO PS PM PB

NB PS NS NB NB NB NM PS
NM PS NS NB NM NM NS ZO
NS ZO NS NM NM NS NS ZO
ZO ZO NS NS NS NS NS ZO
PS ZO ZO ZO ZO ZO ZO ZO
PM PB NS PS PS PS PS PB
PB PB PM PM PM PS PS PB

Fig. 3 Membership function
diagram of input variables (E,
EC)
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3 Simulation

Considering that it is difficult to obtain data in real system experiments due to the
special nature of LTDS, using MATLAB on the fuzzy adaptive control system
simulation is helpful to real-time testing and debugging. Simulations of the control
system including the traditional PID controller have been carried out in MATLAB
environment [7, 8]. The simulation structure diagrams are shown in Figs. 5 and 6.

The simulation results are shown in Figs. 7 and 8. Figure 7 shows response
curve of conventional PID control system, while Fig. 8 shows response curve of
parameters self-tuning fuzzy PID control system.

Fig. 4 Membership function diagram of output variable (DKp, DKi, DKd)

Fig. 5 Simulation structure diagram of conventional PID
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Fig. 6 Simulation structure diagram of fuzzy adaptive PID

Fig. 7 Response curve of
conventional PID system

Fig. 8 Response curve of
fuzzy adaptive PID control
system
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4 Conclusions

This preliminary study indicates that the dynamic quality and stability of the
control system is improved largely when the fuzzy adaptive controller is intro-
duced. The application of fuzzy adaptive controller in LTDS makes the shortening
of the settling time and disappearance of system overshoot. Therefore, parameters
self-tuning fuzzy PID controller proposed in this paper would meet the require-
ments more efficiently.
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Stock Market Forecast Based on RBF
Neural Network

Teng Ji, Wengang Che and Nana Zong

Abstract The stock market is an investment market that is full of risk and return,
to obtain higher benefits while reducing the risk of investors is the pursuit of the
goal, the radial basis function network with its simple structure, excellent global
approximation properties to arouse the wide attention of scholars. This paper is
based on RBF neural network, through the examples of the empirical analysis; the
results show that, the network has good learning and generalization ability, and
achieved good results in the stock market trend prediction.

Keywords Outlier � Financial data � Artificial neural network � RBF algorithm �
Stock prediction

1 Introduction

With the ceaseless development of the stock market in our country, stock
investment has become an important part in people’s daily life. Research on stock
price trend of listing corporation and prediction of a company’s stock price, not
only has a very attractive application value, but also has the theoretical signifi-
cance, and it is concerned by investors and academic community. The financial
data are usually highly noisy and contain outliers. And efficient markets hypothesis
demonstrates that the market prices fully reflect all available information. After the
birth of the stock market, some people continue to use various way to study the
laws of the stock market, and predict the stock market’s future trend. The research
of the stock market price fluctuation helps to reveal the financial market operation
rules for portfolio selection, asset pricing, financial futures and options, and other
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financial derivatives pricing, and risk management provides theoretical basis.
Stock forecasting theory and methods emerge in an endless stream, and these
prediction methods reveal the stock market operation rules to a certain extent, but
the complexity of internal structure and the changing of external factors decided
the variability of the stock market; the methods of analysis and prediction of the
effect is not ideal [5]. The neural network has good nonlinear characteristic; it is
especially suitable for nonlinear processing, so the neural network is an effective
method of nonlinear prediction of stock market [3]. Artificial neural network for
forecasting stock is getting more and more attention, especially the ability of
robust nonlinear mapping and self-learning of the artificial neural network, not as
time series prediction based on subjective setting model,;therefore, it is very
practical in financial time series forecasting.

This paper is based on composite index closing point each trading day of the
last year, with the daily closing price as samples, the help of the computer lan-
guage MATLAB tools, and the establishment of a radial basis function neural
network, and then forecast.

2 The Basic Theory of Artificial Neural Network

2.1 Introduction of Artificial Neural Network

Artificial neural network. Nerve network that is widely interconnected by a large
number of processing units is the human abstract, simplification, and simulation,
reflect the human basic properties [2]. Artificial neural network is obtained from
studies of human physiological structure to study human intelligent behavior,
simulation of brain information processing function. Artificial neural network is
composed of simple processing units that comprised a large number of parallel
distributed processors; the processors have characteristics of memory and expe-
rience knowledge of the natural. The similarities of it and human are summarized
as two respects: one is through the learning of process that the information of the
knowledge to access knowledge from external environment; two is the internal
neurons (synaptic weights) is used to store the access to knowledge and
information.

From the basic model of the neural network, the main types are: feed-forward,
feedback, self-organization, and random network. In recent years, due to the
combination of fuzzy analysis, wavelet theory and neural network, so the forma-
tion of a fuzzy neural network and wavelet neural network [10].
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2.2 BP Neural Network

Because of the good approximation, the error back propagation (Error Back
Propagation) network is used most widely. BP neural network is a kind of having
three layers or more than three layers structure without feedback, and connection
to the network. Each layer contains one or more neurons, with total intercon-
nection modes, that the unit of each lower connected the unit of each upper, and
the neurons that exist in the same layer do not connect with each other, the
adjacent layers of neurons connect each neuron with adjustable weights, and there
is no feedback of each neurons [7]. The information from the input layer transfers
to the hidden layer, until the output layer. Each neuron weighted and integrated all
or part of its input, and according to the form of the activation function of the form
to generate a corresponding output. Training is from a starting point along the error
function of the inclined plane, and gradually achieves the least error, while the
network error surface is high dimensional rough error curve, and therefore, in the
process of learning might fall into a local minima. So BP neural network has some
limitations.

2.3 Radial Basis Function

Radial Basis Function neural network is composed of a kind of input layer and
output layer. RBF neural network approximates a linear combination of arbitrary
function that is composed of a group of orthogonal and normalized radial basis
function. Nonlinear transform from input layer to the hidden layer by radial basis
function as nonlinear transform, whereas the hidden unit to the output space is a
linear map, therefore the output layer weights adjustment can be directly calcu-
lated by linear programming equation, greatly accelerate the learning speed, avoid
the local minima problem. The fitting plane of a basis function, which is composed
of each of the network hidden layer neuron transfer function, the network named
after that. RBF network is not only fast convergence, but also has small fitting
error. The hidden layer activation function of the BP network is the overall situ-
ation; if we want to further improve the fitting precision, there is need to increase
the number of hidden layer units or select more than one hidden layer structure of
the network, but that is very easily lead to fit the local oscillation. It can
approximate any continuous function with arbitrary precision, especially for
solving classification problems [12]. This paper use RBF neural network to the
prediction of market index.
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3 Theory of Radial Basis Function Neural Network

Radial basis function network is presented on the basis of biological local regu-
lation and overlapping receptive field knowledge, and it is in reference of a
localized receptive fields to perform the function mapping artificial neural net-
work. The RBF has the best approximation and global approximation properties. It
has been confirmed that the RBF radial basis network could approximate any
continuous function with any precision, RBF neural network structure diagram as
shown in figure. RBF neural network is a kind of feed-forward neural network,
which is composed of input layer, layer, and output layer [9]. The weight of the
RBF network train from a layer to a layer. It use unsupervised training on radial
base weight training, and design the algorithm of the error correction of the output
layer weights. In RBF network, the function of the input layer to the hidden layer
is a kind of nonlinear mapping, and the output is linear [14]. So RBF networks can
be considered as the original nonlinear separable feature space, which is trans-
formed into a linear separable space, through the reasonable selection of the
transformation in the new central issue linearly separable space, then use a linear
unit to solve the problem, thus easily reach from the nonlinear input output space
to space mapping purposes. It is worth pointing out, since the RBF network
weights algorithm is a single layer, the working principle of it is the using of
clustering function. The RBF network is a network of local approximation, which
makes it faster than BP network from 2 to 3 orders of magnitude faster.

The inputs of the network is x1; x2; . . .; xmð Þ. The outputs of the network is
y1; y2; . . .; yp

� �
. The I neurons inputs of the hidden layer is:

Ki ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

j ðw1ji � xjÞ2
q

� bi, j ¼ 1; 2; . . .;m; i ¼ l; 2; . . .; n; w1ji is the weights of

the j input neurons into the I hidden layer neuron. xj is the vector of the j, bi is the
threshold of the i hidden layer neuron.

The I neurons output of hidden layer :

Ril ¼ exp
�0:83262�

P
j
ðw1ji�xjÞ2

c2
i

ffi �
. The parameter c (called the extended con-

stant) to regulate the sensitivity of the function, the relationship of b and c is: 6 in
c ¼ 0:832=b, the size of c reflects the response width. The value of c is increas-
ingly big, neurons asked smoothness is better. The output layer activation function
for the pure linear function. So the output layer neurons output:

yl ¼
X

i

Rilw2il; i ¼ 1; 2; . . .; n; l ¼ 1; 2; . . .; pð Þ

According to the known input and the corresponding target and the known
extended constant c, repeated training network until satisfying error request,
obtains two finally, weights, in theory. The nonlinear mapping relationship can
approximate any continuous nonlinear function.
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4 The Prediction of Stock Price Using RBF Neural
Network

4.1 Stock Price Prediction with MATLAB

In the stock market, a lot of factors influence the stock price, and also the index of
the changes of stock market. In order to forecast stock price directly, using the
stock’s closing price as learning data samples and predicting object.

Assuming that a time series x ¼ xi xi 2 R; i ¼ 1; 2; . . .; Ljf g, now through the
sequence of the first m values predict P time value. A division of data (see Table 1)
for each sample of the former m values as input of RBF neural network, P value as
the target output. Through learning from the Rm to the Rp output space mapping so
as to achieve the purpose of time series prediction.

4.2 Build a Network Model

Chose the sample data. From November 5, 2010 to November 5, 2011 index of
SSE Composite Index as the sample data.

Data preprocessing. In order to improve the accuracy of RBF network, the data
are normalized, all data linearly mapped to �1; 1ð Þ.

Establish RBF network and training. The 10 trading days of data as the input of
the network, after 10 trading days as output data, received a total of 24 sets of
training data (Fig. 1).

Validation of the prediction data. The test data will be input into the trained
network. Get the forecasting results, and compare with the real data. According to
the degree of fitting and the computation time to adjust the spread value of the
network parameters [4]. To obtain better effect and performance. Fitting degree
chooses the average prediction error measure:

MEE ¼ 1
n

X
n

pn � rnj j
rn

� 100 %

4.3 Training Results

After repeated training and prediction test, the RBF neural network Spread
parameters select different values, network training results as shown in Fig. 2.

At this time, the RBF neural network training is not the optimal fitting effect. In
general, in order to achieve better fitting effect, Spread parameters should be small.
But too small Spread parameters may lead to severe overtraining problems, and

Stock Market Forecast Based on RBF Neural Network 959



therefore, to be integrated into the training error of forecasting in order to ensure
the generalization ability of neural network [13]. This paper is based on the
spread = 1 calculation, as shown in Fig. 3.

Table 1 Method of data
division

Input Output

x1; x2; . . .; xm xmþ1; xmþ2; . . .; xmþp

x2; . . .; xm; xmþ1 xmþ2; xmþ3; . . .; xmþpþ1

…… ……
xk; xkþ1; . . .; xmþkþ1 xmþk; xmþkþ1; . . .xmþkþ1

output

input

ImplicitFig. 1 The structure of RBF
neural network

Fig. 2 RBF fitting error
under different spread
parameters
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4.4 Predictors of Outcome

Network design is completed. Use the training set and test data for testing. Use the
trained RBF neural network on November 8, 2011 to December 20th SSE Com-
posite Index prediction. A total of 30 trading days, the results shown in Fig. 3. The
average prediction error of 1.4387 %, the neural network has good prediction
effect (Fig. 4).

Fig. 3 RBF fitting error under spread = 1

Fig. 4 The RBF neural
network prediction results
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5 Conclusion and Prospect

Using the nonlinear mapping of neural network could achieve arbitrary data
function approximation, without the need for explicit details of the model. This
paper use RBF neural network to achieve the SSE Composite Index prediction.
The model has good generalization ability, and has a certain reference value to the
stock market prediction.

For this data, RBF neural network has faster speed and better prediction results
of fitting than BP neural network. Because of the particularity of the stock market,
although the training of BP neural network fitting effect is much better than RBF
neural network, the forecast result is not ideal, and the prediction data cannot
reflect the real condition of data.

In recent years, domestic and foreign scholars are trying to study more effective
economic forecasting methods, to improve the prediction quality and efficiency.
Neural networks with excellent properties, which are increasingly attracting
people’s attention, will be in more extensive areas of application.
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Research on the Fluid Capacitance
Detector Using the Technology
of Capacitance Detecting

Zheng Fang, Jianguang Zhou, Xiaoyan Liu and Sijia Liang

Abstract Fluid detection is of great importance in the industrial processes and
chemical analysis-reported methods must have the contact with the sample
and require a long time to finish the detection. This paper raised a novel method
and made a fluid detector to detect fluid by using the capacitance detecting chip
AD7745, which can make the detection in a short time. By testing gas, water, and
different concentrations of ethanol, we got the results that the detector can
effectively distinguish different substances and make the primary quantitative
analysis.

Keywords Fluid detector � Capacitance detecting � AD7745

1 Introduction

Fluid is widely used in chemical analysis and industrial processes. The charac-
teristic parameters of fluid are usually the important symbols in the process of
industrial production [1]. Therefore, the accurate detection of the fluid makes a
sense. The reported fluid detection methods include gas chromatography, HPLC
method, Evaporative light-scattering method, and so on. Methods raised above
usually have contact with the sample when detecting, which may affect and change
the properties of the sample, meanwhile, it’s not convenient to detect the fluid by
using these methods. Also, these methods may cost a long time. Aimed at solving
these problems, we designed and implemented a kind of noncontact fluid capac-
itance detector with high-precision in this paper.
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In this paper, we first give the theory of the capacitance detector. Then, a
detailed introduction of the hardware design and the software process is given.
Finally, we made some tests to the capacitance detector, the results show that the
capacitance detector can effectively make qualitative and quantitative analysis to
the fluid.

2 Principle of the Capacitor

Different substance has different dielectric constants, which can be seen in the
Table 1. When different substance through the capacitor, it may leads to the
change of the dielectric constants between the two plates in the capacitor, as shown
in Fig. 1. So the capacitance values of the capacitor will vary as the change of
dielectric constants between the capacitor plates, the capacitance values will have
a direct relationship with the substances [2].

As the capacitance values have a direct relationship with the materials, we use a
capacitance detecting chip to detect the values, a micro controller is used to
convert the values to digital data, then transform the data to the computer, we can
record the data and process it on the computer.

When two different media mixed by medium1 and medium2, the effective
dielectric constant can be expressed as below.

ffiffiffiffi
e1
p ¼ D

ffiffiffiffi
e2
p þ 1� Dð Þ ffiffiffiffie3

p ð1Þ

In the (1), the e1 is the dielectric constant of the mixed media, e2 is the dielectric
constant of medium1, e3 is the dielectric constant of medium2, D represents the
volume fraction of the medium1 in the mixed media [3].

The relationship between the capacitance of the two plates and the dielectric
constant of the plates is given in (2).

C ¼ e � e0 � S=d ð2Þ

Table 1 Relative dielectric
constant

Substance Temperature (�C) Relative dielectric constant

O2 0 1.00051
N2 0 1.00058
Vacuum 0 1
Et2o 0 4.335
C2H5OH 20 25.7
H2O 20 81.5
Glycerine – 45.8
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In the (2), e0 is the dielectric constant of the vacuum, e0 = 8.86 9 10 - 12 F/m,
S is the area of the plate, d is distance of the two plates, when structure of the
capacitor is fixed, the capacitance is given in (3).

C ¼ K � e ð3Þ

K is a constant, and is decided by the structure and the size of the capacitor.
Therefore, the capacitance of the capacitor is only decided by the medium. Thus,
we make use of this relationship to design the capacitance detector.

3 Design of the Capacitance Detector

3.1 Structure of the System

The capacitance detector system consists of fluid capacitor, capacitance detector,
micro controller and the computer. When the computer sends the command of
collecting data, the capacitance detector chip AD7745 obtains the capacitance
value from the fluid capacitor and converts it to digital data. The MSP430 micro
controller communicates with the AD7745 by using I2C protocol to get the data
timely [4]. Finally, the micro controller transmits the data to the principal com-
puter through RS232 communication protocol. The structure of the system is
shown in Fig. 2.

The structure of the fluid capacitor is given in Fig. 3. Arrow in the figure
represents the direction of fluid flow, two flexible printed circuit boards make up
two plates, the capillary tube fabricated between the two boards is used as channel.
Two wires named A and B welded on the two boards connect to the capacitance
detector chip, so the chip can easily get the capacitance values.

Fig. 1 Principle of capacitor
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3.2 Choose of the Capacitor Detector Chip

From the given material in Table 1, we choose O2 and N2 because their dielectric
constant is so close. We take the structure of the fluid capacitor in Fig. 3, and
calculate the two capacitance values as below:

CO2 ¼ e � e0 � S=d ¼ 1:00051 � 8:86 � 10�12 � p=2 � 3 � 10�6 � = 3 � 10�4
� �

¼ 139243:53aF ð4Þ

CN2 ¼ e � e0 � S=d ¼ 1:00058 � 8:86 � 10�12 � p=2 � 3 � 10�6 � = 3 � 10�4
� �

¼ 139253:27aF ð5Þ

CN2 � CO2 ¼ 9:7 aF ð6Þ

From (6) we can see, the difference of the two values is 9.7aF, we should
choose a detector that its resolution is lower than 9.7aF.

The AD7745 digital capacitance converter is fabricated by AD company with
the advantage of high resolution and low-power. It has a high resolution of ± 4aF,
which is far less than the requirements of above theoretical calculation. The error
of the chip can be up to 4fF, meanwhile, the linearity is as high as 0.01 %, its
largest input common-mode offset capacitance can reach 17pF [5]. So we choose
AD7745 as the capacitor detector chip.

Fig. 2 Structure of the
system

Fig. 3 Structure of the fluid
capacitor
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4 Design of the System’s Software

4.1 Design of the Micro Controller System

The system software includes control, data collect, and data transmit three parts.
When the system is powered on, the microcontroller MSP430 will be initialized,
then the MSP430 send commend to initialize the AD7745 and to test the serial
port. After initializing, system waits for the commend to collect data [6]. When the
commend of collecting data was sent from the principal computer, MSP430
controls the AD7745 to obtain the capacitance values, then converts them to digital
data. Finally, the microcontroller transmits the digital data to the principal com-
puter through the serial port [7]. Then we can make some process to the data. The
software block diagram of the microcontroller system is given in Fig. 4.

Fig. 4 Block diagram of the
micro controller system
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4.2 Design of the PC Software

For the aim to monitor the capacitance data timely, we use the c # to develop PC
software based on the VS2010 platform [8]. The software consists of serial port
setup, data collect and process, data save and query three parts. When the digital
data is transmitted from the micro controller, the software creates an array to store
the capacitance data dynamically then the software uses the timer ‘‘Dispatcher’’ to
draw the data on the data display ActiveX [9]. The interface of the software is
shown in Fig. 5.

5 Test of the Capacitance Detector

In order to test the system, we choose gas, water, and different concentrations of
ethanol (volume percent is 20, 40, 60, 80 %) as the samples. By using the peri-
staltic pump, we push the samples into the fluid capacitor one by one. The hori-
zontal axis presents time, vertical axis means capacitance.

5.1 Qualitative Analysis

Before the samples were injected in the fluid capacitor, the capillary is filled with
air, so the base value of the figure is the capacitance value of gas. Results of
different samples are shown in Table 2.

Fig. 5 Interface of the software
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The results show that within a certain error range, this fluid capacitor can easily
distinguish different substance and make basic qualitative analysis.

5.2 Quantitative Analysis

In the quantitative test, we use the peristaltic pump cooperated with the injector to
help finishing the experiment. Select 1 ml quantity and 2 ml quantity ethanol
solution with 80 % volume percent as the samples. We set the speed of the
peristaltic pump at 1 ml/min, and the samples are sent into the fluid capacitor one
by one, the capacitance values variation are shown in Fig. 6.

Figure 6 shows that the duration time of the capacitance change has a positive
relationship with the quantity of the sample. When the 1 ml quantity ethanol
solution was injected in by the peristaltic pump at a speed of 1 ml/min, the
duration time of the capacitance change is almost 57 s. When the 2 ml quantity
ethanol solution was injected in by the peristaltic pump at a speed of 1 ml/min, the
duration time of the capacitance change is almost 115 s. So we can calculate the
quantity of the samples in the formula as below.

V1 ¼ 1 ml=min � 57 s ¼ 0:95 ml ð7Þ

V2 ¼ 1 ml=min � 115 s ¼ 1:91 ml ð8Þ

From (7) and (8), we can get the conclusion that, the fluid capacitor system can
detect the quantity is 0.95 ml when the sample amount is 1 ml, the error is 5 %.
And the fluid capacitor system can detect the quantity is 1.91 ml when the sample

Fig. 6 Results of the
quantitative analysis
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amount is 2 ml, the error is 4.5 %. The error of the detection is relatively small.
What’s more, the analysis time is decided by the amount of the sample so that we
can control the analysis time on demand. Therefore, this detector can effectively
make the basic qualitative and quantitative analysis to the fluid.

6 Conclusion

This paper provides a novel device to detect fluid quickly and accurately with the
advantage of no contact so that will not damage the sample. Results from the
experiment show that this system can effectively make qualitative and quantitative
analysis to the fluid. This device can be used in food detecting field to judge some
wine or to detect some substance that is harmful to people’s health. While in the
actual test, we come across a problem that the capacitor can be easily influenced
by the outside environment. So this increases the requirements of the working
environment. Therefore, we hope to strengthen the ability to resist electromagnetic
interference in the coming work.
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Research on the Safety of Yangtze River
LNG Transport and Storage System

Shouhui He, Hanhua Zhu, Haofei Huang, Xiaowei Xu
and Suping Zhao

Abstract This article defines LNG transport and storage system, builds the
physical model and elaborates the source and storage, various kinds of filling
models and technological processes according to the construction of LNG trans-
port and storage system in the middle and upper reaches of Yangtze River; It
discusses the safety of it in-depth and puts forward a set of monitoring systems and
prevention systems. This may provide scientific and reasonable basis for the
development of LNG industry and safety manufacturing management.

Keywords LNG � Transport and storage � Risk � Monitoring and prevention
system

1 Introduction

Our country is in the stage of adjusting energy structure and clean energy is
recommended. LNG, an efficient, clean, and environment-friendly energy, is
widely used in various kinds of industries. However, it has the risk of fire,
explosion, RPT (Rapid Phase Transition), low temperature, suffocation, etc.
Severe damages will occur once it releases and diffuses. Researches on LNG
transport and storage system and safety precautions have a vital significance,
which can promote the development of LNG industry, reduce accidents occur-
rence, and decrease the losses.
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2 LNG Transport and Storage System

2.1 Definition of LNG Transport and Storage System

Generally speaking, LNG is transported to dock by LNG ship or lorry. It is
conveyed to pipe (C) and finally stored in tank. The transport and storage system in
this article includes LNG pipe line, LNG tank. It is shown in Fig. 1.

LNG tank should be equipped with two injection pipelines, one at the top and
the other the bottom. LNG can be filled into tank using injection pipelines.
Injection pattern depends on the specification of LNG to be stored. It can be stored
either from the top (B) if the density of LNG to be stored is bigger than that in
tank, or else, from the bottom (A).

2.2 Form of Yangtze River LNG Transport and Storage
System

In general, Yangtze River LNG transport and storage system includes two parts:
one is the supply of LNG and the other is the storage part [1].

The first part (the supply) is divided into two parts: supply on land and on water.
The front one includes LNG tank supply, lorry and satellite station. LNG ship is
the main way of supply on water.

The second part is the storage of LNG. Generally, the most important instru-
ment for storing is the tank which can be placed on land or wharf boat. The two
parts are shown in Fig. 2.

The following aspects need to be taken into account when selecting the mode

(1) Mode of LNG tank supply: the ship is small, some technical questions like
fixed position of LNG tank need to be considered, and the safety performance
is relatively low.

(2) Mode of LNG lorry: the cost is relatively low, but the supply is limited.
(3) Mode of LNG ship supply: flexible and convenient, but the cost is too high.
(4) Mode of LNG satellite station: range of application is extensive, but more

factors of safety need to be considered for this mode and the cost is too high.

On the basis of safety, economy, conditions of Yangtze River middle and upper
reaches and the development of LNG industry, this project takes the following
plan: The source is from LNG lorry; LNG tank can be built on wharf boat; LNG
lorry can travel to wharf boat or on the shore; Mode of LNG ship supply may be a
common way in the long-term. Mode selection is shown in Fig. 3.
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2.3 Technological Process

Technological process of Yangtze River LNG transport and storage system
includes: unloading process, pressure regulation process and refuel process [2].

(1) Unloading process

LNG carried by the lorry is transferred to the tank by liquid pump.
That is: LNG lorry ? liquid pump ? tank.

(2) Pressure regulation process

LNG lorry can be supercharged by supercharger when unloading.
That is: supercharger ? LNG lorry.
Pump some LNG from tank using liquid pump and regulate pressure by means

of vaporizer after the unloading process. Stop gasification when the saturation
pressure of LNG tank reaches the setting pressure.

That is: LNG tank ? liquid pump ? vaporizer ? LNG tank.

(3) Refuel process

Pump LNG from the tank by liquid pump, fill LNG power driven vessel with
LNG through LNG dispenser.

Pump LNG from lorry using liquid pump, fill LNG power driven vessel with
LNG through LNG dispenser.

That is:
LNG tank ? liquid pump ? dispenser ? LNG power driven vessel;
LNG lorry ? liquid pump ? dispenser ? LNG power driven vessel;
Process flow diagram of this project is shown in Fig. 4.

Fig. 1 LNG transport and
storage system
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Fig. 2 Form of Yangtze River LNG transport and storage system

Fig. 3 Mode selection
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3 Safety of LNG Transport and Storage System

Enterprises related should take effective actions to prevent and control the release
and diffusion of LNG in consideration of the hazardous characteristics of it.

(1) Prevention and control measures should be started from design stage during
which LNG transport and storage system (pipeline, tank), cofferdam area and
fire extinguishing system are the most important parts.

(2) Minimize the danger which may be caused by handling process and dispose
risk once it happens.

(3) Set up a set of monitoring system and accident prevention system.

3.1 Process Design

3.1.1 Design of Transport and Storage System: Pipeline

Materials should meet the requirements of LNG cryogenic properties and flame
retardant property. Large difference in temperature and temperature variation
should be considered when designing pipeline and structural support. So,

Fig. 4 Technological process
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corresponding measures such as waterproof, heat insulation, and inflaming
retarding should be taken to prevent freeze and embrittlement [3].

Usually, the easiest leakage is at flange connection, welded pipe line and valve
should be used as far as possible when designing. In addition, quality of welding
line and welding rod should be paid attention to.

3.1.2 Design of Transport and Storage System: LNG Tank

Tanks can be above ground, but also ‘‘buried’’ or partly below ground. The whole
design of the LNG tank is focused on ‘‘keeping the LNG cool and liquid’’.

Materials used in manufacturing LNG tanks must meet the requirements of
LNG cryogenic properties. For LNG tanks with bilayer structure, they must not
only meet the requirements of LNG cryogenic properties, but also bear work stress
of medium. So, Materials used in manufacturing LNG tanks must be good
mechanical behavior and can endure low temperature [4].

Pressure inside LNG tank must be controlled within a permissible range, there
are some potential danger when LNG tanks have high pressure or negative pres-
sure. So, pressure control system must be installed, providing pop-off valve and
antivoid valve as well. Pop-off valve can prevent LNG tank from overpressure and
antivoid valve can feel local atmosphere pressure.

Purification treatment must be conducted before the first time filling LNG tank
or after stopping the internal repair. Inert gases, nitrogen commonly used, can
cement out the air or natural gas inside the tank, this action can avoid risk caused
by mixture of air and LNG inside tank. In addition, there should be reasonable safe
distance on the basis of volume among LNG tanks.

3.1.3 Design of Cofferdam Area

In order to alleviate damages caused by LNG leakage, cofferdam area should be
set up around LNG tank. Its role is to restrict the diffusion if leakage occurs. It
consists of fire dike, protecting wall or drainage system [5].

3.1.4 Fire Extinguishing System

Generally, fire extinguishing system includes fire fighting water system, dry
powder system, foam extinguishing system, and mobile fire extinguisher. Fire
fighting water is used to cool device but not to control flame.

Dry powder system—Powder extinguishing agent is the most effective action to
put out fire with heavy pressure; Dry powder, carbon dioxide, and alkyl halide fire
extinguishing agent are used to put out fires with lower leakage rate. Gas sources
should be immediately cut off, or, it may rekindle.

978 S. He et al.



Foam extinguishing system can erupt a mass of foam, decrease quantity of heat,
reduce the steam rate effectively and diminish scope blanketed by combustible gas
[6].

3.2 Monitoring System and Prevention System of LNG
Transport and Storage System

3.2.1 Monitoring System

The monitoring system may include the following parts:

(1) Tank farm monitoring and management system;

The main function of this system is to monitor the safety of production and
transportation. It is convenient to data reading and easy to master the situation of
the monitoring area. It also can realize information sharing, link up each moni-
toring site, inspect safety situation of each key site, and dispose emergency in time.

(2) Metering system;

The main function of this system is to meter the inventory level and handling
capacity.

(3) Voltage regulating system;

The main function of this system is to adjust the pressure of LNG tank and
ensure the pressure inside it within a permissible range.

(4) Security system;

The main function of this system is to monitor the safety of LNG transport and
storage system and to prevent the accidents from happening and dispose emer-
gency in time.

(5) Handling system;

Ensure the safety of loading and unloading operation when LNG lorry arrives to
transport and storage area.

(6) Business system;

Transact all the business of LNG transport and storage system.
All constituent parts and each function of monitoring system are shown in

Fig. 5
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3.2.2 Prevention System

LNG will produce a strong gasification phenomenon when release and diffusion
takes place. There would be liquid bath on the ground or water when the leakage is
larger. Fire would occur if combustion source exists.

(1) Control steam

LNG will produce a strong gasification phenomenon when release and diffusion
takes place. This may cause fire or explosion if steam concentration is too high. People
should try to lower it and accelerate the diffusion rate in order to decrease the risk.

The effective way to accelerate vapor diffusion is to use high-expansion foam
system. Using high foaming, people could reduce the possibility of fire or explo-
sions, evaporation of LNG and concentration of combustible gas on the ground.

Another effective way to reduce vaporization rate is to use thermal insulation
material on fire dike or on the surface of collecting liquid bath [7]. Materials, such
as foam glass, have the effective role of fire prevention.

(2) Control or guide liquid bath

There would be liquid bath of the ground or water when the leakage is larger.
Cofferdam area should be installed in order to reduce the damage caused by liquid

Fig. 5 Monitoring system of LNG transport and storage system
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bath. Generally, the volume of cofferdam area is larger than that of LNG tank in
view of the storage ability would decline due to snows or something else.

In addition, an impounding area could be made via digging guide groove
around tank [8]. To valves that may leak, baffle should be installed at the layup and
catch tray in the below, then, LNG could be led to collecting liquid bath by means
of guide groove.

(3) Fire control

Combustion source should be strictly controlled after the fire. Cut off the gas
source to control leakage. In order not to cause secondary damage, stable com-
bustion of leaked gas is allowed if the leakage could not be effectively controlled.

In addition, cooling protection measures should be conducted on the storage
tank on fire and equipments nearby.

4 Conclusions

This article discusses from the definition of LNG transport and storage system,
physical model of it, source and storage, various kinds of filling models to tech-
nological processes according to the construction of LNG transport and storage
system in the middle and upper reaches of Yangtze River; It discusses the safety of
LNG transport and storage system in-depth. The following conclusions could be
easily drawn:

(1) Definition of LNG transport and storage system is given, and physical model
of this system is structured.

(2) Various kinds of filling models are evaluated according to the construction of
LNG transport and storage system in the middle and upper reaches of Yan-
gtze River, each of which is evaluated from economy to security and the most
suitable one is selected and corresponding technological processes are given.

(3) A set of monitoring and prevention system which would effectively control
and protect the LNG transport and storage system is put forward.
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Research on Reversal Lane Application
Method of Urban Road Network Based
on the Bi-level Programming

Qiuhong Yu and Rui Tian

Abstract When the direction of traffic flow is asymmetric and the road capacity is
insufficient, the two-way traffic capacity of the road can adapt to traffic demand
dynamically through changing the direction of the lane, which can ease traffic
congestion. This paper proposes the implement conditions of variable lanes for
road section and verifies that the intersections connected with variable lanes can
deal with the increased traffic successfully. Meanwhile, a bi-level programming
model was established. The upper-level is the integrated optimization of lane
allocating and the lower-level represents a network equilibrium mode, which
predicts the drivers’ reaction to any given lane allocation. Then, a heuristic
solution algorithm is proposed to solve the bi-level programming model. The
numerical test results show that the algorithm increases the capacity of the road
network significantly and the two-way traffic is more balanced.

Keywords Congestion � Reversible lane � Heuristic solution algorithm � Bi-level
programming model

1 Introduction

With the accelerated process of urbanization in China, the large and medium-sized
cities are facing more and more transport problems. In order to alleviate traffic
congestion, some domestic and abroad cities attempted to use the reversible lane
technology to improve the operational status of the transportation system.
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Reversible lane is a method to increase traffic flow without adding additional
roads or lanes. That is, when the two-way traffic flow distribution is not balanced
in a road network, a lane direction will be changed temporarily to relieve the
congestion problem as shown in Fig. 1.

Brian Laurence introduced reversible lane application in the United States and
pointed out that the United States also lacks available operating reversible lane
design standards and implementation basis (see [1, 2]). In most cases, a fixed time
period reversible lane control was taken based on road sections of the history of
the survey data. Zhang introduced to use the bi-level programming model chaos
optimization approach to seek the optimization method of the reversible lane in the
road network [3]. Sheu studied the reversible lane in alleviating temporary road
congestion caused by traffic accidents and other aspects of the application. A
certain time-varying variable lane embodiment and forecasting vehicle traffic
behavior, stochastic systems modeling method was proposed and the results can
provide decision support for traffic incident management [4]. Hausknecht intro-
duced dynamic real-time control lane in accordance with the changes in the traffic.
A linear programming model and bi-level programming model were proposed. The
results showed that the road network efficiency improved by 72 % after the
adjustment of the lane [5].

The following are the specific research on the sections, intersections, and road
network.

2 Lane Reversal for a Road Section

First, we should consider the impact of lane reversal on a single road. Assuming
that there is a two-way road section with four-lane between intersections m and n.
mn for the lanes from m to n; nm for the lanes from n to m. As shown in Fig. 2,
mn ¼ l1; l2f g, nm ¼ l3; l4f g.

c Lð Þ ¼
X
l2L

c lð Þ ð1Þ

where, c lð Þ: the capacity of lane l is the maximum vehicles entering the lane per
hour; c Lð Þ: the capacity of a set L of lanes. For convenience of study, the potential
lane reversal impact on the capacity is ignored.

Heavy traffic flow directionFig. 1 The total capacity of
the road is increased by
reversing the directionality of
a middle lane
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Assuming that m and n are generated vehicles at the target traffic rates b mnð Þ
and b nmð Þ. As the capacity of lanes is limited, the vehicles into the lane are
limited. So we use the effective traffic rates k mð Þ and k nð Þ to represent. Namely,
k mnð Þ ¼ min b mð Þ; c mnð Þf g; k nmð Þ ¼ min b nð Þ; c nmð Þf g: mn is saturated when
k mnð Þ ¼ c mnð Þ, mn is oversaturated when b mð Þ[ c mnð Þ: The number of vehicles
beyond the capacity is denoted by b mð Þ � c mnð Þ: Obviously, when mn is over-
saturated, it must be saturated. mn is undersaturated when c mnð Þ[ b mð Þ and the
remaining capacity is c mnð Þ � b mð Þ. Similarly, when mn is undersaturated, mn is
not saturated. The saturation of nm is defined in the same manner.

The throughput of the road R is the sum of the effective traffic rates of the lanes
(k mð Þ þ k nð Þ). Now we assume that the direction of the lane l 2 mn is reversed. By
the above definition, the throughput of the road increases only if

k mnð Þ þ k nmð Þ\k0 mnð Þ þ k0 nmð Þ ð2Þ

where, k0 mnð Þ ¼ min b mð Þ; c mnð Þ � c lð Þf g and k0 nmð Þ ¼ min b nð Þ; c nmð Þ þ c lð Þf g:
So we can draw the following conclusions: As shown in Fig. 1, lane reversal is

beneficial only when one of the directions is oversaturated while the other is
undersaturated.

3 Lane Reversal for an Intersection

First, since the intersection is often the bottleneck in a traffic stream, it is necessary
to analyze intersection of reversing the direction of the lanes. Preventing traffic
congestion which is caused by more than the capacity of the unsaturated direction
lanes after reversing, we use the example to verify whether the new increase in the
incoming traffic to the direction of the reversing land can be handled when the
vehicle from different road into the intersection at the same time.

As shown in Fig. 3, it has six lanes on the intersection. Initially, both incoming
lanes and outgoing lanes have three lanes. We suppose the target traffic rate of the

m n
l1
l2
l3
l4

Fig. 2 Lane reversal in a
road
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eastbound road to be 5,600 vehicles per hour, the target traffic rate of westbound
road to be 1,300 vehicles per hour, and the target traffic rates of both northbound
and southbound roads to be 1,800 vehicles per hour. Directivity coefficient is
determined by a number of vehicles in one direction and the opposite direction
with this contrast ratio of total number of vehicles. According to our survey data,
we can draw Table 1.

In accordance with the lane reversal set condition, the directivity coefficient is
greater than 3/4 which meets the requirements. The north–south direction of traffic
flow remained equilibrium. The east–west direction traffic is unbalanced. We try to
improve the capacity of the intersection by changing the direction of the east–west
lanes. The new lane configuration is shown in Fig. 3.

For simulation, the software VISSIM is used. We repeated the experiment 20
times and took the mean value as reference. In each run, two aspects are measured:

(1) The total number of vehicles entering the intersection during the 1-h period.
(2) The number of vehicles entering the intersection from each road during a 1-h

period.

According to the simulation results, we get the average of the number of
vehicles and the 95 % confidence intervals, as shown in Table 2.

4 Lane Reversal for a Road Network

From the above, we can draw that the lane reversal can improve throughput on
individual roads and individual intersections. But the real problem is whether (and
how much) lane reversal can help in a complete road network. To solve this
problem, we model a road network.

Fig. 3 The lanes reversal on
the westbound road of an
intersection

Table 1 The importing road
directivity

Import road Import-road traffic pch/h Directivity

East 5,200 0.76
South 1,550 0.48
West 1,250 0.24
North 1,470 0.52
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4.1 Bi-level Programming Model

In this paper, we use a bi-level programming method to establish lanes adjustment
optimization model under the bidirectional flow imbalance condition. The lower
layer problem is the user equilibrium assignment mode. The upper layer problem
is the model considering the user route choice behavior lane direction adjustment
and signal timing parameters optimization and the goal is the maximum spare
capacity of the road network.

In the urban road network, due to the difference in land layout, population, and
commercial distribution, leading to OD pair on traffic demand is different. We set
l as the growth multiplier of the OD matrix; assume that the total number of two-
way lanes of a road is invariable, that is:

nij þ nji ¼ na; ij 2 A; ji 2 A: ð1Þ

where nij is the number of road lanes which is from intersection i to the adjacent
intersection j. na is a sum of the number of lanes in a road, it is a constant. A is the
set of road sections. We supposed the traffic signal control on the sections, so that
the traffic flow does not exceed the capacity:

fij�1 l;u; k; nð Þ� xmaxSkij j 2 R; ij 2 A ð2Þ

where, fij�1: lane traffic flow in road sections ij, it is a function of l; u; k; n; u:
vector of the intersection cycle countdown for the road network; k: vector of green
ratio; n: vector of the number of lanes; xmax: maximum flow of saturation; S: a lane
saturated flow: kij: green ratio intersection i to the intersection j; R: the set of
signalized intersections.

Because of the existence of the lost time in the intersection, to a signalized
intersection j:

XNj

n¼1

kjn þ Ljuj ¼ 1; j 2 R ð3Þ

where, Nj: the number of phases j; kjn: the green ratio of the n phase; Lj: lost time
of signal timing; uj is the countdown of the cycle Tj.

Table 2 The average vehicle and 95 % confidence interval

Before reversal After reversal Change (%)

Eastbound road 4915.3 ± 7.2 5428.5 ± 10.6 10.4
Southbound road 1482.6 ± 12.8 1420.3 ±11.9 -4.2
Westbound road 1306.2 ± 12.5 1279.5 ± 8.7 -2
Northbound road 1490.7 ± 13.5 1497.1 ± 14.2 -0.4
Intersection 9197.5 ± 36.2 9720.4 ± 29.6 5.7
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Signal control parameters should also satisfy the boundary constraints:

1
Tmax

�uj�
1

Tmin

; j 2 R ð4Þ

kmin� kij� kmax; j 2 R ð5Þ

where, Tmin; Tmax: the lower and upper limits of the cycle. Kmin; Kmax: the lower
and upper limits of the green ratio. In summary, the upper programming model is:

max z ¼
X

r2O;s2D

lrsqrs ð6Þ

s:t nji þ nji ¼ nij; ij 2 A; ji 2 A; fi;j�1 l; u; k; nð Þ� xmaxSkij j 2 R; ij 2 A:

XNj

n¼1

kjn þ Ljuj ¼ 1; j 2 R;
1

Tmax

�uj�
1

Tmin

; j 2 R; kmin� kij� kmax; j 2 R

where, O is the set of origin points; D is the set of the destination points; r is a
starting node, r 2 O; s is a termination node, s 2 D; qrs is the current traffic
demand. lrs is the traffic demand growth multiplier. fi;j�1 l; u; k; nð Þ is calculated
by the underlying user equilibrium model [6]:

min
X
ij2A

Zfi;j�1 l;u;k;nð Þ

tij wð Þdw; ð7Þ

s:t
X
k2K

hk;rs ¼ lrsqrs; 8r 2 O; s 2 D; fij ¼
X
r2D

X
s2D

X
k2Krs

hk;rsdij;k;rs; 8ij 2 A;

fij�1 ¼
fij
nij
; 8ij 2 A; kmin� kij� kmax; j 2 R;

hk;rs� 0; 8r 2 O; s 2 D; k 2 Krs:

where, Krs is the set of paths which form r to s. hk;rs is the flow starting point r to
end point s in the path k k 2 krsð Þ. tij is travel time functions of the sections ij. The
total travel time tij is composed of two parts, that is, road sections travel time, and
intersection delay time. Road travel time functions generally use the BPR function
represent:

t1;ij ¼ t0;ij 1þ a
fij

Snij

� �b
" #

ð8Þ
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where, to;ij is free travel time of road section. a; b are regression coefficients,
a ¼ 0:15; b ¼ 4.

Independent signal intersection delay can take recommended type in HCM
(2000) [7] (without regard to the initial queuing delay):

t2;ij ¼
0:5Tj 1� kij

� ffi

1� min 1; xij

� ffi
kij

� �þ 900u xij � 1
� ffi

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xij � 1
� ffi2þ 8vwxij

ciju

s" #
ð9Þ

where, Tj is cycle time of j; Tj ¼ 1=uj; cij is the capacity of ij; cij ¼ nijSkij; xij is

the saturation of ij; xij ¼ fij
	

cij; u ¼ 0:25; v ¼ 0:5; w ¼ 1:

4.2 Heuristic Solution

To solve the problem, under the constraint condition, we should consider the
varieties of OD demand multiplier, the number of lanes, and balanced road sec-
tions single-lane traffic due to signal parameter changes. Balanced road sections
single-lane traffic is nonlinear in function and the functional form is unknown.
Therefore, it does not directly predict the changes. Thus, we use a linear function
approach to the nonlinear function fi;j�1 l; u; k; nð Þ. To do this, we must calculate
their derivatives. Due to the number of lanes n being an integer variable, in this
paper we use difference quotient as approximation of the derivative [8].

Setup l0; u0; k0; n0 are initial values. fij�1 l; u; k; nð Þ is balanced road sec-
tions single-lane traffic, so:

fij�1 l; u; k; nð Þ � fij�1 l0; u0; k0; n0ð Þ þ
X

r2O;s2D

ofij�1 l0; u0; k0; n0ð Þ
olrs

� �
lrs � l0;rs

� ffi

þ
X
j2R

ofij�1 l0; u0; k0; n0ð Þ
ouj

" #
uj � u0;j

� ffi

þ
X

ij2A;j2R

ofij�1 l0; u0; k0; n0ð Þ
okij

� �
kij � k0;ij
� ffi

þ
X
ij2A

Dfij�1 l0; u0; k0; n0ð Þ
ij

� �
:

ð10Þ

Substituting the formula into the upper level model, the upper problem becomes
an integer linear programming problem of OD demand multiplier, the number of
lanes and signal parameters, which can be solved using branch and bound method .
Using the optimal solution obtained from the upper layer problem to solve the lower
layer problem once again, we can get a new equilibrium link flow. Repeating the
basic ideas, it can get a new set of optimal parameter values. Double counting, and
finally it converges to the optimal solution of the original level programming model.
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4.3 Numerical Example

In Fig. 4, O represents an OD node and h represents a signalized intersection
node; line segments with an arrow represent road section with direction and the
digital before brackets is the initial number of lanes, the digital in brackets is the
free flow travel time (unit: s). The road network has 4 OD pairs (5 ? 2,
6 ? 9,1 ? 10, and 10 ? 1), 18 road sections, and 10 nodes (the nodes of 3, 4, 7,
and 8 are four separate signalized intersections, which are two-phase controlling).
The single lane saturated flow is 1,800 pcu/h and road sections time and a signal
control delay time are calculated by the formula (8)–(10). The current OD demand
is shown in Table 3.

In this paper, we adopt two methods to study comparatively.

(1) the traditional traffic forecast method;
(2) the proposed lane and timing joint optimization bi-level programming model.

In the calculation, the total losses time of the intersection is 10 s.

Tmin ¼ 30 s; Tmax ¼ 180 s; d ¼ 0:05; kmin ¼ 0:05; kmax ¼ 0:95; xmax ¼ 0:9:

Set initial solution l52 ¼ 1, each intersection signal cycle length is 90 s.
Figure 5 is a lane path and flow distribution map by traditional method

establishing (outside the brackets is the number of lanes and inside the brackets is
the distribution of traffic flow).

Figure 6 is the optimization result after seven iterations calculated by the
proposed model.

In the method I showed, the results show that the lane direction between the OD
does not change. The traffic flow of OD pairs 5! 2 is 1,485 pcu/h, the traffic flow
of OD pairs 6! 9 is 1,562 pcu/h, the traffic flow of OD pairs 1! 10 is
4,823 pcu/h, and the traffic flow of OD pairs 10! 1 is 3,674 pcu/h. The total
traffic flow of road network is 11,508 pcu /h.

The results of the optimized method II showed that the traffic flow of OD pairs
5! 2 are all assigned in the shortest path 5! 4! 3! 2 and the traffic flow is
1,637 pcu/h. The traffic flow of OD pairs 6! 9 are all assigned in the shortest
path 6! 7! 8! 9 and the traffic flow is 1,852 pcu/h. The traffic flow of OD
pairs 1! 10 are all assigned in the shortest path 1! 4! 8! 10 and 1! 3!
7! 10 and the traffic flow are 5,234 and 5,423 pcu/h. The traffic flow of OD pairs
10! 1 is 3,156 pcu/h. The total traffic flow of road network is 17,302 pcu/h. The
path 1! 3! 7! 10 number of lanes is 5 (the reverse path 10-7-3-1 number of
lanes is 3). The path 1-4-8-10 number of lanes is 7 (the reverse the path 10-8-4-1
number of lanes is 1). So we can see, traffic distribution is more uniform after
optimized and the road resources can be more fully utilized. The total capacity of
the road network gets an increase of 50.3 % than before the optimization.
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Fig. 4 Road network
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Table 3 OD demand OD pairs The current OD demand The OD demand
growth factor

q52 1,000 1.0
q69 1,000 0.9
q110 1,000 3.2
q101 1,000 2.4
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5 Conclusion

In this paper, we proposed a research framework on reversible lane, and made a
feasibility study for lane shift according to the road sections, intersections, and
real-time traffic flow changes of the road network. Through the research, we found
that under ideal conditions, reversing the direction of the lane can improve the
utilization of the road.

For the intersection, we obtained that the traffic imbalance crossroads of
implementation of variable lane can process the additional traffic due to lane
change. In road networks, we have established a bi-level programming model and
adopted heuristic algorithm to solve it. The results show that through the rational
allocation of the number of lanes of the road in both directions and making a more
balanced distribution of traffic between each path, the proposed model can reduce
urban traffic congestion while increasing the road network capacity. In this paper,
we used traffic signal control, but we did not specify in the text for the simple
calculation. In the future, we should focus on the complete road network and real-
time adjust the lane and evacuate traffic according to the timely traffic to improve
the operational efficiency of the road.
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Multi-robot Formation Discrete
Kinematics Model and Formation Control

Jin Wu, Guoliang Zhang, Jing Zeng and Jun Xu

Abstract The kinematics model of distributed multirobots formation was
modeled in time-discrete condition with revolving round the formation center.
Then make use of it to keep the desired front-end turn toward velocity orientation.
At the same time, to converge to the desired geometry formation and the desired
motion regular, a kind of communication topology graphs were defined, and a
distributed discrete coordination control algorithm was proposed based on those
graphs. A sufficient and necessary condition of asymptotic stability of the for-
mation system is proved, and the convergence region of feedback control
parameter is obtained. Lastly proved that the formation can converge to the desired
geometry formation and to the desired motion regular under this sufficient and
necessary condition. Simulation shows that the control algorithm can make the
multirobots form the desired geometry formation and converge to the desired
motion regular. It suggests that the control algorithm is effective and correct.

Keywords Formation control � Kinematics model � Stability analyses � Dis-
tributed control � Algebraic graph theoretic

1 Introduction

Formation control is a hot point of multirobot cooperative control. The aim of
formation control is that multirobot system active adjusts every robot’s behavior to
make them from certain geometry shape. In fact, formation control is a kind of firm
geometry agglomeration control. It is applied to many spheres such as multirobot
cooperative control [1], multivehicle formation control [2], multiple unmanned
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aerial vehicles cooperative control [3], multiple underwater vehicles orientation
control [4], multispacecraft formation control [5, 6], and so on.

The stability of multirobot system is the guarantee which multirobot formation
complete different kinds of task based on. For stability of formation control with
continuous model, Fax [7] had done much work by graph theory. Zheng [8] had
done similar work with discrete-time based on output feedback. Yang [9] had
analyzed stability of formation control in which multirobot formation moves with
desired velocity under limited communication. Wang [10] had proposed a new
definition of Input-to-State String Stability and analyze the string stability from the
input-to-state view and singular perturbation theory. Jang [11] had proposed a
distributed formation control algorithm based on communication delay by
consensus theory, and obtained delay-independent and delay-dependent stable
conditions, respectively, in the form of linear matrix inequality (LMI) based on
Lyapunov stability theorem. However, there are few researches for discrete-time
distributed multirobots formation with revolving round the formation center.

In this paper, the aim of multirobot formation control is to control a group of
robots to form desired shape and move with desired velocity and track, and then to
complete the task. This paper includes two part work: (1) set up the kinematics
model of distributed multirobots formation in time-discrete condition with revol-
ving round the formation center and resolve the question that keeping the desired
front-end turn toward velocity orientation; (2) a distributed discrete coordination
control algorithm was proposed, and a sufficient and necessary condition of
asymptotic stability of the formation system is proved. The convergence region of
feedback control parameter is obtained. Lastly prove that formation can converge
to the desired geometry formation and the desired motion regular under this suf-
ficient and necessary condition.

2 Discrete Kinematics Model of Multirobots system

Consider a multirobot formation consist of N universal wheel robots, Ri, i = 1, 2,

…, N. Let Xoi ¼ ½xoi; yoi; hoi�T and Voi ¼ ½vxoi; vyoi;xoi�T be the status in world
coordinates xoooyo. Abstract formation center a virtual robot Re, and its status is

Xe ¼ ½xe; ye; he�T , Ve ¼ ½vxe; vye;xe�T . Generally speaking in world coordinates
xoooyo , every robot is satisfied follow kinematics model:

Xoiðk þ 1Þ ¼ XoiðkÞ þ VoiðkÞT
Voiðk þ 1Þ ¼ VoiðkÞ þ UoiðkÞT

(
ð1Þ

Here T [ 0 is sampling time. However, when multirobot formation move with
revolving round the formation center, that is to say xe is a function about k,
transport motion of robot Ri includes revolving part relative to Re. Due to this
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revolving part, kinematics model of robot in multirobot formation is different form
formula (1). The work in this paper is discussed just under this situation.

2.1 Coordinate Transforming Relation

Based on right-hand corkscrew rule, set up center coordinates whose original point
oc is ðxe; yeÞ and whose xc orientation is the orientation of virtual robot Re. Then
rotate angle of center coordinates relative to world coordinates is he.

From Fig. 1, we can know the coordinate transforming relation between world
coordinates and center coordinates is following that:

xc ¼ ðxo � xeÞ cos he þ ðyo � yeÞ sin he

yc ¼ �ðxo � xeÞ sin he þ ðyo � yeÞ cos he

hc ¼ ho � he

8><
>:

)

vxc ¼ ðvxo � vxeÞ cos he þ ðvyo � vyeÞ sin he

�ðxo � xeÞxe sin he þ ðyo � yeÞxe cos he

vyc ¼ �ðvxo � vxeÞ sin he þ ðvyo � vyeÞ cos he

�ðxo � xeÞxe cos he � ðyo � yeÞxe sin he

xc ¼ xo � xe

8>>>>>><
>>>>>>:

Matrix formulation is following that:

qc ¼
A O
B A

� �
ðqo � qeÞ ð2Þ

cx
cy

co

ox

oy

o
ex

ey
eθ

Fig. 1 World coordinates
and center coordinates
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qo ¼ ½xo; yo; ho; vxo; vyo;xo�T qe ¼ ½xe; ye; he; vxe; vye;xe�T

qc ¼ ½xc; yc; hc; vxc; vyc;xc�T

A ¼
cos he sin he 0
� sin he cos he 0

0 0 1

2
4

3
5 B ¼

�xe sin he xe cos he 0
�xe cos he �xe sin he 0

0 0 0

2
4

3
5

Assume that in world coordinates, multirobot system model is CoðXo;Vo;UoÞ in

which status vectors are Xo ¼ ½XT
o1;X

T
o2; . . .;XT

oN �
T and Vo ¼ ½VT

o1;V
T
o2; . . .;VT

oN �
T .

At the same time, assume that in center coordinates, multirobot system model is

CcðXc;Vc;UcÞ in which status vectors are Xc ¼ ½XT
c1;X

T
c2; . . .;XT

cN �
T and

Vc ¼ ½VT
c1;V

T
c2; . . .;VT

cN �
T . Then every robot abides by following formula:

Xci ¼ AðXoi � XeÞ, Vci ¼ AðVoi � VeÞ þ BðXoi � XeÞ.
Therefore we can get following relationship for multirobot system which

includes N robots Xc ¼ IN � AðXo � X�e Þ, Vc ¼ IN � AðVo � V�e Þ þ IN � B
ðXo � X�e Þ. Here IN is a unit matrix whose dimensionality is N; X�e ¼ 1N � Xe,
V�e ¼ 1N � Ve, 1N is a column vector whose dimensionality is N.

2.2 Discrete Model in Each System

In center coordinates, multirobot discrete model in system Cc is as to formula (3).

Xcðk þ 1Þ ¼ XcðkÞ þ VcðkÞT
Vcðk þ 1Þ ¼ VcðkÞ þ UcðkÞT

(
ð3Þ

Here UcðkÞ ¼ UcðXcðkÞ;VcðkÞÞ, is control input of system Cc in center coor-
dinates. And in world coordinates, formation center virtual robot abides by fol-
lowing discrete model.

X�e ðk þ 1Þ ¼ X�e ðkÞ þ V�e ðkÞT
V�e ðk þ 1Þ ¼ V�e ðkÞ þ U�e ðkÞT

(
ð4Þ

Here U�e ðkÞ ¼ 1N � UeðkÞ, and UeðkÞ is control input of formation center virtual
robot in world coordinates, which also is control input to make formation center
move with desired regular. That is to say, formation center motion regular can be
summarized as formula (4). In order to describe the question conveniently, we set

up an equation as follows: ANðkÞ ¼ IN � AðkÞ, Aa ¼ ½IN � Aðk þ 1Þ��1½IN � AðkÞ�,
Ab1 ¼ ½IN � Aðk þ 1Þ��1½IN � BðkÞ�, Ab2 ¼ ½IN � Aðk þ 1Þ��1½IN � Bðk þ 1Þ�.
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We can get discrete model of system Co in world coordinates as follows:

Xoðk þ 1Þ
Voðk þ 1Þ

" #
¼ WðkÞ

XoðkÞ
VoðkÞ

" #
þ HðkÞ

X�e ðkÞ
V�e ðkÞ

" #
þ ONd

UoðkÞT

� �
ð5Þ

WðkÞ ¼ Aa þ Ab1T AaT
�Ab2Aa þ Ab1 Aa

� �
HðkÞ ¼ INd TINd

ONd INd

� �
�WðkÞ

UoðkÞ ¼ �Ab2Ab1½XoðkÞ � X�e ðkÞ� � Ab2Aa½VoðkÞ � V�e ðkÞ� þ A�1
N ðk þ 1ÞUcðkÞ þ U�e ðkÞ ð6Þ

Here UoðkÞ ¼ UoðXoðkÞ;VoðkÞÞ, is control input of system Co in world
coordinates.

Definition 1 If desired relative position vector of each robot relative to formation
center is Xp1;Xp2; . . .;XpN , we call P ¼ ½Xs

p1;X
s
p2; . . .;Xs

pN �
s as formation vector, in

which Xpi 2 R3.

From Definition 1, we can easily know that N robots form certain formation and
move with desired regular if we have Xci � Xpi ¼ 0, Vci ¼ 0, i ¼ 1; 2; . . .;N in
center coordinates. Let X�c ¼ Xc � P,V�c ¼ Vc, and then from formula (5) we can
get discrete model of system C�c in which status vector are X�c and V�c as follows:

X�c ðk þ 1Þ ¼ X�c ðkÞ þ V�c ðkÞT
V�c ðk þ 1Þ ¼ V�c ðkÞ þ U�c ðkÞT

(
ð7Þ

Here U�c ðkÞ ¼ U�c ðX�c ðkÞ;V�c ðkÞÞ ¼ UcðXcðkÞ � P;VcðkÞÞ, is control input of
system C�c .

3 Communication Graph and Control Protocol

3.1 Communication Graph

In multirobot system, each individual communicate with others through radio
communication network. This network includes two parts, one is based on data
packet, and the other is based on measuring information. In this paper, we use a
communication topological graph stand for communication relationship of the
network. Algebraic graph theoretic is an important tool to research cooperative
control and analysis multirobot formation control stability.

Let G ¼ ðVðGÞ;EðGÞÞ be a directed graph of order N, where, VðGÞ ¼
fv1; v2; . . .; vNg is the set of nodes, EðGÞ � V � V is the set of edges, and its
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adjacency matrix is A. The node indexes belong to a finite index set f1; 2; . . .;Ng.
An edge of G is denoted by eij ¼ ðvj; viÞ. The adjacency matrix is defined as
aii ¼ 0 and aij 	 0. aij [ 0 if and only if eij 2 EðGÞ. The set of neighbors of node
vi is denoted by Ni ¼ fvjjvj 2 VðGÞ; ðvj; viÞ 2 EðGÞg. The in-degree and out-

degree of node vi are defined, respectively, as dinðviÞ ¼
PN

j¼1 aij, doutðviÞ ¼PN
j¼1 aji. Then, the graph Laplacian with the directed graph is defined as L ¼ ½lij�,

where lii ¼ dinðviÞ and lij ¼ �aij, i 6¼ j. An important fact of L is that all the row

sums of L are zero and thus 1N ¼ ½1; 1; . . .; 1�T is an eigenvector of L associated
with the eigenvalue k ¼ 0. A directed path is a sequence of ordered edges of the
form ðvi1 ; vi2Þ, ðvi2 ; vi3Þ,…, where vij 2 VðGÞ. If a directed graph has the property
that ðvi; vjÞ belongs to EðGÞ for any ðvj; viÞ 2 EðGÞ, the directed graph is called
undirected. If there is a directed path from every node to every other node, the
graph is said to be strongly connected.

Here we let robot Ri stand for vi in communication topological graph
G ¼ ðVðGÞ;EðGÞÞ. If a communication path from Ri to Rj existed, we have
ðvi; vjÞ 2 EðGÞ, that is to say, Rj is a neighbor of Ri. In order to make multirobot
formation form desired shape and keep formation center move with desired motion
regular, we let R1 enact the pilot of multirobot formation. And then the pilot
creates a virtual robot Re in formation center, and controls Re moving based on the
intention of the task. Robot R1 just can transport its status information to its
neighbors, and broadcast control protocol ue of center virtual robot Re to envi-
ronment. But robot R1 cannot receive information from other robot, which is to say
that R1 will not be any robot’s neighbor. In communication network, each robot
just communicates with its neighbors. We define a kind of graph as follows:

Definition 2 Graph G ¼ ðVðGÞ;EðGÞÞ is a directed graph with generation tree, in
which ðv1; viÞ 62 EðGÞ, i = 2, 3,…, N. G� ¼ ðV�ðG�Þ;E�ðG�ÞÞ is a subgraph which
we get by eliminating node v1 in graph G, and E�ðG�Þ ¼ fðvi; vjÞ 2
EðGÞjvi; vj 2 V�ðG�Þg, V�ðG�Þ ¼ fv2; v3; . . .; vNg. If G� is a bidiagraph and
strongly connected, we call graph G as X graph. Figure 2 shows two graph which
belong to X graph. In this paper, the communication topological graph which we
adopt belongs to X graph. Here we have a theorem about X graph.

1v

2v
3v

4v

5v
6v

1v

3v2v

4v
5v

6v

Fig. 2 A few X graphs
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Theorem 1 If G 2 X, then zero is one eigenvalue of L, and the rest N � 1
eigenvalues are all positive and real.

Proof Due to G 2 X, we can assume that adjacency matrix, in-degree matrix and
Laplacian matrix of graph G as follows:

A ¼

0 0 0 � � � 0
a21 0 a23 � � � a2N

a31 a32 0 � � � a3N

..

. ..
. ..

. . .
. ..

.

aN1 aN2 aN3 � � � 0

2
666664

3
777775

D ¼

0 0 0 � � � 0
0 d2 0 � � � 0
0 0 d3 � � � 0
..
. ..

. ..
. . .

.
0

0 0 0 � � � dN

2
666664

3
777775

L ¼ D� A ¼

0 0 0 � � � 0
�a21 d2 �a23 � � � �a2N

�a31 �a32 d3 � � � �a3N

..

. ..
. ..

. . .
. ..

.

�aN1 �aN2 �aN3 � � � dN

2
666664

3
777775

Because G� ¼ ðV�ðG�Þ;E�ðG�ÞÞ is a bidiagraph and strongly connected, we
know ars ¼ asr (2
 r
N, 2
 s
N, r 6¼ s). And we can assume that real sym-
metric matrix L2 is as follows

L2 ¼

d2 �a23 � � � �a2N

�a32 d3 � � � �a3N

..

. ..
. . .

. ..
.

�aN2 �aN3 � � � dN

2
6664

3
7775) kI � Lj j

¼

k 0 0 � � � 0
a21 k� d2 a23 � � � a2N

a31 a32 k� d3 � � � a3N

..

. ..
. ..

. . .
. ..

.

aN1 aN2 aN3 � � � k� dN

����������

����������
¼ kj j kI � L2j j

Let kðLÞ be eigenvalue aggregate of matrix L, and let kðL2Þ be eigenvalue
aggregate of matrix L2, then we have kðLÞ ¼ kðL2Þ þ 0f g. According to related
knowledge in matrix theory, we have following theorem:

Theorem 2 Eigenvalues of real symmetric matrix are all real.

According to Theorem 2, we know that eigenvalues of L2 are all real, and kðL2Þ
is a set of real numbers. Therefore, kðLÞ also is a set of real numbers which is to
say that eigenvalues of L are all real.
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Lemma 1 If L 2 R
N�N is Laplacian matrix of directed graph G ¼ ðVðGÞ;EðGÞÞ,

and 1N ¼ ½1; 1; . . .; 1�s 2 R
N, we have few conclusions as follows:

(1) L has one 0 eigenvalue at least, and 1N ¼ ½1; 1; . . .; 1�T is an eigenvector of L
associated with the eigenvalue k ¼ 0, L1N ¼ 0.

(2) If graph G includes generation tree, then 0 is single eigenvalue of L, and the
rest N � 1 eigenvalues all have positive real-part.

From Lemma 1, we know that there is only one 0 eigenvalue in kðLÞ and the
rest N � 1eigenvalues are all positive real.

3.2 Control Protocol

In communication network, each robot just communicates with its neighbors, and
gets them status information. Therefore in system C�c , we adopt control protocol as
follows: u�ci ¼

P
j2Ni

x1ðX�cj � X�ciÞ þ
P

j2Ni
x2ðV�cj � V�ciÞ. In this control protocol,

Ni is the neighbor collection of robot Ri. Consequently, in multirobot system C�c , we
have U�c ðkÞ ¼ �x1ðL� IdÞX�c ðkÞ � x2ðL� IdÞV�c ðkÞ. Here d is the dimensionality
of X�ci, and d ¼ 3 in this paper. Id is unit vector whose dimensionality is d. We can
get kinematics model of closed-loop system C�c as follows from formula (7)

X�c ðk þ 1Þ ¼ X�c ðkÞ þ V�c ðkÞT
V�c ðk þ 1Þ ¼ V�c ðkÞ � x1ðL� IdÞTX�c ðkÞ � x2ðL� IdÞTV�c ðkÞ

ffi
ð8Þ

Let us put X�c ¼ Xc � P, V�c ¼ Vc into U�c ðkÞ. And we thus have the following
control protocol of closed-loop system Cc:UcðkÞ ¼ �x1ðL� IdÞ½XcðkÞ � P�
�x2ðL� IdÞVcðkÞ. Consequently, the kinematics model of closed-loop system Cc

is

Xcðk þ 1Þ ¼ XcðkÞ þ VcðkÞT
Vcðk þ 1Þ ¼ VcðkÞ � x1ðL� IdÞ½XcðkÞ � P�T � x2ðL� IdÞVcðkÞT

ffi
ð9Þ

From formula (6), we can get following equation:

UoðkÞ ¼ �½Ab2Ab1 þ x1ðL� IdÞAa þ x2ðL� IdÞAb1�ðXo � X�e Þ � ½Ab2Aa þ x2ðL
� IdÞAa�ðVo � V�e Þ þ x1½L� A�1ðk þ 1Þ�Pþ U�e ðkÞ

Let a1 ¼ Ab2Ab1 þ x1ðL� IdÞAa þ x2ðL� IdÞAb1, a2 ¼ Ab2Aa þ x2ðL� IdÞAa,
a3 ¼ x1½L� A�1ðk þ 1Þ�. And we thus have the following control protocol of
closed-loop system Co:
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UoðkÞ ¼ �a1½XoðkÞ � X�e ðkÞ� � a2½VoðkÞ � V�e ðkÞ� þ a3Pþ U�e ðkÞ ð10Þ

Let Uf ðkÞ ¼ �a1½XoðkÞ � X�e ðkÞ� � a2½VoðkÞ � V�e ðkÞ� þ a3P. And then we
have UoðkÞ ¼ Uf ðkÞ þ U�e ðkÞ. That is to say, UoðkÞ includes two parts. First part is
Uf ðkÞ which is formation control input. And second part is U�e ðkÞ which make
formation center move following desired motion regular. U�e ðkÞ is created by task
planning module, and broadcasted by pilot robot. In fact, U�e ðkÞ is external input in
system Co.

We know that system C�c comes from system Cc by linear transformation, and
system Cc comes from system Co by translation and rotation transformation.
Consequently, system C�c is stabile equal that system Cc is stabile, and then system
Co is stabile if system Cc is stabile.

4 Formation Control Algorithm Stability Analysis

4.1 Related Theorem and Corollary

Let L� ¼ L� Id. State equation of system C�c is following matrix formulation:

X�c ðk þ 1Þ
V�c ðk þ 1Þ

" #
¼ U

X�c ðkÞ
V�c ðkÞ

" #
U ¼ INd TINd

�x1L�T INd � x2L�T

� �
ð11Þ

Here INd is unit vector whose dimensionality is Nd. Stability of closed-loop
system C�c depends on distribution of eigenvalues of matrix U. First we have two
theorems about eigenvalues of matrix L�.

Theorem 3 [11] If k1; k2; . . .; kN are all eigenvalues of matrix L, eigenvalue
collection of matrix L� is ðk1Þd; ðk2Þd; . . .; ðkNÞd

� �
, in which ðkiÞd is a subcol-

lection whose elements all are ki, and number of elements is d, namely
ðkiÞd ¼ ki; ki. . .; kif g.

Theorem 4 [11] 1 is an eigenvalue of matrix U.

According to theory of Lyapunov stability, closed-loop system C�c is stabile iff
all eigenvalues of matrix U locate interior of unit circle in complex plane. Thus we
can get following corollary:

Corollary 1 Necessary and sufficient condition of closed-loop system C�c stability
is that spectral radius of matrix U is 1.
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4.2 Stability Analysis

According to Corollary 1, we know that the key question about designing con-
troller is how to choose feedback control parameter ðx1;x2Þ to make eigenvalues
of matrix U locate interior of unit circle in complex plane. First, we give following
theorem:

Theorem 5 Necessary and sufficient condition of closed-loop system C�c stability
is that feedback control parameter ðx1;x2Þ locates interior of < in x1 � x2 plane.
Here < is < ¼ fðx1;x2Þjx2 [ 0; x1\x2=T; x1 [ 2x2=T � 4

�
kmaxT2g, and

kmax is the maximize eigenvalue of matrix L.

Proof Necessity: Let in-degree of nets in communicate topological graph G 2 X
are d1; d2; . . .; dN , thus we know that track of matrix U is TrðUÞ ¼
Nd þ Tr½INd � x2L�� ¼ 2Nd � x2Td

PN
i¼1 di. Because all eigenvalues of matrix U

locate interior of unit circle in complex plane, we have
P

kðUÞ\2Nd. Due to
TrðUÞ ¼

P
kðUÞ, we can get x2 [ 0. Let c is anyone of matrix U’s eigenvalues.

Thus we have

cI2Nd � Uj j ¼ 0) ðc� 1ÞINd �TINd

x1TL� ðc� 1ÞINd þ x2TL�

����
���� ¼ 0

If c ¼ 1, the above formula is right, and ðx1;x2Þ 2 R
2. And if c 6¼ 1, we have

ðc� 1ÞINd �TINd

ONd ðc� 1ÞINd þ x2TL� þ x1T2L�
�
ðc� 1Þ

����
���� ¼ 0

) �ðc� 1Þ2
.
½x2Tðc� 1Þ þ x1T2� 2 kðL�Þ

Consequently, we know �ðc� 1Þ2
.
½x2Tðc� 1Þ þ x1T2� is an eigenvalue of

matrix L�. According to property (3) in corollary 1, we know that the number of
L�’s 0 eigenvalues is d, and the rest ðN � 1Þd eigenvalues all are positive real.

Generally speaking, we let �ðc� 1Þ2
.
½x2Tðc� 1Þ þ x1T2� ¼ ki. Obviously,

when ki ¼ 0, we have c ¼ 1. Let c ¼ ai þ jbi, ai; bi 2 ð�1; 1Þ. We thus have

ðai þ jbi � 1Þ2
.
½�x2Tðai þ jbi � 1Þ þ x1T2 ¼ �ki. Because imaginary parts in

the above formula two sides are equal, we can get

2ðai � 1Þ½x2Tðai � 1Þ þ x1T2� ¼ ½ðai � 1Þ2 � b2
i �x2T ) x1=x2

¼ ðai � 1Þ2 þ b2
i

.
2ð1� aiÞT
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Due to ai\1;x2 [ 0; T [ 0, we thus get x1 [ 0. When ki [ 0, we have

½x2Tðc� 1Þ þ x1T2�ki þ ðc� 1Þ2 ¼ 0) c

¼ 1þ ½�x2Tki �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2TkiÞ2 � 4x1T2ki

q
�



2

ð12Þ

Due to ck k\1, we discuss two following situations.

(1) If x2
2k

2
i � 4x1ki	 0) x1
x2

2ki

�
4, c is real number, and �1\c\1.

Namely, we have

ck k ¼ 1þ ½�x2Tki �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2TkiÞ2 � 4x1T2ki

q
�



2

����
����\1

)
x1 [ 2x2=T � 4

�
kiT

2

x2\4=kiT

(

Consequently, we get ðx1;x2Þ 2 <i1 ¼ fðx1;x2Þjx1 [ 0; 0\x2\4=kiT;
x1 [ 2x2=T � 4

�
kiT2; x1
x2

2ki

�
4g. That is to say ðx1;x2Þ locates interior

of <i1.

(2) If x2
2k

2
i � 4x1ki\0) x1 [ x2

2ki

�
4, c is complex number. Due to ck k\1,

we have

ck k ¼ 2� x2Tki �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2TkiÞ2 � 4x1T2ki

q����
����



2\1) x1\x2=T

Consequently, we can getðx1;x2Þ 2 <i2 ¼ fðx1;x2Þjx1 [ 0; x2 [ 0; x1

\x2=T ; x1 [ x2
2ki

�
4g. Namely ðx1;x2Þ locates interior of <i2.

According to consequence of situation (1) and (2), we know that ðx1;x2Þ 2
<i1 [ <i2 for every eigenvalue which is not zero. Moreover, we have
<i1 [ <i2 ¼ fðx1;x2Þjx2 [ 0; x1\x2=T ; x1 [ 2x2=T � 4

�
kiT2g. Conse-

quently, we can get ðx1;x2Þ 2 \N�1
i¼1 ð<i1 [ <i2Þ ¼ <. Namely, ðx1;x2Þ 2 <.

Necessary is proved.
Sufficient: From formula (12), we know c ¼ 1 when ki ¼ 0. And when ki [ 0,

we have c ¼ 1þ ½�x2Tki �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2TkiÞ2 � 4x1T2ki

q
�



2. Due to ðx1;x2Þ 2 <,

we can get ck k\1 easily. Namely, when ðx1;x2Þ 2 <, closed-loop system C�c is
stabile. Sufficiency is proved.
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4.3 Convergence Analysis

We know that closed-loop system C�c stability is not equal to that multirobot
system converges to desired formation shape and motion regular. In fact that, we
have the following convergence theorem about closed-loop system C�c .

Theorem 6 Stability of closed-loop system C�c is sufficient condition of closed-
loop system C�c convergence.

Proof Let ðc1Þd; ðc2Þd; . . .; ðc2NÞd
� �

is eigenvalue collection of matrix U, in which
ðciÞd is a subcollection whose element are all ci and number of elements is d,
namely ðciÞd ¼ ci; ci. . .; cif g. According to Corollary 3 and Theorem 4, we know
that when ðx1;x2Þ 2 <, c2N�1 ¼ c2N ¼ 1, cik k\1, i ¼ 1; 2; . . .; 2N � 2. Let

U2 ¼
IN TIN

�x1TL IN � x2TL

� �
2 R2N�2N

Thus we have U ¼ U2 � Id. From corollary 3, we know eigenvalue collection
of matrix U2 is fc1; c2; . . .; c2Ng. According to matrix theory, we can find a matrix
H to make matrix U2 become following Jordan form

U2 ¼ H
X

H�1 ¼ H

c1 0 0 0 0
0 c2 0 0 0

..

. ..
. . .

. ..
. ..

.

0 0 0 1 1
0 0 0 0 1

2
666664

3
777775

H�1 ð13Þ

Here H ¼ ½h1; h2; . . .; h2N�1; h2N �, and h2N�1 is a eigenvector of matrix U2

associated with the eigenvalue c ¼ 1. We thus have U2h2N�1 ¼ h2N�1. Let
Hð2N�1Þ1 ¼ ½hð2N�1Þ1; hð2N�1Þ2; . . .; hð2N�1ÞN �s,
Hð2N�1Þ2 ¼ ½hð2N�1ÞNþ1; hð2N�1ÞðNþ2Þ; . . .; hð2N�1Þ2N �s. We have

IN IN

�x1L IN � x2L

� �
Hð2N�1Þ1

Hð2N�1Þ2

" #
¼

Hð2N�1Þ1

Hð2N�1Þ2

" #
) Hð2N�1Þ2 ¼ ON�1

�x1LHð2N�1Þ1 ¼ ON�1

ffi

Due to properties of matrix L, we have LHð2N�1Þ1 ¼ ON�1 when Hð2N�1Þ1 ¼
k11Nðk1 2 RÞ. Consequently, we can get Hð2N�1Þ1 ¼ k11N , Hð2N�1Þ2 ¼ ON�1.
According to formula (21), we have U2H ¼ H

P
) U2h2N ¼ h2N�1 þ h2N . Let

Hð2NÞ1 ¼ ½hð2NÞ1; hð2NÞ2; . . .; hð2NÞN �s, Hð2NÞ2 ¼ ½hð2NÞNþ1; hð2NÞðNþ2Þ; . . .; hð2NÞ2N �s.
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We thus have

IN IN

�x1L IN � x2L

� �
Hð2NÞ1

Hð2NÞ2

" #
¼

Hð2N�1Þ1

Hð2N�1Þ2

" #
þ

Hð2NÞ1

Hð2NÞ2

" #
)

Hð2NÞ1 ¼ k21N

Hð2NÞ2 ¼ k11N

(

ðk2 2 RÞ

According to properties of Jordan matrix, we can get

Uk
2 ¼ H

Xk

H�1 ¼ H

ck
1 0 0 0 0

0 ck
2 0 0 0

..

. ..
. . .

. ..
. ..

.

0 0 0 1 k
0 0 0 0 1

2
666664

3
777775

H�1

Due to cik k\1, i ¼ 1; 2; . . .; 2N � 2, we thus have ck
i ¼ 0ðk! þ1Þ,

i ¼ 1; 2; . . .; 2N � 2. Consequently, we have

Uk
2 ¼ ½h1; h2; . . .; h2N�1; h2N �

Xk

H�1ðk! þ1Þ ) Uk
2 ¼ e� 1N ðk! þ1Þ;

e ¼ e1 e2 � � � e2N

m1 m2 � � � m2N

� �

Due to U ¼ U2 � Id, when k ! þ1, we have Uk ¼ ðU2 � IdÞk ¼ Uk
2 � Id ¼

e� Id Id . . . Id½ �T . Combining formula (14), when k! þ1, we have

X�c ðk þ 1Þ
V�c ðk þ 1Þ

" #
¼ U

X�c ðkÞ
V�c ðkÞ

" #
¼ Uk X�c ð0Þ

V�c ð0Þ

" #
)

X�c ðk þ 1Þ
V�c ðk þ 1Þ

" #
¼ 1N � e0

1N �m0

� �

Here e0 ¼
PN

i¼1 eiX�cið0Þ þ
PN

i¼1 eNþiV�cið0Þ, m0 ¼
PN

i¼1 miX�cið0Þ þ
PN

i¼1 mNþi

V�cið0Þ. In system C�c , due to V�c1ð0Þ ¼ 0, X�c1ð0Þ ¼ 0, u�c1 ¼ 0, we have
V�c1ðk þ 1Þ ¼ V�c1ð0Þ ¼ 0, X�c1ðk þ 1Þ ¼ X�c1ð0Þ ¼ 0. Consequently, we can getPN

i¼1 eiX�ciðk þ 1Þ þ
PN

i¼1 eNþiV�ciðk þ 1Þ ¼ 0,PN
i¼1 miX�ciðk þ 1Þ þ

PN
i¼1 mNþiV�ciðk þ 1Þ ¼ 0. And then we have following for-

mula when k! þ1, X�c ðk þ 1Þ ¼ 0;V�c ðk þ 1Þ ¼ 0.
Consequently, in system Cc, we have Xcðk þ 1Þ ¼ P;Vcðk þ 1Þ ¼ 0;

ðk! þ1Þ. Namely, multirobot system converges to desired formation shape.
Due to coordinate transformation relationship (4), we can get

Xo ¼ ðIN � AÞ�1Xc þ X�e , Vo¼ � ðIN � A�1BA�1ÞXc þ ðIN � AÞ�1Vc þ V�e . Con-
sequently, when k! þ1 in system Co, we have
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XoðkÞ
VoðkÞ

� �
¼ ½IN � AðkÞ��1P
�½IN � A�1ðkÞBðkÞA�1ðkÞ�P

� �
þ X�e ðkÞ

V�e ðkÞ

� �

Namely, multirobot system converges to desired motion regular.

5 Simulation Results

In simulation, multirobots system includes six robots. Formation shape and
communicate topological graph is as Fig. 3. Then Laplace matrix L is as follows.
Maximum eigenvalue of matrix L is kmax ¼ 5. In experiment, T ¼ 0:2 s, and
convergence domain of parameter is as Fig. 4. In this paper, we bracket off avoid
collision between robots.

1v

2v
3v

4v

5v 6v

Fig. 3 Formation shape and
communication topological
graph

Fig. 4 x1 � x2 convergence
domain
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L ¼

0 0 0 0 0 0
�1 3 �1 0 0 �1
0 �1 3 �1 �1 0
0 0 �1 2 �1 0
0 0 �1 �1 3 1
�1 �1 0 0 �1 3

2
6666664

3
7777775

Experiment 1: In convergence domain <, we choose a group parameter
ðx1;x2Þ, in which x1 ¼ 0:1, x2 ¼ 1:5. Initial position of robots are (3.4, 0.2, 0)
(4, 2, 0) (-3, 1.5, 0) (-5.6, -0.3, 0) (-1.8, -1.3, 0) (2.7, -1.4, 0), and initial
velocity all are (0,0,0). Initial position of center virtual robot is (0, 0, 0), and
velocity Ve becomes from (0, 0, 0) to (0.2, 0, 0.1) by uniformly accelerated. The
trajectory of six robots is as Fig. 5. From Fig. 5, we can know easily that six robots
form desired formation shape and move with revolving round the formation center.

Experiment 2: Parameter ðx1;x2Þ and initial status of every robot are same as
Experiment 1. During multirobot formation motion, we design that center virtual
robot moves along a desired trajectory. The trajectory of six robots is as Fig. 6. We
can find that six robots form desired formation shape and keep the desired front-
end turn toward velocity orientation when formation moves along a desired curve.

Fig. 5 The trajectory of six robots with revolving round the formation center

Fig. 6 The trajectory of six robots with formation center moving along desired trajectory
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Experiment 3: As a reference, we have Experiment 3. We choose x1 ¼ 5,
x1 ¼ 1, which are out of convergence domain. The trajectory of six robots is as
Fig. 7. We can observe easily that the trajectory of six robots is emanative.

6 Conclusion

In this paper, we mainly study the question of multirobot cooperative formation
control with revolving round the formation center. First, based on robot kinematics
model in center coordinates, we get multirobot discrete kinematics model (5) and
control input (6) in world coordinates by coordinate transformation. Second, we
define a kind of communicate topological graphs. And then based on these graph,
we make use of control input (10) to coordination control multirobot formation. At
the same time, we analyze control stability and get convergence domain of
parameter. Lastly, we use six robots to simulate experiment which suggests that
the control algorithm is effective and correct.
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New Scheduling Algorithm in Hadoop
Based on Resource Aware

Peng Xu, Hong Wang and Ming Tian

Abstract Hadoop MapReduce is a popular distributed computing model that has
been deployed on large clusters like those owned by Yahoo and Facebook. In a
practical data center of that scale, it is a common scenario that I/O bound jobs and
CPU bound jobs, that demand complementary resources, run simultaneously on
the same cluster. In current Hadoop scheduling algorithm, parallelization of these
two kinds of job has not been concerned. In this paper, we propose a new resource
aware scheduling algorithm. With this algorithm we can classify the type of work
and node workload reasonably, and the algorithm mainly solve the problems that
affect the processing rate which arise during resource contention. Finally, the
experiments and performance analysis of the algorithm proved that the algorithm
could significantly improve the system’s throughput.

Keywords Hadoop � MapReduce � Resource aware � Schedule

1 Introduction

As the Internet scale keeps growing up, enormous data needs to be processed in
many Internet Service Providers. MapReduce [1] framework is now becoming a
leading example solution for this. Hadoop [2, 3] is an open source project of the
Apache Foundation, it is Google’s MapReduce programming model and the GFS
[4] file system open source implementation. Hadoop [2, 3] MapReduce is a pro-
gramming model and software framework for writing applications that rapidly
process vast amounts of data in parallel on large clusters of compute nodes. Under
such models of distributed computing, many users can share the same cluster for
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different purpose. Situations like these can lead to scenarios where different kinds
of workloads need to run on the same data center. For example, these clusters
could be used for mining data from logs which mostly depends on CPU capability.
At the same time, they also could be used for processing web text which mainly
depends on I/O bandwidth.

The performance of MapReduce system closely ties to its task scheduler. Lot of
work has been done in the scheduling problem. Current scheduler in Hadoop uses a
single queue for scheduling jobs with a FIFO [5] method. Yahoo’s capacity
scheduler [6] as well as Facebook’s fair scheduler [7] uses multiple queues for
allocating different resources in the cluster. Using these scheduler, people could
assign jobs to queues which could manually guarantee their specific resource
share.

In practical scenarios, many kinds of jobs often simultaneously run in the data
center. These jobs compete for different resources available on the machine, jobs
that require computation compete for CPU time while jobs like feed processing
compete for IO bandwidth. The Hadoop scheduler is not aware of the nature of
workloads and prefers to simultaneously run map tasks from the job on the top of
the job queue. This affects the throughput of the whole system which, in turn,
influences the productivity of the whole data center. I/O bound and CPU bound
processing is actually complementary [8]. This suggests that a CPU bound task can
be scheduled on a machine on which tasks are blocked on the IO resources. In this
paper we propose a new resource aware scheduling algorithm, the main idea of the
algorithm is as follows: First, We classify job workloads into two types (I/O type
and CPU type), and put the job into two different queues (I/O queue and CPU
queue). Jobs in the CPU queue or I/O queue are assigned separately to parallel
different type of workloads. Second, we will classify node workload into I/O type
and CPU type. We select the appropriate tasks to run according to the workload of
the node. In this way, we will not only improve the response time of the system,
but also improve the utilization of the resources.

The rest of the paper is organized as follows. Section 2 describes the related
work of this article. Section 3 introduces our new scheduler. Section 4 validates
the performance increase of our new scheduler through a suit of experiments.
Finally we conclude in Sect. 5.

2 Scheduling in Hadoop

As of v0.20.1, the default scheduling algorithm in Hadoop operates off a first-in
first-out (FIFO) basis. Beginning in v0.19.1, the community began to turn its
attention to improving Hadoop’s scheduling algorithm, leading to the implemen-
tation of a plug-in scheduler framework to facilitate the development of more
effective and possibly environment-specific schedulers.
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Since then, two of the major production Hadoop clusters—Facebook and
Yahoo—developed schedulers targeted at addressing their specific cluster needs,
which were subsequently released to the Hadoop community.

2.1 Default FIFO Scheduler

The default Hadoop scheduler operates using a FIFO queue. After a job is parti-
tioned into individual tasks, they are loaded into the queue and assigned to free
slots as they become available on TaskTracker nodes. Although there is support
for assignment of priorities to jobs, this is not turned on by default.

2.2 Fair Scheduler

The Fair Scheduler [6] was developed at Facebook to manage access to their
Hadoop cluster, which runs several large jobs computing user metrics, etc., on
several TBs of data daily. Users may assign jobs to pools, with each pool allocated
a guaranteed minimum number of Map and Reduce slots. Free slots in idle pools
may be allocated to other pools, while excess capacity within a pool is shared
among jobs. In addition, administrators may enforce priority settings on certain
pools. Tasks are therefore scheduled in an interleaved manner, based on their
priority within their pool, and the cluster capacity and usage of their pool.

As jobs have their tasks allocated to TaskTracker slots for computation, the
scheduler tracks the deficit between the amount of time actually used and the ideal
fair allocation for that job. As slots become available for scheduling, the next task
from the job with the highest time deficit is assigned to the next free slot. Over
time, this has the effect of ensuring that jobs receive roughly equal amounts of
resources. Shorter jobs are allocated sufficient resources to finish quickly. At the
same time, longer jobs are guaranteed to not be starved of resources.

2.3 Capacity Scheduler

Yahoo’s Capacity Scheduler [7] addresses a usage scenario where the number of
users is large, and there is a need to ensure a fair allocation of computation
resources among users. The Capacity Scheduler allocates jobs based on the sub-
mitting user to queues with configurable numbers of Map and Reduce slots.

When a TaskTracker slot becomes free, the queue with the lowest load is
chosen, from which the oldest remaining job is chosen. A task is then scheduled
from that job. Overall, this has the effect of enforcing cluster capacity sharing
among users, rather than among jobs, as was the case in the Fair Scheduler.
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2.4 Late Scheduler

The default implementation of speculative execution relies implicitly on certain
assumptions, the two most important of which are listed below:

1. Tasks progress in a uniform manner on nodes
2. Nodes compute in a uniform manner.

In the heterogeneous clusters that are found in real-world production scenarios,
these assumptions break down very easily. Zaharia et al. [9] propose a modified
version of speculative execution that uses a different metric to schedule tasks for
speculative execution. Instead of considering the progress made by a task so far,
they compute the estimated time remaining, which provides a far more intuitive
assessment of a straggling tasks’ impact on the overall job response time. They
demonstrate significant improvements by LATE over the default speculative
execution implementation.

3 Resource Aware Scheduling

While the two improved schedulers described above attempt to allocate capacity
fairly among users and jobs, they make no attempt to consider resource availability
on a more fine-grained basis. Given the pace at which CPU and disk channel
capacity has been increasing in recent years, a Hadoop cluster with heterogeneous
nodes could exhibit significant diversity in processing power and disk access speed
among nodes. Performance could be affected if multiple processor-intensive or
data-intensive tasks are allocated onto nodes with slow processors or disk channels
respectively. This possibility arises as the JobTracker simply treats each Task-
Tracker node as having a number of available task ‘‘slots.’’ Even the improved
LATE speculative execution could end up increasing the degree of congestion
within a busy cluster, if speculative copies are simply assigned to machines that
are already close to maximum resource utilization.

HADOOP-3759 [10] and HADOOP-657 [11] address this partially: 3759
allows users to specify an estimate for the maximum memory their task requires,
and these tasks are scheduled only on nodes where the memory per node limit
exceeds this estimate; 657 does the same for the available disk space resource.
However, both the scheduler does not consider the type of workload of the nodes
and tasks.

In this paper, we propose a resource aware scheduling algorithm. Jobs and
nodes to be classified according to the resource workload. We select the appro-
priate tasks to run according to the workload of the node.
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3.1 Workloads Classification

3.1.1 MapReduce Procedure Analysis

MapReduce contains a Map phase grouping data in specified key and a Reduce
phase aggregating data shuffled from map nodes. Map tasks are a bag of inde-
pendent tasks which use different input. They are assigned to different nodes in
cluster. In the other hand, reduce tasks depend on the output of map tasks. All
reducer nodes are not able to begin computing because just one map node slows
down; and in Reduce phase, tasks could directly begin to run the application logic
because the input data is already shuffled in memory or local disk. So the Map
phase is critical to the whole procedure. In this phase, every node performs their
map task logic which is similar in one job, and shuffles result data to all reducer
nodes. Therefore, we predict job workload by analyzing job’s Map phase history.
In the Map phase, every node does three actions: (1) init input data; (2) compute
map task; (3) store output result to local disk.

3.1.2 Classification of Job Workloads

According to the utilization of I/O and CPU, we give a classification of workloads
on the Map phase of MapReduce. As we say, every node in the Map-Shuffle phase
does three actions. The ratio of the amount of map data input (MDI) and map data
output (MDO) in a single map task depends on the type of workload. We define a
variable b as the application logic of particular workload where:

MDO ¼ b �MDI ð1Þ

We assume that tasks in the same job have the same b value. We define a
variable n as the number of concurrent running tasks on one node. We define
MTCT which means the Map Task Completed Time and DIOR which means Disk
I/O Rate.

As for a map task, the operations of the I/O in disk include input and output. In
the process of program running, every node has n map tasks which are synchro-
nously running. Multiple tasks share the disk I/O bandwidth when the system
stably runs. In our opinion, if the summation of MDI + MDO of n map tasks
divided by MTCT is still greater than the bandwidth of disk I/O, then this kind of
task is I/O type. We use formula (2) to define the type of I/O workload.

n � MDIþMDOð Þ=MTCT ¼ n � 1þ bð ÞMDI=MTCT [ DIOR ð2Þ
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The second class of workload is different with the former one. Its map tasks are
CPU type. In this class, the ratio of the I/O data of map tasks to the runtime is less
than DIOR. We use formula (3) to define the type of cpu workload.

n � MDIþMDOð Þ=MTCT ¼ n � 1þ bð ÞMDI=MTCT\DIOR ð3Þ

3.1.3 Classification of Node Workloads

Workload type of the node will be affected by many factors, such as disk I/O rate,
CPU usage,and memory utilization. In this paper, we use CPU usage and disk I/O
rate to classify the workload type of node.

We define Lcpu and LI/O which means the current CPU usage and current disk I/O
rate. And define BASEcpu and BASEI/O which means CPU usage threshold and disk
I/O rate threshold. When the node CPU usage or disk I/O rate exceeds the threshold
value, it may be caused by competition for resources, and reduce the overall system
throughput. Therefore, when the node CPU usage or disk I/O rate exceeds the
threshold value, the node will no longer schedule the corresponding types of tasks.
The threshold value set by the system administrator according to the hardware
configuration of the node and the actual operating conditions. Each node’s use
heartbeat to send their Lcpu, LI/O, BASEcpu and BASEI/O to the Jobtracker. Job-
tracker use this information to divide the workload type of the node. We use
formula (4) to define the I/O workload node.

Lcpu=BASEcpu [ LI=O=BASEI=O ð4Þ

Cpu workload node is different with I/O workload node. The node current I/O
usage is larger than the CPU usage. We use formula (5) to define the I/O workload
node.

LI=O=BASEI=O [ Lcpu=BASEcpu ð5Þ

3.2 Scheduling Algorithm

The Resource Aware scheduler contains a CPU Job Queue where jobs of CPU
Class stand in, an I/O Job Queue where jobs of I/O Class stand in, a CPU Task
Queue where task of CPU Class stand in, an I/O Task Queue where task of I/O
Class stand in, and a Wait Queue where all jobs stand in before their type is
determined. Each queue works independently, and serves a FCFS with priority
strategy just like Hadoop’s current job queue.
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The algorithm basic steps are as follows:

1. Users submit jobs to the Wait Queue and wait to determine the job’s type.
2. If both CPU Job Queue and I/O Job Queue are empty. Then the scheduler get a

job from the top of Wait Queue and assigns one map tasks of this job to a
TaskTracker, we user Formulas (2), (3) for predicting the job type. Then Insert
the job to CPU Job Queue or I/O Job Queue.

3. The scheduler select job from CPU Job Queue or I/O Job Queue to run, these
two types of jobs on the cluster running at the same time. Scheduler insert all
the tasks of the job into Task Queue which with the same type of the job
workload.

4. When TaskTracker has idle slots, it use heartbeat to send their Lcpu, LI/O,
BASEcpu and BASEI/O to the Jobtracker. With the formulas (4), (5) JobTracker
determine the workload type of the node.

5. If the node is CPU type, then determine the I/O Task Queue is empty or not
6. If the I/O Task Queue is not empty, then determine whether the node’s LI/O is

greater than BASEI/O. If the node’s LI/O is greater than BASEI/O, then the node
no longer accept new tasks. If the node’s LI/O is less than BASEI/O, Scheduler
will get a task from the top of the I/O Task Queue and assign the task to the node.

7. If the I/O Task Queue is empty, then determine whether the node’s Lcpu is greater
than BASEcpu. If the node’s Lcpu is greater than BASEcpu, then the node no longer
accept new tasks. If the node’s Lcpu is less than BASEcpu, Scheduler will get a
task from the top of the CPU Task Queue and assign the task to the node.

8. If the node is the I/O type, the operation flow is similar to the CPU type.

The algorithm pseudo-code is as follows:
Users to submit jobs to the Wait Queue
/*determine the job type base on the formulas (2), (3)*/
if (n*(1 + b)MDI/MTCT [ DIOR) then
Put this job into the I/O Job Queue;
end if
if (n*(1 + b)MDI/MTCT \ DIOR) then
Put this job into the CPU Job Queue;
end if
/*Put All the tasks of the job into task queue*/
The schedule get a job from I/O Job Queue or CPU Task Queue
if the job come from CPU Job Queue then
Put All the tasks of the job into CPU Task Queue
end if
if the job come from I/O Job Queue then
Put All the tasks of the job into I/O Task Queue
/*JobTracker assign task to TaskTracker*/
determine the node type base on the formulas (4), (5)
if (Lcpu/BASEcpu [ LI/O/BASEI/O) then
determine the I/O Task Queue is empty or not
if (I/O Task Queue is not empty) then
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determine whether the node’s LI/O is greater than BASEI/O

if (LI/O [ BASEI/O) then
Return;
else then
get a task from the top of the I/O Task Queue and assign the task to the node
end if
if (I/O Task Queue is empty) then
determine whether the node’s Lcpu is greater than BASEcpu

if (Lcpu [ BASEcpu) then
Return;
else then
get a task from the top of the CPU Task Queue and assign the task to the node
end if
end if
if (Lcpu/BASEcpu \ LI/O/BASEI/O) then the operation flow is similar to the cpu

type

4 Evaluation

Our experiment is that we compare the resource aware scheduling algorithm with
Hadoop original scheduling algorithm. We build a cluster with four hosts, one of
which is a master node and the other three is Slave node. Operating system is
Linux Ubuntu 12.10, Hadoop version is 0.20.2, and java environment is jdk-7u17-
linux. Cluster configuration is shown in Table 1.

Literature [12] has proven that TeraSort job belongs to I/O class and Grep
Count job belongs to CPU class. Therefore, in our experiments we select TeraSort
job and Grep Count job as the test job. In order to ensure the accuracy and validity
of the experimental data, every job runs five times and we will get the average
value of the job completion time. According to the complete time of the job, we
could analyze the improvement of performance.

Experiment 1: We use Hadoop original scheduling algorithm and the Resource
Aware scheduling algorithm run the Grep Count job, and input 2G, 4G, and 6G
data for testing. The experimental results shown in Fig. 1.

As we can see from Fig. 1, when the input data is relatively small, two algo-
rithms are basically the same on the job completion time. But with the amount of
data increases, Resource Aware scheduling algorithms becomes increasingly
evident in the improvement of job’s completion time. When we input 6G data,
Resource Aware scheduling algorithms improves the throughput by 30 %. This is
because when the input data is small, the load pressure of the node is relatively
small, the execution time of the two algorithms is substantially the same. But with
the amount of data increases, the load pressure of the node also increases, and
tasks of the node will generate competition for resources, thereby increasing the
completion time of the job. Our scheduling algorithm fully consider the node’s
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workload condition, when the node’s workload exceeds the base value, it will no
longer run other tasks. The algorithm effectively reduce the competition for
resources, and improve the completion time of job.

Experiment 2: We use Hadoop original scheduling algorithm and the Resource
Aware scheduling algorithm run the Grep Count job and TeraSort job simulta-
neously, and input 2G, 4G, and 6G data for testing. The experimental results
shown in Fig. 2.

As we can see from Fig. 2, when we input 2G data, Resource Aware scheduling
algorithms can significantly improve the completion time of the job. And with the
input data increases, the improvement is increasingly evident. When we input 6G
data, Resource Aware scheduling algorithms improves the throughput by 40 %.
This is because the resource aware scheduling algorithm divide the job’s workload
type, it makes the CPU type job, and I/O type job run simultaneously on the
cluster. It is unlike the FIFO algorithm in which the job executed by the submit
sequence. And the resource aware scheduling algorithm also divide the node’s
workload type. It assign tasks in accordance with the node’s type and workload

Table 1 Cluster
configuration

Machine type CPU configuration Disk I/O rates (M/s)

Master 4-core Intel Xeon 150
Slave1 2-core Intel Xeon 120
Slave2 1-core Intel Xeon 100
Slave3 1-core Intel Xeon 100

0

500

1000

1500

2000

2500

2G 4G 6G

512

1225

2170

460

980

1510

FIFO RA
Fig. 1 Use FIFO and the
resource aware scheduling
algorithm run the Grep Count
job

Fig. 2 Use FIFO and the
resource aware scheduling
algorithm run the Grep Count
and TeraSort
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conditions. Therefore, when the amount of data increases, the algorithm is more
apparent on improve the completion time.

5 Conclusion

In this paper we analyze the typical MapReduce workloads on the MapReduce
system, and classify them into two type. We also divide the node’s workload type.
We propose the Resource Aware scheduling algorithms based on the classification,
it assign tasks in accordance with the node’s type and workload conditions. And it
can effectively avoid the competition for resources and workload imbalance. Our
experiments have shown that the Resource Aware Scheduler could significantly
increase the system’s throughput.
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Developing a New Counting Approach
for the Corrugated Boards and Its
Industrial Application by Using Image
Processing Algorithm

Ufuk Cebeci, Fatih Aslan, Metin C�elik and Halil Aydın

Abstract Packaging plays a very important role in marketing. Thanks to pack-
aging, the goods while in transit and the products located onto retail shelves are
protected. In order to gain competitive advantages in the market, the way of
packaging should be assessed and managed effectively. Having many advantages
such as versatility, recyclability, and cheapness; corrugated boards packaging is
widely used and increasing popularity in the world. Due to the high rate usage of
corrugated board, the production of corrugated board becomes more of an issue. In
the current situation, corrugated boards placed onto each other on pallets before
delivery are counted manually. The situation leads to waste and extra cost for the
factory. The approach mentioned in this paper aims to automate this process by
using image processing algorithms and to eliminate all wastes related to manual
counting process. There is no scientific research studied related to this problem. An
algorithmic approach is applied by using sample images provided by a company
corresponding to corrugated boards. Therefore, the automated counting system for
corrugated board is proposed by this study.
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1 Introduction

Image is defined as the visual description of the objects in nature. According to
Qidwai and Chen [1], digital image is the state of digitized and extracted version
of images from three dimensions into two dimensions. Digital image is a function
such an aðx; yÞ that has two variables. These variables are the position of coor-
dinates and the value of this function represents the intensity or brightness. The
scientific definition of digital image is that the image is extracted by using the
analog image of aðx; yÞ from two-dimensional continuous space into two-dimen-
sional discrete space as a result of sampling process defined as digitization [1].

In digital images, most widely used term in order to denote the element of an
image is pixel. Beside this definition, pixel is identified as the intersection point of
row and columns. All techniques related to image processing is applied to pixels.
Furthermore, the operations in image processing are performed based on operators
such as arithmetic operator, convolution operator, and gradient operator used by
many methods in image processing.

Image processing is an operation which alters the nature of images in the
manner to improve visual interpretation and to transform images into a suitable
state that could be perceived by autonomous machine by using computers [2].
Gonzalez and Woods examined processes performed in image processing into
three different categories [3]:

Low-level Process. This process includes primitive operations (noise reduction,
contrast enhancement, etc.). Input and output are identified as images.

Mid-level Process. Input is characterized by an image, however; output is
attributes of the image such as edges. Image segmentation could be given as an
example for this type of processes.

High-level Process. This level contains higher operations and beside the mid-
level it gives meaning to the images. Text recognition and detection of counterfeit
money are among the application of high-level process.

2 Corrugated Boards in Industrial Packaging

The raw material of the corrugated board is the recycled paper. There are many
different types, sizes, and shapes of corrugated boards. The corrugated board
provides high-level environment-friendly packaging. Products which are fragile,
hard, soft, solid, and liquid could easily be packed and protected thanks to the
board. Corrugated board is produced from two sheet combination and glued to a
corrugated inner medium. The shape of corrugated board is shown in Fig. 1.

There are many benefits of the corrugated board packaging [4]:

• Sustainable. Completely recyclable and 100 % natural.
• Cheapness. It could be produced by recycled paper.

1022 U. Cebeci et al.



• Safe and Hygienic. Due to having disposable characteristics and certified by
Good Manufacturing Practice.

• Superior Protection. Resistant to impact, vibration, dropping, and shock.
• High-technology and Innovation. Adaptable to technological developments

(RFID) and innovations (Cooler corrugating).
• Informative and Promotional. Strong marketing tool for companies in order to

increase the value in the market.
• Ideal Logistic Partner. Packaging is fundamental component and guarantee

maximum stocking and space use.

3 The Methods Used for Counting of Corrugated Board
Algorithm

In corrugated boards counting algorithm, different methods related to image pro-
cessing are utilized. The algorithm is developed in MATLAB software. The
general and detailed flow of the original algorithm are shown in Figs. 2 and 3,
respectively.

The methods will be explained one by one in order to show the advantages of
usage in this algorithm.

Adaptive Histogram Equation. All histogram equation methods are based on
color value distribution and aim to adjust contrast. Distinctively, adaptive histo-
gram performs this type of adjustment locally which means to remove the low
contrasts, brightness, and saturations in the local part of the image. Philip states
that this method produces effective results to homogenize color density [5]. As a
result, image defects caused by perspective could be eliminated.

Sobel Filter. This filter is basically used in order to find the edges in the image
and based on derivative approach. MATLAB offers a function called fspecial for
the Sobel filter by utilizing from h matrix. The matrix used to find the horizontal
edges is shown in Fig. 4. Moreover, Sanduja and Patial [6] stated that this filter
removes spurious noises and makes the edge smoother. Besides, Shrivakshan and
Chandrasekar [7] explained that Sobel filter provides more simplicity than the
other filters using the approach of the Gaussian. Therefore, the method is faster and
gives effective results.

Fig. 1 Corrugated board [4]
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Erosion. This method performs the morphological process based on a structural
element for gray-colored images. In addition to many different shaped and sized of
structural elements (line, square, disk, etc.) offered by MATLAB, it could be
formed by an operator. Therefore, operators could use structural elements arbi-
trarily and do not obliged to use available ones.

The working principal of this method is based on the rule of the mask of the
pixels which are defined by structural element matrix. The method assigns the
value of the minimum element inside the mask window as a value of centered
pixel in the mask area. Example is shown in the Fig. 5. Structural element of this
process is defined as 3-3 square matrix.

Dilation. Dilation is the one of the process that is executed basic morphological
process for grayscaled images. Dilation process is materialized based on the

Fig. 2 General flow of the
algorithm
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Fig. 3 Detailed flow of the
original algorithm

Fig. 4 Sobel horizontal edge
(h) matrix [10]

Fig. 5 Erosion (Martin et al.
[11])
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identified one structural element like erosion. The working logic is the reverse of
the erosion. Therefore, determined structural element matrix is carried to the
whole image by taking every pixel as a center. In contrast to erosion, the maximum
value of the element is assigned as pixel value. The example is shown in the Fig. 6
regarding dilation process which is performed by using 3-3 square matrix.

Chitra and Balakrishnan [8] stated that dilation and erosion methods are used to
smooth the boundary of the objects and do not change the area of them. In
addition, these methods are consecutive and firstly applied erosion followed by
dilation in the opening operation. The erosion method is firstly applied for our
algorithm due to the opening operation structure.

Median Filter. Median filter is used in order to remove the image noise. This
filter could be used to preprocess for other subsequent process. The filter is applied
by means of mask matrix. The image is scanned by this identified matrix. In each
window, the values of pixel are ordered from the minimum to maximum value. As
a result of alignment, the value in the middle is assigned as the value of the
centered pixel. It is widely used method in image processing in order to remove
noise without causing damage to the edges. The example is shown in Fig. 7
regarding to this filter. In this example, the central element is altered from 97 to 4
which will be in the middle when the numbers are ordered.

Graythresh. This threshold is used to obtain black-white images from gray
images. According to this method, pixel values which is above the examined
threshold level is colored white, conversely it is colored black when the pixel value
is below the level. By means of this method, the image is transformed from
grayscale into BW images.

Fig. 6 Dilation (Martin et al.
[11])

Fig. 7 Median filter
application
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Threshold level is determined by two methods:

• Operator observation: In this method, the operator observes the different
results by trying different threshold values that is defined arbitrarily. According
to the observations, the optimal threshold level is determined.

• MATLAB Function (Graythresh): To find the best threshold level of the gray
images, a MATLAB function called graythresh is used. This function utilizes
from Otsu method in order to find the optimal threshold level. Briefly, the
method assumes that image consists of two color categories as back and front
hand. The variance value is calculated for both two classes. The value which
minimizes the variance value is given as an optimal threshold level (Wang [9]).

Classification of the Black-White Color. To classify black-white colors,
MATLAB offers a function called bwboundaries. The function is used in order to
determine objects, hollowed structure substances (called parent) and spongy
structure substances (called child). These types of objects are shown in Fig. 8. The
important point is that the function is only available for BW-scaled images.

4 The Original Algorithm Developed for Corrugated
Board

The methods used in this algorithm are explained in Sect. 3. In Sect. 4, it will be
pointed out specific issues which make the algorithm original.

This algorithm is developed by using 15 different images of finished corrugated
boards produced by Azim Packaging. The reason why these images are selected is
to demonstrate the verification and the robustness of the algorithm. The images
have different characteristics including quality (abnormal sinus curves, etc.) and
size (such as bigger or smaller sinus curves). All images of 15 selected products
are shown in Appendix-1. The results of our algorithm related to these images are
shown in Table 1.

In this section, the algorithm is performed step by step on only one image which
is selected from 15 images and the results of each step is given at the end of
relevant step.

Fig. 8 Classification of BW
color [12]
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The original image and its magnified part of the image are shown in Figs. 9 and
10, respectively.

Step (1) Adaptive Histogram Equation: After RGB-colored original image is
loaded into MATLAB, it is firstly converted into grayscale. Then adaptive his-
togram method is applied in order to remove background noise caused by the
perspective. The former and the latter images are shown in Figs. 11 and 12,
respectively.

Compared with Figs. 11 and 12, it is noticed the perspective noise placed in the
middle is removed in the latter image. In addition, the color of the image becomes
more homogeneous than the former one.

Table 1 Results Photo no. Actual number Found number Average processing
time [sec]

1 32 32 1.52
2 38 38 1.57
3 40 40 1.55
4 45 45 1.53
5 47 47 1.52
6 48 48 1.56
7 48 48 1.59
8 52 52 1.53
9 56 56 1.52
10 65 66 1.57
11 42 41 1.58
12 45 44 1.55
13 45 46 1.55
14 55 56 1.62
15 39 41 1.57

Fig. 9 Original image
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Fig. 10 Magnified part of
the original image

Fig. 11 Before adaptive
histogram

Fig. 12 After adaptive
histogram
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Step (2) Sobel Filter: This filter is applied in order to emphasize horizontal
lines. Filtering image is shown in Fig. 13. In addition, the difference between the
former and the latter images is shown in Fig. 14a, b, respectively. This step also
supports the next step by making the horizontal edges more visible.

Step (3) Erosion: This step is the most important step for the success of the
algorithm. The point is to remove the sinusoidal curves between the lines by using
structural element.

Definition of Structural Element: As stated in Sect. 3, the structural element is
generally defined as either available MATLAB elements or completely by user. In
our algorithm, after analyzing the image in detail we define our structural element
instead of using available MATLAB elements.

According to analyses of the images, the width of the sinus curves located
between two lines changes mostly in the range of 2–5 white pixels. Therefore,
structural element is formed as matrix in 1 9 6 sized. To clarify the idea, as
mentioned in Sect. 3, the smallest value inside the frame is assigned to the center
element. Hence, this matrix makes the erosion of the white pixels in the sinus
curves substantially guaranteed. Furthermore, the values of the matrix elements do

Fig. 13 After sobel filter

Fig. 14 a Before sobel and
b after sobel

1030 U. Cebeci et al.



not affect this process. For this reason, the value of 1 (one) is given arbitrarily to all
elements of the matrix.

Key Point of This Step. Thanks to removing sinus curves, the next steps could
be performed easily. The latter and the former images are shown in Fig. 15a, b,
respectively.

Step (4) Dilation: This step is complementary of the erosion method. In the
previous step, when removing the sinus curves, horizontal lines are affected
negatively. Therefore, it brings out discontinuity in some points. In order to
recover, dilation method is applied. The latter and the former images are shown in
Fig. 16a, b.

Compared with Fig. 16a, b, it is remarked that the lines are more continuous in
the latter one.

Step (5) Median Filter: As stated in Sect. 3, this filter is used as preprocessor to
the subsequent process to remove the image noises. Specifically, for this image the
noises around the horizontal lines make the lines wider and less distinctive. This
filter is also applied after analyzing the characteristics of the image. The analysis
shows that the thickness of the horizontal edge is almost 4 pixels. The related figure
is shown in Fig. 17. In this figure, the difference between two y positions gives
value 4. Therefore, the mask matrix of the median filter is selected as [4 4] sized.

The before and after median filter is applied, the images are shown in the
Fig. 18a, b, respectively.

After median filter is applied, the horizontal lines become more clear as shown
in Fig. 17b.

Fig. 15 a Before erosion and
b after erosion

Fig. 16 a Before dilation
and b after dilation
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Step (6) Transforming into BW Scale: After median filter, the image is con-
verted into binary image in order to carry out the counting process. The working
principle of this method is mentioned in Sect. 3. Then, the vertical cross section is
taken from the middle area of the image due to the quality issues (smoothness,
continuity of lines, etc.) compared to the other areas of the image.

Note Determination of cross section width is a critical issue. The reason why
this width is important will be explained in the next step.

Step (7) Counting Process: After segmentation, the last step of the algorithm is to
find the number of corrugated boards. In order to count, bwboundries function defined
in MATLAB is utilized. The working principle is mentioned in Sect. 3. Briefly, this
function traces the interior and exterior boundaries of the objects and detects them.
The essential point is that the image must be binary where nonzero pixels show the
objects while zero pixels show the background. In our algorithm, bwboundries
function takes the binary image as an argument and finds the number of the objects.
The output of this function is assigned to a variable. The length of the variable gives
the count of the corrugated board. The related figure is shown in Fig. 19.

5 Results

In this algorithm, seven steps are carried out in order to find the number of
corrugated boards. These steps are applied to 15 images selected from real pro-
duction area of Azim Packaging Company. The results are shown in Table 1. In

Fig. 17 Magnified former
image

Fig. 18 a Before median and
b after median
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this table, actual number of corrugated boards, the found number by our algorithm,
and average processing time for each figure are given.

As shown in Table 1, the algorithm could find the true count for the images
between photo nos. 1–9 accurately. The algorithm converges into the true number
with 1 difference for the images between photo nos. 10–14. The algorithm con-
verges into the true number with 2 differences for the photo no. 15.

The algorithm could accurately find the true number at the rate of 60 % and the
remaining images have some defects caused by alignment and the quality of the
photographs. Therefore, with 1 difference could be accepted in the range of suc-
cess. As a result, the success rate is 94 %.

In this section, the important key performance indicators (KPI) are:

• The independency to the initial data. In this algorithm, despite selected images
show different characteristics, the results are satisfactory and show the flexi-
bility of the algorithm developed. As a result, our algorithm is not dependent on
initial data.

• The processing time. Processing time is measured by using MATLAB com-
mands. Table 1 shows the average processing time. The average value is found
in a way that each figure is run 10 times so each value includes the average of
10 running time value. In addition, the values change between the range of 13
and 17 s. As a result, average processing time could be accepted as nearly 15 s.

• The accuracy of results. The success rate is given in this section as 94 %.

Finally, our image processing algorithm is successful in counting of corrugated
boards.

Fig. 19 Counting of
corrugated board
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6 Conclusions

In this study, the application of corrugated board counting is performed by using a
new image processing algorithm. After applying the algorithm with real products,
the results are satisfactory and reasonable.

Our paper is the first study about this subject because no other scientific study
analyzed this problem.

The algorithm offers fast and efficient solution to counting problem of corru-
gated boards and not dependent on initial data.

As a further research of this study, video processing can be tried to compare the
results for industrial applications. QFD—Quality Function Deployment—tech-
nique can be used to match the technical specifications and customer needs for a
counting machine. In addition, this counting algorithm should be integrated with
production machines and ERP systems. The total counting time of algorithm may be
improved if the time of production line is faster than counting time of the algorithm.

The method can be applied to other industrial problems such as sheet and paper
counting.

A.1 7 Appendix

Corrugated Board Images in Different Numbered and Shaped

Photo 1 Unprocessed
Corrugated Boards Image-1
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Photo 3 Unprocessed
Corrugated Boards Image-3

Photo 4 Unprocessed
Corrugated Boards Image-4

Photo 2 Unprocessed
Corrugated Boards Image-2
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Photo 6 Unprocessed
Corrugated Boards Image-6

Photo 7 Unprocessed
Corrugated Boards Image-7

Photo 5 Unprocessed
Corrugated Boards Image-5
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Photo 9 Unprocessed
Corrugated Boards Image-9

Photo 10 Unprocessed
Corrugated Boards Image-10

Photo 8 Unprocessed
Corrugated Boards Image-8
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Photo 12 Unprocessed
Corrugated Boards Image-12

Photo 13 Unprocessed
Corrugated Boards Image-13

Photo 11 Unprocessed
Corrugated Boards Image-11
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Complex Systems Modelling for Virtual
Agriculture

Lei Zhang and Liqi Han

Abstract Agriculture is a key development for survival of all the human beings.
When the population is increased while the arable land surface is reduced,
emerging technologies are greatly required to improve agricultural productions.
One of the emerging research domain that could contribute to this improvement is
computational plant modelling, which treats plants as complex systems and uses
simulations to carry out virtual experiments as an alternative to the time- and
resource- consuming real-world investigations. Plant models could focus on dif-
ferent levels progressing from atoms to the whole atmosphere. Architectural
models and functional-structural models, mainly addressing the organ-level
development and function, have been widely developed against problems in
agricultural practice. However, almost all the current plant models and supporting
software tools are not user-friendly enough, leaving an interval for us to fill before
virtual agriculture becomes more ‘‘real’’ and ‘‘realistic’’.

Keywords Complex systems � Computational modelling � Virtual plants �
Digital agriculture � Virtual experiments

1 Introduction

Plants are widely called the Green Factory. They make up 99.9 % of the Earth’s
biomass, capture photons, air, water, and minerals, and then synthesise all the
necessary products we need to survive. The food we eat, the oxygen we breathe,
the medicine we use, and even the biodiesel that is expected to replace petroleum,
all rely on plants. Thus, plants play a vital role in sustaining other forms of life,
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including us—the humans. As the foundation and a powering source of human
civilization, agriculture has been remarkably developed. However, behind this
rapid development there is also overuse of chemical fertilisers and pesticides, high
requirement of fuel and electricity, as well as immoderate demand for land from
the wild. How to feed the increasing population with safely and effectively
improved agriculture becomes an urgent issue for the whole world.

Undoubtedly, genetic studies, which focus on the modification of plant itself,
are leading the improvement of agricultural productivity. Mutant crops, usually
with an altered phenotype in terms of organ size or number, are created every day.
Nevertheless, the intermediate mechanisms between genotypes and phenotypes,
such as the long- and short- signalling processes related to mutation, are still
largely unclear. Since these processes might have the capability of triggering
synthesis of unknown substances, it is always reasonable to suspect the safety of
such products before the detailed mechanisms are clear. Even if the size of a type
of organs can be augmented and meanwhile the safety can be guaranteed, would
this change decrease the whole plant’s performance in carbon allocation, light
interception and other functions? If this occurred, the entire productivity of a plant
could be lowered rather than be increased. Moreover, assuming a single plant had
been optimised, would this result in the optimization of the whole field? Perhaps
not, since the optimized individuals with higher capabilities might have to compete
for limited resources (such as light and nutrients) and thereby reduce overall
productivity of the group. All this is to say, the mutated species should be suffi-
ciently investigated and tested before they are applied in agriculture.

It is always possible to base these investigations and tests on lab or field
experiments. The problem is, however, how much time, how many resources and
how many labours would it cost for such experiments? To test a new mutant, the
breeding, the cultivation, the measurement, the data analysis and then the con-
clusion might take decades to be completed, without mentioning how many people
and resources are involved. For the signalling-related studies, it could be more
challenging, since many signals cannot be observed or detected at all with current
biological technologies.

When real-world experiments could not solve the problem effectively, virtual
experiments might have a chance. No matter how complex the biological systems
are, the similarity between them and engineered system [1–3] leads to a systematic
view of their internal and external processes [4, 5]. Behind the complexity, rep-
resented by nonlinearity, dynamics, self-organisation and unpredictability, there
are simple rules constituting interactions between different components at different
scales. Computational modelling, capable of supporting massive datasets as well
as handling enormous number of constituents, is an ideal option to simulate the
lower level activities and the consequent emerging system-level behaviours.

In this paper, we will first review the major principles about plant modelling
and then discuss how these models could be used to server virtual experiments for
agriculture.
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2 Basis of Plant Models

Conventionally, the biological models are classified into four forms [6]: verbal,
diagrammatic, physical, and formal. If a model describes a system using human
languages, it is called a verbal model. If a diagram is used to abstract the inter-
related objects and their relations as a graphical representation, it is a diagram-
matic model. A physical model is a mock-up of the real system. If a model uses
mathematical languages, usually in form of a group of mathematical equations, to
express a system, it is characterised as a formal model. The computational models
evolve from mathematical models, because they use algorithms to organise their
structures and require computer programmes to handle their implementations.
A computational model could be defined as ‘a set of computational codes, exe-
cutable in some software/hardware environment, that transform a set of input data
into a set of output data, with the input, output, and transformation typically having
some interpretation in terms of real-world phenomena’ [7].

Biological systems are highly organised with multiple hierarchical levels
(sometimes referred to as scales): atom, molecule, organelle, cell, tissue, organ,
organ system, organism, population, community, ecosystem and biosphere [8]. An
entity at a given level is a system composed by some of its lower level objects, and
in turn functions as an object for a higher level system. Thus, this hierarchy is also
used to classify plant models [9]. A ‘bottom-up’ model uses lower level processes
to investigate higher level phenomena; a ‘top-down’ model views the system
behaviour as a result of ‘‘phenomenological relation’’ with external factors [6].

According to how it is built and how it is used to study a system, a model can
also be characterised as ‘‘empirical’’ or ‘‘mechanistic’’ [6]. An empirical or
descriptive model simply describes the observed data or phenomena, while a
mechanistic model is process-oriented and represents the mechanisms (either
known or hypothesised) that cause the observed system behaviours.

3 Plant Architectural Models

The topology of a plant includes different interconnected components or modules
[10–12], such as internodes, leaves and flowers that are produced by apical mer-
istems (for shoot growth) or root tips (for root growth). Each component has its
own geometric information, such as ‘‘shape, size, orientation and spatial location’
[13]. The topological and geometrical organisation of plant components together is
called plant architecture [13]. The efforts to study plant architecture using com-
putational modelling are therefore called plant architectural modelling, which have
been widely made since the 1980s [14–17].

In the past three decades, plant architectural models have been built with different
techniques or tools, such as L-systems [18], AMAP [19] and LIGNUM [20].
Despite the differences, these techniques share the same underlying philosophy [21]:
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they all describe ‘a growing branching structure in terms of the activities of indi-
vidual plant modules’. For example, the plant shoot architecture can be simulated
with different components that are produced iteratively in hierarchical orders.
Compared with the shoot, the root architecture looks much more irregular, but it can
also be decomposed into axes with different orders and each axis can be decomposed
into different segments [22].

In architectural models, the plant modules are coded with different types of data
structures, such as a string of symbols [9], a list of elementary length units [23] or
a multiscale tree graph [13]. Each type of data structure has its own advantages.
The use of symbols allows categorisation of architectural modules, thereby all
modules under the same category are processed in the same way, reducing the
number of growth rules and makes model specifications concise [21]. Rather than
treating internodes as single components, the use of elementary length units
divides an inter-branch section into lower scale elements, which is more suitable to
the irregular and flexible architecture of a root. In the multiscale tree graph par-
adigm, a branch is usually broken down into a group of growth units at first and
then a number of successive internodes at lower scales, addressing the growing
patterns observed in tree architectures.

4 Functional-Structural Plant Models

Underlying the complex behaviours of plant development are far more than just
topological and geometric rules. Plant architecture is also shaped by external
factors and internal physiological processes [24–26], such as light environment
(influenced by neighbouring plants), resource allocation and signalling regulation.
The work to integrate representation of plant function and structure in computa-
tional models is called functional-structural plant modelling [21, 24, 27–31], also
known as virtual plant modelling [32, 33].

In functional-structural plant models considering environmental factors, plant
architecture is an interface between internal and external systems [24]: on one
hand, the architectural modules sense environmental changes that have further
impacts on internal physiological processes; on the other hand, the spatial distri-
bution and dimension of these modules also influence the local environment. For
instance, a leaf not only captures radiant energy for photosynthesis and thereby
serves as a source of carbon, but also makes shade that could affect the local light
environment of its neighbouring leaves. There is also a feedback characteristic in
functional-structural modelling on endogenous processes, where the intercon-
nected architectural components form a network for the function of physiological
fluxes. A network like this includes where the fluxes start (the sources), where they
pass through (the channels) and where they stop to work (the sinks). The networks
are changed by plant development (adding or dropping sources and sinks,
extending channels, etc.), and the changed networks regulate plant growth in
return. These complex interactions occurring over space and time lead to an
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‘‘emergent’’ appearance of a plant represented by its final architecture. Hence,
plant architecture also directly reports the underlying processes. This reporter can
either be compared with data from real-plant experiments to test the reasonability
of hypothesised physiological mechanisms, or be used for prediction of the con-
sequences of changes to self- or environmental- parameters.

A variety of software tools have been developed for building functional-
structural plant models. One of the most widely used platform is L-studio [34],
providing a plant modelling environment with two L-system-based simulators
[18, 35]: cpfg and lpfg. It not only enables users to formulate biological rules in
form of computer programmes, but also supports 3D visualisation with step-by-
step implementation of those rules. The context-sensitive functionality of L-studio
allows plant modules to exchange information (through parameter values) with
their neighbouring modules, thus facilitating simulations of internal flows. L-stu-
dio is built for Windows operating systems, its Linux version is called Virtual
Laboratory (VLab) [34]. VLab was developed by the same team with L-studio and
possesses most of its functionality. GroIMP [36] is another L-system-based
modelling package, using XL as the programming language. XL is an extension of
Java and could be run at different operating system environments. Thus, the
simulation programmes developed with GroIMP can be executed on both Win-
dows and Linux without changes. GREENLAB [37–39] is a functional-structural
modelling tool evolving from the AMAP approach [19]. Similar with L-systems,
GREENLAB models a plant as modular composition and supports 3D visualisa-
tion, but integrates statistical functionality that could be straightforwardly used for
parameter optimisation. OpenAlea is an open-source software platform with ease
of use, reusability and extendibility as well as collaborative development as its
typical features [40]. An advantage of OpenAlea is that it could bring all different
models developed with different tools or programmed with different languages
together and enable them to communicate with one another. The development
team of OpenAlea aim at providing a visual programming scheme (simply by
drawing and connecting diagrams as well as setting parameters with a graphical
interface) for the users to accomplish this integration, making it much easier to
develop more comprehensive functional-structural models addressing different
aspects and factors of a plant.

5 Using Plant Models in Virtual Agriculture

Computational plant models, focusing on mechanisms and factors at different
levels, have been broadly developed in the past few decades. This has set a solid
ground to apply these models into agricultural practices. Here, we briefly introduce
two published examples that could be used for such applications.
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5.1 Modelling Root Development and Signal Regulation
of Legumes

Legumes occupy only 12–15 % of Earth’s arable surface, but provide 27 % of the
world’s primary crop production and more than 35 % of the world’s processed
vegetable oil [41]. They also have great potential as a sustainable source of bio-
diesel production [41, 42]. Legumes are also a major ‘‘nitrogen-fixer’’, fixing 200
million tonnes of nitrogen each year [43], which could be used as alternative to the
pollutive synthesised fertilisers. Underlying these important values there is a key
developmental process called nodulation. The nodulation not only influences the
productivity of legume plants, but also determines the quality and quantity of
natural nitrogen fixation. Such a process is controlled by a signalling system called
autoregulation of nodulation (AON) [44–48]. However, due to the subtleness and
complexity of plant signals, detailed mechanisms of AON still remain largely
unknown.

In order to have a better understanding of how AON works and even what the
signals are, a functional-structural model has been built for simulation of legume
root development as well as signalling control [49–51]. This model overcomes two
difficulties: simulation of the 3D architecture of root development with nodulation
and synchronisation of the signalling-developmental processes with various rates.
Since nodulation and autoregulation regulation are twisted dynamically and
intricately, it is hard to validate the hypothesised signalling mechanisms. To
address this, a virtual-experiment strategy called ‘‘Computational Complementa-
tion’’ [52] was addressed too, providing a feasible and effective approach not only
for studying AON but also for investigation of other signalling mechanisms.

5.2 Sensitivity Analysis of Apple Tree Architecture to Light
Interception Efficiency

Apple is one of the most popular and important fruits in the world. The 3D foliage
distribution of an apple tree greatly influences its light interception efficiency and
therefore has a strong impact on its productivity. Although architectural variations
have been found among apple tree cultivars [53], there is still a difficulty to
integrate those traits in breeding programmes [54]. And the fieldworks of growing
and measuring apple trees are extremely time-costing and exhausting.

To allow virtual experiments as an alternative, MAppleT [55], a functional-
structural model for simulation of apple tree development, has been developed.
A most recent effort using MAppleT [56–58] is to integrate it with a light envi-
ronmental simulator called Fractalysis [59] to test how the different combinations
of architectural traits influence light interception efficiency at different scales:
every metamer, every growth unit, every branch and the whole tree. This study not
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only demonstrates how the time- and resource-saving virtual experiments are
feasible and reasonable, but also provides a methodology for ideotype definition
and genetic improvement of apple trees.

6 Discussion and Conclusion

In many cases, the validity of the published plant models has been accepted by the
scientific community, but the applications of such models into agricultural practice
are far from enough. The interval between science and practice, however, is not
that big. In fact, most of the most difficult problems, either methodological or
technical, have been well addressed. Look at the published modelling works: many
of them are based on sufficient database, reasonable rules, appropriate approaches
and strategies; even some modellers open their source code to help others repeat
the simulations. Nonetheless, assuming the ‘others’ are ordinary agronomists or
farmers, how much could they handle the code? This could be where the bottle-
neck really is. Thus, a user-friendly interface to operate the simulations as well as
the efficiency of computing to support PC-based implementations should also draw
more attentions. Once this interval is filled, virtual agriculture will have more
‘real’ productions.
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Analysis on the Concepts of Knowledge
and Knowledge Engineering: Based
on the Perspective of “Information
Complex Holographic Person”

Tianbo Zhang

Abstract To carry out scientific research on natural and social phenomena,

humanity hypothesis is the foundation and the logic origin. To conduct theoretical

and mathematical analysis, modeling is the starting point and the key link. On the

basis of building “Whole Effect Human Body Model”, this paper gives a pre-

liminary analysis on system and knowledge and other related concepts by virtue of

“Information Complex Holographic Person” hypothesis. Newton’s first law is

approximate. Knowledge and knowledge engineering can be divided into “three

types and five levels”. The “three types” are: hard knowledge, soft knowledge,

clever knowledge, “hard knowledge engineering”, “soft knowledge engineering”

and “clever knowledge engineering”; the “five levels” are: littoscopic-knowledge,

littoscopic-knowledge engineering, microscopic-knowledge, microscopic-knowl-

edge engineering, macroscopic-knowledge, macroscopic-knowledge engineering,

cosmoscopic knowledge, cosmoscopic knowledge engineering, bulgoscopic-

knowledge and bulgoscopic-knowledge engineering.
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1 Introduction

Humanity hypothesis and theoretical modeling are foundations and starting points

of the scientific research on human nature and social phenomena. Different

Humanity hypotheses will come to different scientific theories. There is no

exception to this in modern or ancient times, in China or elsewhere. With the

development of technology, human society enters a new century of knowledge

explosion, the information age, the network society, the virtual world, Smart

Planet, ecological civilization and globalization. Humanity hypothesis in which

“tools man”, “biological man” and “rational economic man”, “social man”, “moral

person” and “self-realization person”, etc. take human as an abstract and holistic

individual has been substituted by the so-called “Complex Holographic Informa-

tion Person”. Therefore, we must rethink and re-examine previous theories in the

building of science. This paper argues that Newton’s first law does not exist at all

or is only an approximate law; basic ideas of mathematical or computer modeling

should also be adjusted accordingly; concepts such as knowledge and knowledge

engineering, etc. should also have a different meaning or classification.

2 “Whole Effect Human Body Model” Hypothesis
(Klein-Menger-Koch-Gravitation Human Body Model)

“Sphinx” mystery in Ancient Greece is still a mystery. Why can the brain which is

composed of ordinary matter produce mystical awareness? Is there a model which

can give an abstract design of complex human body? Based on complex system

theory, quantum theory, information theory, holographic theory, genetic engi-

neering, noetic science and common sense theory, etc., this paper incorporates the

following four aspects and proposes “Whole Effect Human Body Model” or

“Klein-Menger-Koch-Gravitation Human Body Model”.

First, considering contact surface through which human body and the external

world exchange material, energy and information. Human can interact with the

environment by using his own external senses, and he can also communicate with

the outside world by using internal organs to eat food and inhale air. By this token,

the contact surface is similar to the Mobius surface. On the whole, human body is

like a “Klein bottle” with breaks.

Second, analyze from the internal configuration of human body. The structure

of the major systems which constitute human body such as the blood system,

endocrine system and epidemic prevention system, etc. is similar to “Sierpinski

Carpet” in the plane or “Menger Sponge” in three-dimensions. The surface area

is large but the volume is very small, such as the distribution of artery and vein in

the body.

Third, analyze from littoscopic field and quantum characters. In the limited brain

there is infinite consciousness, which is similar to the Koch Curve (snowflake curve)
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in the plane. That is to say, within a limited area there are disjoint curves with infinite

length. For nerve cells, neurons, axons or dendrites, etc. in the brain, there should be

“Koch highlight” or “Coch Deformation” which is formed by “Koch Operation”.

Analyzed from quantum theory in littoscopic or microscopic aspect, the so-called

“Wave-particle Duality” will become the “Fluctuation-Particle-Information-

Awareness Four Images” (short for WPIAFI) [1].

Fourth, consider the way in which the human body and the environment

interact. For the given system which is taken as the research object, the constituent

elements may be classified by the orientation specified in the system. These ele-

ments can be divided into elements inside the system (short for internal elements)

and elements outside the system (short for external elements). The external ele-

ments are the environment of the given system. Characteristics of the system are

mainly decided by elements inside the system. In addition to direct contact in a

general sense, the effect of gravity on human body is all-around. The effect of

gravity has three characteristics: firstly, the effect of external environment on

internal elements is all-around. In terms of morphological rules, point of action of

universal gravitation can be attributed to the effect on the centroid of the entire

object; secondly, elements within the system also interact with each other; thirdly,

acting carrier and media have not been detected by so far. In addition to gravity,

universal gravitation from elements outside the system on human body is

negligible.

Synthesizing the above four points, the paper holds that human body is a

complex giant system embedded with antinomy which is composed of approxi-

mately 30 kinds of elements, i.e. “Klein-Menger-Koch-Gravitation” Human Body

Model (short for KMKG Human Body Model), or referred to as “Whole Effect

Human Body Model”. Here the so-called “whole effect” means: first, all the

system elements involve in functioning; second, all the system elements fully

function; third, the interaction between the system and the outside world is

holographic, and the result is real-time holographic to the system or a hologram

holographic point; fourth, the feedback is full-dimensional. Reaction can be

considered as direct feedback, and the feedback is the inverse effect; in addition,

there is indirect feedback.

3 “Information Complex Holographic Person” Hypothesis

The author proposed that human should be regarded as a open, complex and giant

system [2]—with the features of a hierarchical structure, complexity, holography

and self-awareness, which is composed of tens of trillions of sub-systems, small

systems (human tissues such as muscle, blood vessels, etc.) and big systems

(functional organs such as hands, feet, skin and brain, etc.). The system can be

called “Giant Complex Adaptive Intelligent System”(short for GCAIS—“Infor-

mation Complex Holographic Person” (short for ICHP) [3]. A slight move in one

part may affect the situation as a whole. Every movement of a person, though seen
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simple, is GCAIS’s response and processing activity to external information in the

reality [4]. Any system with the participation of human is “Giant Complexity

Adaptive Intelligent System” (GCAIS). Therefore, knowledge and knowledge

engineering are all GCAIS.

Consciousness is explicit expression of the quantum behavior of thinking cells

in the brain, and memory is the thinking cells in the brain “Koch protruding”’s

“Koch prominent fractal”. Brain with limited capacity can accommodate infinite

“Koch protruding” [5]. So the brain has infinite memory. A thinking process is a

group of brain cells’ “Koch Operation”, and continuous thinking process is a series

of thinking Koch operation [5]. Therefore, consciousness or thinking is spirit, and

they are not independent of substance (human brain cells). Instead, they are the

basic properties of neurons in the brain. That is to say, spirit is not separate entity,

and human’s spirit and neurons in the brain cannot be split.

4 Newton’s First Law is Approximate

Newton’s first law is also called The Law of Inertia, which shows that all the objects

will remain at rest or keep moving in a straight line at constant speed unless it is

acted upon by a force. The object of which the mass is M is taken as the research

object. In general, the force acting upon the object can be divided into 6 parts,

namely, contact force FJ acted upon by other objects at the adjacent boundary;

electromagnetic force FD acted upon by other objects; gravity FG acted upon by the

earth; the ground support force FC; gravitation FW acted upon by the environment

or elements outside the system; complementary force FH acted upon by the impact

from the observer; thus the resultant force FZ that the object is acted upon is:

FZ ¼ FB þ FD þ FG þ FW þ FC þ FH ¼ Ma

This formula is the expression of Newton’s second law, where a represents

accelerated speed the object obtained.

If an object is not acted upon by a net force, there can be nothing but that all the

6 forces are zero. That is to say, gravity FG may keep balance with ground support

force FC. But as to the uneven distribution of cosmic material, it is impossible that

gravitation FW becomes zero. In other words, in the universe there is no object

which is not acted upon by external force. Newton’s first law is just a hypothetical

law. Actually it does not exist.

Only when contact force FJ is negligible relative to gravitation FW, electro-

magnetic force FD and complementary force from the observer FH, and while

gravitational force FG keeps balanced with support force FC, Newton’s first law

and Newton’s second law are approximately established, namely:

FZ ¼ FJ þ FD þ FG þ FW þ FC þ FH � FJ ¼ Ma
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5 Thinking Approach of Theoretical Modeling

Like humanity hypothesis, modeling is the key link and the important step to

conduct mathematical analysis by virtue of mathematical tools. Mass point, point

charge, the electric field lines of force, the ideal voltage source, rigid, light line and

ideal gas, etc. are commonly used physical model. The most basic models in

control theory are: input and output, respectively, focus on a specific port or

channel plus control or interference channels and feedback channels. Professor

Miao Dongsheng said: “Human body is a complex system. Its boundary is a fractal

structure. In this structure everywhere is continuous and dense to protect human

body against external damages; and there are pores leading to the outside world

almost everywhere to accept outside information and transmit information to the

outside world [6].” This “Whole Effect Human Body Model” shows that: in a

variety of modeling processes, the following four factors should be considered,

namely: firstly, whether the channel between the system and the environment

formed by the research object is clear or complex, such as an unbounded channel

with a border. Secondly, what the carrier or medium between elements inside the

system and elements outside the system (environment) is, such as electromagnetic

force, gravity, mass or energy, etc. Thirdly, the interaction among elements in the

system and the way in which these elements interact should be considered.

Fourthly, the feedback is a kind of reaction.

6 Concepts and Classification of Knowledge Thinking

Knowledge is a concept produced in the ancient times. But so far, there is no one

accepted definition as to what knowledge is. Xiong Deyong and He Jinsheng

defined knowledge as conceptualized and symbolized orderly combination of

information that can be reproduced or can be produced in the way which subject of

knowledge combines and assimilates object of knowledge by using its inherent

schema of cognition. To be concise, this paper defines knowledge as follows:

knowledge is the crystallization of human social practice, which includes the

physical activities, events (shi) activities, and information activities (including

consciousness) human performs.

According to the three categories of human needs, knowledge can be divided

into “hard knowledge” and “soft knowledge” and “clever knowledge”. “Hard

knowledge” refers to all sorts of things and all forms of food, clothing, shelter and

transportation characterized by substance or directly felt by human senses, such as

daily necessities, cars, buildings and other objects. Another example is something

that is expressed by human morphology (dance), and so on. “Soft knowledge”

refers to non-material forms, books or symbols, as well as friendship and love in

social groups, and other related things. “Clever knowledge” refers to something

that is expressed by information, virtual entity or data. The knowledge contained
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in knowledge is also “clever knowledge”, such as pun and double meanings and so

on. Hard knowledge is the foundation; soft knowledge is the main body; clever

knowledge is the soul. Clever knowledge can play a big role in commanding,

controlling, regulating and facilitating hard knowledge and soft knowledge.

As early as 1970s, Qian Xuesen believed that science and technology explore

the objective world from five levels of spatial and temporal scales, namely, the

littoscopic concept (superstring, 10−34cm), microscopic (quantum mechanics,

10−15 cm), macroscopic (102 m), cosmoscopic (the theory of relativity, 1021 m)

and the bulgoscopic concept (1040 m) [7]. Similarly, divided by spatial and

temporal scales, knowledge can be divided into five levels: “littoscopic-knowl-

edge”, “microscopic-knowledge”, “macroscopic-knowledge”, “cosmoscopic-

knowledge” and “bulgoscopic-knowledge”.

“Littoscopic-knowledge”, also called “meta-knowledge”, is the result obtained

by performing related research on the causes, conditions and elements of “self-

knowledge”, which is similar to the concept of “knowledge gene” or “Knowledge

DNA”, etc. first proposed by Mr. Li [8]. It is also equivalent to psychological

“wave-particle duality” of “quantum psychology” and “quantum management

[9]”. “Littoscopic-knowledge” is the foundation or source of knowledge creation,

which generates innovative ideas through the material fields and thought field of

field material [10].

“Microscopic-knowledge” is aggregations of “littoscopic-knowledge”. It is

equivalent to Li Bowen’s “knowledge cell”. Namely, “Knowledge DNA” is known

as fundamental principle formed by integrating one or several “Knowledge DNA”

and its application scope and conditions, etc. This is similar to the micro-scope of

“ideological meme” or “memetics” proposed by British evolutionary biologist

Richard Dawkins in 1978 [11].

“Macroscopic-knowledge” refers to branches of knowledge in general, which is

often referred to as narrowly defined knowledge, such as the knowledge theoretical

systems of physics, chemistry, mathematics and other disciplines.

“Cosmoscopic-knowledge” involves complex objects, and covers great spatial

and temporal span, and consists of huge amount of heterogeneous elements. It

refers to widely defined knowledge in general, which can be cross-interdisciplinary

and cross-systematical comprehensive knowledge.

“Bulgoscopic-knowledge” refers to the knowledge systems which have a greater

impact on all human activities and the entire human race, i.e. the whole community.

For the modern society, it refers to the transfer, exchange, integration and inno-

vation of knowledge and other issues in the United Nations or among countries.

For knowledge is about accumulation of the experience of human practice, the

complexity of human leads to the complexity of knowledge. In addition to the

characters of following common sense, such as truthfulness, relativity, dynamic

nature, subjectivity, incompleteness, ambiguity and inexactness, expressiveness,

storability (memorability), cumulativeness, constitutive property, transitivity, ori-

ginal nature, scalability, doubling, situation and vitality etc., knowledge also has

quantum character, holographic character, fractal character, emergent property and

distributed character and so on.
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7 Definition of Knowledge Engineering

The term “Knowledge Engineering” was first proposed by U.S. intelligence expert

EA Feigenbaum. It is also known as knowledge processing study. The research

contents include three major elements: knowledge acquisition, knowledge repre-

sentation and the use and the application of knowledge. But the connotations of

Chinese phrase “工程” (Gongcheng) are much richer than the English word

“Engineering” or “project”. In the research area of social sciences, “工程”

(Gongcheng) is widely used, such as “211 Projects”, “Vegetable Basket Project”

and “deal fails, project delays” and other expressions.

In terms of a wide range of social activities, engineering can be given a simple

and broad definition: “engineering” is purposeful and systematic practice con-

ducted by human society. Engineering involves human resource, finance, material,

events, information and other factors. And different disciplines give their own

connotations and extensions of engineering respectively. Engineering is a part of

human activities. All kinds of Engineering are human activities.

Therefore, knowledge engineering can be defined as purposeful and beneficial

practice conducted by human to obtain knowledge. In this regard, knowledge

engineering can be divided into three categories: “hard knowledge engineering”,

“soft knowledge engineering” and “clever knowledge engineering”. And it can be

classified into five layers: “littoscopic-knowledge engineering”, “microscopic-

knowledge engineering”, “macroscopic-knowledge engineering”, “cosmoscopic-

knowledge engineering”, and “bulgoscopic-knowledge engineering”.

8 Conclusion

In summary, humanity hypothesis is enriched with the progress of times, and the

related theory also changes accordingly. “Information Complex Holographic

Person” is the inevitable product of the knowledge explosion, the information age,

social network, virtual world and ecological civilization in the new century. It will

certainly have a profound impact on concepts of system, knowledge, engineering,

management, education and culture, etc. This paper focuses on the construction of

modeling and preliminary definition and classification of knowledge and knowl-

edge engineering in order to explore new theories for inspiration.
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High Precision Brushless DC Motor
Position Feedback Technology
for Three-Axis Turntable

Guanda Liu, Bo Mo, Haiwen Zhu and Jin Lin

Abstract The flight simulating three-axis turntable used to simulate the spatial
angular movement of the aircraft, its ground-based simulation experiment depends
directly on the credibility of the angle measuring. Aiming at high-precision
position feedback requirements, designed a circuit board of motor drive based on a
combination of DSP and CPLD, the hardware design, graphics programming.
Analysis of simulation experiments is described here in detail. The fourfold fre-
quency encoder value is used in combination with the rotary transformer, through
the comparison of the data analysis to verify the position feedback techniques have
good feasibility and versatility.

Keywords Turntable � BLDCM � Fourfold frequency � Double position feedback

1 Introduction

Three-axis Flight Simulating Turntable consists of driving system, servo system,
machinery, feedback system, experimental component, etc. Since the world’s first
simulator in 1945 from the Massachusetts Institute of Technology developed to
date, its development tendency from single-axis to multiaxis form, apply to the
professional, related to standardization, control to real-time, software to intelligent,
rotation rate to wide range, and position to high precision.

Turntable Simulates aircraft angular movement of the whole navigation, it is
the core of vehicle semi-physical simulation experiment on the ground. When
simulation, DSP receives and tracks tri-axial framework for RT position signals
from controller, convert it to a physical movement can be recognized by the sensor
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and can provide experimental conditions for 100–150 mm diameters based on
inertial compound guidance mode, lasers, satellites, and variety of smart seeker.
Turntable adopted tri-axis vertical U–O–O structure and driving by servo device,
motor, gear-box, shaft-driven system; Technology combined motor side encoder
with frame-side resolver enforce double closed-loop, high precision position
feedback. The signals shift, fourfold frequency resolution, risk avoid, and 32-bit
counter are included Self-developed Turntable Drive Board, design focuses.
Framework-end hollow rotating transformer mainly used as comparison between
absolute angular position measurement and design effects.

2 Principle

2.1 Servo Control System of Simulation Turntable Brushless
DC Motor

Simulating Turntable’s inner, middle, and outer three-axis framework, character-
ization of aircraft navigation movement of roll, pitching, yaw. With single-axis
framework as an example, BLDCM servo control system is shown in Fig. 1.
Among them, single-axis position directives and photoelectric encoder, resolver
after compensation algorithm for feed forward, forming in real time speed
instruction; speed instruction with differential speed feedback received after the
compensation filter algorithm, forming real time current instruction; current
instruction after the compensation optimization algorithm and three-phase feed-
back current through the motor, Resolver combination, the torque output to the
turntable single-shaft frame.

Electronic circuit, servo system adopts relying on DSP+CPLD into the main
framework of the circuit board, DSP’s frequency is 160 M, address is 24-bit, data
is 8-bit, parallel working mode, combined with microsecond-level single-axis
encoder position high-speed to extract signal, for simulation of IPC to fully level
three-axis position directive have milliseconds real-time responsiveness.

2.2 Double Closed-loop Position Feedback Technology
of Simulating Turntable

In BLDCM servo drive system, the feedback sensors of the measurement for
angular position and angular velocity include DC tachometer, photoelectric
encoder, and resolver. From the perspective of control tasks, due to DC
Tachometer cannot have the exactly detection for ultra-low speed bi-directional
stability are not suitable for Simulator applications, thus adopting Incremental
Photoelectric Encoder with sine and cosine Resolver combinations position
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feedback program. Encoder output from fourfold frequency multiplication signal
through the Reducer to the axle frame has had relatively high precision. After
power-on, reset to find a return to absolute zero, and contrast with High-accuracy
Encoder for position feedback reference, requires Resolver with ability to measure
absolute position to complete.

Resolver is an AC controlling motor can output and rotor corner into Function
electrical signals, structure hollow, and brushless injection setting absolute angular
position measurement components, installed in Reducer ending output, the
advantages are no machinery wear, and no sensitive electronic devices out-put
signal with strongly anti-mutations interference capacity, and resistance temper-
ature humidity changes, and resistance impact vibration, by selected model are
hollow rotating transformer, accuracy between 0.5 and 30, equipped with angular
bit decoding transmitter, according to requirement to provides absolute angular
position for industrial PC of lap 16-bit resolution, optional digital signal (RS422
serial port) or analog (0–10 V) output interface, applies typical for the ultra-low
speed requiring a high degree of stability of the Simulator turntable’s middle box,
outer box.

Duout ¼
Duin

iGear

¼ 2p= fEnc�fre � nEnc�lineð Þ
iGear

rad ¼ 360�

iGear � fEnc�fre � nEnc�line

ð1Þ

Motor Encoder resolution is 500 lines/Res, 2,000 counts/Res after fourfold
frequency, angular accuracy is about 0.18� = 10.80 = 64800. Refer to Eq. (1), with
a reduction ratio range 100–250 Cycloid reducer, angular accuracy up to 2.6–6.500,
basically satisfy accuracy measurement requirements of three-axle low-speed
smooth angular movement. With a reduction ratio range 5–10 planetary reducer,
angle accuracy is about 1.1–2.20, fully meet accuracy requirements of the box
high-speed rolling-angle movement. Assumes that the limit exists, high-speed
gearbox output speed maximum for 20 rps, reduction ratio i value 10, conversion
to motor Ending, Encoder xMax = 200 rps = 40,0000 counts/s, equivalent to
0.1 M clock. Fourfold frequency for Incremental Photoelectric Encoder, CPLD
clock should be at least 8 times faster than the fastest Encoder clock, which is
higher than 0.8 M. Encoder in the text adopted fourfold frequency 20 M clock, can
fully qualified Simulator’s application requirements.
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Fig. 1 Servo control system diagram of single-axis framework simulation turntable with
brushless DC motor
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For smart ammunitions testing requirements, tri-axis flight simulation turntable
performance expectations indicators have been shown in Table 1. Replacement
drives for inner framework with low speed and high speed different roll movement,
applied to each flight type, roll type semi-physical simulation experiment of smart
ammunitions seeker. Middle framework representation in pitching motion is
similar to inner framework, O-type structure, equipped with slip ring, is free to
swing 360�. Characterization Yaw movement in outer framework, driving shaft
without slip ring, the requirement taking other two frameworks into account, set to
±120� angle range, include Software intelligent limit, additional trips switches for
hardware limit to achieve double security, and to prevent wound damage the
device [1].

3 Design

3.1 Overview of the Encoder Signal Processing

CPLD includes two programming methods: VHDL language, logic graphics, and
the latter is easier to understand and transplant. Quartus software can program
clock frequency and fourfold frequency resolution avoiding competition risk
phenomenon in CPLD, and used in reversible counting circuits 74193, high fre-
quency decoding 74138, synchronous acquisition 74273, points read technology
74541, acquired by DSP through CPLD direct 32-bit signed integer value data for
speed and position feedback Intelligent algorithm.

In the signal conversion, encoders with line driver DS26LS31, the receiver can
adopt chips DS26LS32, SN75175, MC3486 to convert differential signal to single
signal, core part of the circuit as shown in Fig. 2. Though HCPL-063L isolation
circuit to convert single signal from 5 V side to a 3.3 V level signal that com-
patible with the CPLD, complete signal Schmidt by MAX924 or MAX944, can
effectively increase the single signal frontier of steep, reduce transport noise,
supply to logic circuits.

Table 1 High-speed tri-axis flight simulation turntable performance expectations indicators

Reference\frame Inner Middle Outer

Low speed High speed

Minimum stable angle speed 0.001�/s 0.25�/s 0.001�/s 0.001�/s
Maximum angle speed 300�/s 20r/s 150�/s 100�/s
Maximum angle acceleration 500�/s2 1000�/s2 500�/s2 300�/s2

Angle range ±360� ±360� ±360� ±120�
Angular measurement precision ±30 0 ±30 ±30 0 ±30 0

Angular control precision ±50 0 ±50 ±50 0 ±50 0

Frequency 3 Hz 5 Hz 2 Hz 2 Hz
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3.2 Fourfold Frequency Resolution in CPLD

As for software, take inter box Encoder module as example, its inter fourfold
frequency resolution logic core as shown in Fig. 3. A-Inn, B-Inn of which are
transmitted to the CPLD single signals a, b, which is a phase difference of
90�quadrature square wave pulse trains, phase relationships reflect BLDCM
turning direction. Software for fourfold frequency practical logic circuits contains
VHDL language description, logical image build and Quartus language, the key is
to identify a, b signal rising edge and falling edge, when the input signal with
delayed signals can have a frequency multiplier circuit after XOR [2, 3]. Analysis
and testing, determine design of with a logical structure to build two-channel
simultaneous output of positive and reverse pulse.

3.3 CPLD Reversible Counter Logic

It is noteworthy that after two channel pulse signal ObserveP and ObserveN via the
clock is 40 M D trigger, trans InnPul-P, InnPul-N signal to the inner 74193 counter
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tip UP Terminal and the DN Terminal, here adopts D trigger not sensitive to Burr
features [4]. In the phase of ObserveP, ObserveN pulse signal output maintain, D
trigger read the above logic signal, synchronized with the clock generated signal
trans to 74193 positive and negative counting pulse input, similar convert the
asynchronous circuit to synchronous circuit, effectively solving the phenomenon
of adventure in a cascade circuit in the counting process [5].

Based on CPLD graphic modules to build 32-bit reversible counter of encoder
core logic as shown in Fig. 4, that part of the logic include three main graphics
modules: 74193 four-bit binary adding/subtracting counters to clear asynchro-
nously; 74273 register contains eight D-trigger with asynchronous clear Terminal;
74541 octal a three-State bumpers. Counter module is made up of eight 74193
counters, latch module consist of four 74273 registers, read module include four
74541 bumpers. During initialization, /RST, RST means reset function. Wait for
the axis found zero completely, then InnClr-Enc set encoder value to zero. During
work, connect 40 M clock synchronization positive and reverse pulse sequence
ObserveP and ObserveN each access inner 74193 UP, DN-side implementation
reversible counting function, particularly to ensure that the data signal input during
update with the 40 M clock synchronization, to avoid adventure phenomenon
occurs, when carrying, borrowing, loading process result in a counting error.
74138 chip select signals available to low address lines. To low InnRD-CB address
lines, leveraging 74273 for 32-bit synchronous data latches; lower /RD to low
InnRD-CB0, InnRD-CB1, InnRD-CB2, InnRD-CB3 respectively address lines,
man can use 74541 to read 32-bit latched data in real-time. Counting module
requires synchronous one 32-bit latches, four asynchronous 8-bit timesharing to
read five times to complete latches reading function in single axial code value.
160 M DSP, to finish a three-axis value of latches takes only about 0.1 us. This
position feedback scheme compatible with all 8-bit microcontroller, with slightly
modified can be used for 16-bit parallel bus.
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4 Simulation and Experimental Simulation

4.1 Analysis of Waveform Simulation

By Quartus software, waveform simulation and analysis of 10 representatives is
extracted in the process variable, defined as shown in Table 2.

With 32-bit reversible counter module simulation waveform as shown in Fig. 5,
Simulation waveform intercepts 106–136 us of simulation process, 30 us typical
waveform can be divided into three stages: the first stage is after motor reverse
pass zero point, time for 106–118 us, yards value by +3 decreasing to -4; the
second stage is motor by anti-conversion to normal turning moments, time for
118–122 us, yards value maintained -4; the third stage is motor normal turning
pass zero point, time for 122–136 us, yards value by -4 increasing to +3.

By observing simulation data Counter-i32 and Counter-u32 was informed,
based on synchronous collection, time-sharing reading access to get fourfold
frequency code value change as expected uniformity continuous. Zero position,
signed 32-bit integer, -1 corresponds to an unsigned 32-bit integer 4,294,967,295.
The principle Quartus for waveform simulation proved through software pro-
gramming can be effectively solving CPLD counter build in adventure, verify the
feasibility of fourfold frequency counts, latch, extraction from encoder with
graphical programming.

4.2 Analysis of Double Closed-loop Position Feedback
Experiments

BLDCM position feedback testing includes four steps: First, when power up, The
program command resolver intelligence return to zero position, and clear corre-
sponding axis motor encoder code value. Second, to control specify angular

Table 2 10 variables in the simulation waveform

Node no. Name Instructions

0 A-Inn Inner incremental photo-electric encoder: A single signal
1 B-Inn Inner incremental photo-electric encoder: B single signal
2 CLK-40 M CPLD clock from outer: 40 M
3 CLK-1 M CPLD frequency reference clock: 1 M
4 ObserveP Inner with fourfold frequency, normal turning pulse no. pulse
5 ObserveN Inner with fourfold frequency, reversion pulse no. pulse
6 Inn-CON CPLD inner Encoder module, outer 74193 counter carry terminal
7 Inn-BON CPLD inner Encoder module, outer 74193 counter borrow terminal
8 Counter-i32 32-bit signed int counter value, -2147483648*2147483647
9(41) Counter-u32 32-bit unsigned int counter value, 0*4294967295
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displacement motor to rotate in steady rate, to observe changing between motor
code value and resolver code. Third, to set the step 1 ms, to upload encoders,
Rotary value transmit to PC in FIFO communication protocol by RS422 serial port
and stored. Fourth, to have experiment data analysis.

To verify the fourfold frequency reliability of technology of encoder in the
article, select middle-framework as testing, experimental parameters are as fol-
lows: motor encoder 500 line/r, ratio iGear = 215.2, Resolver 16-bits (A displays
U32, B displays I32). A for frame ending in constant five circles in 600,000/2,000/
215.2 = 1.394 rpm, B for the frame ending sine curves with the frequency
0.25 Hz and amplitude 2.5�, runs for five cycles. A, B movement’s value curve as
shown in Fig. 6a, b, due to length limited, only using the typical linear and rotary
movement to take five cycle separately for testing screenshots: curve � is motor
target location, curve ` is motor actual location, curve ´ is resolver actual
location, curve ˆ represent motor speed by Encoder code value. Observation on
Fig. 6a, b, comparing fourfold frequency code value with Resolver code value
known that there is no accumulation error when constant speed, sine oscillating
rotation error-free.

Fig. 5 Encoder 32-bit reversible counter module simulation waveform

(a) (b)

Fig. 6 Motor (a constant speed b sine trajectory) movement code value curve
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5 Summary

BLDCM with high precision position feedback design, that enable the Flight
Simulator to take crawling lower speed stability and the basis for short-time over-
loading to guarantee control provides precision for brushless motor drive position-
loop and speed-loop. To take incremental Photoelectric Encoder and Resolver
double location feedback design can effective play both of respective measurement
advantage, both solve to get absolute position and requires high relative precision,
and mutual for supplementary, through a variety of intelligent processing method,
such as return zero, position monitoring, speed solutions filtering, current loop, etc.
Design improved system running of reliability, and reference value on multiply-
axis position feedback design.

In self-developed turntable motor driver board, encoder position feedback parts
design is stable and reliable. Circuit design completes encoder’s line driver signal
conversion. Software programming develops counter circuit without adventure
phenomenon, and use of high frequency decoding, synchronization acquisition,
time-sharing reading technology. With Quartus graphics, coding for encoder
fourfold frequency, 32-bit counter, equipped with additional absolute angle mea-
suring device can form a double high precision position feedback loop. The design
not only suitable for turntable, but also be used in ‘‘intelligent gait control of Biped
Robot,’’ and suitable for other similar applications of high precision electrical
position feedback, have well versatility.
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Punctuation Prediction for Chinese
Spoken Sentence Based on Model
Combination

Xiao Chen, Dengfeng Ke and Bo Xu

Abstract Punctuation prediction is very important for automatic speech recognition
(ASR). It greatly improves the readability of transcripts and user experience, and
facilitates following natural language processing tasks. In this study, we develop a
model combination based approach for the recovery of punctuation for Chinese
spoken sentence. Our approach models the relationships between punctuation and
sentence by the different ways of sentence representation. And the relationships
modeled are combined by multi-layer perception to predict punctuation (period,
question mark, and exclamation mark). Different from previous studies, our
proposed approach is designed to use global lexical information, not only local
information. Results indicate that, compared with the baseline, our proposed method
results in an absolute improvement of 10.0 % unweighted accuracy and 4.9 %
weighted accuracy, respectively. Our approach finally achieves an unweighted
accuracy of 86.9 % and a weighted accuracy of 92.4 %.

Keywords Punctuation prediction � Model combine � Global lexical information

1 Introduction

Current automatic speech recognition (ASR) systems mostly output a stream of
words with no structure information such as sentence boundary and punctuation.
Therefore, the words are hard for human to read and understand them, and they are
difficult for following natural language processing tasks. But, the words inserted
structure information can help following application systems (for example,
information retrieval [1] and machine translation [2]). So, it is crucial to enrich
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speech recognition transcription. It can also be used, in automatic essay scoring
task, for punctuation correction.

In recent years, several approaches [3–11] to punctuating the output of a speech
recognizer have been investigated. Early researchers adapted the ASR system for
dealing with restoring punctuation [5, 6]. They considered punctuations as words,
and included the punctuations in the recognizer dictionary. The language model
(LM) is trained with punctuated text. And the acoustic model is trained with
silence, breathing, and some other nonspeech intervals in the speech utterance. The
punctuations are inserted directly or with a rescoring process that further employs
more information. Later, researchers also predicted punctuation by post-processing
the recognizer’s output. Some of them provided the LM-based method. In [3, 9],
they took raw word sequences from speech recognition as their input, and gen-
erated punctuation with language information by directly using N-gram LM. In
[10], the author predicted punctuation with language information and acoustic
information. The final LM consists of a combination of a number of sub-LMs
including a multi-layer perception for trigger words, a forward trigram, and a
backward trigram. Some researchers introduced hidden event language model
(HELM) based method [4]. They viewed boundary detection and punctuation
insertion task as a hidden event detection task, and detected hidden events between
words by a 4-g hidden event LM. There are some researchers using conditional
random fields (CRF) based [11] or maximum entropy (ME) based [7, 8] method.
They considered punctuation prediction as labeling task, and restored punctuation
with CRF and ME.

Previous studies view punctuation prediction as a sequence labeling tasks.
Punctuation is predicted by using sequence labeling model (HELM, CRF, ME) and
local information around the position considered. For example, in reference [7],
information used for prediction punctuation around position i refers to local lexical
information Wi�2Wi�1WiWiþ1Wiþ2 and local historical tag information
Tagi�2Tagi�1. Reference [11] provides a compensation for the lack of long dis-
tance dependence in the model. But, limited by the model, it is not the real global
information of sentence and its computational complexity is high. Based on the
above consideration, the idea of this paper is to view punctuation prediction as a
classification task, and restore punctuation by using global lexical information
modeled on various sentence representation and model combination.

This paper focuses on the task of punctuation prediction for Chinese spoken
sentence (reference sentence). We first described an HELM based baseline, then
proposed a new model combination based method. To evaluate the performance,
we, first, prepared testing data from real system and corpus for training spoken
translation system; second, built three testing sets and selected assessment criteria;
finally, tested approaches on the testing sets. Experimental results show that,
compared with baseline, the proposed method achieves to 86.9 and 92.4 % in
unweighted accuracy and weighted accuracy. Correspondingly, it has an absolute
improvement of 10.0 and 4.9 %, respectively.
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The rest of the paper is organized as follows: Sect. 2 outlines the baseline and
our proposed method; Sect. 3 contains our experimental set, results and analysis;
Sect. 4 presents some conclusions and possible directions of future work.

2 Model Combination-Based Punctuation Prediction
Method

The idea of this paper is to restore punctuation by combining different models which
model the relationship between punctuation and global lexical information by dif-
ferent sentence representations. We first adopt bag-of-words model (BoW), which is
a simplifying representation used in natural language processing and information
retrieve. In this model, a sentence is represented as an unordered collection of
words, disregarding grammar and even word order. But people always use the whole
information of sentence to understand it in daily life. So we also use whole sentence
directly to represent sentence. In this representation, sentence is represented as a
sequence of words. Besides these two representations, we take a compromise of the
representations above. A sentence is divided into front part and back part (we call
them half-sentences). The sentence is an unordered collection of two half-sentences,
but the half-sentence itself is an ordered sequence of words. In the following, we
simply name them BoW model, half-sentence model and whole-sentence model,
respectively. Having the representation of sentence, the relationships of sentence
and punctuation can be modeled using different representations (detailed description
is in the following part.). Because the three models describe sentence from different
representations, each model has its own characters. The performance may be
improved by model combination, according to ensemble learning. Figure 1 shows
the framework of algorithm.

2.1 Models

Three models are introduced for modeling the relationships between sentence and
punctuation. They are explained in the following paragraphs (formula in question
mark, for example).

2.1.1 Model Based on Word Level

Sentence is represented by BoW model. Probability between punctuation and
sentence is computed by probability between punctuation and all words in the bag.
For example, given a sentence S ¼ ‘‘W1W2. . .WNX’’, here Wi is a word and X is a
punctuation. The sentence S is decomposed into a set of words. And a new set
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WGSET is built, whose elements are the triples consisting of words in bag-of-
words. The relationship between X and S is just the relationship between X and
WGSET , and is just the relationship between X and all triples ðwiwjwkÞ in set
WGSET .

In the training phase, the co-occurrence of punctuation X and all possible triples
ðwiwjwkÞ is computed. The conditional probability pðXjwiwjwkÞ can be obtained by
the co-occurrence. During testing, the probabilities can be obtained by querying
the conditional probability of X given the triples, and by the following formula (1).

P1 ¼
pð? jw1w2. . .wnÞP

x¼:?!

pðx jw1w2. . .wnÞ
�

Q
all

p ? wiwjwk

��� �
P

x¼:?!

Q
all

p x jwiwjwk

� � : ð1Þ

For a dictionary with 50,000 items, the total number of conditional probability
for three punctuations is about 375,000 billion (50,000*50,000*50,000*3). There
is a serious data sparse problem for the limited training data. So this paper gives a
back off algorithm computing conditional probability pð? jwiwjwkÞ, which is not
available directly. The formula is

pð? jwiwjwkÞ � pð? jwiwjÞpð? jwiwkÞpð? jwjwkÞ ð2Þ

pð? jwiwjÞ � pð? jwiÞpð? jwjÞ: ð3Þ

All conditional probability can be computed by the two back off formulas (2)
and (3). The final probabilities of punctuations given sentence can be computed by
formula (1).

2.1.2 Model Based on Half-Sentence Level

The sentence is divided into two half-sentences by the word in the middle of
sentence. They are named the head part and tail part of sentence. Probability
between punctuation and sentence is computed by probability between punctuation
and each part of sentence. The probability of whole sentence is computed by

word 
based model

half-sentence 
based model

whole-sentence 
based model

M
odel C

om
bine

INPUT:
text

(sentence)

OUTPUT:
punctuation

Fig. 1 The framework of the
proposed algorithm. It
consists of three models
which model the relationships
between sentence and
punctuation by different
sentence representations
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P2 ¼
pð? jw1w2. . .wnÞP

x¼:?!

pðx jw1w2. . .wnÞ
� p ? jWheadð Þ � p ? jWtailð ÞP

x¼� ? !

p x jWheadð Þ � p x jWtailð Þ : ð4Þ

Here, p ?jWheadð Þ is the probability of question mark given head part of sen-
tence, and p ?jWtailð Þ is the probability of question mark given tail part of sentence.

Training phase involves modeling the influence of each part of sentence to
punctuations by training a backward LM and a forward LM using all training data.
During testing, the test sentence is divided into two parts, and the probability of
punctuation given sentence is computed by formula (4).

2.1.3 Model Based on Whole-Sentence Level

We do not decompose the sentence at all. We view sentence as a whole object, and
compute the probability of punctuation given sentence directly. The formula is

P3 ¼ p ? jWð Þ ¼ p W j ?ð Þ � p ?ð Þ
p Wð Þ ¼ p W j ?ð Þ � p ?ð ÞP

x¼ � ? !

p W j xð Þ � p xð Þ : ð5Þ

In training phase, the training data is divided into three parts by class. For each
part, a LM is trained by removing all punctuations. Then we get three LMs. Given
the testing sentence, the likelihood probabilities p W j xð Þ can be computed by the
previous LMs. Then the final probability P3 can be obtained by proportion of
punctuations p xð Þ and formula (5).

2.2 Model Combination

Given a testing sentence, the probability between sentence and punctuation under
each model above can be computed. Then MLP is used to combine all probabilities
and do the final classification.

3 Experiments and Analysis

3.1 Data

We performed experiments on two corpuses. Corpus A is collected from the real
system ‘‘ZTSpeech,’’ which is a spoken speech translation system. The speech is
segmented and transcribed by speech recognizer, and annotated by professional
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annotators. Corpus A has total 3,734 sentences and they are all spoken style. We
used it as the main testing set named TEST1. Corpus B is from the spoken machine
translation data. Corpus B has 615 million Chinese sentences. It has two parts:
testing sets (TEST2, TEST3) and training set (TRAIN).The proportion of each
class in TEST2 is roughly equal. The proportion of each class in TEST3 is roughly
the same as TRAIN’s. The information about training set and testing sets is given
in Tables 1 and 2.

3.2 Assessment

To access the total performance of the punctuation task, we use two classification
accuracies. One is weighted accuracy (WA) which is defined as:

WA ¼ correct number of samples
# number of samples

� 100 %: ð6Þ

And the other is unweighted accuracy (UA), which is defined as:

UA ¼ sum of accuracy of each class
# number of class

: ð7Þ

Unweighted accuracy is the arithmetic mean of accuracy of each class.
Weighted accuracy is the weighted mean of accuracy of each class. The weights
are the proportion of each class in the test set. Because the weighted accuracy
concerned to the proportion of each class in the test set, it is not appropriate to
compare performance on the testing sets which have a different proportion
distribution.

In addition, we use precision, recall and F-measure to measure the performance
of the algorithm. They are defined by the following equations:

Table 1 The size of each data set (number of sentence)

TEST1 TEST2 TEST3 TRAIN

3.734 2.519 55.161 557.737

Table 2 The proportion of samples of each class in each data set (%)

Class\dataset TEST1 TEST2 TEST3 TRAIN

Period 54.5 41 68.7 65.1
Question mark 37.6 38.3 28.9 29.7
Exclamation mark 7.9 20.8 2.4 5.2
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Pr ecision ¼ # correctly predicted punctuation symbols
# predicted punctuation symbols

ð8Þ

Recall ¼ # correctly predicted punctuation symbols
# expected punctuation symbols

ð9Þ

F�measure ¼ 2� Precision� Recall
Precisionþ Recall

: ð10Þ

3.3 Experiments Result and Analysis

3.3.1 Whole Performance of Two Approaches

Figure 2 shows that the method proposed outperforms baseline with a great
improvement. The average performance of UA on three testing sets achieve to
86.8 % with an absolute improvement of 10.0 %. The average performance of WA
on three testing sets achieve to 92.4 % with an absolute improvement of 4.9 %.
The method proposed has a better result because the proposed method models
global information of sentence by three different models, not only the local
information around punctuation position.

In addition, compared with TEST2 and TEST3, the performance of TEST1 is
worse. This is because the data of TEST2, TEST3 and TRAIN all come from
corpus B. Their performance is higher because their style is similar. But the data of
TEST1 come from the collection of real spoken translation system on mobile
phone, which has a larger difference with corpus B. This means that the selection
of training data should consider the real scene of application to reduce the degree
of mismatch.

3.3.2 Detailed Performance of the Approaches to Punctuation
Prediction

Table 3 shows the detailed performance of baseline and proposed punctuation
prediction algorithm on testing sets. On the testing sets, the improvements of F-
measure of period, question mark and exclamation mark obtained by the method
proposed are 0.036, 0.056, and 0.156, respectively. The method proposed has
better results because the proposed method models global information of sentence
by three different models, not only the local information around punctuation
position.

It can be seen that the performance of exclamation mark is much worse than the
performance of period and question mark. There are two reasons. One reason is
that the proportion of exclamation sentence in training set is too small (only
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5.2 %). This makes the training relatively insufficient. The other reason is that,
besides some sentences with obvious exclamation words, the majority of excla-
mation sentences is similar with statements and interrogative sentences (may be
distinguished by speech). The performance of question mark is the best among
three punctuation marks. The main reason is that the training data of question mark
is sufficient and its proportion is 29.7 %. The second reason is that the majority of
question sentence have obvious clue words which benefit classification.

3.3.3 Performance Improved by Model Combination

Figure 3 shows the performance of each model alone and model combination on
testing set TEST01. The performance of model combination is much better than
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Fig. 2 Performance of baseline and our proposed method on training set and testing sets. Our
method outperforms baseline (HELM). (Left) unweighted accuracy (UA); (Right) weighted
accuracy (WA)

Table 3 The detailed performance of punctuation prediction algorithm on testing sets and
training set

Period Question mark Exclamation mark

Dataset Method Pre. Rec. F Pre. Rec. F Pre. Rec. F

TEST1 HELM 0.842 0.951 0.893 0.929 0.782 0.849 0.646 0.556 0.597
Proposed 0.902 0.916 0.909 0.931 0.889 0.910 0.695 0.773 0.732

TEST2 HELM 0.735 0.972 0.837 0.965 0.874 0.917 0.957 0.514 0.669
Proposed 0.845 0.976 0.906 0.977 0.962 0.969 0.976 0.706 0.819

TEST3 HELM 0.931 0.971 0.951 0.942 0.870 0.905 0.629 0.435 0.515
Proposed 0.971 0.979 0.975 0.967 0.954 0.961 0.730 0.671 0.699

TRAIN HELM 0.940 0.982 0.961 0.966 0.909 0.937 0.920 0.711 0.802
Proposed 0.991 0.995 0.993 0.993 0.990 0.991 0.976 0.940 0.958
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the performance of each model alone. The reason is that the models based on
different sentence representation of BoW, half-sentence and whole-sentence have
different characteristics.

4 Conclusions and Future Work

We have demonstrated a combined approach for the recovery of punctuation
(period, question mark and exclamation mark) for Chinese spoken sentence (ref-
erence sentence). Our proposed approach is built on top of various sentence rep-
resentations. By them, different model of punctuation can be obtained,
respectively. The final prediction is done by model combination. Unlike previous
work, our proposed approach is designed to use global lexical information, not
only local information. Experimental results show that, our proposed approach
outperforms the widely used approach based on the hidden event LM. Our pro-
posed approach obtains an absolute improvement of 10.0 and 4.9 % on
unweighted accuracy and weighted accuracy, respectively.

Directions for future improvement include improving global lexical features
based model by integration of other textual features (part of speech, syntactic and
semantic information) and prosodic features (pause, intonation).

Acknowledgments This work is supported by National Program on Key Basic Research Project
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Research on Book Purchases Evaluation
System Based on EFGA Neural Networks

Hongxia Liu and Yuhua Liu

Abstract On the basis of comparison and analysis of domestic and foreign book
purchases technology, this article focuses on the weak point of current method
along with proposing a new way to deal with book purchases question. And we
construct a book purchases model on the basis of improved genetic algorithm of
neural networks. This method designs a genetic algorithm which is combined with
effect factors. Thus, we could optimize the weighs and thresholds, together with
making dynamic adjustment for neural networks structure, in order to reach the
best situation of neural networks. Then, we develop computer-aided book pur-
chases evaluation system based on this model. The trial results show the feasibility
and effectiveness of using neural networks which built by EFGA practice, in
solving book purchases question.

Keywords Book purchases � Neural network � Genetic algorithm � Effect factor

1 Introduction

Book purchase is the first key link of library business by providing material base
for library service. It plays a primary role in building library books storage system
and guaranteeing book quality to adopt good or bad book purchase method.
Moreover, the method that we adopt also influences the effectiveness of using
books by readers together with accomplishing library task. Thus, book purchase
method is the base of guaranteeing the whole library work efficiently and the
quality of library service. Book purchase work is responsible for raising book
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quality, satisfying readers’ appetite, adjusting storage reasonably, optimizing
document resource structure, and realizing the value of library.

‘‘Offer the most appropriate books to reader at the most suitable time’’ is the
objective of all libraries. It is librarians’ responsibility to realize this goal. Now-
adays, there are several methods [1–4] of book purchasing in domestic and foreign
countries: formal subscription, textbook outline, all in orders, simple purchase
according to the circulation statistics of some kind book. However, the book
purchase procedures of these methods all obtain weak point. Since 1950s, genetic
algorithm and neural networks of artificial intelligence have been in prosperity.
This phenomenon provides new developing opportunity for optimization, predic-
tion, classification, pattern recognition questions, and so on [5]. It also provides
scientific solution for the key link in building a library-book purchase. This article
is about how to apply computer technology to book purchase in library according
to the weak points in process of purchasing books currently. Also, we improve the
key technology in book purchase along with proposing a book purchase model
based on improved genetic neural networks. We design a relative scientific and
high efficiency computer-aided book purchase evaluation system.

2 Genetic Neural Networks and Improved Genetic
Algorithm

2.1 Genetic Neural Networks

According to initial topological structure of given book purchase neural network,
this article first accomplishes network training through genetic algorithm with
effect factor (EFGA) instead of conditional BP algorithm. In the process of training,
EFGA can not only adjust the weight threshold of neural networks dynamically but
also adjust number of neurons and number of connection weights. Then, we do
classifying determination for book purchase by trained neural networks.

2.2 Improvement of Genetic Algorithm

To make neural network astringe effectively and quickly is the key point in neural
network for book purchase application. In standard genetic algorithm, each indi-
vidual is presented by one chromosome. Chromosome is composed by gene
sequences. If we assume C 0 presents chromosome, g0 presents gene, chromosome
can be presented as C 0 = g1

0, g2
0
, …, gn

0, among this formula n is the number of
genes in chromosome. If the function u is the reflection from genotype to phe-
notype, fitness function is f, individual adaptive value is f(u(C 0)). However, the
above express mode cannot express the influence degree of each gene gi

0 to the
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whole chromosome. Thus, this article forwards the concept of gene affects factor.
First, we give the definition and explanation for relative concept terminology.

Definition 1 Normal gene value (Abbreviation: Normal value), present normal
value of gene in standard genetic algorithm. We use g to present, g 2 R.

Definition 2 Gene Effect Factor (Abbreviation: Effect Factor), presenting the
influence degree of gene normal value to the whole chromosome, in other words
some gene whether promote, inhibit or has nothing to do with the whole chro-
mosome, we use e present, e 2 ½�1; 1�.

Definition 3 Gene effective value (Abbreviation: Effective Value), presenting the
actual influence value to chromosome from gene normal value, we use v present,
thus v = g * e.

Base on the definition of above effect factor, each gene includes two parts of
information: one part is normal value g, the other part is effect factor e. If we use C
presents chromosome which is with effect factor, thus C = (g1, e1)
(g2, e2)…(gn, en). And for convenience of description, we assume G0 = g1, g2, …,

gn, E0 = e1, e2, …, en, among these formula n is the number of genes which
compose chromosome C. If the reflection from genotype to phenotype is function
u, and fitness function is f, individual adaptive value can be presented as
f(u(G0, E0)).

When effect factor is bigger than zero, this gene improves chromosome, the
bigger of positive value the more improvement influence; When effect factor is
little than zero, this gene inhibits chromosome, the little of negative value the more
inhibition influence.

2.2.1 Genetic Algorithm with Effect Factor

On the basis of standard genetic algorithm and effect factor, this article names this
method as EFGA, main description for algorithm is presented below:

(1) Initiation
(2) Selection
(3) Intersection.

The process could be described as below:
Assume the two kth individuals that participate in intersection are:

Ck
1 ¼ ðgk

11; e
k
11Þðgk

12; e
k
12Þ � � � ðgk

1i; e
k
1iÞ � � � ðgk

1n; e
k
1nÞ ð1Þ

Ck
2 ¼ ðgk

21; e
k
21Þðgk

22; e
k
22Þ � � � ðgk

2i; e
k
2iÞ � � � ðgk

2n; e
k
2nÞ: ð2Þ
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If C1
k and C2

k only do intersection operation in ith position, the k + 1th indi-
viduals are:

Ckþ1
1 ¼ ðgkþ1

11 ; ekþ1
11 Þðgkþ1

12 ; ekþ1
12 Þ � � � ðgkþ1

1i ; ekþ1
1i Þ � � � ðgkþ1

1n ; ekþ1
1n Þ ð3Þ

Ckþ1
2 ¼ ðgkþ1

21 ; ekþ1
21 Þðgkþ1

22 ; ekþ1
22 Þ � � � ðgkþ1

2i ; ekþ1
2i Þ � � � ðgkþ1

2n ; ekþ1
2n Þ: ð4Þ

Thus, except (g1i
k , e1i

k ) and (g2i
k , e2i

k ) change after intersection, the others

gk
1q ¼ gkþ1

1q ; ek
1q ¼ ekþ1

1q ; gk
2q ¼ gkþ1

2q ; ek
2q ¼ ekþ1

2q ; q ¼ 1; 2; . . .; i� 1; iþ 1; . . .; n:

ð5Þ

We can use common method in standard GA algorithm for gene normal value
g1i

k , g2i
k . This article adopts self-adapting linear intersection, its process is:

gkþ1
1i ¼ akgk

2i þ ð1� akÞgk
1i ð6Þ

gkþ1
2i ¼ akgk

1i þ ð1� akÞgk
2i: ð7Þ

Among these formulas, a is a decreasing value along with the increasing value
of evolution generation, initiated value of a is 0.4. To its following generation, we
assume ak+1 = 0.99ak until ak+1 \ 0.05 or reaching the maximum step of itera-
tion. This kind of intersection’s advantage is that we can generate new individuals
in relative wider range during the beginning of evolution, and do little damage to
good individuals during the late stage of evolution.

Regarding the processing of effect factor ei, we define the following three
methods:

k
i

k
i

k
i

k
i eeee 2

1
21

1
1 , == ++ ð8Þ

2/)( 21
1

2
1

2
k
i

k
i

k
i

k
i eeee +== ++ ð9Þ

)/()( 212211
1

2
1

2
kkk

i
kk

i
kk

i
k
i eeee γγγγ ++== ++ ð10Þ

In specific application of this article, when chromosome certain gene in chro-
mosome do intersection operation, the processing method for effect factor is ´,
experiment result also shows method ´ is more effective.
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(4) Mutation

Assume the kth individual, which participates in mutation operation, is:

Ck
j ¼ ðgk

j1; e
k
j1Þðgk

j2; e
k
j2Þ � � � ðgk

ji; e
k
jiÞ � � � ðgk

jn; e
k
jnÞ: ð11Þ

Among this formula, j 2 {1, 2, . . ., m}, Cj
k presents certain chromosome in the

kth individual of species group.
If only do mutation operation in ith position, the k + 1 individual is:

Ckþ1
j ¼ ðgkþ1

j1 ; ekþ1
j1 Þðgkþ1

j2 ; ekþ1
j2 Þ � � � ðgkþ1

ji ; ekþ1
ji Þ � � � ðgkþ1

jn ; ekþ1
jn Þ: ð12Þ

Except (gji
k , eji

k) change after mutation,

gk
1q ¼ gkþ1

1q ; ek
1q ¼ ekþ1

1q ; q ¼ 1; 2; . . .; i� 1; iþ 1; . . .; n: ð13Þ

We can use common method in standard GA algorithm for gene normal value,
this article adopts the method that adds or minus one disturbance, the process is:

gkþ1
ji ¼ gk

ji þ bk � random �d; dð Þ randomð0; 1Þ� 0:5

gk
ji � bk � random �d; dð Þ randomð0; 1Þ\0:5

(
: ð14Þ

Regarding effect factor, we assume that when it starts to mutate, it is in a state
of regression. Thus, we define a regression factor Dt. When certain gene in
chromosome starts to mutate, the processing to its effect factor is to multiply effect
factor and regression factor Dt 2 (0.8, 0.95), just as (15):

ekþ1
ji ¼ Dt � ek

ji: ð15Þ

Among this, random(0.8, 0.95) generate random value that is in accordance
with homogeneous distribution between 0.8 and 0.95. Experiment result also says
that the mutation processing for effect factor is effective.

(5) Species group update

When the best individual does not satisfy the requirement and the process does
not reach the maximum iteration step, the evolution turns to procedure Step(2) and
do next round of evolution.

2.2.2 EFGA-Optimized Neural Network

Genetic algorithm includes 5 basic elements: code scheme, selection of fitness
function, design of genetic operation, initiation method for group, setting of
genetic parameters. These 5 basic elements compose the core of genetic algorithm,
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also the key of using EFGA optimize neural network. In this article, these 5
elements are defined as below:

Design of Code Scheme

In the process of using EFGA optimize neural network, we adopt real-coded
method style. The basic principle is: connection weights, hidden units threshold,
and neural threshold of output layer in layers’ neural of network compose the code
chain. Corresponding to the weight or threshold in an assured link of neural
network, we array it to form a code chain. And every code chain presents a
distribution state of one kind of weight and threshold in neural network. A series
code chain presents a series of different weight and threshold of neural network.

Among this, wuv
r is the connection weight between uth node in layer rth and vth

node in layer r + 1th, huv
r is the exist factor between uth node in layer rth and vth

node in layer r + 1th. bu
r is the threshold of uth node in layer rth. hu

r is the exist
factor of threshold of uth node in layer rth. huv

r , hu
r is corresponding with the effect

factor e in EFGA, also functions of effect factor e, their value is 0 or 1. 0 presents
this connection weight or threshold is noneffective, 1 presents this weight or
threshold is effective. The definition is below:

h ¼ gðeÞ ¼ 0 �h� e� h
0 e\� h; e [ h

�
: ð16Þ

Among the above formula, h is a set threshold, its range of value is (0, 0.1). We can
see that, this code method could provide all information of the question which needs
to be settled. And we can use different kinds of genetic operations conveniently.

Selection of Fitness Function

The objective of genetic algorithm optimization is to find certain weight matrix W0

and threshold matrix B0 to maximize fitness function. So, we can define the
objective function of genetic neural network as:

EðCÞ ¼ minððEðCjÞÞkÞ; k ¼ 1; 2; . . .; generations; j ¼ 1; 2; . . .;m: ð17Þ

Due to the fact that genetic algorithm can just evolve toward the direction
which increases fitness function value, we can use fitness function to compose the
reciprocal form of objective function. In order to guarantee that the value of fitness
function is not too little, we adopt a relative big coefficient M, thus the fitness
function can be illustrated as below:

fitnessðCjÞ ¼ M=EðCjÞ j ¼ 1; 2; . . .;m: ð18Þ

In the process of this article, M = 1,000.
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Design of Genetic Operation

(1) Selecting Operator
(2) Intersection Operator
(3) Mutation Operator.

Initiation Method for Species

According to the detailed requirement of question, we generate initial species
group Pop randomly, and any chromosome in Pop can be decoded to an entire
neural network according to above code strategy.

Set of Genetic Parameters

According to practical application experience, we select appropriate species group
size, selecting probability, intersection probability, mutation probability, and other
relative parameters ultimately.

The method and procedure of using EFGA to optimize neural network, we can
use flow chart to describe.

Among this, the process of evaluating individual is composed by three proce-
dures: �Each chromosome Cj is decoded to neural network; `Use training sample
to do forward calculation for neural network, and calculate E(Cj); ´Use (18)
calculate the fitness fitness(Cj) of each chromosome.

3 Book Purchase Model on The Basis of EFGA
Neural Network

In the intelligent book purchase system constructed by this article, both the
knowledge storage in learning process and reasoning in the process of getting the
result operate in neural network module. Thus, we realize the combination of
knowledge storage and reasoning. In other words, one neural network realize all of
this, neural network module is the core of system. Moreover, the training of neural
network module is accomplished by EFGA, thus, EFGA is the key in system.

According to the above principle, the book purchase system on the basis of
improved genetic neural network mainly contains the following modules: Initia-
tion setting module, improved genetic neural network reasoning module (including
design of neural network, training to neural network by EFGA and reasoning of
trained neural network), output module. Figure 1 is the whole structure of system
model. Among this, data input module accepts outside data and does prior
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processing, and provide processed data to improved genetic neural network rea-
soning module. The result shows parts, mainly rely on human computer interface
to output the final result according to requirement.

4 Simulation Experiment

In order to verity the feasibility and effectiveness of book purchase model based on
improved genetic neural network, under the same experimental condition, we use
EFGA and BP algorithm separately to train the neural network module of book
purchase mode, then analyze the results.

EFGA and BP algorithm obtain the same input sample when training neural
network module: the input sample all come from the 3,000 book purchase data in
Hunan institute of science and technology during 2005–2010, among this, the
training group is 24,000, testing group is 6,000.

According to the above method and parameters, we train neural network
module separately by EFGA and BP algorithm. The process of training of neural
network by EFGA is shown by (a) Fig. 2. Regarding training neural network by
BP algorithm, after verification by testing method, when the number of neurons in
hidden layer reaches 13, the training result is relative best. (b) in Fig. 2 presents
the training process.

In Fig 2, constringency speed when training neural network of EFGA is faster
than that of BP algorithm. Under the same training step, the exactness of neural
network of EFGA is higher than that of BP algorithm.

Original data

Input data processing module

Neural 
network 
module

GA with 
effect 
factor

training

Results

Improved genetic 
neural network 

reasoning module

Output data processing module

Fig. 1 Structure of Book
Purchase based on EFGA
Neural Network

1086 H. Liu and Y. Liu



5 Conclusion

In the process of building book purchase system, we adopt book purchase model
based on improved genetic algorithm neural network. In the process of realizing
this system in detail, we analyze the featuring data of book; get certain number of
sample from book purchase history, doing prior processing. Neural network can
get useful knowledge and store them in network after learning through the sample
that has been learned by prior learning. Finally, user can use trained neural net-
work to make judge that whether a book should be purchased. Thus, we solve the
core question in book purchase. Application of system does favor of decision for
librarians, and increases the efficiency of purchasers along with decreasing the
prime cost of purchasing books.

Fig. 2 Experiment result of
training by EFGA and BP
algorithm to neural network
module. a Error curve figure
of training neural network by
EFGA. b Error curve figure
of training neural network by
BP algorithm
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Study on Scene-Driven Emergency Drill
Method

Xin Li, Guofeng Su, Shaobo Zhong, Fushen Zhang, Chao Huang,
Hongyong Yuan, Quanyi Huang and Jianguo Chen

Abstract Based on the analysis of traditional emergency drills and simulated
emergency drill characteristics, the construction and express method of structured
scene model was proposed, including the emergency scene classification, the
setting of evolution and development conditions and the structured expression of
emergency scene. The scene-driven key technology and model was described,
such as the evolutionary relationship of scenes, the reasoning model of scene chain
and transition model of scene. On the basis, the emergency drill model of scene-
driven was proposed. The model is dynamic and has high similarity with the real
emergencies, which plays an important role to improve the effect of emergency
drills.

Keywords Emergency drill � Simulation drill � Scene � Scene-driven

1 Introduction

Emergencies generally happen with many characteristic, such as sudden, uncer-
tain, dangerous and difficult to resolve. The emergencies will lead to heavy
casualties and property losses, and also affect the economic political, military and
cultural as well as social stability. Many of them have late effects and long-term
effects [1]. For many emergencies, it is difficult to reconstruct in the same scale,
such as earthquake, floods, landslides, mudslides, forest fires, mining accidents,
pandemics, etc. In order to cope with various emergencies, we should make the
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emergency plan and according to the emergency plan, carry out emergency drills
under different scenarios [2].

In traditional emergency drill, the departments, units, and people of emergency
command system often perform their respective responsibilities and tasks
according to the emergency plan under the preconceived condition [3]. So that,
people can resolves the emergencies more orderly, fast and efficient, which will
reduce the losses caused by emergencies [4]. Practice has proved that the emer-
gency drill could reduce casualties and property losses and quickly recover the
society to normal state from disaster [5, 6]. But the traditional emergency drill has
several limitations [7]. For example, the traditional emergency drill costs, the
number of participating people is limited, the simulation environment is simple
and it’s easily to become a mere formality [8], which make the effect of emergency
drill limited.

2 Scene-Driven Emergency Drill

Because of the constraints of traditional emergency drill, in recent years, the
simulation drill based on the computer technology is becoming an important way
to enhance emergency response capacity [9, 10]. Scene-driven emergency drill is
one kind of simulation drill. Its core idea is to divide the drill process into several
different scene stages and study the constituent element and construction method
of each scene. The complete simulation drill process is constructed by the com-
bination of different scenes.

Because of the separation of simulation drill process, the drill process could be
controlled freely through the scene matching, scene control and other operations,
which could ensure the logic and smoothness of the drill. By using the scene-
driven emergency drill, the initial environment could be set to any time, any place,
any participating people and any scene of emergency, which achieves the ‘‘double-
blind’’ drill effect. In order to accomplish the drill task, the participating people
have to know the disposal method of emergency and must be familiar with the
emergency scene. So that, they could skillfully master the emergency response of
their work fields which will improve their capability of responding to all types of
emergency.

Scene-driven emergency drill has many characteristics, like flexibility and
relatively low cost. It is easy to control, ease to use, authenticity, could be used as
training system and could be monitored and played back, which has widely
application range and application security.

The execution of scene-driven emergency drill mainly includes three steps as
shown in Fig. 1: scene construction, evolution process control and finally the
scene-driven emergency drill. Through the classification of emergency scene,
evolution setting and the structured expression of scene, the emergency will be
constructed. After that, the evolution process control could be realized by
scene relations research, scene matching method and transition model. Then the
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scene-driven emergency drill could be realized through the construction of scene
chain by the scene driven model and scene evolution model.

3 Construction and Expression of Structured Scene Model

The occurrence and development of emergency is related to many factors which
are very complicated. The evolution of emergency has many manners, such as
transformation, spread, and coupling. In order to realize the scene-driven emer-
gency drill, the structured expression of emergency scene should be realized
firstly. The reconstruction of emergency scene needs to design the parameters of
environment data, like natural environment, social environment, and information
environment and so on, according to the emergency scene and the characteristics
of its evolution. The scene parameters include time, space, facilities, environment,
people, society and driving conditions, and some other information.

The constructed and expression of emergency scene is the basis of realizing the
scene-driven emergency drill. In the emergency drill, the scene could be connected
and operated which will from a high similar emergency scene and help to improve
emergency drill effect. The construction and expression method of emergency
scene includes:

 Scene Construction 

Emergency Scene
Classification 

Evolution Setting 
Structured 

Expression of 
Scene

Evolution Process Control

Scene Relations 
Research

Scene Matching Transition Model

Scene-driven Emergency Drill

Scene Driven Scene Evolution
Construction of 

Scene Chain

Fig. 1 Steps of scene-driven emergency drill
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3.1 Classification of Emergency Scene

In the expression process of emergency scene, we need to classify the type of
emergency scene. The classification of emergency scene is different from general
emergency classification. The characteristic of the scene and the emergency
measures need to be considered. The development and evolution of emergency
will be divided into different stage of scene. The emergency drill is the combi-
nation of different scenes according to the characteristic of the emergency and the
emergency measures.

3.2 Evolution and Development Settings of Emergency
Scene

Without the emergency measures, the emergency scene will develop as its own
characteristics. With the effect of emergency measures, the development and
evolution of emergency will be changed. For example, after the heavy rainstorm
meteorological disaster, without the emergency measures, large residential area
could be flooded as the development of torrent. But through the opening water
gate, the dewatering and strengthen prevention and other emergency measures, the
flood could be controlled within the acceptable range of urban safety. So the
evolution condition, the development direction, and the relationship of different
scene need to be set. The drill scene could develop to different direction with
different scene condition and different emergency measures. In this way, the scene-
driven emergency drill will be realized.

3.3 Structured Expression and Characteristics Extraction
of Emergency Scenes

The first step of scene construction is characteristics extraction and structure
expression of scene, which is the basis of the emergency scene model framework
construction. Through the scene extraction and analysis of different type of emer-
gencies, the structured emergency scene model could be established. The environ-
ment of emergency scene structured expression mainly includes natural environment,
social environment and information environment. The structure of scene parameters
needs to be designed according to the emergency scene and its development
characteristics. The structured scene model can be described using a multigroup:

S = T, SI, F, E, P, A, R, ED, DC,. . .f g: ð1Þ
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Here, S is the structured scene model, T is time information, SI is space infor-
mation, F is facilities information, E is environment information, P is organization
personnel, A is action, R is results of disposal, ED is evolution direction, and DC is
development direction. Based on this model, the drill model could be constructed:

D = S1; S2; S3; . . .Sef g: ð2Þ

Here, D is scene-driven emergency drill, Sn is the N scene, Se is the end scene.
Through the expression of structured emergency scene model and the con-

struction of simulation drill model, the standardized management of scenes and
smooth transitions between scenes of emergency drill could be realized, including
the generation of scene, the elimination of scene and the change of scene
parameters and so on, which will make the emergency scene has a higher freedom
of control and has a high similarity with the real environment.

4 Analysis of Scene Evolution

The scene-driven emergency drill is made up of a series of scenes. The connection
of multiscene and their relationship form the scene chain. The construction of
scene chain is according to the disaster chain and event chain. Through the
characteristic of emergency and the emergency measures, the development of
emergency will be designed. Based on this, the scene chain will be logic and
smooth.

4.1 Construction of Evolution Relationship of Scene

According to the theory of disaster chain and event chain, the evolution rela-
tionship has a variety of forms, including tandem scenes, one-to-many scenes,
many-to-one scenes, parallel scenes and circular scenes and so on. Tandem scenes
are that one scene one scene develops into the next scene without triggering other
scenes. One-to-many scenes mean one scene might develop into many other two or
more scenes. Many-to-one scenes mean many scenes develop into one scene
finally. The parallel scenes mean two or more scenes proceed at the same time. In
this condition, the scenes develop and affect each other, which make it possible to
form new scene. The circular scenes mean the scene is circulatory. The con-
struction of scene chain needs the construction of those scene evolution rela-
tionships first.

The development procession of emergency and its derivative events involved in
the development is always changing. Generally the development of scene has
several situations as shown in Fig. 2. One scene might develop into next one or
more scenes under certain conditions like the condition 1, 2, 3, 6. Two or more
scenes might develop into one scene under several certain conditions like the
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condition 4, 5. Two or more scenes might develop into one scene under one certain
condition like the condition 7.

Through the study of development direction of scene and the evolution con-
dition, the scene chain will be established according to the natural evolution law,
the external influences and the emergency measures by the integrating of devel-
opment direction and driving condition. So that, in the emergency drill, as the
intervention of emergency measures and the development of scene, the scene wills
development toward different direction under different conditions. Then, the scene
chain will be formed and the scene-driven emergency drill will be realized.

4.2 Scene Matching and Scene Chain Reasoning Model

During the disposal process of emergency, different scenes have certain relation-
ship, such as mutually exclusive relationship, inclusion relationship, undertake
relationship, parallel relationship, and so on. The matching relationships need to be
considered in the scene development. The development of scene could be logic
and has a high degree of similarity by the scene matching model. Then the fuzzy
matching rules will be studied according to the characteristics of emergency, the
external conditions, and the current trend. By the combination of matching rela-
tionship and matching rules, the simulation scene which is closest to the current
emergency drill will be found from the scene library, which makes the connection
of different scenes more logic.

In the scene-driven emergency drill, because one scene might develop into
more scenes and many scenes might develop into one scene, the development

Scene 1 

Scene 2

Scene 3

Scene 4

Condition 1

Condition 3

Condition 2

Scene 5

Condition 4

Condition 7Condition 6

Scene 6

Scene 7

Scene 8

Condition 5

Fig. 2 Diagram of scene evolutional relationships
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model needs to be studied using the scene chain reasoning model. The develop-
ment trend of scene will be determined through the analysis of emergency
development situation and the emergency measures. So that, the evolution con-
dition from one scene to the next scene will be analyzed. To achieve this function,
the scene model and its evolution rules need to be analyzed. For example, the
rainstorm meteorological disaster may lead to the generation of other scenes, such
as evacuation scene, medical rescue scene, flood plugging scene and so on. The
development needs to be reasoned by the scene parameters of rainstorm meteo-
rological disaster. Such as, in what circumstances, people need evacuation and in
what circumstances, people need medical relief.

4.3 Scene Transition Model

Scene transition model is the key to realize the smooth transition of the emergency
drill. Based on the structured emergency scene, the scene transition model defined
the method and rules of scene structure and parameters between the transitions of
scenes. The parameters of previous scene may be used as the parameters of the
next scene, but there is likely to change. For example, the evacuation scene might
lead to the personnel placement scene and life and material support scene. Then
the staff number of evacuation scene could be used in the personnel placement
scene and life and material support scene. The scene transition model will define
the change and the relationship between different scenes when transforming.
Through the scene transition model, the smooth transition and seamless connection
of different scenes in the emergency drill will be ensured.

5 Scene-Driven Emergency Drill Framework

The gestation, occurrence, and development of emergency are typical temporal
and spatial evolution process. Its evolution process and development is affected by
the emergency scene features and emergency measures. The scene-driven emer-
gency drill method mainly studies the evolution mechanism and development
direction considering the effect of emergency measures. Through the study of
emergency scene construction method, the initial scene of emergency will be
established. Under the driven of scene characteristics and emergency measures, the
emergency scene will develop as shown in Fig. 3.

The generation, elimination, and change of different scenes form the dynamic
scene chain. The scene-driven emergency drill is guided by the dynamic scene
chain. Through the establishment of structured scene model, every scene contains
scene type, scene elements, evolution conditions, and some other parameters. The
parameters need to be defined before the drill. The drill process will develop
according to the scene features and the emergency measures. In a fixed scene, the

Study on Scene-Driven Emergency Drill Method 1095



different intervention method and different levels could lead the scene to different
direction. Through the scene reasoning model, the development of scene will be in
line with the actual emergency disposal process. Through the scene transition
model, the development of scenes could be control, such as the increase, elimi-
nation of the scene, and change of scene parameters. Those models make the drill
process closer to the real situation and have a high degree of freedom of control.

6 Conclusion

The article first contrast and analyze the limitations of traditional emergency drill
and the characteristics of simulation drill. The concept of scene-driven emergency
drill was put forward. The construction and expression method of structured scene
model was discussed including the classification of emergency scene, the evolution
conditions setting of emergency scene, and the structured expression of scene.
Through the analysis of scene evolution relationship, the scene evolution rela-
tionship, scene chain reasoning model and scene transition model were proposed.
Based on this, the scene-driven emergency drill method was put forward which has
many characteristics like multi-dimension and dynamic. The model improves the
similarity with real emergency and increases the tension of the simulation drill,
which will improve the drill effect.
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The Research of Component-Based
Software Development Application
on Data Management in Smart Education

Lijuan Liu, Youqun Shi and Ran Tao

Abstract By taking into account the requirement of smart education platform, it
gives the implementation of data management with component-based software
development (CBSD). First, the concept components were extracted as reuse goal,
and then a facet-based model was established to describe components: later on
components were developed in Model View Controller (MVC) pattern which
makes components have relatively independent interfaces to support software
reuse. And an example was used to show the development process, which suc-
cessfully realized the effective data management. The result shows that this
method used in smart education has achieved good performance in practice, and
components are reused in systems successfully, in this way, it improves the
development efficiency which contributes to data management.

Keywords Component � Smart education � Model view controller � Software
reuse � Data management

1 Introduction

As the development of information industry, smart education [1] is a new form of
education. Data management is most complicated and important for education,
which is the foundation in smart education platform. For example, users’ data and
exam’s data are indispensable in smart education. So data management has good
effect on smart education’s quality. To promote smart education, a platform needs
to be developed. Traditional development contains requirement analysis, design,
implement and so on, these stages cannot execute concurrently, and software
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function is difficult to keep up with the change of demand, so maintenance
workload is so big to achieve flexible function.

To solve these problems, it uses component-based software development
(CBSD) method [2] for data management implement, which concentrates on the
reliability and extensibility of components. CBSD eliminates the repetitive work
by absorbing the past project experience, in this way, it provides reused compo-
nents for smart education and improves efficiency in data management.

2 Smart Education and Platform Architecture

In this study, we build a comprehensive smart platform to support smart education
[3], besides the architecture and data management solution are given.

2.1 Concept of Smart Education

Smart education refers to gathering smart and realize smart through various
channels and mechanisms, providing strong support for school and even the social
development. Compared with traditional education, it needs higher requirement for
data amount in smart education. Since teaching forms have changed, simple data
storage method cannot meet the practical requirements. For example, when a
school recruits students for the public students’ examination, enrollment data
cannot simply go through the paper records by manpower, because for the data of
exam and review students, etc., all these need to be collected and operated rapidly.

2.2 Architecture

The architecture of smart education platform contains independent three-layers:
the UI layer, development, and application platform layer, data center layer. As is
shown in Fig. 1, UI layer refers to the unified portal shown to the user. Devel-
opment and application platform layer refers to the school management, student
management, etc. Specific tasks are assigned to each module such as role, per-
mission, log [4]. Data center layer refers a set of tools and utilities, first it processes
RAW DB (raw data processing) and then it puts Processed DB (data that have been
processed) into data center.

Layered architecture has convenient, unified data input and output, which gives
independent interfaces in smart education development.
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2.3 Data Management Solution

Data management solution integrates all aspects of data, including teaching,
learning, and management. Good management of mass data helps to build edu-
cation metropolitan area network and smart digital campus group. The solution
implements the teaching digitization, learning digitization, management digitiza-
tion. As an efficient way for teachers and learning skill for students, it supports for
education management and decision making.

Figure 2 shows diagram of data management solution in smart education, the
education ministry establishes distributed databases, while affiliated schools stores
their local data and upload to the local education bureau. When education ministry
needs all data, global data will be distributed to the basic database by each module
database; when ministry does not need to manage all data, it just gets data from
Education Bureau from local data, which reduces physical workload. In this way,
data will be shared and remote controlled. This kind of data management solution
improves the data reading efficiency and reduces the response time.

3 Component-Based Software Development Method

CBSD focuses on the reuse of existing components rather than code writing,
making it faster to develop a system. On the one hand, it reduces the cost of
software development and maintenance; on the other hand, it supports upgrading
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large system. During the process, components can be reused to multiple modules,
at the same time they are closely related to each other, as shown in Fig. 3.

For CBSD, the key problem is to know what kind of reuse components. To get
the clear component reuse goal, a faceted-based model is given to describe
components, and then components are developed in MVC pattern.

3.1 Component

Components are software entities which have a relatively independent function
and can be clearly identified in the software system. Besides, their interface can be
assembling designated. Concept components refer to components which meet the
business requirement, and they are goals of extracting reuse components. Based on
the classification principles of concept components [5]: (1) the way class interacts
with other classes; (2) service class separate division; (3) dependency rules with
other classes, reusable components can be accurately divided [6].

After we get concept components, it is necessary to specify them. We establish a
faceted classifies-based component model [7]. As shown in Fig. 4, a component is
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described from five facets: component basic information facet, component classi-
fication facet, component environmental requirement facet, component quality
facet, and component function facet [8].

Component 1

Component 4Component 3
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Subsystem 1
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Smart Education Appication
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Fig. 3 Relationship between
components in smart
education
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Fig. 4 A component description model based on faceted classifies
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3.2 Model View Controller Pattern

Components are developed in MVC pattern with independent interfaces. The
MVC [9] is one of the commonly used designing patterns. M represents the Model
layer, which contains all behaviors and data needed, V represents the view layer,
which contains data provided by the real model, and C represents the controller,
which maps model layer to the view layer, handling the respond to the request.
From reuse aspect, MVC pattern lets the page contain only a small amount of
code, which makes reuse more quickly. However, for JSP and Servlet pattern, it
contains all codes in a JSP page, so the maintenance is difficult. Based on this, we
adopt MVC pattern.

The working principle of MVC pattern is shown in Fig. 5, the client browser
first sends a request to a page, this request will be passed to Controller through
Form Bean, and Controller will pass it to the business logic model for processing,
and then related method is called, later on it returns to the Action Controller,
passing the result to JSP page [10]. The jumping and processing have already been
deployed in the struts-config.xml configuration file. As we can see, MVC has a
better encapsulation of component interface, making it easier for developing.

4 Application Instance

In smart education platform, we give the process of reuse by a component devel-
opment instance in two subsystems: select course system and drop-in system. Select
course system ensures normal study arrangement, drop-in system enables school
recruit drop-in students, and both of them need to manage large amounts of data.

Client Browser

Action
Servlet

Controller

Action
(Controller)

Business
Login

(Model)

Jsp
(View)

Structs-config.xml

Http Request Form Bean

Http Request Get(Tags)

Fig. 5 Working principle of MVC pattern
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4.1 Component Extraction

Due to different requirement of two systems for data management, we analyze
function of each component as follows;

(1) Database operation component in drop-in subsystem

Drop-in subsystem provides exam registration, scores release, students’
admission, etc. Data need to be frequently updated between the Excel file and
backend database. So Excel data should be imported to backend database, and the
data in the database should be exported to Excel file too.

(2) Printing component in select course system

Select course system provides student course selection and courses arrange-
ment, etc. Among them, admission paper printing needs to manage large amounts
of data. Printing components can show the table data by a clear user interface.

Based on above analysis, data dump concept component is extracted with
classification principle. Described by facet classifies-based model, For data dump
concept component, the id is 100025, it has import and export data function and it
does not depend on other components, as is shown in Table 1.

4.2 Development

We develop components with MVC pattern, which contains Entity, Dao, Con-
troller, Service and View packages, and the role of each package is shown in
Table 2. In this way, the function is developed independently and clearly.

4.2.1 View Layer

View layer mainly shows the page which presents to user. User will input some
data such as score, reflected as ‘‘ExamId’’,‘‘Math’’. Following is the part code:

form name = ’’form1’’ method = ’’post’’ action = ’’addinfo.
jsp’’[

\tr[\td height = ’’27’’ colspan = ’’4’’[&nbsp;(*)\/
td[\/tr[

\td height = ’’25’’[ExamId:\/td[
\tdwidth = ’’177’’[\inputtype = ’’text’’name = ’’ExamId’’[
\td height = ’’25’’[Math:\/td[
\td width = ’’177’’[\input type = ’’text’’ name = ’’math’’[
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4.2.2 Model Layer

Model layer contains the Dao, Service, and Entity package, which encapsulates
producing instances (e.g., business logic). Data dump components operates Excel.
Basic objects of Excel are HSSFWorkBook (workbook), HSSFSheet (work
tables), HSSFRow (rows), HSSFCell (cells). Each row and each cell has its own
related property. Among them, cell is the smallest unit to be edited and stored.

To realize import and export data function, we use POI API in JAVA, which
can read, write, modify, and control data in Excel file. In addition, POI does not
call the Windows API, so it’s not limited in Windows system environment. With
the cross-platform feature, this component can be widely used.

Take data import function in development for example, model layer has access
to data, which is reflected in code of setCellValue. Part of Code in instance is
described as follows:

Admission adm = new Admission();
Student stu = new Student();
ArrayList\Student[stuList = new
ArrayList\Student[();
row2.createCell((short)
5).setCellValue(stu.getAdmission().getPreOrNot());
for (int i = 1; i\nRow; i ++) {
String ExamId = sheet.getRow(i).getCell(0).
getStringCellValue();

Table 1 Data dump component description (part)

BaseInfo facet Component function facet Environment requirement
facet

Component id 100025 Provide
function

Import and
export data

Component
type

Business
logic

Component name Data dump
component

Dependent
component

No

Component author Sam

Table 2 Role of each
package

Entity Model layer, data entities,
map the field in table

Dao Model layer, data access object
Service Model layer, implement services
View View layer, such as form pages
Controller Control layer, control data
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4.2.3 Control Layer

Control layer contains operation such as controlling page jumping, which handles
the relative response for the request from View layer. Control layer get user object
from the page, then it storages data object such as ExamId. Part code is followed:

Map model = new HashMap();
String username=
session.getAttribute(‘‘username’’).toString();
User user = (User)userService.getUserByName(username);
String userId = user.getUserId();
String ExamId = request.getParameter(‘‘ExamId’’);
String Math = request.getParameter(‘‘Math’’);
return new ModelAndView(‘‘ImportExcel’’,model);

4.3 Component Reuse

Due to the normative interface and good generality, to use data dump component,
it only needs to call component according to BaseInfo parameters (e.g., id and
author). In the end course, selection subsystem and drop-in subsystem reuse the
data dump components successfully, in this way it eliminates the repetition code
and test work. At the same time, because of independent interfaces, it improves the
quality and the development efficiency as a whole.

5 Related Work Comparison

For smart education implementation, research mainly focuses on the micro tech-
nology or detail management, lacking of generality. Paper [11] introduces UML
modeling to understand the application requirement, but it only stays on the
concept of management model and it is difficult to apply to other projects. Paper
[12] discusses the ETL (Extract Transfer Load and Cleaning, data storage,
transformation, and loading) to handle Excel document data, which mainly con-
centrates on the technology process: however, it does not take into account the
efficiency. Compared to the above work, the main contributions of this paper are:

(1) Used concept components for reuse target as innovation.
(2) Had given a smart education platform architecture, satisfying data reading

efficiency and response time.
(3) Established a facet-based description model to describe components.
(4) Used MVC pattern for components development, which improves the effi-

ciency and make components reusable.

The Research of Component-Based Software Development Application... 1107



6 Conclusions

In this paper, the method based on component software development is used for
data management in smart education. By an instance, this paper explains com-
ponent reuse process. The result shows this method have good portability, which
meets data management requirement in smart education.

Future work will concentrate on the expansion of functional requirement,
combined with component execution efficiency, it will support the application of
smart education better and make reuse process more simple.
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Driving Intention Inference Based
on Dynamic Bayesian Networks

Fang Li, Wuhong Wang, Guangdong Feng and Weiwei Guo

Abstract Driving intention inference can anticipate the driving risk in advance,
drivers have enough time to respond and avoid accident. There are several models
for identifying driving intention in recent years. However, these methods infer
driving intention without considering the impact of past driver behavior on current
station, and only take a few basic factors into account, such as speed, accelerate,
etc., which reduce the inference accuracy to some extent. To attack this, a four-
step framework for driving intention inference is proposed. The main contribution
includes driving behavior factors selecting analysis which can choose the main
impacting factors, and improving the existing inferring model based on pattern
recognition method. The improved method can consider the impact of past driver
behavior on current station with add Auto-regression (AR). Experiments show that
our framework can provide a good result for driving intention, including lane
changing and braking intention inference. Moreover, compared to the tradition
model, the improved model improves the correct recognition rate.

Keywords Driving intention � AR-HMM � Pattern recognition

1 Introduction

Intelligent Transport Systems (ITS), driving support systems that reduce driving
burden and increase safety, are being developed in recent years. But advanced
driver assistance systems cannot replace driver for accomplishing driving task.
And, driver is the only one judger during driving. Prediction of driver’s intention
can provide enough time for drivers to respond before moving into the dangerous
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zone. Hence, it is important to construct a driver model that considers driver
intentions and psychological function when inferring driver behavior.

In 1999, driving intention was firstly proposed by Pentland. In this area, the
driving states are treated as patterns, hence the driving intention inference are
changed to pattern recognition. After nearly 10 years of development, there are
existing two popular kinds of models based on pattern recognition methods for
driving intention inference, Hidden Markov Model (HMMs) and based on fuzzy
reasoning respectively. Such research show that fuzzy reasoning methods are an
advantage in dealing with experience models, hence the driving intention inference
models based on fuzzy reasoning can well merge vehicle dynamics and driver’s
experience and get a quantified driving intention [1–3]. However, the compatibility
of different membership functions and fuzzy rules will affect inference results,
which severely delay their development and adoption.

Driving intention inference models based on HMM are well-developed.
Andrew Liu et al. [4] proposed to build driving intention inference model by using
HMM, and focused on using visual scanning behavior to infer driver’s intention.
Toru Kumagai et al. [5] analyzed braking intention at intersection by using HMM
with dynamic linear weight function analysis for the first time. According to
Keskinen’ four layer theory for driving behavior, Shigeki et al. [6] built driving
behavior prediction model to implement the first layer, and traditional gauss
bayesian network model with steering angle as single input was put forward to
predict the probability of lane changing. Holgeret al. [7] identified each driving
operation by using the most typical signal. Houhaijing et al. [8] predicted lane
change intention by using continuous HMM, and driving behavior data was col-
lected by driving simulator. In addition to the above models, a large number of
research literatures [9–12] are also focusing driving intention in the dynamic
bayesian network (DBN).

However, the existing driving intention models only choose one factor as input.
But driving behaviours are affected by human, vehicle, and road environment
factors. Hence, one driving factor cannot capture the real driving condition. Also,
as the most popular driving intention inference model, HMM cannot consider the
impact of past driving behavior on current driving behavior.

In order to attack above shortages, a four-step framework has been proposed to
predict driving intention, as is shown in Fig. 1. The framework includes data
collect, main factors selecting, driving intention building, and calculate driving
intention probability. The first step can be achieved by vehicle devices, vehicle
sensors, and video, etc., and this context will be not described in this paper. We
focus on analysis of the second step and the third step.

The rest of this paper is organized as follows: Sect. 2 presents analysis on
driving behavior factors and main factors selecting of driving behavior. In Sect. 3,
auto regression (AR) is introduced into HMM model for inferring driving inten-
tion. Experiment results on both comparison of driving intention inference models
and comparison of are given in Sect. 4. Conclusions and future work are presented
in Sect. 5.
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2 Driving Behavior Analysis

Driving behavior shaping factors are characterized by the driver driving behavior
characteristic, vehicle performance, and of road environment, namely, the driver
state, vehicle state, and road environment factors constitute the connotation of
driving behavior shaping factor. But which driving behavior shaping factors
should be contained, different research purposes should choose different factors.
There are two kinds of statements: the first statement takes the impact factors of
vehicle function and road environment on driving behavior as the driving behavior
shaping factor, and the other one takes the influence factors of vehicle function and
driver characteristics on driving behavior as driving behavior shaping factor. In
fact, driving behavior is a result of the combined actions of all driving behavior
shaping factor regardless of driver characteristics, vehicle performance, or road
environment, that belongs to the category of the driving environment, and should
be seen as a part of the driving behavior shaping factor. Thus, driving intention
should consider all the influence factors on driving behavior.

Using lane change intention as an example, intuitively, the influence factors for
lane change include steering angle and acceleration of following vehicle, relative
speed between lead vehicle and following vehicle, etc. But, in the previous lit-
erature studies, steering angle is the only one factor that is set as input. The only
one factor that cannot capture all driving state information, leading to reduced
inference accuracy.

In order to testify the above statement, SPSS software is used to analyze the
influence factors of lane change. Test data is collected by driving simulator,
described in Sect. 4.1. Vehicle function parameters are collected by vehicle
devices. Road environment factors are collected by UC-win/Road software. Driver

Construct driving behavior 
recognition model

Collect the driving data
(such as velocity, 

acceleration and angle etc)

Choose key factors

Driving intention model

Driving intention 

Fig. 1 Flowchart of
predicting lane-changing
probability
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state parameters are collected by sensors. We take above three data into SPSS
software and conclude the results in Table 1.

According to Table 1, contribution of top six factors is close to 90 %, namely,
these six factors can embody most of lane change context. The detail information
of six factors is shown in Table 2.

3 Driver Behavior Intention Inference

3.1 Probability Model

BNs can be roughly divided into static and dynamic types, and the dynamic type
DBN is used for this study considering that it is possible to extract measurement
dynamic driving station.

Now, HMM is the most popular model for driving intention inference, as shown
in Fig. 2. Driving condition and station components of driver behavior hierarchy
Level 2 are assigned to discrete nodes. The rectangle nodes denote driving con-
dition (such as vehicle speed, acceleration, and so on), which are set as hidden
nodes. And the ellipse nodes denote driving station (such as braking, lane

Table 1 Lane change
shaping factors

Factor Weight Percent (%) Cumulative percent (%)

1 4.144 25.899 25.899
2 3.692 23.077 48.976
3 2.366 14.787 63.763
4 1.666 10.409 74.173
5 1.203 7.519 81.692
6 1.170 7.312 89.003
7 0.793 4.958 93.961
8 0.731 4.569 98.531
9 0.231 1.441 99.972
10 0.004 0.025 99.997
11 0.000 0.003 100.000
… … … …
41 1.296E-26 8.098E-27 100.000

Table 2 Main shaping
factors of lane change

Variable Means

x1 Steering
x2 Distance to lane center
x3 Distance to object in front
x4 Distance to object behind
x5 Relative speed
x6 Following acceleration
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changing, and so on), which can be directly observed. Then, in order to represent
context-dependency of driver behavior, these nodes were connected with each
other, condition and station have context. Also, manoeuvering of hierarchy Level 1
is assigned to Gaussian nodes. In the HMM model, learning is performed as the
combination of time-series driving state and driving behavior data at that time.

Formulas of HMM are denoted as follows:

dj tþ 1ð Þ ¼
X

i

ai;jdiðtÞ

y tð Þ ¼ N li;
X

i

 !
ð1Þ

where t is discrete time, di(t) is the probability of state i at time t. ai,j is the state
transition probability from state i to j. y(t) is the driving data vector at time t. N(l,
R) is normal distribution, whose mean is l and co-variance matrix is R.

As shown in the model of Fig. 2, there is no direct relationship between driving
state t-1 and driving state t, which means that the model do not consider the impact
of the past driving behavior on current driving behavior. In order to consider this
impact, AR has been introduced into HMM model, namely called AR-HMM
model, as is shown in Fig. 3.

Figure 3 shows the other sort of DBNs constructed with AR-HMM in which
observable values depend on the previous ones. Formulas of AR-HMM are
denoted as follows:

dj t þ 1ð Þ ¼
X

i

ai;jdiðtÞ

y tð Þ ¼ Nðli þ xiy t� 1ð Þ;
X

i

ð2Þ

where xi is weight matrix, which enables the previous value vector y (t-1) to
effect on the current value vector y(t). This structure is greatly appropriate to make
behavioral models since the current behavior is strongly associated with past
actions. For this reason, AR-HMM is applied to a behavioral model in the other
research [9, 10]. We also decided to use this structure to create a new driving
behavior model concerning past driving actions.

Fig. 2 HMM structure
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3.2 Inference Method Considering Transitions of CDT

To consider the past actions of drivers, we defined Current Driving Trigger (CDT)
which indicates past driving data of both velocity and pedal stroke. Figure 4 is an
example of CDT regarding 10 s past driving behavior beginning with time t1 and
ending with time t2. CDT was used as an input of DBNs to construct a driving
behavior model.

To make a driving behavior model considering a chain in dynamic flow of the
past actions, AR-HMM was adopted to express continuous transitions of CDT. A
formula (2) was expanded to include transitions of CDT as follows. Where the
variables are denoted in Table 3).

yCDTA tð Þ
yCDTD tð Þ

� �
¼ N

lA

lD

� �
þ

ewOn

On ew
� �

yCDTA t� 1ð Þ
yCDTD t� 1ð Þ

� �
;
X

i

 !

lA ¼ 0 0 � � � lAn

� ffiE

lD ¼ 0 0 � � � lDn

� ffiT

ew ¼ On�1 En�1

0 O1;n�1

� �
ð3Þ

Fig. 3 AR-HMM structure
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Fig. 4 An example of
current driving trigger
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4 Experiments

The experiment was conducted within a driving simulator loading a real car
composed with pedals (gas and brake) and a steering wheel as input devices, and
was controlled by driving simulating software named UC-win/Road. Vehicle
devices recorded driver’s control input including gas pedal position, brake pedal
position, and steering wheel angle, and vehicle sensors recorded driver’s physio-
logical, and psychological state parameters.

Driving behavior data were collected at a sampling rate of 10 Hz and stored
without compression on a disk drive for further computer off-line analysis. The
simulator faces 80-inch screen showing programmed traffic environment with
some vehicles and circuit road.

4.1 Comparison of HMM and AR-HMM

In order to fairly compare HMM model and AR-HMM model for inference driving
intention, the test data is chosen from [13], two sets of lane changing data, as
shown in Figs. 5 and 6 respectively. These two sets of data were collected from
three drivers under normal lane change (LCN) and emergency lane change (LCE)
conditions, respectively.

Three types of driver behavior at time of lane change were considered: normal
lane keeping (LKN), normal right lane change (LCN), and emergency right lane
change (LCE).

The test data of Figs. 5 and 6 was set as the input value, the toolbox Bayes Net
Toolbox (BNT) [14], developed at U.C. Berkeley, which includes HMM model
and AR-HMM model, was applied to learn lane change intention. Results of two
models were shown in Figs. 7, 8, 9 and 10, respectively.

Figures 7 and 8 are the results of HMM and AR-HMM under norm lane
change condition. As a whole, the inference performance of AR-HMM shows

Table 3 Symbols for AR-
HMM

Symbol Explanation

yCDTA (t) CDT of steering angle at time t
yCDTD (t) CDT of distance to center lane at time t
n Length of CDT (n = 1 is 0.1 s)
lA Mean value of CDT of steering angle
lD Mean value of CDT of distance to center
ew Weight matrix
Em,n m 9 n unit matrix
Om,n m 9 n zero matrix

Note that when n = 1, the above formulas are the same as
conventional methods because CDT reflects just-past action. In
this study, the CDT length is up to 50 that consider 5 s past
actions
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better than HMM model, especially in the red box part. Figures 9 and 10 are the
results of HMM and AR-HMM under LCE condition. The curve of AR-HMM
model is smoother than the curve of HMM, which demonstrates that AR-HMM is
more accurate than HMM for LCE intention inference.

Figures 9 and 10 are the results of HMM and AR-HMM under LCE condition.
The curve of AR-HMM model is smoother than the curve of HMM, which
demonstrates that AR-HMM is more accurate than HMM for LCE intention
inference.

Fig. 5 Steering angle of
LCN

Fig. 6 Steering angle of
LCE

Fig. 7 Results of HMM
under LCN
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4.2 Impact of Driving Behavior Factors

In the previous literature studies, a single driving behavior factor was used to infer
driving intention. However, driving intention is affected by multifactors, including
driver, vehicle, and road environment, as is analyzed in Sect. 2.

Fig. 8 Results of AR-HMM
under LCN

Fig. 9 Results of HMM
under LCE

Fig. 10 Results of AR-
HMM under LCE

Driving Intention Inference Based on Dynamic Bayesian Networks 1117



Similarly, we also choose lane change as the test sample. The previous research
focused on steering angle when they predict lane change probability. Here,
steering angle and the main other factors selected in Sect. 2 are used to infer lane
change. The results are shown in Figs. 11 and 12.

Figure 11 shows the inference results of AR-HMM when only set steering
angle as input. Figure 12 gives the inference results of AR-HMM when select the
main factors for lane change as input. Obviously, the results of Fig. 11 are worse
than Fig. 12. Hence, it is very important to add selecting main factors step in
driving intention inference.

To sum up, our proposed framework for driving intention inference can provide
a good performance, and analysis on driving factor is a critical part when infer
driving intention. In addition, AR-HMM model can provide a better inference
performance than HMM model since considering the impact of past driving
behavior on current driving behavior.
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Fig. 11 Results of lane
change (single factor)
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5 Conclusion

In this research, we proposed a new framework of predicting driving behavior
included four steps. The driving data, velocity, and pedal stroke, etc., are collected
by driving simulator. After analyzing driving behavior impacting factors, the main
factors are selected as input for driving intention inference. To consider the impact
of past driving behavior on current driving behavior, AR-HMM model has been
applied to construct driving behavior model for inference of driver behavior. Using
results of this study we have revealed that considering main factors of driving
behavior and past movements is a great influence for modeling driving behavior
and predicting driving intention probability accurately.
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A Review on Hybrid Vehicle Powertrain
Matching and Integrated Control Based
on ECVT

Guogeng Zhang

Abstract Powertrain Matching has a greater impact on dynamics, fuel economy,
and emissions performance. In order to improve the Hybrid Vehicle efficiency and
drive quality, and reduce the pollutions, taking electronic continuously variable
transmission (ECVT) as the research object, we comprehensively analyzed the
Vehicle Matching Theory, Integrated Control and Intelligent Calibration, and
developed a road map for the current and future ECVT technologies: taking the
engine power loss rate, fuel utilization, and purification rate of pollutants as the
optimization objectives; matching the ECVT, Engine, Motor and Battery with
Vehicle’s best working status; and establishing the ECVT Matching and Intelligent
Calibration and Control Strategy.

Keywords Powertrain matching � Integrated control � Intelligent control � ECVT

1 Powertrain Matching

The traditional vehicle matching is focusing on the best economy matching or the
best dynamic matching [1]. Only few researchers could take all factors into con-
sideration [2].

1.1 CVT Matching

In order to get a good matching between transmission and engine, proposed an
optimal economy control method with consideration of both engine and CVT
efficiency to calculate the combinations between the engine torque and CVT ratio
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[3]. Used the coefficient of the torque capacity factor as affecting the matching
between a power source and a CVT [4], or chose acceleration and travel smoothness
as the evaluation indexes, and took the gear ratio control system as an ideal system,
approximating the target ratio level to control the transmission ratio [5].

Designed a speed ratio control method which could limit variation of CVT
speed ratio under the condition of ensuring economy and power performance [6]
and used the optimal matching line control strategy to solve the problem that the
existing control strategy of CVT vehicles cannot guarantee the lowest fuel con-
sumption when driving at slope road and nonsteady working conditions [7, 8].

In order to seamlessly match the vehicle road load to the engine optimal
operating region, Jian and Chau [9] proposes a new ECVT system for power-split
hybrid electric vehicles, this integrated machine can achieve both power splitting
and mixing.

1.2 Hybrid Power System Matching

ECVT is used on the Hybrid vehicle. Being different from CVT, it has two
mechanical points and two electrical points [10]. However, the CVT matching
strategy could give us a good guide in ECVT Matching. In order to have a deep
understand on ECVT Matching, we also need to pay more attention on the Hybrid
Power System Matching.

Internal combustion engines waste a majority of the energy they consume, with
only 20 % actually going into moving the vehicle, an optimized EV can achieve a
63 and 60 % over hybrids [11]. Some researchers take the fuel economy and motor
efficiency [12, 13] or the minimization of the life cycle cost [14] as the optimi-
zation objective or proposes parameters matching scheme for HEV based on the
concurrent consideration of driving conditions, power flow control strategy, and
power performance [15].

Based on fuzzy logic control for energy flow management between internal
combustion engines, Majdi et al. [16] developed an online strategy and based on the
efficiency model and the longitudinal dynamic equations of the mild hybrid power
system, Qin et al. [17] built the experimental numerical model for the efficiency of
key components of a mild hybrid electric vehicle with CVT, and used the sequential
quadratic programming algorithm to calculate the optimization of system efficiency
of the mild hybrid electric vehicle under different driving conditions.

1.3 Hybrid Power System Intelligent Matching Model

From Fig. 1, the customers set the vehicle performance goals during the fuel
consumption, emission, dynamics, and driving quality by themselves. When
customer confirms the vehicle performance goal, the integrated system set a
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comprehensive optimization, and based on the road cycle information databases,
the system could intelligent recognition the optimization regional, it controls the
transmission ratio engine, battery, and motor’s working model and help them to
work in an economy state, in which we also should consider the product’s life.

This model help us to understand the demand of each function block and it also
help the engineers set an economic and matching goals of engine, battery, motor,
and transmission.

2 Integrated Control

We could get different control codes with different control strategies for the
Powertrain matching theory. Hybrid electric vehicle and ECVT is a very com-
plicated nonlinear system, whose performance is affected by lots of control
parameters. The routine optimization approach is inefficient and the reliability of
optima depends on the precision of model.

2.1 Classical Control Stagey

In view of the problem of conventional dynamic matrix controller: Using too much
resources of transmission control unit due to too heavy computation in the process
of speed ratio tracking for continuously variable transmission, some researchers
designed an improved dynamic matrix controller; it takes chaos optimization
algorithm as its rolling optimization strategy to solve the problem of real time
calculation of optimal control amount [18], implanted a fuzzy logic controller for
parallel hybrid electric vehicles [19], or proposed a control strategy combining
fuzzy control and particle swarm optimization for a hybrid electric bus [20], used a
control strategy based on Fuzzy PID aimed at the nonlinear and time lag problems
of CVT ratio control system [21], used the conventional and nonlinear PID theory
in tracking control of the goals for velocity and engine speed [22].

For achieving minimum fuel consumption and emissions, Zhang et al. [23]
applied a multiobjective genetic algorithm optimization method to getting the
optima of work modes and energy distribution in different city bus cycles. Liu
et al. [24] proposed a dual-mode engine torque balancing control strategy.

2.2 Chaotic Strategy

In Motor Drives, UHK has much research in Chaotic. In order to employ time-
delay feedback to anticontrol, a permanent magnet DC motor system for vibratory
compactors, Wang and Chau [25] implemented a new electrically chaotic com-
pactor, a series of simulations are conducted to verify that the proposed electrically
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chaotic compactor not only offers better compaction effects than the conventional
one, but also provides higher flexibility than the mechanically chaotic compact or
Wang [26] proposed a chaotic pulse width modulation closed-loop induction
motor drive, which are implemented to improve the electromagnetic compatibility
for electric propulsion, he also designed a new chaotic permanent magnet syn-
chronous motor drive [27] and identified chaotic vibration in the automotive wiper
system [28].

Zhang et al. [29] proposed and implemented a new hybrid chaotic pulse width
modulation scheme for the reduction of electromagnetic interference in alternating
current motor drives, which possesses a hybrid characteristic; the peaky EMI is
suppressed while the occurrence of low-order noises is reduced. Chaotic also could
be used in establishing the limiting conditions of operation of magnetorheological
fluid dampers in vehicle suspension systems [30].

Fig. 1 Intelligent matching model
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3 Intelligent Control

Intelligent is widely used in electric locomotive and high-speed train, but there will
be a long way to develop on vehicle.

3.1 Intelligent Control

In order to improve the steady state efficiency of permanent magnet synchronous
motor system for rail vehicles, Sheng et al. [31] presented the online intelligent
integrated optimal control strategy for PMSM efficiency optimization. Xie et al.
[32] applied the intelligent coordinated and predictive control in the hybrid power
coordinated control system of fuel cell middle size bus.

Based on the IHEV, Li et al. [33] developed an adaptive cruise control system
with hybrid propulsion system. The hierarchical control structure, which is inte-
grated with double mode switch adaptive cruise control, multiple energy man-
agement, driving/braking system coordinate control is proposed and applied to the
vehicle control system and Manzie et al. [34] used a simple algorithm for shaping
the velocity profile of an intelligent vehicle subjected to different degrees of traffic
information. Driving cycle self-learning system [35], a machine learning approach
to train an intelligent power controller for a series hybrid electric vehicle [36], and
an intelligent intervehicle device to a convoy of in-contact vehicles [37] are also
presented.

The Intelligent in other areas also could broad our view in Intelligent Cali-
bration of ECVT such as:

Sooraska and Klomkarn [38] introduced that Chaotic signals have been adopted
to generate gaits for robots via simple and effective chaotic circuits within or
without CPUs, and the signals are used to guide a robot to navigate chaotically,
and Grizzle [39] used Markov process in the synthesis of hybrid systems, and
Bowen et al. [40] presented a distributed algorithm for mobile sensor networks to
monitor the environment. The mobile sensor nodes are able to self-organize.

3.2 Self-learning Powertrain Matching Model

From Fig. 2, the system automatics identification the customers’ driving model,
and the system set the influence of each performance goal based on the customers’
habits. Some of the drivers do not have a health driving habits, so we implanted a
control system diagnostic module, which could correct the performance goals
based on the drivers’ habits, which help the powertrain matching system achieve
the self-learning function. And it controls the transmission ratio engine, battery
and motor’s working model, and helps them to work in an economy state.

A Review on Hybrid Vehicle Powertrain... 1125



In this system, we also consider the safety, powertrain durability and unmanned
model, which could help driver to enjoy the driving.

4 Conclusions

With environment protection and energy problems being taken into account, New
Energy Vehicles will have an accelerated development. In addition, E-vehicle and
Hybrid may be the main developing trends.

First, from the published literatures, we find that most researchers pay more
attention on the control strategy of Hybrid, but not the matching of the engine,
motor, battery, and transmission. Powertrain matching is very important and it is a
fundamental research for every company.

Second, different control objects have its appropriate strategies. With the dif-
ferent driving behaviors and road characteristics, an exact estimation of parameters
usually cannot be made. How to use the Chaos Theory in Vehicle Integrated
Control and Intelligent Calibration is worth to study.

Lastly, different drivers have different driving habits, the calibration of trans-
mission and engine depends on the cars but not the drivers. We could build a
calibration system based on the individual driving habits, which has self-learning
ability and could make intelligent judgments.

In the future research, we will take ECVT as the study objects and mainly
undertake the following tasks:

Fig. 2 Self-learning
powertrain matching model

1126 G. Zhang



(a) Taking engine power loss rate, fuel utilization and purification rate of pol-
lutants as the optimization objectives; considering the matching of ECVT,
Engine, Motor and Battery with Vehicle working status, and establishing the
ECVT Matching Theory to improve the vehicle efficiency.

(b) Based on the Matching Theory and Chaos Theory, we will develop the ECVT
control strategy and based on the different driving habits, we establish the
Intelligent Calibration Theory and Self-study Control Strategy.
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The Time Series Pattern of Traffic Flow
on an Accident Section

Feng Peng, Jifu Guo and Qi Xu

Abstract The time series pattern of traffic flow on the accident section is inves-
tigated in this paper. The mean value, standard deviation, Hurst exponent, and
cycle length of traffic flow on the accident section make clear that the traffic flow
shows long-term correlation and regular pattern as well as obvious fluctuation in a
short stage, and the cycling period is about 40 min. The time series of traffic flow
on the accident section is converted into a complex network by using the visibility
algorithm. It can be inferred from the topological features of the constructed
complex network that the complex network is scale-free, small-world, and hier-
archically constructed, verifying that the time series displays fractal characteristics
and a tight connection exists among the time series of driver behaviors. Otherwise,
there are some extreme relative velocities in the original traffic flow, and these
faster relative velocities appearance in the form of group.

Keywords Traffic flow � Accident section � Time series � Complex network

1 Introduction

In this paper, we study the traffic flow on road section in working time which is
influenced by a traffic accident. The result of the analysis may guide making
specific induced information on variable message sign. It can reduce the time of
driver wasted on the way, and enhance the efficiency of urban road transit. To find
the time series pattern of traffic flow on the accident section, we investigate the
time series of relative velocities through statistics, rescaled range, and complex
network analyses.
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Statistical and rescaled range analyses are comparatively mature techniques,
which have been broadly used in time series analysis. In recent years, complex
network theory has flourished in time series analysis. And it is interesting that
some study results have made a bridge between time series and graphs or networks
[1–6].

Complex networks from corresponding time series can be produced with dif-
ferent methods. The researches of the first type deal with many time series to
constitute a complex network with each vertex delegating a time series and the
weight of a link between two vertices characterized by the correlation coefficient
of the two time series [7] or by the space between the two time series [8]. Lacasa
et al. [5, 6, 9] proposed a new method for time series which is called the visibility
algorithm and attracted much attention due to its simplicity and high efficiency.
Lacasa et al. have shown that time series structure is inherited in the associated
complex network.

Therefore, the constructed complex network allows us to use tools of complex
network theory for characterizing time series simply. However, most discussions
at present mainly focus on stationary time series produced with theoretical models.
The applications to analyze real-life data are rare, especially in the area of traffic
and transportation. So far the visibility algorithm to analyze real-time series is
mainly proposed in fields of occurrence of hurricanes in the United States, stock
market indices, foreign exchange rates, and energy dissipation rates in three-
dimensional fully developed turbulence [10–14].

The rest of this paper is organized as follows. The data collection and pre-
treatment are given in Sect. 2. There is also an overview of the time series of
relative velocities. In Sect. 3, the general laws of the time series are presented to
find the stability and fluctuation feature of traffic flow on the accident section. In
Sect. 4, the time series are converted into a complex network by using the complex
network algorithm, and some topological features are studied to find the correla-
tion among data points of traffic flow on the accident section. Finally, some
conclusions and research prospect are given in Sect. 5.

2 Data Collection and Pretreatment

In this paper, the traffic accident which we studied was happened on a road section
in Beijing. Figure 1 shows the sketch of region where the accident section located.

In Fig. 1, the road section where the black arrow situated is the accident sec-
tion. All statistical rules are derived from empirical traffic data which collected
from a detector installed on the west side of the accident section. The data are
collected from 12:30 to 16:46 on November 18, 2012 at an interval of five minutes.
Each data stands for the average velocity of traffic flow on the accident section at a
certain time point. Therefore, the 52 original data constitute a time series.

In this study, there is normalized processing of original data. Denote Vr as the
relative velocity, Vr is a scalar, which is calculated by:
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Vr ¼
Va=Vd 0�Va�Vdð Þ
100 Va [ Vdð Þ

�

where Va is average velocity, and the original data are representative Va. Vd is the
design velocity of the road and it is a constant value. In our case, the value of Vd is
80 km/h. So the range of Vr is [0, 100]. When Vr is belong to [0, 20], that stand for
the accident section is crowding. While Vr is located (20, 50), which mean the
accident section is amble. And it is the best situation while Vr is pertain to [50,
100]. In this condition, the accident section is unimpeded. Therefore, we can get
52 Vr, they also compose a time series. Figure 2 exhibits the general fluctuation
pattern of the time series of relative velocities.

3 General Law of the Time Series of Traffic Flow
on the Accident Section

In this section, the time series of traffic flow on the accident section is discussed
from two visual angles: statistical and time series analyses.

In this study, we divide the whole period into five stages. The first stage is the
epoch before the traffic accident happened. The second stage starts from the
moment when the traffic accident happens to the moment when there is prompt

Guanganmen BridgeGuanganmen Bridge

Baizhifang Bridge

Caihuying Bridge

Caishikou Brige

Youanmen BridgeYouanmen Bridge

Kaiyang BridgeKaiyang Bridge

Fig. 1 The area of
Baizhifang bridge’s traffic
accident
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information on the variable message sign. The third stage is the epoch of
prompting information release and ending time on variable message sign. The
fourth stage is from the moment of variable message sign cancel the information
issue to the moment of traffic order returned to normal. The last stage is the epoch
of after the accident affected. We calculate the mean value and the standard
deviation of relative velocities of five stages and the whole period, which are
displayed in Table 1. From the results, we see the general fluctuation pattern of
every stage. The first stage has the largest mean value and the smallest standard
deviation. This suggests that before the traffic accident happened the traffic on the
road is in the best shape and the traffic flow is steady. The second stage’s standard
deviation is the largest one. This indicates that the road condition declines rapidly.
The third stage has the smallest mean value meanwhile has a relatively low
standard deviation. This makes clear that some drivers change the path when they
saw prompt information on the variable message sign. The fourth stage has a
relative high standard deviation. It can be explained that road conditions is slowly
getting better. The last stage has a low standard deviation and the road condition is
stable. The whole period has a medium mean value and large standard deviation. It
can include that the whole period time series pattern of traffic flow on the accident
section shows fluctuation features.
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Fig. 2 The time series of traffic flow on the accident section

Table 1 Mean values and standard deviations of traffic flow on the accident section

Stage First Second Third Fourth Fifth Total

Mean value 76.9 62.1 48.1 54.8 59.0 61.3
Standard deviation 7.3 14.2 8.6 10.9 7.5 14.7
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From the other visual angle, we study the time series pattern of traffic flow on
the accident section by Hurst exponent (H for short). The more H diverges from
0.5 and approaches to 1, the more regular and persistent there will be in the time
series. When H is closer to 0.5, the time series will be more noise and fluctuation.
And the time series are deemed to be anti-persistent when H descends to 0.

In our case, we use the process of rescaled range analysis [15, 16] to acquire the
H and the V-statistic of the time series. V-statistic is used to identify the length of
non-periodical cycle. As displayed in Fig. 3, the consequence is that the H of the
whole period of traffic flow on the accident section is 0.8207 with R2 = 0.98.
Therefore, traffic flow on the accident section does not obey the random walk but
reveals long-term correlation and regular pattern.

Otherwise, from Fig. 4 we can get that the V-statistic increases with time point
log(n) in an accelerative trend, which indicates that the length of non-periodical
cycle is far beyond the whole period of 260 min. However, we may estimate from
Fig. 2 that there exists a short-term cycling period in the traffic flow, since the
curve displays some kinds of periodic variation. A closer inspection exposes that
the curve of Vn versus log(n) begins to shake after n has arrived at 8 in Fig. 4. And
n = 8 is the first descending turning point, indicating that the cycling period is
about 40 min.

In brief, the general law of the time series of traffic flow on the accident section
shows both stability and fluctuation features, and there is an obvious fluctuation in
some short stages. From long-term perspective, the traffic flow is fluctuant and
correlated, and the cycling period is about 40 min.
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4 Complex Network Analysis on the Time Series of Traffic
Flow on the Accident Section

Consider a traffic flow series yt with a length of N. We can convert the time series
into complex network according to the visibility algorithm [5]. If there is a straight
line that connects the data points in the vertical bar chart of the time series,
provided that this ‘‘visibility line’’ does not transect any intermediate data height.
More formally, a complex network is acquired from a time series according to the
following visibility criterion [5]: two arbitrary data (ta, ya) and (tb, yb) where ya,
yb [ 0 in the time series have visibility, and consequently become two vertices in
the associated graph, if any other data (tc, yc) such that ta \ tc \ tb fulfills

yc\ya þ yb � yað Þ tc � ta

tb � ta

As shown in Fig. 5, the time series of traffic flow on the accident section is
converted into a complex network using the algorithm introduced above. We can
get the statistic features of the original time series by exploring some topologic
characteristics of the complex network with 52 vertices and 209 edges.

In this research, we used eight statistical indicators to study the complex net-
work, which are the average degree, accumulative degree distribution, the average
clustering coefficient, average path length, diameter, the average values of clus-
tering coefficients of vertices with degree k, the Pearson’s correlation coefficient,
and nearest neighbors average connectivity.

The degree is a significant characteristic of a vertex [17]. Based on the degree
of the vertices, it is possible to obtain many measurements for the network [18].
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We can research the structure of the constructed network by using the average
degree of network \k[ and degree distribution [19]. For reducing the noise, we
research the accumulative degree distribution. In our case, the \k[ of the con-
structed complex network is 8.04. Figure 6 shown that the accumulative degree
distribution for the constructed network obeys a power law P(k) = 1.25 k-0.65 with
R2 = 0.83. Therefore, the constructed complex network is a scale-free network.

So the time series of traffic flow on the accident section shows fractal char-
acteristics. The consequence verifies the fact that the power-law degree distribu-
tion is related to fractal, which has been mightily discussed recently [5, 6, 9–11,
20–23].

The average clustering coefficient \C[ and average path length L are the
important conceptions to depict the statistical characters of the associated network
transferred from time series. In our research, the \C[ of constructed network is
0.72, the L of constructed network is 2.9. Figure 7 displays the law of the average
path length grows with total number of vertices in the complex network.

The fact that the constructed complex network has a large clustering coefficient
and a small average path length L increases with N in the logarithmical pattern,
which confirms the small-world phenomenon, namely the complex network is a
small-world network.

From that we can see there is a tight connection between the vertices even they
are located far away from each other, since there are visibility lines between the
corresponding original data points in the time series. Therefore, it can be deduced
that there is a certain relation between different periods of time range affected by
the traffic accident. In other words, it is not random or no connection between the
past and the future in the time series of driver behaviors.
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Diameter of network is basic conception to depict the statistical features of the
network. CðkÞ is the average values of clustering coefficients of vertices with
degree k. It can be calculated as follows:

CðkÞ ¼\c=k [ ¼
Xn

i¼1

Ci=n
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Fig. 6 The accumulative
degree distribution of the
constructed complex network
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The complex network is considered to be hierarchically constructed if
CðkÞ a k�a.

The diameter for the constructed complex network is 8. Figure 8 shows the
pattern of the CðkÞ decreases with k, we can derived that it obeys CðkÞ ¼
0:70 k�0:24 with R2 = 0.99.

So the complex network which converted from the time series of relative
velocities has a hierarchical structure. The result means that if a vertex in the
complex network has a larger degree, its neighbors do not tend to connect with
each other. These vertices are the hub vertices in the scale-free network.

The hub vertices are corresponding to the extreme data points that have rela-
tively greater observations in the time series than their directly connected and even
unconnected neighbors. For instance, vertex 16 has a comparatively high degree
k = 21 and a low clustering coefficient C = 0.30, and the relative velocity of the
corresponding time point is 80 much larger than the value of relative velocities of
its neighbor vertices. The relative velocities are 68, 69, 61 on the time point before
13:45 and 76, 75, 70 after 13:45 respectively. Correspondingly, vertex 16 has
many neighbors in the network which are separated into two parts and connected
with each other with a small probability. Therefore, it can be concluded that some
extreme relative velocities will be shown in the homogeneous flow on such a
pattern.

Recently, it is often interesting to check for correlations between the degrees of
different vertices, which have been discovered to play an important role in many
structural and dynamical network properties [24]. The most natural approach is to
consider the correlations between two hub vertices in a scale-free network. A way
to determine the degree correlation is by calculating the Pearson’s correlation
coefficient of the degrees at both ends of the edges [25]:

r ¼
M�1

P
j [ i kikjAij � ½M�1

P
j [ i

1
2 ðki þ kjÞAij�2

M�1
P

j [ i
1
2 ðk2

i þ k2
j ÞAij � ½M�1

P
j [ i

1
2 ðki þ kjÞAij�2

where M is the total number of edges in the network and Aij is the element of the
adjacency matrix of the network. The ki and kj are the degrees of the hub vertices
at the ends of the edge. If r [ 0, one can argue that the network is assortative; if
r \ 0, the network is disassortative; for r = 0, there are no correlation between
hub vertices degrees.

The correlation of degree between one vertex and its nearest neighbors can be
measured by the quantity of nearest neighbors average connectivity [26]:

\knn [ ¼
X

k0
k0pðk0=kÞ

where p(k0/k) stand for the probability of a vertex with degree k connecting to a
vertex with degree k0. \knn[ can be used to research the relation between the
degree of a certain vertex and the average of its nearest neighbors.
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The r of the complex network is 0.112. Figure 9 shows that the relation between
\knn[ and \k[ in the constructed network. Figure 10 displays the relation
between the vertex degree in the network and the average relative velocity in the
time series. Obviously, they are all positively correlated.

The value of r means the network is assortative mixing with the hub vertices
being attractive to each other, namely the vertices with high degree tend to link
with the vertices also having high degree. The fact that\knn[and k are positively
correlated implies that the larger degree a certain has, the larger average degree of
its neighbors is. The relation between k and the average relative velocity verifies
that the vertices with larger degree correspond to the original data points with
larger value.

The clustering phenomenon of the hub vertices in the complex network means
that the extreme data points in the time series appear in the form of group, in other
words, a faster relative velocity is always accompanied with other faster velocities.
Consequently, there are some unimpeded periods in the time range affected by the
traffic accident. For an example, from 13:10 to 14:00 with an average relative
velocity of 73.45.

To summarize, the complex network converted from the relative velocities time
series are scale-free, have the small-world effect, and are hierarchically con-
structed. The original data time series are verified to have a fractal feature, and
there is a tight relationship among the extreme data points. Furthermore, the faster
relative velocities are appearance in the form of group.
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5 Conclusions and Prospect

Traffic flow on road sections changes quickly. Because it affected by many
unexpected factors. In our study, there was a traffic accident happened on the road
section, traffic flow on the accident section is investigated from two different
perspective.

First, the general law of the time series of traffic flow on the accident section is
researched by the method of statistical and rescaled range analysis. The
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consequence is that the mean value, standard deviation, Hurst exponent, and cycle
length of traffic flow on the accident section confirm that the time series pattern
shows both stability and fluctuation features, and the cycling period is about
40 min.

Second, the complex network converted from the time series using the visibility
algorithm is studied by complex network theory. The result indicates the con-
structed complex network is a scale-free network. It can conclude that the time
series displays fractal characteristics. The complex network is a small-world
network, and there is a tight connection between data points. The complex network
has a hierarchical structure. Furthermore, the relation between the degree of one
vertex and degree of its neighbors, the relation between the vertex degree and the
average relative velocity prove that the high relative velocities are inevitably
appeared in the form of group.

The method and the conclusions of this paper may be helpful for analysis the
road section traffic flow which is influenced by other special circumstances such as
traffic control, large-scale activities, heavy weather, and so on. And the conse-
quence of the analysis may guide making specific induced information on variable
message sign. In addition, our study may enrich the research of the relation
between the time series of traffic flow and complex networks. When the accu-
mulative degree distribution of the constructed complex network obeys a power
law, the time series is proved to have fractal feature. And how to use the con-
structed complex network to distinguish different types of fractal series is worth
further explore.
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The Hinterland Spatial Structure
Evolvement of Competitive Port Based
on ArcGIS

Jiafang Zhuang and Siqin Yu

Abstract Contention for hinterland is the main component of port competition.
To competitive ports in the same port cluster, study of hinterland is more
important. By using breakpoint model and Huff model with ArcGIS tools, the
article is carried on research of hinterland areas changing between ports of
Shanghai and Ningbo. The research has shown that hinterland areas of Ningbo port
was gradually expanding, while less hinterland cities were selecting Shanghai port
from 1990. Soft power of a port is becoming an essence attracting hinterland cities.
The improvement of traffic accessibility and the decline of distance impedance
coefficient between ports and hinterland cities will bring positive effects to dom-
inant ports. In order to adopt targeted strategy and seize competitive advantage,
ports are positive to define competitive front- hinterland cities in spatial structure
evolvement.

Keywords Competitive port � Hinterland � Spatial structure � ArcGIS

1 Introduction

Contention for hinterland is the main component of port competition. There are
competitions among port clusters, among ports in a cluster and among port
enterprises in a port as well. Study on port hinterland and its spatial structure
evolvement helps contribute to the reasonable programming and distribution of the
urban areas and promote the overall level of regional economy. It’s also an
important basis for determining the port sizes and stages of development. In the
perspective of port development, study on port hinterland and its spatial structure
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evolvement also helps contribute to understand the strengths and weaknesses in
port operating. So that the enterprise can be clear in position and promote its
competition ability. To competitive ports in the same port cluster, such study is
more important. ArcGIS as a comprehensive, scalable GIS platform, which pro-
vides Spatial query and analysis, spatial information extraction, Spatial Compre-
hensive analysis, data-mining and knowledge discovery, modeling, and other
functions, provides strong and powerful support for the science to efficiently
analyze and explain the relationship between geographical characteristics and
spatial pattern [1]. This paper intends to study the hinterland spatial structure
evolvement based on ArcGIS.

2 Method

The word ‘‘hinterland’’ derives from German, meaning the land lying beyond. It
refers to the collection and distribution area around the port. Hinterland is the zone
around the port for cargo gathering and distribution and passenger coming from
and going to. It’s the basis of existence and development for ports. In 1934, the
German scholar E. A. Kautz published ‘‘Das Standortsproblem der Seehäfen,’’
which was a prelude to study on the relationship between port and hinterland.
After that all kinds of qualitative and quantitative research and study were con-
stantly emerging, and they were gradually deepening along with the development
and changes in the world economic technology and shipping.

In order to find the demarcation boundary of a particular port hinterland area,
domestic and foreign scholars research from the regional economy [2], spatial
structure, economic geography, and other multidisciplinary perspective. Among
which the administrative divisions according to the administrative district is the
most traditional method. The methods on the basis of geographical range are
diagram method (including bisecting angle and vertical line method), layers
method and pivot and ligament method. The methods on the basis of freight
volume are traffic of goods hinterland method and location quotients technique.
There are also breakpoint method and Newtonian rheological model on the basis of
the gravitational law, etc. [3]. Among them, the quantitative analysis method
developed on the basis of W. J. Reilly’s ‘‘The law of retail gravitation’’ by
applying the idea of gravitational law is more applicable to the study on hinterland
of competitive port [4].

2.1 Breakpoint Method

Breakpoint method is the way P. D. Converse developed on the basis of
W. J. Reilly’s ‘‘The law of retail gravitation’’, which is used to divide the attracting
scope between two cities. It shows that city hinterland areas are decided by the
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city’s size and the distance between the adjacent two cities. To divide the
attracting scope between two cities is actually to form a center city attracting scope
by finding the balance point of the two cities, namely, the so-called breaking point
or the market boundary position, and connecting the breaking point between the
center of the city and the surrounding areas with a smooth curve.

Extend the city attraction to the surrounding areas to the port attraction to the
hinterland in the analysis of port hinterland problems. The area of the port hin-
terland can be determined by finding the breaking point and the made of the
breaking point area.

Set X as the breakpoint location, Rij = rix + rjx, available formula is:

rix ¼
Rij

1þ
ffiffiffiffiffiffiffiffiffiffiffiffi
Pj

�
Pi

q ð1Þ

In the formula: Where rix is the distance between the breaking point and the
port; Rij is the distance between the two ports; Pi and Pj is the size of the port i and
j. It can be seen, there are two aspects of factors affecting port attraction: one is the
port size, the larger size, the larger attraction to the surrounding hinterland; second
is the distance, as the distance increases, the port attraction weakened accordingly.

2.2 Huff’s Model

The law of probability gravitation proposed by the American scholar D. L. Huff on
the basis of W. J. Reilly’s The law of retail gravitation also applied the idea of
gravitational law as the basic guiding ideology. But it’s more general, has more
extensive applicability of solving the problems. Huff’s model [5] described as:

Pij ¼ Uj

,Xn

k¼1

Uk: ð2Þ

Here Pij is the choice probability of consumer i in store j; Uj and Uk, respectively
is the utility of choosing store j and k; k is all possible choices (k = 1, 2,…, n).
Obviously, larger utility and greater attraction a store own, the probability of con-
sumers shopping in the commercial space is greater. On the contrary, less attraction
a store own, the probability of consumers shopping in the commercial space is less.

When the choice of hinterland to port is thinking by analogy with the con-
sumer’s choice to the store, space gravity of consumption behavior can be
extended to space gravity of ports which is applied to the analysis of port hin-
terland area [6]. Hinterland area can be served based on the port or the choice the
hinterland will make to the port conforms to the same principle: be inversely
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proportional to the distance between port and hinterland, whereas be proportional
to the port attraction to the hinterland. Therefore, use the Huff’s Mode and further
decomposed it into:

Pij ¼
Uj

Pn
k¼1

Uk

¼
Sjd
�b
ij

Pn
k¼1

Skd�b
k

� ffi : ð3Þ

In this formula, Pij is the choice probability of the hinterland city i in port j; Uj

and Uk, respectively is the utility of choosing port j and k; k is all possible choices
(k = 1, 2,…, n). Utility Uj is thought to be associated with port j’s influence Sj and
the transportation distance dij between port and hinterland, b is the distance fric-
tion coefficient. In hinterland city, the denominator in the formula is the same for
all the ports j, thus the bigger numerator, the larger probability. This means that,
the port hinterland area can be determined as long as the largest collection of

numerator Sjd
�b
ij was found. Namely the port hinterland area is made up of the

maximum choice probability of a port hinterland, and the area is a continuous
distribution surface of probability.

3 Empirical Analysis

3.1 The Research Object and Data

The article chooses ports of Shanghai and Ningbo as the object. Shanghai and
Ningbo is located in eastern coastal of China. The geographical space distance of
them is 180 km on the road. Two harbors are both among the world’s port ranks at
present. Most of the lands to the hinterland are cross or jointly owned. With the
rapid development of the two ports, the battle of hinterland is becoming
increasingly fierce. Quantitative analyzing of the hinterland areas changing
between the two ports and identifying different hinterland cities’ attractiveness to
these two ports in common hinterland area helps contribute to making rational
decision to the ports.

Port data used in this paper collected from China Ports Year Book [7]. Con-
sidering the existed difference between these two ports’ Commodity structure, as
well as the core of competition of the hinterland is more correlated with the
container goods, so here chooses the container throughput rather than the port
throughput as the indicator reflecting the port attraction Sj [8]. Data of the selected
year, from 1990 to 2005 selected every five years interval data, from 2006 to 2012
per year as interval of selected data. Use the road maps of Jiang Su, ZheJiang,
Shanghai, An Hui provinces in respective year for port and hinterland city dis-
tance, use ArcGIS for vectorization processing, and use the Network Dataset
function to obtain the shortest transport distance between the port and hinterland
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cities [9]. According to van truck road condition set the speed to 80 km/h. The
choice of hinterland cities for the research object is: taking Shanghai and Ningbo
as the center, choosing the cities within the 400 km circle of the two cities
together. For convenience, the distance friction coefficient b is set to 2.

3.2 The Hinterland Spatial Structure Evolvement of Port

When the attractiveness to a hinterland city’s choice of Shanghai port or Ningbo port
is equal, namely the probability was 0.5; there appears the so-called breaking point.
The probability fracture surface formed by the connection of breaking points is the
boundary of the two port hinterland areas. The following figure shows the hinterland
areas changing of the two ports in 1990, 2000, and 2012. The blue base area is the
hinterland area taking Shanghai port as the center; above the harbor as the center of
the hinterland, the yellow base area is the hinterland area taking Ningbo port as the
center, the red curve is the boundary line dividing the hinterland areas of these two
ports in the probability of 0.5. There are color differences from deep to shallow
layered color in various base color, color gradient with 10 % probability for each
division, the deeper the color refers to the areas in higher probability. Based on this,
the hinterland cities in the dark blue area have the highest probability to choose
Shanghai port. Accordingly, with the blue color becomes shallow, the probability of
the hinterland cities in the shallow blue areas choosing Shanghai port will gradually
decline. Figures 1, 2 and 3, respectively show the hinterland area of Shanghai and
Ningbo two ports in 1990, 2000, and 2012.

It can be seen from the figure, the changing of hinterland areas within 400 km
range of the two ports presents the following characteristics in more than 20 years:
(1) Shanghai port’s attractiveness to the hinterland cities dropped significantly. In
1990, the hinterland cities (in the dark blue area) had 90 % possibility of selecting
Shanghai port account for nearly 90 % of the object cities of the study. That is to
say, Shanghai is the only option of the hinterland city for provinces—Jiang Su,
ZheJinag, and An Hui. In 2000, the hinterland cities had 90 % possibility of
selecting Shanghai port that has been narrowed down to 50 % of the object cities
of the study. By 2012, the number of hinterland cities selecting Shanghai port as
their inevitable choice further reduced. More hinterland cities demonstrated hes-
itation against the selecting of Shanghai port. It can be seen from the figure, the
hinterland cities have 50, 60, or 70 % probability of selecting Shanghai port
gradually increased. (2) Hinterland areas of Ningbo port was gradually expanding.
The hinterland of Ningbo port in 1990 generally failed to cross out Ningbo,
namely the Ningbo port container cargo carrier is basically limited to Ningbo’s
own case. By 2000, the scope of the hinterland cities to select Ningbo port was
larger, but the area was still limited. By 2012, while Ningbo port had the advantage
of attraction in the southern hinterland cities in ZheJiang, the scope of its hin-
terland area has obviously expanded to western ZheJiang, and the hinterland cities
considered trying to select Ningbo port continues to increase.
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Fig. 1 Hinterland areas of
ports of Shanghai and Ningbo
in 1990

Fig. 2 Hinterland areas of
ports of Shanghai and Ningbo
in 2000
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Superimpose the mapping results of calculation of the selected year data onto a
picture, the gradually changing process of the hinterland areas between ports of
Shanghai and Ningbo from 1990 to 2012 can be seen. Curve in Fig. 4 below
indicates the year, shows as the year two ports’ hinterland boundary, namely the
probability for the 0.5 lines.

As a competitive port owns the common land to the hinterland, competition
between ports is the most direct and intuitive in the hinterland competition. For
competitive ports, the selecting of the hinterland cities is a process of either/or
choice, is the choice which the probability of a port hinterland city is higher means
that the possibility of the supply of goods to rivals is lower. Therefore, firmly grasp
the hinterland cities means the competition victory.

The promotion of the competitiveness of the port and the port city’s influence is
the important driving force for the port to win the competitive advantage. When
the hinterland face multiple choice of port, the final choice is related to the
comprehensive evaluation results of alternative port directly. This comprehensive
evaluation is no doubt related to the geographical location, natural conditions such
as ports, and hardware facilities, etc. But with the improvement of the condition of
transportation by land and the propulsion of sea-rail combined transport and Door
to Door service, etc., there is a corresponding increase in attention on the factors of
port scale, management level, the quality of service, etc. [10]. As an important
indicator to reflect the scale of port, throughput changes show the important trend
of port development. In this study, what behind the hinterland expending of
Ningbo port is the average rate of increase of the container throughput of Ningbo
port. It’s about 36 % between 1990 and 2012. Accordingly, the average rate of
increase of the container throughput of Shanghai port is about 22 %. Compared
with the large container supply of goods brought by the average increase of about
25.4 % of the imports and exports in Jiang Su and ZheJiang provinces at the same

Fig. 3 Hinterland areas of
ports of Shanghai and Ningbo
in 2012
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period, Ningbo port obviously gained a larger share in the ‘‘big cake.’’ For the
competition among ports in a cluster, one must face problem as: the switching
costs of hinterland city transforming port selection is relatively low, which leads to
more hinterland cities choosing to give up the original port turned to higher
probability of its rival. So how to enhance port soft strength in the areas of
management and service level, and increase Flexible adhesive force between port
and hinterland cities is particularly important to enhance the comprehensive
competitiveness of the port.

Fig. 4 Hinterland areas changing between ports of Shanghai and Ningbo from 1990 to 2012
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The construction of transport infrastructure and the network optimization still
have an important impact on port selection, and the ports own competitive advan-
tage benefit more from it. As the most basic factors affecting port selection, time
factors, and cost factors can never be ignored. The hinterland cities will avoid
making detour port choice behavior itself is a very good description. In this study,
the hinterland cities closer to Shanghai has the highest probability of selecting
Shanghai port. And the suppliers closer to Ningbo in spatial distance gradually
developed in Ningbo port after abandoned in Shanghai port is also based on this
reason. In addition, it should be pointed out, in order to simplify, the distance friction
coefficient b is set to 2 in this study model. but in fact, for any b model itself can be
deduced a result: to reduce friction coefficient is to larger the hinterland scope of the
ports with big port city’s influence, namely the ports own competitive advantages
will show more obvious advantages by the improvement of traffic accessibility and
the decline of distance impedance coefficient between ports and hinterland cities. In
this sense, the winner between the ports of Shanghai and Ningbo will gain more
benefits from the Hangzhou Bay Bridge opened to traffic.

Fig. 5 The probability surface of 0.4 and 0.6 about ports of Shanghai and Ningbo from 2008 to
2012
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The hinterland spatial structure evolvement of competitive port is a gradual
process, having a clear grasp of the hinterland cities in competitive edge is con-
ducive to the port to formulate effective competition strategy. Normally, the
common hinterland is a relatively abstract space range, difficult to refer to a certain
or some specific hinterland city. The probability surface reflecting hinterland city
area in this study provides intuitive basis for finding frontier competition hinter-
land city. View the probability of curved surface of the selection of the Shanghai
port and Ningbo port from 2008 to 2012 between 40 and 60 %, the hinterland city
area in the period in two ports’ competitive edge can be obtained. Then consider
the economic development of the hinterland city in that period, especially the
development of foreign trade and other conditions, the hinterland cities such as
Shaoxing, Zhuji, Yiwu, Dongyang, and Lanxi shown in Fig. 5 that are both
attractive to Shanghai port and Ningbo port can be selected. The ports can make
targeted strategic choice on the basis of this. Ningbo port, for example, got the
possession of the hinterland cities Jinhua, Yiwu, and Quzhou after 2010 through
the establishment of dry port strategy.

4 Conclusion

By using ArcGIS tools, the article is carried on research of the hinterland areas
changing among ports in a cluster by empirical analysis, used the competitive ports
of Shanghai and Ningbo as example. The research has shown that ArcGIS can be
well applied to the hinterland spatial structure evolvement of the port. While the
adoption of the ArcGIS provides an accurate network basic information for the
research, its various mapping provides intuitive display effect for the conditions in
the scope of port hinterland and its evolution process. The adoption of Breakpoint
Method and Huff’s model that applied the idea of gravitational law as the basic
guiding ideology, on one hand, conforms to the common sense of the choosing
probability of a port ‘‘be inversely proportional to the distance between port and
hinterland, whereas be proportional to the port attraction to the hinterland.’’ On the
other hand, it also avoids the data requirements such as the volume between port
and hinterland city that are not easy to complete for.

Hinterland is the most basic resource for the survival and development of the
port, as a common land to the competitive ports, contention for hinterland is
lifeblood. Therefore, grasping the hinterland spatial structure evolvement has the
vital significance to the competitive ports. In the situation that the time and cost
factors is relatively weak, soft power of a port such as port scale, management
level, service quality, port image is becoming an essence attracting hinterland
cities. The improvement of traffic accessibility and the decline of distance
impedance coefficient between ports and hinterland cities will bring positive
effects to dominant ports. In order to adopt targeted strategy and seize competitive
advantage, ports are positive to define competitive front- hinterland-cities in
spatial structure evolvement.
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Duplicate the template file by using the Save As command, and use the naming
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Research and Implementation
of a General Model for Agent Electronic
Commerce Website

Xiaoling Xia and Niu Zhang

Abstract The electronic commerce has matured, including various forms. Now-
adays, people not only participate in the native electronic commerce, but also join
in the commerce from other countries. Owing to many causes, the electronic
commerce among countries is difficult. Hence, the agent e-commerce websites
appear. These agent websites can make people join in other countries’ electronic
commerce actions synchronously. The synchronous technology is the core that
these websites have realized. This paper proposes a general agent model to achieve
this kind of website, using data API or HttpClient to get the data in the foreign
e-commerce websites assures the instantaneity of information and reduces the
overheads of database. By modifying and optimizing the Web automatic testing
tool—Selenium, the Web server can automatically complete shopping in the real
electronic commerce websites in order to achieve the synchronous technology.
The model has greater compatibility, generality, and stability.

Keywords E-commerce agent model � HttpClient � Selenium � RC synchronous
technology

1 Introduction

As the e-commerce technology matures, the mode of e-commerce becomes more
various. Various innovative concepts and creative products based on Internet
technology are constantly being launched and a wide range of shopping mode
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emerged on the Internet [4]. The form and number of the e-commerce site has been
greatly enriched and the number of people involved in shopping online is also
growing rapidly. In this case, people continue to try different new forms of
e-commerce. In countries all over the world, they all have their own well-known
and unique e-commerce sites, such as Alibaba, eBay, yahoo, etc. The domestic
e-commerce website has been unable to meet the demand of the people to par-
ticipate in e-commerce activities. Thus, people gradually began to try shopping
online on aboard e-commerce site. And the group of user grows larger and larger.
However, due to language barriers, it is difficult for a foreign bank account to pay
and the mailing process is complex, so business is unwilling to bear the risk that
the products are sent abroad, and many other objective factors can also result that
people cannot shopping online fast and smooth cross-country.

In order to optimize the form of e-commerce, an agent for nonnational
e-commerce website industry came into emerging. In this stage, there are fol-
lowing two agent ways applied widely: one is to commission through the line
agency solely to make a purchase; the other one is to use a professional agent
e-commerce website. The former one is less interactive and more complicated. We
must communicate with the agency all the time, demanding real-time shopping
online, having a tremendous impact on our shopping. The latter one gradually
becomes the mainstream way because of the friendly interaction and convenient
operation. People shopping on the foreign e-commerce site are as convenient as
shopping on the domestic e-commerce site through the agency. The traditional
way to agent an e-commerce website is by a Web-Crawler crawling target
e-commerce website, which is synchronized to the agent e-commerce website.
Through a proxy e-commerce sites, product information on the foreign e-com-
merce site can be visited by us. After selecting a product we want to purchase, the
agent e-commerce website logs in the target of foreign e-commerce website page
to bid for the product by analogizing the way of logging the browser. Finally, the
information of success or failure for the purchase returns to us.

With enhanced Internet security, such approach gradually started to show a
variety of drawbacks:

1. Some of the e-commerce websites will send user name and password by the
front-end script encrypted to the server when users login. Analog browser login
need to customize the corresponding encryption algorithm, which is often
difficult to achieve;

2. The way of login by analog browser will be defined as hacking by some of the
e-commerce website, resulting in failure to login the target site, and it can even
cause that IP addresses get blocked and thus purchasers cannot bid for later
operations;

3. In different e-commerce sites, the hidden field contained in the form is not the
same in the submission of the form to purchase products. Detailed analyses are
needed for different websites, so that the corresponding code written is versatile
and not good, and error-prone.
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To solve the above problem, this paper presents a model of a more versatile and
stable agent e-commerce website. The model uses two alternative accesses to
foreign e-commerce website information, translated automatically by the program,
and then synchronized to the agent e-commerce website; only part information is
stored in the agent e-commerce website database. People browse the latest
information of the products, select, and make a purchase through agent e-com-
merce website. After receiving purchase products information, the agent e-com-
merce website automatically run real browser (such as Chrome, IE, etc.) through
Selenium, jumping to the foreign e-commerce website, automatically performing
all the processes of shopping online, and finally returning success or failure of the
information. The site developed by the model is suitable for various types of agent
e-commerce websites. It has solved the drawbacks of traditional methods previ-
ously mentioned. In addition, by modifying the Selenium tools and browser set-
tings, it is possible to further reduce the information transmission delay.

2 JSON

Nowadays, lots of large websites are willing to share their data on the Internet and
they provide open data API in order to make others acquire the data easily. One
main format of the data is JSON. JSON (JavaScript Object Notation) is a light-
weight data-interchange format. It is easy for humans to read and write. It is easy
for machines to parse and generate. It is based on a subset of the JavaScript
Programming Language, Standard ECMA-262 3rd Edition—December 1999.
JSON is a text format that is completely language independent but uses conven-
tions that are familiar to programmers of the C-family of languages, including C,
C++, C#, Java, JavaScript, Perl, Python, etc. These properties make JSON an
ideal data-interchange language [1].

JSON is built on two structures: object and array. The first structure is more
widely used. It is an unordered set of name/value pairs. An object begins with
{(left brace) and ends with} (right brace). Each name is followed by : (colon) and
the name/value pairs are separated by (comma), i.e., {key1:value1, key2:value2}.
In the process of data transmission, JSON is passed in the form of text. When we
use JSON, we should consider parsing JSON object in each case. JSON has some
good features: Self-Description, hierarchical structure, and it can be easily parsed.
JSON is already a part of the JavaScript standard. Now most browsers support
JSON perfectly.

3 HttpClient

The Hyper-Text Transfer Protocol (HTTP) is perhaps the most significant protocol
used on the Internet today. Web services, network-enabled appliances, and the
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growth of network computing continue to expand the role of the HTTP protocol
beyond user-driven Web browsers, while increasing the number of applications
that require HTTP support. Designed for extension while providing robust support
for the base HTTP protocol, the Http Components are of interest to anyone
building HTTP-aware client and server applications such as Web browsers, Web
spiders, HTTP proxies, Web service transport libraries or systems, which leverage
or extend the HTTP protocol for distributed communication [2].

Increasing number of Java applications need to access the network resource
directly through the HTTP protocol. Although the java.net package in the JDK
provides the basic functions to access to the HTTP protocol, but for most appli-
cations, the functions provided by the JDK library itself is not rich or flexible
enough. HttpClient is a subproject under the Apache Jakarta Common to provide
efficient, latest, feature-rich client programming toolkit supporting for the HTTP
protocol, and it supports the latest version of the HTTP protocol and
recommendations.

The HttpClient provides many functional components, very flexibly designed,
easy to use and widely used. It implements all the methods of the HTTP, and it is
used to achieve the GET method in proxy auction site. Using this method, we can
get all the information of the corresponding page of foreign e-commerce website.
First create an instance of HttpClient, and then choose to use the GET method to
pass in the linking address. Then perform the GET method, and all the data will be
available in the target page and releasing the link. The specific implementation
steps are shown in Fig. 1.

The fundamental premise of agent auction site is that when people browse the
product information, the latest information of the goods in the source e-commerce
site can be displayed. It requires that the agent e-commerce website grab the latest
data each time in response to the browser request. At this point, we can use the
HttpClient GET method to grab the real-time data of the e-commerce site of the
goods, display in the agent e-commerce website page and ensure as much infor-
mation in real-time as possible.

4 Selenium

Selenium is an open source tool for Web application testing developed by
Thoughtworks company [5]. Web application testing tool is the module used to
control the tested Web application, simulate the manual test steps, and finish the
test. Selenium runs the browser for testing directly and supports many browsers,
like Chrome, Firefox, IE, etc. Selenium also supports automatic recording and
automatic generation, so it is able to perform the system function tests excellently
[6]. All the tests are run in the browser, just like one real user did it. From the
perspective of end users testing the application, it makes the browser automatic
compatibility testing possible. Selenium is easy to be applied and suitable for case
scripts written by various programming languages.

1158 X. Xia and N. Zhang



Selenium Remote Control (RC) is a main project of Selenium; it can use a
definite programming language to write the testing scripts, including Java, Java-
script, PHP, Perl, C#, Ruby, and Python. In this paper, we write the scripts using
Java. Otherwise, Selenium RC supports almost every browser. Selenium RC
components two parts: Selenium Server and Client Libraries. Selenium Server
launches and kills browsers, interprets, and runs Selenium commands passed form
test program, and reports the results back to program. Selenium Server bundles
Selenium-core and automatically injects into the browser. This occurs when scripts
open the browser (using a client library API function). So Selenium-core (with its
JavaScript commands) must be placed in the same origin as the auto scripts. We
use Proxy Injection mode so that the Selenium Server acts as a client-configured
HTTP proxy that sits between the browser and the auto scripts. It acts as a Web
server that delivers the auto acts to the browser.

Client Libraries provide the supports that allow you to run Selenium commands
from a program of your own design. A Selenium client library provides a pro-
gramming interface (a set of functions) which run Selenium commands from your
own program. The Client Library takes a Selenium command and passes it to the
Selenium Server for processing a specific action; it also receives the result of that
command and passes it back to your program. So in order to create an auto
program you can simply write a program that runs a set of Selenium commands
using a Client Library API.

Selenium RC is great for testing complex AJAX-based Web user interfaces
under a Continuous Integration system. It is also an ideal solution for users of
Selenium IDE who want to write tests in a more expressive programming language
rather than the Selenese HTML table format [3].

5 Implementation of Agent e-Commerce Site

The main function of the agent e-commerce website is to make people involve in
the shopping online on aboard e-commerce sites. The procedure to participate in
these activities through the agent sites is shown as Fig. 2.

First, register and login a personal account at an agent e-commerce website.
Click on the links of the homepage to pages of different products, to get access to
the newest and detailed product information. Then choose products you want to

Create HttpClient instance Use the Get method

Execute the Get method Obtain The source 
website’ information

Fig. 1 Procedures of
HttpClient to obtain web data
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buy and confirm the purchase. When the website shows whether it’s a successful
purchase or not, it is the end of a transnational shopping online via agent
e-commerce website.

In order to achieve the above process, we further research the technology on
data API, HttpClient and Selenium. By integrating them, this paper proposes a
kind of more versatile realization model of agent e-commerce website. In the
process of the shopping online above, all the product information in the agent
e-commerce website homepage, product categories page, and product details page,
are acquired from the source e-commerce site. To the foreign e-commerce sites
which supply data API, we can get their data in JSON format through the API.
Then we parse and make them shown in the agent e-commerce website. To the
other foreign e-commerce sites, we can use HttpClient crawl the data in the target
e-commerce websites in real-time, synchronously update the data to the agent
e-commerce website. These two methods effectively assure the instantaneity of the
information. Meanwhile, the agent e-commerce website’s database doesn’t need to
store a large number of product information or synchronously update the database.
It greatly reduces the overheads of the database. When we get the data, the model
use the translator API supplied by Microsoft Company to translate the data to
specified language automatically. On the premise of guaranteeing data readability,
we don’t need expense extra manpower costs.

After viewing the product details, we will choose our favorite products and
confirm to pay. At the moment, the user name (registered in the agent e-commerce
website), the URL (products in original page of the source e-commerce site), the
price, and the quantity are encapsulated and transferred to the agent e-commerce
website’s Web server. The Web server follows the predefined mapping rule to
obtain the corresponding user name and password in the foreign e-commerce site.
Then the server passes the previous URL and quantity, new user name and
password to Selenium RC.

In the process of the agent e-commerce website to realize, there are some
redundant functions in Selenium RC. In order to reduce the overhead of the deputy
shopping’s implementation and improve the performance of Web automatic test in
the server, we simplify and optimize the Selenium RC tools:

1. The agent e-commerce website only need to use a kind of browser. The
browser used in our system is Chrome, which involves less overhead. We have
removed the codes support the other browsers in Selenium RC. Meanwhile, we

Login the agent website Browse the details 
  of the products 

Choose and purchase 
 the favorite products 

Finish the shopping

Fig. 2 Procedure to achieve
shopping online through the
agent site
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invoke the ChromeDriverServer driver in the server and prohibit Chrome
loading the multimedia files. Finally, we disable Chrome auto saving password
function and close all the plug-ins. With these above ways, Selenium RC is
able to open Chrome and load every page more quickly. Otherwise, the agent
e-commerce website only needs low-bandwidth. It is effective to ensure low
latency of information transmission.

2. Selenium RC only supports the scripts written by Java program language. In
this paper, all the system test scripts are written by Java, so we don’t need to
think over other program languages. Then we can further simplify Selenium
RC. In the meanwhile, we encapsulate the functional code written by Java and
simplified Selenium RC together. We only provide the agent e-commerce
website with data API.

After simplifying and integrating Selenium RC as above, the agent e-commerce
website transfers parameters to Selenium RC. When receiving the parameters,
Selenium RC automatic starts up Chrome. Then Chrome goes to the foreign
e-commerce website’s logon page and input the user name and password
automatically.

If login verification is successful, the page will automatically redirect to the
product’s source page according to the incoming URL. Selenium automatically
inputs the quantity into the corresponding form and confirms the purchase of
product. Because of some e-commerce websites need secondary confirmation, the
page will redirect to secondary confirmation page and Selenium confirms the
purchase of product once again. Then Selenium waits for the result of purchase
information. It has been set the maximum waiting time. No matter the purchase
succeeds or fails, Selenium always modifies the identification field of the specified
table in the agent e-commerce website database. Finally, Selenium automatically
closes the browser and all the process is end. During Selenium running, the agent
e-commerce website server keeps thread waiting and timing query the identifi-
cation field of the specified table. Depending on different results, it returns dif-
ferent pages to the agent e-commerce website. In order to avoid deadlock caused
by network failure or other reasons, we set the maximum threads waiting time in
advance. In that case, the agent e-commerce website would display a specific page.
At this point the shopping online function through the agent e-commerce website
has been completed and achieved. The key process to realize the proxy shopping
online function is shown in Fig. 3.

6 Experiments

What we have done in this paper is based on an agent e-commerce website using
SSH framework (Struts, Spring and Hibernate) +Eclipse +MySQL to develop. It
is agent for a Japanese e-commerce site to achieve agent shopping online. During
the test, we ensure that the bandwidth is as large as possible. Meanwhile, we keep
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Chrome from loading all multimedia data and unnecessary plug-ins so that
Chrome can reduce page load time and improve the agency’s synchronous speed.

Here is the design of framework of agent e-commerce website, as shown in
Fig. 4.

First, login the agent e-commerce website and browse some product details.
The detail information shown in the page is acquired by data API. It is the same as
the source e-commerce website as shown in Fig. 5.

All the information in the above page is English, which has been translated to
language designated by auto translating function. Click the purchase button and
confirm to submit. The data are transferred to the server. After getting the data, the
server queries the database and passes the useful parameters to Selenium. Then
selenium opens Chrome. Chrome initialization interface is shown in Fig. 6.

The page redirects to the login page. Selenium inputs the user name and
password in the form and submits automatically. The page is shown in Fig. 7.

After a successful login, the page redirects to the source page of product details
in e-commerce site. Selenium automatically inputs quantity and confirms the
purchase. As shown in Fig. 8.

When Selenium finishes the shopping online, it returns the result to agent
e-commerce website server. And the server shows the final result in the browser.
At the moment, Chrome has been closed automatically. The agent shopping online
is finished.

Start

Open the product’s 
details website and 

purchase it

Browse the details of the 
goods

Selenium is automatic to 
launch the chrome browser 
and open the login website

Obtain and display 
the goods 

information in the 
agent website

The server passes 
the value to 
Selenium

Return the rusult of the 
shopping End

Fig. 3 Agent e-commerce website flow chart
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Server

Browser

Login agent site

Browse product details

Selenium RC

Database

Source E-commerce 

Website

All products’ 
 data

Fig. 4 Framework of agent e-commerce website

Fig. 5 Product details page in agent website

Fig. 6 Selenium starts up chrome
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7 Conclusion

Based on network agent e-commerce, this paper discusses and integrates the
functions of data API, HttpClient, and Selenium and applies them to agent
e-commerce website system developed based on SSH framework. As a result, we
establish a universal and practical implementation model of agent e-commerce
website. This model offers an excellent human–computer interaction experience:
the whole process of agency is realized at the server end and front-end interface
only shows product information and results of the purchase. In this paper, we give

Fig. 7 Login source e-
commerce website

Fig. 8 Product details page
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a glance at Selenium and extend a new use of auto testing tools. The next step of
our research will further perfect the model and will also seek new application
areas.
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Singular Optimal Control for Uncertain
Systems

Shuhu Sun and Yuanguo Zhu

Abstract If a dynamic system is influenced by uncertain factors, it can be
described by an uncertain differential equation. Uncertain optimal control problem
is an optimization problem based on uncertain differential equations. For an
uncertain optimal control model, if the switching function that determines the
values of the control function is consistently zero within a time interval, then the
model belongs to a singular case. Inspired by Johnson and Gibson’s work, this
paper establishes an approach for the solutions of a singular uncertain optimal
control model. For a class of uncertain optimal control model where the drift term
of the uncertain system and objective function are both linear in control variables,
the singular optimal control function may be solved by making use of the fact that
the optimal value of the Hamiltonian function is zero in a singular control interval.
An example is used to show that the proposed method is efficient.

Keywords Optimal control � Singular � Uncertainty � Differential equation

1 Introduction

Optimal control problem and stochastic optimal control problem have been of
great interest for engineers and mathematicians since 1950. Achieving a given task
in a shortest possible time or a minimum consummation of fuel has been a major
performance criterion for many systems such as rocket vehicles, industrial robots
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and so on. The optimal controlling of the problem may be a bang-bang or singular
control. Many work concentrated on bang-bang or singular control problems, for
example [1–7].

In 2007, Liu [8] established uncertainty theory which now is a branch of
mathematics for modelling human uncertainty [9]. A fundamental concept in
uncertain theory is uncertain measure having normality, self-duality, and countable
subadditivity. Based on uncertain variable, uncertain process and canonical pro-
cess were introduced by Liu [10]. Moreover Liu [11] presented uncertain differ-
ential equation. Based on uncertain differential equation, Zhu [12] modelled an
uncertain optimal control problem and presented an equation of optimality for
solving the problem. In addition, Xu and Zhu [13] dealt with a bang-bang control
model for uncertain systems. Now we will introduce an uncertain singular control
model in this paper.

2 Preliminary

Some concepts in uncertain theory may be seen in [8]. Let C be a nonempty set,
and L be a r-algebra over C. Each element A 2 L is called an event. For any event
A,M Af g is a number in [0, 1]. The set functionM is called an uncertain measure
if it satisfies three axioms: normality, self-duality, and countable subadditivity. An
uncertain variable is a measurable function from an uncertainty space C; L;Mð Þ
to the set R of real numbers. The uncertainty distribution U:R ? [0, 1] of an
uncertain variable n is defined by U xð Þ ¼ M n� xf g for x! R. The expected

value of an uncertain variable n is defined by E½n� ¼
Rþ1

0 Mfn� rgdr �R 0
�1Mfn� rgdr provided that at least one of the two integrals in finite. The

variance of n is V[n] = E[(n - e)2] if n has a finite expected value e. The
uncertain variables n1, n2.…, nm are said to be independent if
M \m

i¼1 ni 2 Bið Þ
� �

¼ min1� i�mM ni 2 Bif g for any Borel sets B1, B2, …Bm of
real numbers. For numbers a and b, E[an + bg] = aE[n] + bE[g] if n and g are
independent uncertain variables.

Liu [10] introduced the concept of uncertain process. Let K be an index set and
C; L;Mð Þ an uncertainty space. An uncertain process is a measurable function

from K � C; L;Mð Þ to the set of real numbers. An uncertain process Xt is called
to have independent increments if Xt0 ;Xt1 � Xt0 ;Xt2 � Xt1 ; . . .;Xtk � Xtk�1 are
independent uncertain variables for any time t0, t1, …, tk with t0 \ t1 \ ���\ tk.
An uncertain process Xt is said to have stationary increments if, for any t [ 0, the
increments Xs+t - Xs are identically distributed uncertain variables for all s [ 0.
In addition, Liu [11] defined a canonical process Ct which satisfies: (i) C0 = 0 and
almost all sample paths are Lipschitz continuous; (ii) Ct has stationary and
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independent increments; (iii) every increment Cs+t - Cs is a normal uncertain
variable with expected value 0 and variance t2, denoted by Cs+t - Cs * N(0, t),
whose distribution is

UðxÞ ¼ 1þ exp
�pxffiffiffi

3
p

t

ffi �ffi ��1

; x 2 R:

For any partition of closed interval [a, b] with a ¼ t1\t2\ � � � tkþ1 ¼ b, the
mesh is written as D ¼ max1� i� k t1þ1 � tij j. Then the uncertain integral of Xt with
respect to Cr is

Zb

a

XtdCt ¼ lim
D!0

Xk

i¼1

Xti � Ctiþ1 � Cti

� �

provided that the limit exists almost surely and is finite. If there exist two uncertain
processes lt and rt such that Zt ¼ Z0 þ

R t
0 lsdsþ

R t
0 rsdCs for any t C 0, then we

say Zt has an uncertain differential dZt ¼ ltdt þ rtdCt.

Definition 1 (Liu [11]) Suppose Cr is a canonical process, and f1 and f2 are some
given functions. Then

dXt ¼ f1 t;Xtð Þdt þ f2 t;Xtð ÞdCt ð1Þ

is called an uncertain differential equation.
Chen and Liu [14] proved an existence and uniqueness theorem of solution of

uncertain differential equation. If f1 is a vector-value function, f2 is a matrix-value
function, Xt is an uncertain vector, and Ct is a multi-dimensional uncertain
canonical process, then (1) is a system of uncertain differential equations.

Definition 2 (Yao and Chen [15]) Let a 2 (0, 1) Uncertain differential equation (1)
is said to have ana-path Xt

a if it solves the corresponding ordinary differential equation
dXt

a = f1(t, Xt
a)dt + |f2(t, Xt

a)|U-1(a)dt where U�1 að Þ is the inverse uncertainty

distribution of standard normal uncertain variable, i.e., U�1ðaÞ ¼
ffiffi
3
p

p ln a
1�a.

Theorem 1 (Yao and Chen [15]) Let Xt
a be the solution and a-path of the

uncertain differential equation (1), respectively. Then for any t C 0, we have
M{Xt B Xt

a} = a.
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3 Model

Consider the following model:

J 0; x0ð Þ � max
us2½�1;1�r

E

Z
T
0 Xs; us; sð Þdsþ h XT ; Tð Þ

	 


subject to

dXs ¼ b Xs; us; sð Þdsþ L Xs; us; sð ÞdCs

X0 ¼ x0;

8>>>>>><
>>>>>>:

ð2Þ

where Xs is a state vector of dimension n with the initial state X0 ¼ x0 at time 0, us

is a decision (control) vector of dimension r taking values in [ - 1, 1]r,
f:Rn 9 Rr 9 [0, +?) ? R is an objective function, and h:Rn 9 [0, +?) ? R is
a function of terminal reward. In addition, b:Rn 9 Rr 9 [0, +?) ? Rn is a col-
umn-vector function, L:Rn 9 Rr 9 [0, +?) ? Rn9k a matrix function, and
Cs ¼ Cs1 ;Cs2 ; . . .;Cskð Þs, where Cs1 ;Cs2 ; . . .;Csk are independent canonical pro-
cess. Note that vs is used to denote the transpose of the vector or matrix v. The final
time T [ 0 is fixed or free.

Definition 3 If there exist gi(t, x)(i = 1, 2, …, r) such that the optimal control of
the model (2) is

u	i ¼ sgn gi t; xð Þf g or u	i ¼ �sgn gi t; xð Þf g; i ¼ 1; 2; � � � r;

then giðt; xÞ is said to be a switching function for i = 1, 2, …, r, and the model (2)
is a bang-bang control problem.

Definition 4 If there is an interval [t1, t2](t1 \ t2) such that giðt; xÞ � 0 on it, then
the control component ui(t) is singular on [t1, t2].

The Hamiltonian function is written by Ge and Zhu [16] for the mode (2) as

HðXt; ut;wt; tÞ ¼ f ðXt; ut; tÞ þ ws
t bðXt; ut; tÞ ð3Þ

where wt is a vector-valued Lagrange multiplier function.

Theorem 2 (Ge and Zhu [16]) Let u	t be an optimal control of the model (2) and
X	t the corresponding state. If ruf ðx; u; tÞ;rxbðx;u; tÞ and rxr(x) are bounded,
then

ruH xt; u
	
t ;wt; t

� �
¼ 0 almost surely; ð4Þ

where at time t, X	t ¼ xt.
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4 Linear Systems in Control Variable

We now consider a special case of the model

Jð0; x0Þ � max
us2½�1;1�r

E

ZT

0

f Xs; sð Þ þ w Xs; sð Þsusð Þdsþ h XT ; Tð Þ

2
4

3
5

subject to

dXs ¼ v Xs; sð Þ þ b Xs; sð Þusð Þdsþ L Xs; us; sð ÞdCs

X0 ¼ x0:

8>>>>>>>><
>>>>>>>>:

ð5Þ

If the system has the state Xt ¼ x at t, the optimal value of the model (5) is
denoted by J(t; x):

For the model (5), we have

H Xs; us;ws; sð Þ ¼ f Xs; sð Þ þ ws
t v Xs; sð Þ þ w Xs; sð Þsþws

t b Xs; sð Þ
� �

us ¼ I þ Fus

ð6Þ

where I ¼ f Xs; sð Þ þ ws
t v Xs; sð Þ and F ¼ w Xs; sð Þsþws

t b Xs; sð Þ.
Let J(t; x) be twice differentiable on [0, T] 9 Rn. It follows from the equation

of optimality in Xu and Zhu [13] that

�Jt t; xð Þ ¼ max
ut2½�1;1�r

f ðx; tÞ þ wðx; tÞsut þ vðx; tÞ þ bðx; tÞutð ÞsrxJðt; xÞf g; ð7Þ

where Jt(t; x) is the partial derivative of J(t; x) in t;rxJ(t; x) is the gradient of
J(t; x) in x. By the equation (7) we can obtain a sufficient condition such that the
model (5) is singular.

Theorem 3 Let J(t; x) be twice differentiable of [0, T] 9 Rn, and

wðx; tÞs þrxJðt; xÞsbðx; tÞ ¼ 0; 8t 2 ðt1; t2Þ

where 0 B t1 \ t2 B T. Then the model (5) is singular in (t1, t2).

Proof It follows from (7) that

�Jtðt; xÞ ¼ max
ut2½�1;1�r

f ðx; tÞ þ wðx; tÞsut þ vðx; tÞ þ bðx; tÞutð ÞsrxJðt; xÞf g: ð8Þ

Letting u	t take the optimum in the right side of (8) yields

max
ut2½�1;1�r

f ðx; tÞ þ wðx; tÞsut þ vðx; tÞ þ bðx; tÞutð ÞsrxJðt; xÞf g

¼ f ðx; tÞ þ wðx; tÞsu	t þ vðx; tÞ þ bðx; tÞu	t
� �srxJðt; xÞ:
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We have

max
ut2½�1;1�r

wðx; tÞsut þrxJðt; xÞsbðx; tÞutf g ¼ wðx; tÞsu	t þrxJðt; xÞsbðx; tÞu	t :

ð9Þ

Denote u	t ¼ u	1ðtÞ; u	2ðtÞ; . . .; u	r ðtÞ
� �s

and

wðx; tÞs þrxJðt; xÞsbðx; tÞ ¼ g1ðt; xÞ; g2ðt; xÞ; . . .; grðt; x)ð Þ. ð10Þ

We have

u	i tð Þ ¼
1; if gi t; xð Þ[ 0
�1; if gi t; xð Þ\0
singular; if gi t; xð Þ ¼ 0; t 2 t1; t2ð Þ;

8<
: ð11Þ

for i = 1, 2, …, r. Thus the model (5) is singular in (t1, t2). h

If the system and objective of the model (5) are explicitly independent of time,
the Hamiltonian function may be written as H Xt; ut;wtð Þ, and the model may be
rewritten as

J 0; x0ð Þ � max
us2½�1;1�r

E

ZT

0

f Xsð Þ þ w Xsð Þsusð Þdsþ hðXTÞ

2
4

3
5

subject to

dXs ¼ v Xsð Þ þ b Xsð Þusð Þdsþ A Xsð ÞdCs

X0 ¼ x0;

8>>>>>>>><
>>>>>>>>:

ð12Þ

where f:Rn ? R, w:Rn ? Rr, h:Rn ? R, v:Rn ? Rn, b:Rn ? Rn9r and
A:Rn ? Rn9k are twice differential. In addition, Cs ¼ Cs1 ;Cs2 ; . . .;Cskð Þs, where
Cs1 ;Cs2 ; . . .;Csk are independent canonical process.

Based on the analysis for such type of Hamiltonian function by Johnson and
Gibson [3] and Wonham [17], we have H	ðXt; u

	
t ;wtÞ ¼ 0, where H* is the

Hamiltonian function with ut replaced by the optimal control u	t . Inspired by the
Johnson and Gibson’s work [3], in the sequel, we will establish a method to find
the optimal control when the model (5) is singular.

We consider the case of r = 1 in the model (12). That is, the control variable is
of one dimension: us ¼ us. The Hamiltonian function

HðXs; us;wsÞ ¼ f Xsð Þ þ w Xsð Þus þ ws
s v Xsð Þ þ b Xsð Þusð Þ

¼ f Xsð Þ þ ws
sv Xsð Þ þ w Xsð Þ þ ws

sb Xsð Þ
� �

us
ð13Þ

where ws satisfies
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�dws ¼ rxH Xs; us;wsð Þdsþ ws
srxA Xsð ÞdCs ð14Þ

by Ge and Zhu [16]. Thus

I ¼ f ðXsÞ þ ws
svðXsÞ; F ¼ wðXsÞ þ ws

sbðXsÞ: ð15Þ

Theorem 4 For the model (12) (where r = 1), we have

IðtÞ ¼ _IðtÞ ¼ I
::
ðtÞ ¼ � � � ¼ 0; ð16Þ

and

FðtÞ ¼ _FðtÞ ¼ F
::
ðtÞ ¼ � � � ¼ 0 ð17Þ

in a singular optimal control time interval.

Proof It follows from Theorem 2 that F(t) = 0. Thus (17) holds in a singular
optimal control time interval. Since the function H is explicitly independent of
time, we have H*(Xt, ut

*, wt) = I + Fu* : 0 by [17] in a singular optimal control
time interval. Hence I(t) = 0, and then (16) holds. h

Remark 1 If there exists a state such that (16) and (17) hold in a time interval, then
the model (12) is singular in the interval, and then the optimal control may be
derived.

5 Example

Let us consider the following example

J ¼ max
u

ZT

0

1
2

X2
2ðsÞds

2
4

3
5

subject to

dX1ðsÞ ¼ 2X1ðsÞ þ uðsÞð Þds

dX2ðsÞ ¼ � X2
2ðsÞ þ X1ðsÞ þ uðsÞ

� �
dsþ rdCs

uðsÞj j � 3; 0� s� T

8>>>>>>>>>>><
>>>>>>>>>>>:

ð18Þ
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where r[ 0. The Hamiltonian function

H ¼ 1
2

X2
2 þ z1 2X1 þ uð Þ � z2 X2

2 þ X1 þ u
� �

where (z1, z2) satisfies

�dðz1; z2Þ ¼ rxHsds ¼ 2z1 � z2; X2 � 2z2X2ð Þds:

Thus

I ¼ 1
2

X2
2 þ 2z1X1 � z2 X2

2 þ X1

� �
; F ¼ z1 � z2:

We have to test whether the model is singular by the dynamic of the states. The
uncertain states of the system may be formed by their a-path (X1

a, X2
a) which

satisfies

dXa
1ðsÞ ¼ ð2Xa

1ðsÞ þ uðsÞÞds

dXa
2ðsÞ ¼ � Xa

2ðsÞ
� �2þXa

1ðsÞ þ uðsÞ

 �

dsþ r U�1ðaÞds

8<
: ð19Þ

where U�1ðaÞ ¼
ffiffi
3
p

p ln a
1 a ; 0\a\1. Corresponding function I is

I ¼ 1
2

Xa
2

� �2þ2z1Xa
1 � z2 Xa

2

� �2þXa
1


 �
:

It follows from I = 0 that

2z1Xa
1 � z2 Xa

2

� �2þXa
1


 �
¼ � 1

2
Xa

2

� �2
: ð20Þ

It follows from F = 0 that

z1 ¼ z2: ð21Þ

It follows from _F ¼ 0 that _z1 ¼ _z2. Since �_z1 ¼ 2z1 � z2; �_z2 ¼ Xa
2 � 2z2Xa

2 ,
we have

2z1 � z2 ¼ Xa
2 � 2z2Xa

2 : ð22Þ

By (20), (21) and (22), we have

Xa
2 Xa

2 þ 2Xa
1

� �
¼ 0: ð23Þ
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Therefore, the model (18) is a singular optimal control problem on the trajec-
tory of the state:

Xa
2 ¼ 0 or Xa

2 þ 2Xa
1 ¼ 0:

On the trajectory X2
a = 0, we obtain the optimal control u* = - X1

a + rU-1(a)
by (19). On the trajectory X2

a + 2X1
a = 0, we have _Xa

2 þ 2 _Xa
1 ¼ 0. That is

� Xa
2

� �2þXa
1 þ u


 �
þ rU�1ðaÞ þ 2 2Xa

1 þ u
� �

¼ 0:

Thus the optimal control is

u	 ¼ �3Xa
1 þ Xa

2

� �2�rU�1ðaÞ ¼ 4 Xa
1

� �2�3Xa
1 � rU�1 að Þ:

6 Conclusions

In this paper, a singular optimal control model for uncertain systems is established.
Specially, a method is introduced to find the control for the model where the
system is linear in control variable. An example is considered to show the effi-
ciency of the proposed method.
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