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1 Introduction

Semantic search over documents is about finding information that is not based
just on the presence of words, but also on their meaning [1, 2]. This task is a
modification of classical Information Retrieval (IR), but documents are retrieved
on the basis of relevance to ontology concepts, as well as words. Nevertheless the
basic assumption is quite similar – a document is characterized by the bag of
tokens constituting its content, disregarding its structure. While the basic IR
approach considers word stems as tokens, there has been considerable effort to-
wards using word-senses or lexical concepts (see [3, 4]) for indexing and retrieval.
In the case of semantic search, what is being indexed is typically a combination
of words, ontological concepts conveying the meaning of some of these words
(e.g. Cambridge is a location), and optionally relations between such concepts
(e.g. Cambridge is in the UK) [1]. The latter enable somebody searching for
documents about the UK to find also documents mentioning Cambridge.

Cambridge however (as well as many other names and words) has multiple
meanings, i.e. is ambiguous. The token “Cambridge” may refer to the city of
Cambridge in the UK, to Cambridge in Massachusetts, the University of Cam-
bridge, etc. Similarly, different tokens may have the same meaning, e.g. New York
and the Big Apple. Therefore, semantic search tries to offer users more precise
and relevant results, by using semantics. Frequently this semantics is encoded
in ontologies, which can be defined as “a formal specification of a shared con-
ceptualisation” [5]. Alternatively, Google refers to such semantics as knowledge
graphs and to semantic search as “searching for things, not strings” [6].

Semantic search requires some natural language processing techniques for un-
derstanding word meaning. Since some of the most frequently used searches
are for persons, locations, organisations, and other named entities [7], one of
the most widely used techniques for interpreting this meaning are named entity
recognition [8] and semantic annotation [9].

From a retrieval perspective, content annotated with named entities (i.e. PER-
son, LOCation, etc.) enables semantic search queries such as “LOC earthquake”
which would return all documents mentioning a location and the word earth-
quake. Semantic annotation, on the other hand, goes one step further by differ-
entiating, among other things, which specific real-world location is mentioned
in the text (e.g. Cambridge, UK vs Cambridge, Mass.). This enables even more
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powerful searches for documents, based on knowledge and relationships that are
external to those documents. For example, a query on flooding in the UK would
retrieve a document about floods in Sheffield, even if the latter does not explicitly
mention the UK.

As can be seen from these example, what is required here is a source of
knowledge that there are several cities called “Cambridge”, one in the UK (which
is a country) and one in Massachusetts, which is a state in the USA. Semantic
annotation typically uses ontologies which contain such semantic knowledge, not
just about the concepts (e.g. country, city) and instances (e.g. UK, USA) but also
about relationships between concepts (e.g. cities are located within countries)
and relations between instances (e.g. Cambridge UK is located within England,
which in turn is located within the UK).

Some semantic annotation methods have used Wikipedia as the large-scale
source of such knowledge, e.g. [10–12]. However, recent semantic annotation and
search methods have increasingly turned towards exploiting the massive, inter-
linked cloud of Linked Open Data (LOD)1, which contains hundreds of billions
of statements about entities and relations between them. Some LOD datasets
cover general knowledge (e.g. DBpedia (automatically derived from Wikipedia),
YAGO, Freebase), whereas others focus on domain-specific knowledge (e.g. Mu-
sicBrainz, PubMed, GeoNames). Some state-of-the-art methods for semantic an-
notation (and consequently search) utilise only one LOD resource, (e.g. DBpedia
Spotlight[13]), YAGO (e.g. [14]), MusicBrainz (e.g. [15]), whereas others create a
larger knowledge resource, mixing several different LOD datasets. For instance,
LDSR is a collection of several LOD datasets, comprising 440 million explicit
statements about entities, derived from DBpedia, Geonames, Wordnet, the CIA
Factbook, lingvoj, and UMBEL [16]. Similarly, Google’s knowledge graph con-
tains 500 million entities and is derived from Wikipedia, the CIA Factbook, and
Freebase [6].

The rest of this chapter is structured as follows. Section 2 introduces semantic
search in more detail, followed by a discussion on why semantic search is neces-
sary (Section 3). Next Section 4 discusses where does document semantics comes
from and how it is indexed. Semantic search query languages and available se-
mantic search engines are discussed in Section 5. Due to the complexity of the
underlying query languages, user-friendly interfaces to semantic search are key
(see Section 6). Next Section 7 discusses evaluation, followed by a conclusion,
which outlines outstanding challenges in this area.

2 What Is Semantic Search

In order to understand better what semantic search is, it is useful to consider
two aspects: (i) what is being searched; and (ii) what are the results. We discuss
these in turn next.

With respect to what is being searched, there are three main kinds of content
to consider:

1 http://linkeddata.org/

http://linkeddata.org/
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– Documents : This is traditional full-text search, where queries are answered
on the basis of word co-occurrence in text content. For example, a query
for “Cambridge university” returns all documents that contain the words
Cambridge and/or university somewhere. This does not mean the results
are only documents about that university. This kind of search has problems
answering entity-type queries, e.g. which cities in the UK have population
less than 100,000.

– Ontologies and other semantic knowledge, e.g. LOD : This is search over
structured formal data, typically expressed as RDF [17] or OWL [18], and
stored in a database or a semantic repository. Consequently, such formal
queries are expressed in structured query languages, such as SPARQL [19]
or SQL. This kind of search is often referred to as semantic search, because
it uses semantics and inference to find the matching formal knowledge. In
this chapter, we will refer to this kind of search as ontology-based search.
This kind of search is particularly suited to answering entity-type queries,
such as our example above.

– Both documents and formal knowledge: This is what this chapter refers to as
semantic search over documents, or multi-paradigm [2], or semantic full-text
search [20]. This kind of search draws both on document content and on
semantic knowledge, in order to answer queries such as: “flooding in cities
in the UK” or “flooding in places within 50 miles of Sheffield”. In this case
information about which cities are in the UK or within 50 miles of Sheffield
is the result of ontology-based search (e.g. against DBpedia or GeoNames).
Documents are then searched for the co-occurrence of the word “flooding”
and the matching entities from the ontology-based search. In other words,
what is being searched here are the document content for keywords, the
index of semantically annotated entities that occur within these documents,
and the formal knowledge.

With respect to the kinds of results returned by searches, there are four main
kinds:

– Documents : The search returns a ranked list of documents, typically
displayed with their title and optionally, some additional metadata (e.g.
author). This kind of results are typically produced by full-text searches,
although some do also include snippets.

– Documents + highlighted snippets : In addition to document titles, one or
more snippets are returned, where the query hits are highlighted, in an at-
tempt to make it apparent to users why this document is relevant to their
query. Semantic search systems typically return matching documents in this
way, e.g. the KIM system [1], Mı́mir[2], Broccoli [21].

– Information summary: This is a human-readable rendering of formal knowl-
edge, returned by ontology-based searches for entities. For instance, a search
in Google for “Tony Blair” would display on the right a summary showing
several photos and basic facts, such as date of birth, generated automatically
from their formal knowledge graph representation [6].
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– Structured results : Ontology-based searches, which results are a list of enti-
ties, are often shown like that, e.g. a list of UK city names. See for example
the KIM entity searches2 [1] or Brocolli [21].

3 Why Semantic Full-Text Search

As argued by [20], full-text search works well for precision-oriented searches,
when the relevant documents contain the keywords that describe the user need.
However, there are many cases when recall is paramount and, also, implicit
knowledge is needed in order to answer parts of the query. A frequent class
of such queries are entity-based ones, e.g. “plants with edible leaves” [20]. In
this case, most likely there is no one document containing the answer, and also,
documents most likely refer to the specific plants by name (e.g. broccoli), instead
of using the generic term “plants”.

Environmental science is another example, where there is a strong need to go
beyond keyword-based search [22]. The British Library carried out a survey of
environmental science researchers and analysed the kinds of information needs
they struggled to satisfy through keyword search [23]. The top requirement was
for geographically specific queries, including proximity search (e.g. “documents
about flooding within 50 miles of Sheffield”) and implied locations (e.g. the
query “documents about flooding in South West England” needs to return a
document about flooding in Exeter, even though South West England is not
mentioned explicitly).

One more example is patent search [24], where recall is crucial, since failure to
find pre-existing, relevant patents may result in legal proceedings and financial
losses. Examples of hard to find information using keywords alone are searches
for references to papers cited in a specific section of the patent and also searches
for measurements and quantities (e.g. in chemical patents). Measurements in
particular are numeric and can show great variation – the same value can be
expressed using different measurement systems, e.g. inches or centimetres, or
different multipliers even when using the same measurement system, e.g. mm,
cm, or metres.

Implementing semantic full-text search poses four key challenges [20]:

1. The automatic recognition of entities in full text, since most content is not
pre-annotated.

2. Indexing efficiently words, entity occurrences, and formal knowledge in on-
tologies.

3. Need for semantic interpretation of document content and search query.

4. Easy to use and transparent user interfaces for semantic full-text search.

Next we discuss the first three challenges in more detail, while the last chal-
lenge is covered in Section 6.

2 http://ln.ontotext.com/KIM

http://ln.ontotext.com/KIM
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4 Indexing Document Semantics

As can be seen from our discussion above, understanding the meaning of doc-
uments is the key enabler of semantic search. Two main approaches have been
explored so far: (i) asking document creators to encode semantics in a machine-
readable format at publishing time; (ii) deriving semantics automatically.

The advantage of the first approach is that it relies on human intelligence
and could thus be more accurate. The disadvantages are that humans need to
learn and adopt these metadata encoding formats and do that for a sufficiently
large number of documents. Lastly, already published content would need to be
tagged retrospectively, which is not always possible.

Conversely, the advantage of automatic approaches is that machine readable
semantics can be generated for every document, even already published ones, re-
gardless of their publication format. The disadvantage is loss of accuracy, since
semantic annotation methods tend to perform with between 80 and 90% preci-
sion and recall.

Next we discuss in some detail each of the two approaches.

4.1 Human-Encoded Semantics

Human-embedded semantics in web documents typically conforms to one of two
standards: RDFa (http://rdfa.info/) and Schema.org.

In brief, RDFa (or Resource Description Framework in attributes) is a W3C
standard. It adds a set of attribute-level extensions to HTML and XHTML, to
describe rich metadata, embedded within Web documents.

Schema.org is a similar endeavour, which is supported by many of the web
search engines, including Bing, Google, Yahoo, and Yandex.

This additional metadata has enabled search engines to enrich their result
presentation, by adding richer information, e.g. a restaurant’s phone number and
address [25]. Even though useful for some queries, such metadata nevertheless
falls short of enabling the kinds of semantic queries discussed above.

4.2 Automatic Semantic Annotation

The process of tying semantic models and natural language together is referred
to as semantic annotation. It may be characterised as the dynamic creation of
interrelationships between ontologies and unstructured and semi-structured doc-
uments in a bidirectional manner [1]. From a technological perspective, semantic
annotation is about annotating in texts all mentions of concepts from the ontol-
ogy (i.e. classes, instances, properties, and relations), through metadata referring
to their URIs in the ontology.

Figure 1 shows an example text on the left. The automatically added semantic
annotation on the phrase “South Gloucestershire” is shown on the right. As can
seen, the entity mention has now been linked to the corresponding DBpedia (the
value of the inst attribute) and GeoNames URIs (the value of the geonamesURI
attribute). Additional semantic knowledge has been brought in from these LOD
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Fig. 1. Example Semantic Annotation in GATE [26]

resources, including latitude and longitude, the URI of the parent country, and
the URIs of the relevant NUTS administrative regions.

Information Extraction (IE), a form of natural language analysis, has be-
come the natural language processing technology of choice, for bridging the
gap between unstructured text and formal knowledge expressed in ontologies.
Ontology-Based IE (OBIE) is IE which is adapted specifically for the semantic
annotation task [27]. One of the important differences between traditional IE
and OBIE is in the use of a formal ontology as one of the system’s inputs and
as the target output. Some researchers (e.g. [28]) call ontology-based any system
which specifies its outputs with respect to an ontology, however, in our view, if a
system only has a mapping between the IE outputs and the ontology, this is not
sufficient and therefore, such systems should be referred as ontology-oriented.

Another distinguishing characteristic of the ontology-based IE process is that
it not only finds the type of the extracted entity (i.e. Location for South Glouces-
tershire), but it also disambiguates it, by linking it to its semantic description in
the target knowledge base, typically via a URI (see Figure 1). This allows enti-
ties to be traced across documents and their descriptions to be enriched during
the IE process, as shown. In practical terms, this requires automatic recognition
and disambiguation of named entities, terms, and relations and also co-reference
resolution both within and across documents. These more complex algorithms
are typically preceded by some shallow linguistic pre-processing (tokenisation,
Part-Of-Speech (POS) tagging, etc.) In our example, entity recognition and dis-
ambiguation have been carried out by the open-source GATE natural language
toolkit [26, 29].
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Linking Open Data resources, especially DBpedia, YAGO and Freebase, have
become key sources of ontological knowledge for semantic annotation, as well as
being used as target entity knowledge bases for disambiguation. These offer: (i)
cross-referenced domain-independent hierarchies with thousands of classes and
relations and millions of instances; (ii) an inter-linked and complementary set of
resources with synonymous lexicalisations; (iii) grounding of their concepts and
instances in Wikipedia entries and other external data. The rich class hierarchies
are used for fine-grained classification of named entities, while the knowledge
about millions of instances and their links to Wikipedia entries are used as
features in the OBIE algorithms.

Due to space limitations, we are not able to discuss semantic annotation
methods and approaches in more details, but see [30] for details.

5 Semantic Search Approaches: A High-level Overview

As discussed already, semantic annotations enable users to find all documents
that mention one or more instances from the ontology and/or relations. The
queries can also mix free-text keywords, not just the semantic annotations. Most
retrieval tools provide also document browsing functionality as well as search
refinement capabilities. Due to the fact that documents can have hundreds of
annotations (especially if every concept mention in the document is annotated),
annotation retrieval on a large-document collection is a very challenging task.

Annotation-based search and retrieval is different from traditional information
retrieval, because of the underlying graph representation of annotations, which
encode structured information about text ranges within the document. The en-
coded information is different from the words and inter-document link models
used by Google and other search engines. In the case of semantic annotations,
the case becomes even more complex, since they also refer to ontologies via URIs.
While augmented full-text indexes can help with efficient access, the data stor-
age requirements can be very substantial, as the cardinality of the annotation
sets grows. Therefore different, more optimised solutions have been investigated.

The main difference from semantic web search engines, such as Swoogle [31],
is the focus on annotations and using those to find documents, rather than
forming queries against ontologies or navigating ontological structures. Similarly,
semantic-based facet search and browse interfaces, such as /facet [32], tend to be
ontology-based, whereas annotation-based facet interfaces (see KIM below) tend
to hide the ontology and instead resemble more closely “traditional” string-based
faceted search.

Before discussing several representative semantic search approaches in more
detail, let us first discuss query languages for semantic search.

5.1 Semantic Search Queries

Since semantic search queries need to contain both text-based keywords and
formal SPARQL-like queries over the ontology, they are often referred to as
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hybrid queries. The Semplore system [33], for example, uses conjunctive hybrid
query graphs, similar to SPARQL, but enhanced with a “virtual” concept called
keyword concept W . A similar approach has been taken in the Broccoli system
[21], which has a special occurs − with relation, the value of which is the free
text keyword.

Mı́mir3 [2] has an even richer query language, which also supports the inclusion
of linguistic annotations in queries. For example, a Mı́mir query “PER says” will
return documents where an entity of type Person is followed by the keyword says.
Morphological variations for keywords are also supported (e.g. “PER root:say”),
as are distance restrictions (e.g. “Person [0..5] root:say” which matches text such
as “Sebastian James of Dixons Group said”). Additional semantic restrictions
based on knowledge from the ontology are expressed by adding a SPARQL query.
For examples, this query is for documents mentioning people born in Sheffield:

{Person sparql = "SELECT ?inst

WHERE { ?inst :birthPlace <http://dbpedia.org/resource/Sheffield>}"}

5.2 Relevance Scoring and Retrieval

In the context of semantic full-text search, [34] propose a modification of TF.IDF,
based on the frequency of occurrence of instances from the semantic annotations
in the document collection. They also combine semantic similarity with a stan-
dard keyword-based similarity for ranking, in order to cater for cases when there
are no sufficiently relevant semantic annotations.

The Mı́mir semantic full-text search framework (see Section 5.3) supports
different ranking functions and new ones can easily be integrated. In addition
to TF.IDF, it already implements ranking based on hit length and the BM25
algorithm.

The CE2 system goes one step further and uses a graph-based approach to
compute the ranking of the hybrid search results [35]. The graph structure comes
from the formal semantic knowledge.

With respect to ranking individuals returned via knowledge base search, [36]
propose ObjectRank – a PageRank-based approach.

5.3 Semantic Search Full-Text Platforms

Due to limited space, the focus of this section is on extensible semantic search
full-text frameworks (namely KIM and Mı́mir), which are available to download
and experiment with freely for research. There is other relevant research, mostly
at the level of proof-of-concept prototypes, some of which are introduced briefly
next.

GoNTogle [37] is a search system that provides keyword, semantic and hybrid
search over semantically annotated documents. The semantic search replaces

3 A set of example queries and several test Mı́mir indexes are available for experimen-
tation at: http://demos.gate.ac.uk/mimir/

http://demos.gate.ac.uk/mimir/
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keywords with ontological classes. Results are obtained based on occurrences of
the ontological classes from the query within the annotations associated with
a document. Finally, the hybrid search, comprises a standard boolean AND or
OR operation between the result sets produces by a keyword search and a se-
mantic search. The only type of annotation supported is associating an ontology
class with a document segment. Another similar system is Semplore [33] which
uses conjunctive hybrid query graphs, similar to SPARQL, but enhanced with
a “virtual” concept called keyword concept W . However, both GoNTogle and
Semplore do not have support for searches over document structure, nor for
searches over other types of linguistic annotations.

The Broccoli system [21] also provides a user interface for building queries,
combining text-based and semantic constraints (encoded as entity mentions in
the input text, with URIs). The association between text and semantics is en-
coded by means of the occurs-with relation which is implied whenever mentions
of words and ontological entities occur within the same context. The contexts are
automatically extracted at indexing time, and rely mainly on shallow syntac-
tic analysis of the document and extraction of syntactic dependency relations.
The occurs-with relation provides access to the underlying phrase structure of
the input document. However, the system is designed to only use this particular
relation, so indexing other kinds of document structure (e.g. abstract, sections)
is likely to prove problematic. Consequently, there is no support for richer lin-
guistic annotations, such as part-of-speech or morphology, document metadata,
or structural search other than based on co-occurrences within contexts.

The KIM. (Knowledge and Information Management) platform [1, 38], was
among the first systems to implement semantic search, both over RDF knowl-
edge bases via SPARQL, and over semantically annotated document content,
including hybrid queries mixing keywords and semantic restrictions. KIM has
a number of user interfaces for semantic search and browsing and can be cus-
tomized easily for specific applications. It is freely available for research use from
http://www.ontotext.com/kim/getting-started/download.

KIM is an extendible platform for knowledge management, which offers tools
for semantic annotation, indexing, and semantic-based search (referred to as
multi-paradigm search in KIM). Figure 2 shows KIM’s architecture, which also
includes a web crawler for content harvesting; a knowledge ETL component
which interfaces to thesauri, dictionaries, and LOD resources; and a set of web-
based user interfaces for entity-based and semantic-based full text search (see
6.1 for details on the KIM faceted search).

Semantic annotation in KIM is based on the open-source GATE NLP frame-
work [29]. The essence of KIM’s semantic annotation is the recognition of named
entities with respect to the KIM ontology. The entity instances all bear unique
identifiers that allow annotations to be linked both to the entity type and to
the exact individual in the instance base. For new (previously unknown) enti-
ties, new identifiers are allocated and assigned; then minimal descriptions are
added to the semantic repository. The annotations are kept separately from the
content, and an API for their management is provided.
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Fig. 2. KIM Architecture

KIM can also use Linked Data ontologies for semantic annotation and search.
At present it has been tested with DBPedia, Geonames, Wordnet, Musicbrainz,
Freebase, UMBEL, Lingvoj and the CIA World Factbook. Those datasets are
preprocessed and loaded to form an integrated dataset of about 1.2 billion ex-
plicit statements. Forward-chaining is performed to materialise another 0.8 bil-
lion implicit statements.

Mı́mir 4 [2] is an integrated semantic search framework, which offers indexing
and search over full text, document structure, document metadata, linguistic
annotations, and any linked, external semantic knowledge bases. It supports
hybrid queries that arbitrarily mix full-text, structural, linguistic and semantic
constraints. A key distinguishing feature from previous work are the containment
operators, that allow flexible creation and nesting of full-text, structural, and
semantic constraints.

Figure 3 shows the Mı́mir semantic query UI. In this case the goal is to find
documents, mentioning locations in the UK, where the population density is
more than 500 people per square km. In this case the knowledge about population
density is coming from DBpedia. The documents being searched in this case are
metadata descriptions of government reports on climate change and flooding,
created by the British Library as part of the EnviLOD project5.

The high-level concept behind Mı́mir is that a document collection is processed
with NLP algorithms, typically including semantic annotation using Linked

4 http://gate.ac.uk/mimir/
5 http://gate.ac.uk/projects/envilod

http://gate.ac.uk/mimir/
http://gate.ac.uk/projects/envilod
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Fig. 3. Mı́mir’s Semantic Search UI showing a formal query, the retrieved documents,
and short text snippets showing in bold the matched locations

Open Data accessed via a triple store, such as OWLIM [39] or Sesame. The
annotated documents are then indexed in Mı́mir, together with their full-text
content, document metadata, and document structure markup (the latter can
also be discovered automatically via the NLP tools). At search time, the triple
store is used as a source of implicit knowledge, to help answer the hybrid searches
that combine full-text, structural, and semantic constraints. The latter are for-
mulated using a SPARQL query, executed against the triple store.

Mı́mir uses inverted indexes for indexing the document content (including
additional linguistic information, such as part-of-speech or morphological roots),
and for associating instance of annotations with the position in the input text
where they occur. The inverted index implementation used by Mı́mir is based on
MG4J [40]. Beside document text, the other main kind of data are the structural
and NLP-generated annotations. In Mı́mir both kinds are represented in the
same data structure, comprising a start and end position, an annotation type
(e.g. Location, p), and an optional set of attributes (called features in the GATE
framework).

Mı́mir is highly scalable. 150 million web pages were indexed successfully,
using two hundred Amazon EC2 Large Instances running for a week to produce
a federated index [41]. Since Mı́mir runs on GateCloud.net [42], building Mı́mir
semantic indexes on the Amazon cloud is straightforward.
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6 User Friendly Semantic Search Interfaces

SPARQL-like semantic searches that tapping into ontological knowledge and
LOD resources are extremely powerful. However, writing formal SPARQL queries
is beyond the ability of the vast majority of users.

This section discusses a number of user-friendly interfaces for semantic search,
which we have classified in the following three categories:

– Ontology-based faceted search interfaces;
– Form-based search interfaces;
– Text-based searches (natural language interfaces for semantic search).

6.1 Ontology-Based Faceted Search

As discussed earlier, KIM has a comprehensive set of Web browser-based UIs for
semantic search. One particular kind is ontology-driven faceted search, where
the user can select one or more instances (visualised with their RDF labels, but
found via their URIs) and obtain the documents where these co-occur. Timeline
and entity-centric views are also supported.

Fig. 4. KIM’s entity-based faceted search UI

Figure 4, for example, shows a case where the user is searching for patents
mentioning amoxicillin and gentamicin. This example is taken from the Ex-
oPatent online KIM demo6, which uses the the FDA Orange Book (23,000
patented drugs) and Unified Medical Language System (UMLS – a database

6 Available online at http://exopatent.ontotext.com

http://exopatent.ontotext.com
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of 370,000 medical terms) to annotate documents with semantic information.
The demo runs on a small set of 40,000 patents. ExoPatent supports semantic
search for diseases, drug names, body parts, references to literature and other
patents, numeric values, and ranges.

In the faceted search UI, as new entities are selected as constraints (see left
column), the number of matching documents is updated dynamically. Optional
keyword constraints can also be specified in the keyword filter field on the left.
At the bottom of the figure, one can see the titles of the retrieved documents and
some relevant content from them. The titles are clickable, in order to view the full
document content and the semantic annotations within it. The entities/terms
listed in the entity columns (i.e. Drug name, ingredients, applicant, and UMLS
concept) are also updated, to show only entities co-occurring with the already
selected entity constraints.

The Broccoli system [21] has a similar interactive query building UI, which
updates dynamically as the user is typing concepts or keywords to search for.
What is being searched are Wikipedia articles, indexed with classes and instances
from the YAGO ontology. Figure 5 shows an example query for documents men-
tioning UK cities, which also contain the keyword “flood”. The semantic query is
displayed as a graph on top, making explicit the relations between the searched
for concepts. Keywords have a special relation “occurs-with”, whereas all other
semantic relations come from the YAGO ontology. As the user starts typing a
query term (e.g. City), the lists of matching classes, instances, and relations on
the left are updated dynamically. For instance, once City is selected, only rela-
tions applicable to this class are shown in the list of relation candidates. Due to
the entity-centric queries, the result list is structured as a list of entities, where
relevant information from the YAGO ontology is provided for each returned en-
tity, as well as documents from Wikipedia about this entity, which also contain
the given keyword(s).

6.2 Natural Language Queries

NL queries allow users to perform semantic search through written language (e.g.
English). In general, natural language search interfaces, while potentially useful
for naive users, are still fairly experimental. The majority of work on natural
language interfaces for semantic search has focused on the problem of querying
ontologies (e.g. [43–45]) or ontology authoring (e.g. [46, 47]). Using language-
based queries for retrieving semantic annotations and associated documents is a
somewhat different task, since the queries need to go beyond the ontology and
into documents as well.

The QuestIO system [48], for example, has an ontology modelling documents
and the semantic annotations in them and uses it to help naive users to search
through RDF annotations and get a list of matching documents back. The exam-
ple domain is software engineering where over 10,000 different artefacts (software
code, documentation, user manuals, papers, etc.) were annotated semantically
with respect to a domain ontology.
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Fig. 5. The Broccoli Interactive Query Building UI

Figure 6 shows a query where the user has typed the word “ontology”, which
in GATE can refer to various concepts in the GATE domain ontology of Java
classes and their documentation. Due to this ambiguity, the results are first a
list of candidate concepts. Once the user selects the intended GATE concept, a
list of matching documents is displayed, listed by type (Java code, forum post,
etc). Their titles are clickable, which then shows the document content with the
query terms highlighted (see the example Java code in the bottom right corner
of Figure 6).

QuestIO interprets the queries as follows. First it tries to match some or all
of the contained words to ontology concepts. Then any remaining textual seg-
ments are used to deduct property names and act as context for disambiguation.
The sequence of concepts and property names can then be converted into a
formal query that is executed against the semantically annotated documents.
Throughout the process, metrics are used to score the possible query interpreta-
tions, allowing the filtering of low scoring options, thus reducing ambiguity and
limiting the search space.

Another similar system is SemSearch [49] which is based on Sesame for index-
ing the semantics and Lucene for indexing the texts. Queries can be a combina-
tion of keywords (e.g. news) and connectors such as “and” and “or” (see Figure 7
for an example). The system performs semantic matching between words in com-
plex queries and semantic entities by exploring different plausible combinations
between the keywords. For longer queries this could compromise the performance
of the search engine and more efficient strategies are needed.
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Fig. 6. A semantic search example in QuestIO

6.3 Form-Based Semantic Search Interfaces

One of the challenges faced by semantic search interfaces, especially in subject-
specific cases, is to indicate to users what they can search for. A form-based
interface makes this explicit, in a manner similar to the facet-based UIs discussed
above.

One example of such interface is the EnviLOD UI (see Figure 8), which was
developed as a user-friendly semantic search front end to a Mı́mir index of envi-
ronmental science documents, terms, and LOD entities (DBpedia and GeoNames
were used for this purpose).

There is a keyword search field, complemented with optional semantic search
constraints, through a set of inter-dependent drop-down lists. In the first list,
users can search for specific entity types (Locations, Organisations, Persons,
Rivers, Dates) and Document – for specifying constraints on document-level
attributes, etc. More than one semantic constraint can be added, through the
plus button, which inserts a new row underneath the current row of constraints.

For instance, if Location is chosen as a semantic constraint, then, further
constraints can be specified by choosing an appropriate property constraint (see
Figure 8). Population allows users to pose restrictions on the population number
of the locations that are being searched for. Similar numeric constraints can be
imposed on the latitude, longitude, and population density attribute values.
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Fig. 7. Example SemSearch query results

Restrictions can also be imposed in terms of location name or the country it
belongs to. For string-value properties, if “is” is chosen from the third list instead
of none, then the value must be exactly as specified (e.g. Oxford), whereas “con-
tains” triggers sub-string matching, (e.g. Oxfordshire is matched as a location
name containing Oxford). In this way, a user searching for documents mention-
ing locations with name containing Oxford, will be shown not only documents
mentioning Oxford explicitly, but also documents mentioning Oxfordshire and
other locations in Oxfordshire (e.g. Wytham Woods, Banbury). In the latter
case, the knowledge from DBpedia and GeoNames will be used to identify which
other locations are in Oxfordshire, in addition to Oxford.

One problem with an EnviLOD-style UI is that it hides from users information
about what instances of these classes occur in the indexed document collection,
(e.g. which UK counties are mentioned). In order to provide such high-level
entity-based overviews of the documents, one approach is to list all instances,
for each class, as done in the KIM and Broccoli interfaces.

An alternative is to use tag clouds and other visualisations of entity co-
occurrences. Mı́mir has recently been extended with such a user interface, called
GATE Prospector (see Figure 9). The top half of the UI shows ontology classes
and instances (UMLS in this example) and the user selects the desired ones.
Additional search restrictions could be imposed via document metadata filters.
The bottom half of Figure 9 shows the matching instances (terms in the case of
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Fig. 8. The EnviLOD semantic search UI

UMLS) as well as the number of times they occur in the document collection.
A frequency-based term cloud is also shown. The set of terms/instances can be
saved for later use, e.g. to generate entity/term co-occurrence visualisations.

Figure 10 shows an example co-occurrence visualisation, where the most fre-
quently mentioned instances of diseases are plotted against the most frequently
mentioned instances of pathogens. Examples from other domains include plot-
ting which sentiment terms co-occur most frequently with which political parties
or politicians, given a large collection of tweets about an election.

7 Evaluation

In the context of evaluating semantic search over RDF triples, a repeatable and
generic evaluation framework has emerged recently [50]. However, due to its focus
purely on structured data, it is not directly reusable for evaluation of semantic
full-text search.

Another example is [51], who again evaluate search over RDF facts, compared
against web search. In this case, 200 queries are used and 12,000 relevance judge-
ments are collected from human judges. Relevance feedback from a web-based
keyword search is used to improve the results, however, the two types of search
are kept entirely separate, instead of combined as in semantic full-text search.
Therefore, again this dataset cannot be reused directly.

Specifically with respect to evaluating semantic full-text search, [34] use a
TREC collection, 20 semantic search queries adapted from two TREC evalu-
ations and the corresponding judgements, as well as a number of relevant on-
tologies and knowledge bases. Semantic search is compared against Lucene and
TREC-based systems, evaluated using mean average precision. Query time per-
formance is also reported.

The CE2 system is evaluated using Wikipedia for the documents and DB-
pedia as the semantic knowledge base, thus directly exploiting the connection
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Fig. 9. The GATE Prospector semantic search UI

between the two [35] (links in Wikipedia articles are easily mapped to DBpedia
URIs). The collection contains 2.1 million documents and 42 million annotations.
The textual data and annotations are stored in Lucene, whereas the DBpedia
triples (4.3 million) are stored in a relational database. 5 kinds of semantic full-
text search queries are evaluated: retrieving documents containing an annotation
with a specified instance URI; retrieving documents mentioning classes of an-
notations (e.g. companies); conjunctive queries requiring some reasoning with
the RDF triples (e.g. institutions of scientists mentioned in a given document);
user-created questions of the previous 3 types; questions based on Wikipedia list
pages. Relevance judgements were produced for the fourth kind of queries by 20
researchers.

The most comprehensive and publicly available dataset (including queries
and relevance judgements) is the one created for the evaluation of the Broccoli
semantic full-text search system [21].7 Similar to the previous system, it uses
Wikipedia, but combined with the YAGO ontology, instead of DBpedia. A total
of 61 queries were used (including 15 from a TREC benchmark), as well as 10
Wikipedia lists (similar to those used in the evaluation of CE2). Traditional IR
evaluation metrics are used, but no comparison against an IR baseline or another
semantic search system is made on their dataset.

To summarise, evaluation of semantic full-text search is still in nascent stages,
due to the lack of a shared evaluation task on which different approaches can be
evaluated independently, in a reliable manner. Keyword-based IR systems are
sometimes used as baselines, but, at the time of writing, no in-depth comparisons
between semantic full-text search systems have been published.

7 http://broccoli.informatik.uni-freiburg.de/repro-corr/

http://broccoli.informatik.uni-freiburg.de/repro-corr/
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Fig. 10. GATE Prospector: Instance/Term Co-occurrence View

8 Conclusions and Future Work

This chapter provided a high-level introduction to semantic search over docu-
ments and ontologies. Semantics is needed in particular in cases where the correct
interpretation of the search query requires knowledge not contained explicitly in
the full text documents. For example, documents about flooding in UK cities
with population under 50,000 people.

In summary, there seems to be an emerging consensus that current keyword-
based, full-text search does not cater sufficiently well for information discovery.
Semantic search and Linked open data offer much promise, but require significant
development effort to implement in a way, which makes them accessible to end-
users. Present prototypes typically require some understand of the underlying
ontological relations, which give rise to the semantic search properties, which is
a limitation to wider take-up.

Evaluations of semantic search (e.g. [52]) have demonstrated the need to show
more feedback on why a certain document was matched, especially when this is
a result of using implicit semantic knowledge from external knowledge resource.
For example, in the EnviLOD interface, if a population or a distance-based
constraints are used, relevance was not always obvious to the user.

One of the challenges with adopting semantic search is making the user in-
terfaces as intuitive as possible, in order to reduce the initial learning curve.
Particular attention needs to be paid to usability and design details, especially
consistency with keyword-based general-purpose search engines, such as Google,
Yahoo. These details should not be underestimated, even in research prototypes,
since they can influence heavily the evaluation results.

Secondly, scalability and computational efficiency of semantic search are non-
trivial, especially combining large volumes of content and entities from large
LOD datasets.



50 K. Bontcheva, V. Tablan, and H. Cunningham

The trade-off between precision and recall of the methods also could benefit
from in-depth investigation and tuning, as well as showing explicitly an indica-
tor of system confidence in the accuracy of the results. Existing semantic search
frameworks could also benefit from taking into account user feedback on the rel-
evance of each returned result, to help train the retrieval algorithms underneath.

Fourthly, current semantic query languages do not support negation in queries,
which is a search feature required in many circumstances. Similarly, user adop-
tion could be improved through adding a “more like this” functionality, in order
to help users with refining semantic search queries.
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