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Preface

This volume contains the revised and selected papers from the 14th edition of the
International Multi-Agent-Based Simulation (MABS) workshop series (http://www.
pcs.usb.br/*mabs). Since its inception in 1998, the MABS workshop has remained
one of the leading scientific forums where high-quality research focusing on the nexus
between multiagent systems and social sciences has been reported. It has attracted
researchers interested in the application of agent-based simulation for social science
research and has enabled the application of insights from social theories to the
development and design of multiagent systems. The MABS workshop series has thus
provided a solid platform in promoting interdisciplinary and crossdisciplinary research
in the field and has attracted researchers with a wide range of backgrounds and
expertise.

Following previous editions, this year’s MABS main themes included simulation
methodologies, simulation of social and economic behavior, and application. Addi-
tionally, we solicited papers addressing empirical simulations, MABS that link real-
world data in real time, provenance and ontology-driven simulation, and the methods
of validating multiagent-based simulations. We received 29 submissions, of which 14
were selected for presentation in the 1.5 days allocated to the workshop. Eleven
revised papers are included in this volume.

A recurring theme throughout this year’s workshop was the relation of models to
data, including the challenges of model validation and verification. (Validation is
usually defined as ‘‘making the right model,’’ that is, one that meets the needs of the
customer, while verification is ‘‘making the model right,’’ that is, avoiding pro-
gramming errors.) The round table discussion that closed the first day’s session
centered on this theme, with participants actively sharing positions and experiences
ranging from an insistence on solid testing with real data to the case for abstract
models that explore theoretical constructs and are not intended to align in detail with
real data. Our keynote speaker Dr. Charles Macal’s invited presentation also focused
on validation, drawing on his extensive experience with large models of real-world
situations whose users demand clear validation.

The workshop clearly raised consciousness among the MABS community of the
importance of considering validation in the life cycle of a model, and provided
numerous examples and guidelines of how this can be done. One delegate observed
that in some cases, a paper about the validation of a model would be a worthwhile
separate publication alongside a paper that motivates a model and describes its
behavior. Coupled with the increasing popularity of the ODD protocol for detailed
specification of models to enable replication, we are moving toward a tri-partite
scheme for a fully documented model in applied domains: main paper to motivate and
describe lessons learned, ODD protocol to enable others to replicate the work, and
detailed validation study.

http://www.pcs.usb.br/~mabs
http://www.pcs.usb.br/~mabs


MABS workshops have always been held in conjunction with the world’s leading
conference on autonomous and multiagent systems AAMAS (International Joint
Conference on Autonomous Agents and Multiagent Systems). This year’s MABS was
held with the 12th AAMAS conference in the beautiful city of St. Paul, Minnesota, in
the United States. We are grateful to the 2013 AAMAS conference chair Maria Gini
and the workshop chairs Satoshi Kurihara and Wolfgang Ketter for their role in the
successful organization of this year’s MABS workshop. We are also thankful to the
AAMAS local organizers for providing us with excellent technical and infrastructural
support. We are indebted to the MABS Steering Committee and its coordinator Jaime
Sichman for giving us the opportunity to organize the 2013 MABS and for their
encouragement and positive feedback throughout this time. Last but not least, we are
thankful to the members of the Program Committee for providing constructive and
useful reviews of the submitted papers in time, which is no doubt one of the hallmarks
of the MABS workshop series.

January 2014 H. Van Dyke Parunak
Shah Jamal Alam
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Dynamically Tracking the Real World
in an Agent-Based Model

H. Van Dyke Parunak1(&), S. Hugh Brooks2, Sven Brueckner3,
and Ravi Gupta3

1 Soar Technology, Green Court Suite 600, P.O. Box 3600 Ann Arbor,
MI 48105, USA

van.parunak@soartech.com
2 P.O. Box 25275 Washington, DC 20027, USA

shb32@georgetown.edu
3 Axon Connected, LLC, 2322 Blue Stone Hills Dr. Suite 20, Harrisonburg,

VA 22801, USA
{sven.brueckner,ravi.gupta}@axonconnected.com

Abstract. Computational Social Science (CSS) models are most commonly
used to articulate theories and explore their implications. As they become more
mature, they are also valuable in monitoring real-world situations. Such
applications require models to be linked to dynamic real-world data in real
time. This paper explores this distinction in a specific application that tracks
crowd violence in an urban setting.

Keywords: Forecasting � Calibration � Apoptosis � Stigmergy

1 Introduction

On May 20, 2012, NATO held a summit in Chicago, IL. Protesters planned a dem-
onstration. They registered with the authorities for a permit, which specified a route
ending near the secure area where NATO delegates and heads of state would be
meeting. The Cook’s County Sheriff’s office invited NEK Advanced Security Group
to demonstrate the usefulness of social media in tracking unrest, and NEK invited us
to demonstrate how agent-based modeling could help monitor the demonstration in
real-time and give near-term forecasts of possible ‘‘hot spots’’ requiring additional
police attention. In response, we constructed and demonstrated a prototype of CAVE
(Crowd Analysis for Violence Estimation).

Crowd simulation is an important and fairly mature area of computational social
science (CSS). We do not offer any theoretical advances over previous research, from
which we borrow liberally. However, we do apply these techniques in a novel way. In
a research setting, CSS models serve to articulate a theory in a precise way, and
(calibrated with static input data) to test the theory against historical observations.
CAVE must continuously update itself with real-world data to provide an ongoing
estimate of the state of the world a short distance into the future. Our contribution is
demonstrating practical techniques for tracking the real world with a computational
model.

S.J. Alam and H. Van Dyke Parunak (Eds.): MABS 2013, LNAI 8235, pp. 3–16, 2014.
DOI: 10.1007/978-3-642-54783-6_1, � Springer-Verlag Berlin Heidelberg 2014



Section 2 of this paper distinguishes three applications of CSS: theory articulation,
static prediction, and real-time monitoring and forecasting. Section 3 briefly reviews
the particular CSS model that we adapt, summarizes its structure and operation
(described more fully in a separate ODD specification [11]), and explains how we
interface it with the real world. Section 4 reports the behavior of CAVE during the
NATO summit, and Sect. 5 concludes.

2 CSS for Theory, Prediction, and Monitoring

CSS models can be applied in several different ways. We distinguish three.

2.1 Theory Articulation

A CSS model provides an unambiguous expression of the interaction of various causal
influences within and among actors in a social scenario. It is a detailed embodiment of
claims about factors and interactions that in a previous era could only be outlined
verbally. A number of different formalisms for such models have been demonstrated
[3]. We focus on agent-based models, which represent individuals (or small groups of
individuals) as software agents [14]. Valuable insights concerning social phenomena
can be gleaned from interview protocols (e.g., [15, 16]), but the resulting theories are
difficult to test. A computational model is not only more precise than a verbal theory,
but it also allows testing of hypotheses by executing the model. Even without external
data, it can demonstrate testable qualitative trends and emergent behaviors that are not
obvious from a verbal statement. For example, in the study on which CAVE is based
[7], the tendency of groups to form as a function of crowd size is markedly different
with two populations of different sizes than with balanced populations, and the
emergence of violence depends on the size of the overall crowd.

2.2 Static Prediction

Qualitative agreement between simulation and observation is good, but accurate
quantitative predictions (e.g., [1]) are even better, since their results are more directly
comparable with observations from the real world, and they can support decisions that
depend on a quantitative trade-off between cost and benefit. The first benefit is seen in
an implementation that ingests live data at one point in time, then compares model
outputs with subsequent observations. The second is clear in ‘‘what-if’’ exercises, in
which the user runs the model off-line, then examines its results to guide a decision.

2.3 Real-Time Monitoring

Like static prediction models, CAVE seeks to align itself with data from the real
world. However, it runs on-line, not off-line. It continuously ingests observed data and
adjusts its configuration to give the user a continuously updated short-horizon forecast
of the system being modeled.

4 H. Van Dyke Parunak et al.



Our approach is motivated by a fundamental limitation of predicting complex non-
linear systems. The farther one seeks to project the dynamics of the system, the more
random the projection becomes, resulting in a ‘‘prediction horizon’’ beyond which
such a prediction is no better than random. We have demonstrated this horizon in
simple agent-based models [12]. The limitation is fundamental in nature, not due to
noise in the input data or shortcomings in model accuracy [17].

Abstractly, we can view the system as a vector differential equation,

d~x

dt
¼ f ~xð Þ

When f is nonlinear, long-range prediction is impossible. However, it is often
useful to anticipate the system’s behavior a short distance into the future. A common
technique is to fit a convenient low-order form for f to the system’s trajectory in the
recent past, and then extrapolate this fit into the future (Fig. 1, [8]). Iterating this
process provides the user with a limited look-ahead into the system’s future. The
process is like walking through the woods on a moonless night. The traveler cannot
see the other side of the forest, but her flashlight can show her the next few meters,
and when she has covered that distance, it can show her the next few meters beyond
that.

Realizing the program of Fig. 1 directly requires specifying the state space of the
system explicitly, writing a set of differential equations that characterize it, and fitting
an analytical function to recent observations. Agent-based modeling is attractive for
social systems just because it is difficult to define the complete state space and express
the system’s behavior in terms of analytical functions. Thus it is difficult to use this
technique to produce a fit. This paper shows how to approximate the strategy of Fig. 1
in an agent-based social simulation.

To motivate our approaches, let’s look in more detail at local approximations to
the system’s state trajectory (Fig. 2). At time t1, we fit a linear model a. At a sub-
sequent time t2 [ t1, we fit model b. These two models differ in two ways, each of
which leads to errors. We can use observational data to correct both kinds of error.

a

c

b

d
e

Fig. 1. Real-Time Monitoring of Complex Trajectories.—a: state space. b: system trajectory.
c: recent observed system state. d: model update. e: short-range forecast

Dynamically Tracking the Real World 5



1. They differ in direction, which in this case corresponds to the internal structure
and parameters of the model. The direction of the later fit b differs from that of
a by h.

2. They differ in origin. Model a, an approximation, experiences an error d with
respect to the real system.

The simplest use of observational data is simply to restart the (original) model at
the new, observed location, yielding model c. If the model parameters are not com-
pletely off the mark, the model still moves in the same general direction as the system.

In addition to reinitializing the model, we can also retune its parameters. When
analytical approaches are not applicable, we use synthetic evolution. Figure 3 illus-
trates the polyagent approach [13], representing each real-world entity by a single
persistent avatar and a swarm of ghosts. The avatar continuously inserts a stream of
simple agents in a faster-than-real-time model of the environment, a short distance in
the past, and evolves their behavioral parameters until they correspond to observed
behavior, then lets them run into the future to generate a prediction. The ghosts are
apoptotic: they die after a specified period, so the system does not become clogged
with an increasing number of agents.

We have demonstrated this approach in combat modeling [10]. While effective, it
requires detailed observations of each entity being modeled in order to tune the
ghosts’ behaviors. In CAVE, we have aggregate observations of crowd size and
composition, but not individual observations. So we do not evolve agents’ behavioral
models, and do not maintain the multiple representations of the world at different
epochs required by the polyagent model. The CAVE approach resembles vector c in
Fig. 2. Agent execution provides a short-range look-ahead into the future, while
apoptosis (systematic removal of agents after a specified time limit) limits the depth of
the look-ahead and allows us to reinitialize agents based on real-world data, shifting
the origin (though not the parameters) of the agents.

a

b

t1

t2

c

Fig. 2. Two adjustments in real-time monitoring.—Correcting system location (d) and model
fit (h) at two time instances t1 \ t2.

6 H. Van Dyke Parunak et al.



3 The CAVE Model

CAVE draws on existing models of crowd psychology, using apoptosis and real-time
data acquisition to adjust the model continuously.

3.1 Underlying CSS Theory

CAVE draws on two areas of research in crowd dynamics.
First, from the extensive literature on crowd psychology [21], we use the extended

social identity model (ESIM) [7, 15, 16]. Unlike many other models, it is extensively
supported by real-world evidence. While ESIM is not restricted to aggressiveness or
violence, it has lent itself to several previous agent-based models of these behaviors
[2, 7, 20] from which we draw inspiration. We adopt two conventions from [7].

1. Agents’ aggressive behavior is driven largely by an internal state variable ([7]’s
‘‘aggression motivation’’) that in turn is influenced by events around them. In
CAVE, this variable is called ‘‘Agitation.’’

2. Agents are not homogeneous, even within one side of a two-sided conflict, but
differ in their degree of commitment to the cause.

Second, there is increasing anecdotal evidence that agitators in public events use
network technology such as instant messaging and other social media in real-time to
coordinate their activities [19], and that the contents of such media can be analyzed to
track crowd sentiment [4].

An important feature of our work (like that of reference [7]) is that each agent is a
simple rule-based entity without an elaborate model of individual cognition.

Ghost time 

Avatar 

Insertion Horizon
Measure Ghost fitness

Prediction Horizon
Observe Ghost prediction

Ghosts 

t =
 

(N
ow

)

Fig. 3. Polyagent mechanism for dynamically learning agent behavioral parameters
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3.2 Model Structure

Figure 4 summarizes the overall information flow in CAVE. The following sections
discuss the regions of the Figure. Further details about the implementation are pro-
vided in the standard ODD format [6] in a separate document [11].

The Environment.
The environment (bottom of Fig. 4) is a square lattice with cells 40 m on a side,
representing downtown Chicago, derived from a GIS map.1 We label each cell to
indicate whether it contains a road, the approved protest route, the security zone
within which the summit activities take place, and an extra-high security exclusion
zone. The shading in Fig. 5 shows the cells corresponding to each of these categories.
Agents are only created on roads. They can move off of roads, but their interactions
are limited to roads, and in no case can they enter the Security or Exclusion zones.

Fig. 4. Overall Information Flow in CAVE. The text discusses (in order) the environment
(bottom of the figure), the human agent behavioral loop (bottom loop), the human agent lifetime
loop (top loop), and real-time information (right side)

1 https://data.cityofchicago.org/browse?tags=shapefiles

8 H. Van Dyke Parunak et al.
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Human Agents: Behavioral Loop.
CAVE has two types of agents representing humans: protesters and police. These
agents execute two loops. This section discusses the behavioral loop (at the bottom of
Fig. 4), with a frequency x of once per simulation step. The next section discusses the
lifetime loop, which implements agent apoptosis.

Protesters are of three subtypes.

• Leaders aggressively seek to disrupt society, and energize their followers via social
media. They can often be identified visually: they often wear bulky clothing to
conceal hidden weapons, and also sometimes organize ‘‘black blocks,’’ wearing
black clothing and ski masks and moving cohesively to advertise their unified
strength. Black blocks are known for engaging in violence and inciting clashes with
the police.

• Followers accept the leader’s agenda, but are not leaders.
• Pacifists are following the protesters out of curiosity more than ideology.

Police are of two types.

• Patrol officers are the usual cadre of an urban police force.
• Riot police have special training in dealing with unruly crowds, as well as spe-

cialized equipment such as riot shields and heavier padded armor.

The user initializes the total number of protesters and police, and the subtypes are
allocated according to fixed proportions that are model parameters.

At the beginning of a run, the agents are distributed randomly on the roads in the
environment that are outside the Security and Exclusion zones. Each road cell has a
probability of receiving an agent that depends on how far the cell is from the protest
route. The initialization function for protester agents concentrates them on the protest
route, that for leaders lets them wander farther than pacifists, and that for police keeps
them near the protest route but on it (so that they do not block traffic).

Roads Protest Route Security Zone Exclusion Zone

Fig. 5. Coding of the CAVE environment

Dynamically Tracking the Real World 9



Each agent’s behavior is determined by its level of Agitation, a variable that is
defined by its drivers and its consequences. The drivers of an agent’s Agitation are the
presence of fighting in its cell, and (in the case of protesters) the level of Social Media
Energy (SME) attested by tweets from the leaders. Increases in each of these lead to
an increase in agitation. In the bottom loop of Fig. 4, an agent’s input f(unction)
translates the environmental state that it senses into a level of A(gitation), which is
then translated via a r(ule) into one of three actions. The consequences of increased
Agitation are that the agent first moves toward other agents of its own type (Protester
or Police) for protection, then moves toward agents of the opposite type (in prepa-
ration for confrontation), and then engages in a fight.

Agents execute in random order, without replacement within a given simulation
step. A single step corresponds to one min of real-world time; the actual elapsed time
is much less, and depends on the speed of the processor.

Agents interact, not directly, but through a shared environment in which they are
localized. The environment is not passive, but executes some processes that support
the agent coordination. This pattern of coordination is called ‘‘stigmergy,’’ a bio-
logical term that recalls the use of chemical markers (pheromones) by social insects
[5, 9]. Agents interact only when they are on roads.

Each time an agent executes, it deposits digital pheromones on its cell in the
environment, indicating its type, its presence, its level of Agitation, and whether it is
engaged in Fight behavior. Similarly, agents sense a fight in the neighborhood by
monitoring Fight pheromone, and move toward other agents of a specified type by
climbing the gradient of the presence pheromone associated with agents of that type.

The environment supports pheromone-based interaction by evaporating all pher-
omones exponentially, thus removing obsolete information from the system. In AI
terms, it provides basic truth maintenance (maintaining the consistency of a database),
a task that is NP-complete in symbolic representations, with time complexity O(1).

Human Agents: Lifetime Loop.
Apoptotic agents are central to CAVE’s real-time updating. When an agent is created,
it is assigned a lifetime is assigned from a uniform distribution on [50, 150]. When its
lifetime is over, the agent is reinitialized to another location, based on real-time
observations of the distribution of protesters and police. The top loop of Fig. 4
summarizes this life-cycle, whose frequency x is on the order of 1/100.

Apoptotic agents address two challenges facing an agent model that seeks to be
aligned with the real world.

1. How does the model adjust its internal state to stay aligned with the real world
(Fig. 2)?

2. How do we manage the relation between the simulation’s internal clock (which
depends on processor speed) and the dynamics of the real world?

The reassignment of agents to new locations at the end of their life addresses the
first challenge, of state alignment. Each time CAVE receives an observation of a
concentration of protesters or police, it instantiates a special agent (a ‘‘location han-
dler’’) at the location of the observation. If the current population of agents at a
location is greater than the location handler desires (that is, greater than the

10 H. Van Dyke Parunak et al.



observation), it inhibits the assignment of reinitialized agents to that location, and
apoptosis eventually reduces the population to the observed level. If the current
population is too low, the location handler attracts reinitialized agents to its location.
Thus, with a half-life of 100 min (the mean of the lifetime assignment distribution),
population levels in the model adjust to match observed levels.

Apoptosis also mitigates the problem of varying execution speed. The mean agent
lifetime is 100 min. Because lifetimes are randomized in [50, 100], agents are reborn
at different times. After a few hundred steps, the average agent has been active for
about 53 steps (Fig. 6), and the strength of the estimated violence reflects a lookahead
about this distance into the future. With a modern computer, a single simulation step
takes only a few milliseconds, so the view on the display is looking roughly 53 min
into the future. Agent apoptosis keeps them from running indefinitely into the future
and formulating an unjustified long-range forecast.

Data Sources.
CAVE is continuously updated with two real-world data sources, shown on the right-
hand side of Fig. 4: an estimate of SME from Twitter feeds (modulating the behavioral
loop), and estimates of crowd density from human observers (modulating the lifetime
loop).

Leaders use social media such as Twitter to communicate with their followers.
The effectiveness of this communication mechanism depends on their Twitter handles
and relevant Twitter hashtags being known, so police can monitor their tweets. CAVE
processes this stream of tweets through a simple natural language processor that
computes the frequency of profanity and other indications of unrest. The higher the
frequency of such traffic, the higher our estimate of SME.

Observers on the ground enter local observations of crowd density to CAVE via a
web or smartphone interface. Figure 7 shows the web interface, and Fig. 8 the
smartphone interface. The smartphone’s geolocation capability provides the location
of the observation automatically, allowing police and other observers to update
location estimates easily from the ground, and its display of violence estimates pro-
vides them with immediate awareness of likely trouble locations.
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Fig. 6. Mean agent age = average lookahead
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In the May 20 demonstration, SME estimates were entered by hand, based on
manual monitoring of the Twitter feed. The smartphone interface was not deployed to
observers on the ground, so crowd estimates were entered through the web interface
based on real-time police reports and several streaming video feeds of the event
recorded by protestors and journalists among the crowd.

4 Experience with the Model

The CAVE prototype shows the feasibility of integrating real-time data with an agent-
based crowd simulation. The Cook County Sheriff’s Department commented on the
contribution of NEK’s tool suite, ‘‘The intelligence we received from NEK was
relayed to various law enforcement entities, such as the FBI, during the NATO event.
The agencies were very appreciative of the information and it helped to enhance all of
the intelligence information’’ [18].

 

Fig. 7. CAVE interface. The operator enters estimated number of people of each type observed
at a location (a), clicks on the left-hand map to show the location of the observation (b), and
observes regions of high likelihood of violence on the right-hand map (c). In the prototype, SME
is entered through this same interface (d), though the framework supports a direct feed from a
NLP analysis program.
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Though the objective of our model is to integrate and present real-world infor-
mation rather than to study crowd theory, its emergent behavior does provide inter-
esting evidence for the impact of social media. Figure 9 shows distribution of the
violence estimate for the same distribution of protesters and police, but in two dif-
ferent conditions. High SME (middle map) leads to numerous regions of elevated risk
of violence, but with low SME (right map), only one location near the exclusion zone
anticipates high violence.

The nature of our engagement with the Cook County Sheriff’s Department did not
permit detailed assessment of CAVE’s accuracy in this prototype application. Such
validation is possible in principle; the main obstacles are social and bureaucratic, not
scientific. The purpose of the model is to give law enforcement personnel advance
notice of geospatial locations where violence may break out. If the model is valid, one
expects a higher than average correlation between outbreaks of violence and predicted
violence, with outbreaks tending to occur at locations where the model predicts high
violence, and at delays of 53 min or less after the prediction. Two details of imple-
menting this program require attention: collecting the data, and quantifying the
temporal dynamics.

Social and ethical considerations make it undesirable to stimulate riots in order to
validate agent-based models. In some social settings, ‘‘war games’’ can be staged to
evaluate predictive mechanisms (the approach we took in [10]), but the expense is

Fig. 8. Smartphone interface. The smartphone reports its location automatically.
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high, and questions remain about the fidelity of the reactions of actors who know that
they are only playing a game. A more promising approach is to collect crowd
observations and social media traffic during an actual event, then explore the corre-
lation of CAVE’s violence predictions with (say) the number of actual arrests for
disorderly conduct as a function of place and time, after correcting for the number of
officers available to conduct such arrests at each location in space-time. Government
units will be reluctant to release such information for publication because of legal and
privacy issues, but might conduct such an analysis in evaluating the technology for
operational use.

The temporal dynamics are also problematic. In the current form of the model, the
rates at which agitation builds up in the presence of violence or high SME, as well as
the rate of its decay in the absence of stimulation and the threshold at which agitation
turns into violence, are purely notional. They yield qualitatively coherent results. For
the purpose of estimating areas at risk of violence anywhere within the 53 min look-
ahead of the model (as opposed to the actual time at which violence breaks out), these
results may be very useful. But the lead time of our predictions depends on the actual
values of agitation growth and decay and the violence threshold. In fact, observation
of the time delay between prediction and the distribution of actual violence with
greatest spatial correlation with the prediction may enable us to obtain more realistic
estimates of these critical parameters.

5 Conclusion

Computational Social Science models have reached a level of maturity that allows
them to be used in practical applications. Many such applications, such as crowd
monitoring, require the simulation to be continually updated on the basis of real-time

Distribution of Protesters
(red) & Police (blue) Elevated SME Normal SME

Fig. 9. Dependence of violence on SME
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information from the domain. CAVE demonstrates how a stigmergic agent-based
simulation with apoptotic agents can achieve this objective.

Our objective in this paper has been to describe mechanisms for updating a model
continuously with real-world data, not to make claims about its predictive accuracy.
We have outlined one approach to such validation for future research, but note that it
is fraught with ethical and legal challenges.
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Abstract. Online Social Networks (OSN) are self-organized systems
with emergent behavior from the individual interactions. Microblogging
services in OSN, like Twitter and Facebook, became extremely popular
and are being used to target marketing campaigns. Key known issues on
this targeting is to be able to predict human behavior like posting, for-
warding or replying a message with regard to topics and sentiments, and
to analyze the emergent behavior of such actions. To tackle this prob-
lem we present a method to model and simulate interactive behavior in
microblogging OSN taking into account the users sentiment. We make
use of a stochastic multi-agent based approach and we explore Barack
Obama’s Twitter network as an egocentric network to present the exper-
imental simulation results. We demonstrate that with this engineering
method it is possible to develop social media simulators using a bottom-
up approach (micro level) to evaluate the emergent behavior (macro
level) and our preliminary results show how to better tune the modeler
and the sampling and text classification impact on the simulation model.

Keywords: Online Social Network · Microblogging · Sentiment analy-
sis · Modeling · Simulation

1 Introduction

Online social networks (OSNs) have become very popular in the last years, not
only for users but also for researchers. Twitter, for example, is just a few years
old, but has already attracted much attention from the research community [1,2].
Through an OSN, users connect with each other, share and find content, and
disseminate information. As example we can cite networks of professionals and
contacts (e.g., LinkedIn, Facebook, MySpace) and networks for content sharing
(e.g., Flickr, YouTube).

Information diffusion consists of a process in which a new idea or action
widely spreads through communication channels. OSNs are the most used means
for this nowadays [3]. This area is widely studied by sociologists, marketers, and
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epidemiologists [4–6]. Large OSNs consist of a useful way for studying infor-
mation diffusion as topic propagation. Blogspace [7], linking patterns in blog
graphs [8], favorite photo marking in a social photo sharing service [9], and so
forth, report on large OSNs. Besides, it is important to understanding how users
behave when they connect to these sites for a number of reasons. For instance, in
viral marketing one might want to exploit models of user interaction to spread
their content or promotions quickly and widely. There are numerous models of
influence spread in social networks that try to model the process of adoption of
an idea or a product. However, it is still difficult to measure and predict how a
market campaign will spread across an OSN if one or a set of users post, forward
or reply a particular message, or if her or them don’t post at all for a period
of time about a particular topic, for instance. Agent-Based Simulation (ABS)
provides a modeling paradigm that allows to perform what-if analysis to explore
these kind of analysis.

ABS looks at agent behavior at a decentralized level, at the level of the
individual agent, in order to explain the dynamic behavior of the system at
macro-level. A multi-agent-based system is composed of many software agents
interacting with one another and with the environment over time. The concept of
an agent is more general than that of an individual, object or simulation process.
An agent is an interactive computer system that is situated in some environment
and is capable of accomplishing autonomous actions in order to meet the goals for
which it has been designed [10]. Their collective behavior can be unpredictable,
surprising, hence novel and emergent. In this way, this style of modeling is quite
consistent with the sciences of complexity [11]. In addition, feedback loops can
be achieved in ABS, since the result of agents actions stimulates other actions
and eventually re-stimulate the first actions. Thus, a prerequisite for a multi-
agent system to exhibit self-organization is feedback loops in which agents get
feedback on their actions and stimulate or inhibit each other.

ABS has been successfully applied to a large number of works published in
the literature [12]. However, to the best of our knowledge, this type of simula-
tion has not yet been applied to information diffusion in large OSNs. Most works
related to agent-based information diffusion models deal with synthetic networks
for deriving the agents’ behavior, making these works less realistic [13,14]. Nev-
ertheless, there is plenty of OSNs from which we can gather real data to conduct
this kind of investigation.

In the light of this, the main contribution of this work is to propose en engi-
neering method to simulate user behavior using a real-world OSN. The ultimate
main goal lies in modeling and simulating what users post on this OSN network,
to analyze how information spreads across the network. Several challenges are
faced: sampling the network from the real-world OSN, performing text classi-
fication (natural language processing) to predict topic and sentiment from the
posts, modeling the user behavior to predict his/her actions (pattern recogni-
tion), and large-scale simulation - for 10, 000 seeds, it can easily reach 108 users
in the network [15]. The proposed method makes use of a stochastic multi-agent
based approach where each agent represents a user in the OSN. As a case-study,
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a political campaign in the Twitter microblogging service is examined, more
specifically, Barack Obama’s Twitter network during the 2012 United States
presidential race. For doing so, we built an egocentric social network, i.e. Obama
is considered as the central user (the seed) and only his immediate neighbors
and their associated interconnections are examined, to help us model how indi-
viduals correspond with their connections within a social network. This paper is
organized as follows. In Sect. 2 we describe the proposed method. Next, in Sect. 3
we present the experimental protocol and the results for some sensitive analysis
we performed. Finally, in Sect. 4 we discuss our main remarks and point out the
future work.

2 Proposed Method

The proposed method is based on a stochastic multi-agent based approach where
each agent is modeled from the historical data of each user in the network as
a Markov Chain process and a Monte Carlo simulation. The method has six
phases and is iterative as illustrated in Fig. 1.

The first phase consists of sampling the OSN. After cleaning the data, the
second phase consists of performing topic and sentiment classification on the
posts extracted from the sampled data. Then in phase three, from the previously
classified data we create sets of samples for each user. Each set contains the user’s
posts and the posts of whom he/she follows. We build each user behavior model
(fourth phase) from these sets and the models are used as input for the stochastic
simulator (fifth phase). The models are validated by running the simulation and
applying the validation method. We performed this cycle several times until we
found the modeling strategy presented in this paper. Once the model is accurate
enough, forecast on information diffusion can be performed. Next, we describe
these phases in greater detail (except the Dataset Partitioning phase which is
quite straightforward).

Fig. 1. Engineering method workflow.
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2.1 Sampling

The sampling phase is the starting point of the method herein proposed and
consists of crawling real data from an OSN. The crawling process must extract
both network and user’s actions. There are several network sampling methods:
node sampling, link sampling, and snowball sampling [16]. In node or edge sam-
pling, a fraction of nodes or edges is selected randomly. On the other hand,
snowball sampling randomly selects one seed node and performs a breadth-first
search (hence the name, snowball sampling), until the number of selected nodes
reaches the desired sampling ratio. Only those links between selected nodes are
included in the final sample network. The snowball sampling method is more
feasible than node and edge sampling to crawl the OSN, since it is difficult to
have access to node and edge randomly and also they have a high probability to
produce a network with isolated clusters [17].

Depending on the OSN, the crawling method may vary due to constrains on
the API or OSN policies. Twitter offers an Application Programming Interface
(API) that is easy to crawl and collect data, being the OSN used in this work.
However, it is not possible to retrieve the entire data from Twitters and our
sample method needs to deal with the limits imposed by Twitter’s API version
1.0 (the newest version of the API available when the data was extracted), such
as the limited number of requests per hour that we could perform. Before we
describe in detail how we collected users, tweets and the relationship among
users, we defined some states of the nodes that are related to the information
we have already obtained through the API.

We categorized the nodes depending on the type of information we have
about them. For Identified nodes, the only information we have from these nodes
are their IDs, a unique long value that identifies each user. Some of the these
nodes where Consulted, which means that we have acquire metadata about these
nodes, for instance the number of followers, user language and so on. For some
of the consulted nodes we Visited them and acquired the IDs of some or all of
its followers. For nodes we visited we also Extracted some or all of its tweets.
The Twitter’s API limited the number of consulted nodes by up to 100 nodes
per request, the number of retrieved IDs by up to 5000 IDs per request and
the number of retrieved tweets by up to 200 tweets per request. For tweets, we
could retrieve up to 3200 of the latest tweets of a user using this process, that
is, we repeat this process 16 times at most. We would stop when the API limit
was reached, when all tweets were extracted or when the oldest extracted tweet
reached a specific date.

The goal of this work is to analyze the diffusion of information having a
unique node as its source. For analyses of this kind, we use an egocentric net-
work, that is, a network that considers a node (person) as a focal point and its
adjacency. In this context, we used Barack Obama’s egocentric network. there-
fore we Visited Barack Obama’s node and Identified all of its followers. After-
wards, we randomly Consulted 40 k of his followers (distance 1 from Obama),
from which we randomly choose 10 k to Visit among the ones with English as a
language. For each of these 10 k nodes, we Identified up to 5 k of its followers.
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Among them there are nodes with distance 2 from Obama, from which we ran-
domly Consulted up to 200 k. From these 200 k, we Visited up to 40 k randomly
selected nodes whereas their profile language was set to English. In the end of
this process, the network that we obtained contained approximately 32 million
nodes and the extraction process took place in the week starting on October
26th 2012.

After that, we started extracting the tweets. Our threshold date was Sep-
tember 22nd and we started crawling after October 26th from 2012, therefore
we tried to gather information from more than one month (sometimes the user
did not have a whole month of tweets or tweeted so much that the API limit
would not let us paginate further backwards before our threshold). We Extracted
Obama’s tweets and also the tweets from the 10 k Visited nodes with distance
1 and the 40 k Visited nodes with distance 2. In the end, we had approximately
5 million tweets and 24,526 users that posted in that period.

Previous work, known as “six degree of separation” [18], states that with 6
steps we are usually able to reach most of network’s nodes starting in any node.
On the other hand, it is reasonable to think that with distance 3 we are able to
reach most of the network if we start at a high degree node. Since Obama has
23 millions of followers and the average number of followers in Twitter is around
100, performing a naive count without considering transitivity, we would have
around 2 billion users in the second level (distance 2 from Obama), which is more
than the number of Twitter users (1 billion). Thus, using distance 3 should be
enough to analyze how information spread in this network, since it is reasonable
to assume it should be possible to reach most of Twitter‘s users with 3 steps
from Obama. Of course, if we choose other seed (user) for an egocentric network
or if we use other OSN, this statistic may change a little, but it holds true in
most cases for high degree seeds.

2.2 Topic and Sentiment Classification

We use text mining strategies to perform two important tasks of our modeling
approach: topic classification and tweet sentiment analysis. The topic classifica-
tion task consists in classifying a tweet as related to a certain topic or campaign
(about politics, marketing, etc.). In the sentiment analysis task the objective
is to classify a tweet as a positive or negative sentence. The topic classification
task is performed using a keyword based approach. First, we select a list of key-
words to represent each topic. Next, each tweet text is split into tokens using
blank spaces and punctuation marks as separators. Then, the tokenized tweet is
discarded or classified as belonging to one of the interesting topics, as follows:

– If the tweet contains keywords from more than one topic, it is discarded;
– If the tweet does not contain any keyword from any topic, it is classified as

Other topic;
– If the tweet contains at least one keyword from a topic, it is classified as

belonging to that topic.
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The sentiment classification task is performed using a machine learning app-
roach. We train a Näıve Bayes classifier using the training data created by
Go et al. [1]. This training set contains examples of positive and negative
tweets only. Therefore, the learned classifier predicts new tweets using these
two classes only.

The first step when training or using the classifier is preprocessing. In pre-
processing, we tokenize the tweet and perform the three strategies presented in
[1] to reduce the feature space: (1) substitute all user names by the word USER-
NAME; (2) substitute all urls (tokens starting with http:) by the word URL;
and (3) replace any letter occurring more than two times in a token with two
occurrences (e.g. cooooool is converted into cool). In order to train the Näıve
Bayes classifier, we use a feature set composed of token unigrams and bigrams.
The final classifier achieves 82 % accuracy when applied to Go et al.’s [1] test set.

2.3 Behaviors Predictive Modeling

The novelty of our approach consists of learning each user’s behavior in order
to explore the power of interactions. In a microblogging like Twitter there are
several actions that we can observe in the data like posting, forwarding, liking
or replying a message, for instance. For each action to be modeled, the sampling
phase must take into account that the user to be replied or that will have his/her
message forwarded must be in the sampled graph. In this paper we describe the
most straightforward model that can be learned from the data, whereas only
the posting action is modeled. Hence this modeling approach can be used as a
foundation to create more complex behavior models.

To learn this behavior we designed the modeler which receives the list of
users in the OSN as input and, for each user, a document containing his/her
posts and the posts of whom he/she follows. From this merged document, the
user’s state change transitions are modeled as a Markov Chain, where the current
state depends only on the previous state. Therefore the following assumptions
are considered in the current version of the modeler:

– Time is discrete and we consider a Δt time interval to define action time
windows;

– User actions like posting are performed on these time windows and states are
attached to it. Therefore, current state on the modeler means what the user
posted in the current time window, while previous state means that the user
posted and/or read in the previous time window.

– Messages are interpreted as two vectors: a bit vector1 which contains bits
representing if the topic and sentiment appear in the message and an integer

1 Suppose a user posted a positive message about Obama, a negative message about
Other topic in the Δt time interval and there are only these two topics and two
sentiments (positive and negative) being observed; if the first 2 positions of the
vector are for positive and negative Obama index, and the other two for Other in
that order; the vector is [1, 0, 0, 1].
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Table 1. List of observed states and transitions. Empty sets represent vectors not
observed

Θ Transitions

1 Rt−Δt, Wt−Δt √= ∅ → Wt √= ∅
2 Rt−Δt, Wt−Δt √= ∅ → Wt = ∅
3 Rt−Δt = ∅, Wt−Δt √= ∅ → Wt √= ∅
4 Rt−Δt = ∅, Wt−Δt √= ∅ → Wt = ∅
5 Rt−Δt √= ∅, Wt−Δt = ∅ → Wt √= ∅
6 Rt−Δt √= ∅, Wt−Δt = ∅ → Wt = ∅
7 Rt−Δt = ∅, Wt−Δt = ∅ → Wt √= ∅

vector containing the number of messages that appeared in the position where
the bit has value 1.

We modeled two possible actions: reading and posting. Therefore, let R be the
vector representing what the user read and W the vector representing what the
user wrote, then At−Δt = {Rt−Δt,Wt−Δt} and At = {Wt}. In this case NT = 7
and Table 1 describes the transitions and/or states that can be observed in the
data and that will be used in the simulator. Rt−Δt = ∅, Wt−Δt = ∅ or Wt = ∅
represent non-observed data.

We compute the Maximum Likelihood Estimation (MLE) with smoothing
to estimate the parameter for each θi ∈ Θ transition type. Therefore, for each
user’s sampled data u we estimate L for:

– Observed transitions θ1, θ3, θ5:

L(θ|Rt−Δt,Wt−Δt,Wt) =
count(θ,Rt−Δt,Wt−Δt,Wt) + 1
count(Rt−Δt,Wt−Δt,Wt) + |S| (1)

– Non-observed transitions θ2, θ4, θ6 and θ7:

L(θ|Rt−Δt,Wt−Δt,Wt) =
1

count(Rt−Δt,Wt−Δt,Wt) + |S| (2)

Where |S| is the number of states.
We take into account that the user may post a message related to a topic

and a sentiment, which are grouped and stored in the set Ξ. For this reason, the
aforementioned transitions are computed for each topic and sentiment ξi ∈ Ξ,
so that the actions of the users are modeled according to the type of message
that he/she is reading or writing.

In considering that the user might behave differently according to the period
of the day, we compute the probability of posting a message at a given period
φi ∈ Φ, where 1 ≤ i ≤ K. This takes into account the total of messages mi posted
by the user at φi and the messages posted over all periods (the whole day), as
in Eq. 3. In addition, we consider the following notation for each period φi. The
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corresponding starting time is denoted φ◦
i ∈ Φ◦, and its length (in hours) is

denoted |φi|.

L(posting |φi) =
mi∑

φj∈Φ

mj

(3)

The volume of messages posted by the user is saved in a vector containing
integer values, where each position corresponds to the average number of mes-
sages written for an element in the set Ξ. Equation 4 describes how to compute
the transitions volume, where N represents how many Wt vectors there are for
the same θ transition, L denotes the total of topics/sentiments, i.e. |Ξ|, and wlj

corresponds to the number of messages written for ξl ∈ Ξ and transition θ.

VWt
(θ) = [

∑
j∈N w1j

N
,

∑
j∈N w2j

N
, . . . ,

∑
j∈N wLj

N
] (4)

Volume vectors are computed for both transitions and periods. Equation 5
shows how to compute the average for periods:

V (φi) = [

∑
j∈M w◦

1j

M
,

∑
j∈M w◦

2j

M
, . . . ,

∑
j∈M w◦

Lj

M
] (5)

Where M represents how many different vectors there are for period φi, and
w◦

lj corresponds to the number of messages sent for the topic/sentiment ξl ∈ Ξ
at a period φi.

The volume vector V (φi), as we will explain further, is used by the simulator
to set different weights to VWt

(θ), according to the current period φi. For this
reason, we divide each position of V (φi) by the mean observed volume over all
periods. As a consequence, the periods where the user posted a larger volume
of messages will have greater weights than periods where he/she posted less
messages. In Eq. 6 we demonstrate how this division is done.

V ◦(φi) = [
v1i

v̄1j |φj∈Φ
,

v2i

v̄2j |φj∈Φ
, . . . ,

vLi

v̄Lj |φj∈Φ
] | vli ∈ V (φi) (6)

Where vli denotes the volume for the topic/sentiment ξl and period φi.

2.4 Simulation

The SMSim simulator herein described is a stochastic agent-based simulator
where each agent of the system encapsulates the social media network user
behavior and the environment where the agents live and interact is the followers
Graph extracted from the social media network. Since each user is an agent in
the simulator, hence the corresponding graph notation is G = (A,R) where A is
the set of agents and R is the set of followers relationships.

The SMSim is modeled as a discrete-event simulation [19] where the operation
of the system is represented as a chronological sequence of events. Each event
occurs at an instant in time (which is called a time step or just step) and marks
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a change of state in the system. The step exists only as a hook on which the
execution of events can be hung, ordering the execution of the events relative to
each other. The agents and environment are events at the simulation core.

Therefore, the basic agent actions in the simulator are To Read or To Post
and the agent states are Idle or Posting and in both states the agent reads the
received messages from whom she follows and can write or not depending on
the modeled behavior. When the agent is posting a message, at the simulator
level, it is sending the message to all its followers. The message can have positive
or negative sentiment about a topic. That’s how the messages are propagated
during simulation.

The agent behavior is determined by Markov Chain Monte Carlo simula-
tion method. In the previous subsection we described how the user behavior is
modeled as a Markov Chain into which we can call now the UserModel struc-
ture. During the SMSim initialization two important steps are performed: (i) the
graph is loaded from the edges list file, and (ii) for each user in the graph, an
agent instance is created and each UserModel file is deserialized into the agent
model.

We implemented SMSim using Java and the second step is performed by
translating the transitions saved in the UserModel by the modeler to a map where
the key represents the source state id and the value is another map containing
the probabilities to go from the source state id to the target state id, i.e., the key
of the latter map is the target state id and the value is the SimTransition which
contains the set of probability values. We defined these maps indexed by the
states id to improve performance. Since each agent will have a set of transitions
and there will be thousands of agents in the system interacting at the same time.

Every agent (user) is initialized in the Idle state. When the SMSim is started,
each agent switches its behavior to Posting or Idle back depending on the acti-
vated transitions using Monte Carlo method. The transition will only be acti-
vated if the probability value calculated as described in Eq. 7 corresponds to a
random value generated by the system, where vwt

∈ VWt
.

ρ(θi) = L(θi|Rt−1,Wt−1,Wt) ∗ L(posting|φi) (7)

In this case, once transition θi is picked, the volume of messages to be posted
for each topic and sentiment ξl in the period φi of current time step is calculated
using the weighted value of the corresponding average volume:

v(θ, φi, ξl) = vwt
(θi) ∗ v◦

li(φi) (8)

If no transition is activated, the system switches the user’s state to Idle. Algo-
rithm 1 describes these steps. We performed some experiments where instead of
switching the state to Idle we switched to the most probable state according to
the transitions Θ. However that approach did not result in a positive impact in
the overall simulation results. The same happened if we create a uniform prob-
ability distribution for transitions where both previous and current state were
not observed.
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Algorithm 1 Agent states transition algorithm
1: if State = Posting then
2: for each subject do
3: message ← new Message(subject)
4: post(message)
5: end for
6: else
7: State ← getNextState()
8: if State = Null then
9: State ← Idle

10: end if
11: end if

12: function getNextState( )
13: value ← pseudoRandomGen.getNext(0.0,1.0)
14: prevProbabilityValue ← 0.0
15: for each stateId in TransitionsMap do
16: probabilityValue ← TransitionsMap.get(stateId) * PeriodMap.get

(currPeriod)
17: if prevProbabilityValue ≤ value and value ≤ (prevProbabilityValue +

probabilityValue) then
18: return stateId
19: end if
20: prevProbabilityValue ← prevProbabilityValue + probabilityValue
21: end for
22: end function

2.5 Validation

The Root Mean Square Error (RMSE) is frequently used to validate simulation
models like weather predictions or to evaluate the differences between two time
series. The formula to calculate this error is presented in Eq. 9.

RMSE(T ) =

√∑T
t=1 (y◦

t − yt)2

T
(9)

where y◦
t represents the total of messages sent in the simulator at time t, and yt

denotes the total of messages sent at time t in the observed data.
The proposed models are validated using the Coefficient of Variation of the

Root Mean Square Error CVRMSE (Eq. 10), where the results of the simulator
are compared with those computed from the observed data. Hence RMSE is
applied to compare the curve of the total of messages sent by the users in the
simulator, up to a time T , with the curve plotted from the observed data used
to estimate the parameters of the simulator; and the CVRMSE normalizes to the
mean of the observed data. With this metrics we can compare both pattern and
volume.
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CVRMSE(T ) =
RMSE(T )

ȳ|Tt=1

(10)

3 Experimental Results

In this section we present the experiments carried out to evaluate the simulator.
The main goal is compare the total number of messages posted by the users
in the simulator with the total number of messages sent by the real users. For
this task it was considered a dataset consisting of tweets extracted from Barack
Obama’s Twitter network, posted during the 2012 United States presidential
race. As a consequence, we modeled an egocentric network, centered on Obama,
composed of 24,526 nodes. These nodes along with about 5.6 million tweets were
sampled from the real network using the method described in Sect. 2.1. This
dataset allows us to model and simulate the behavior of the users in the net-
work when reading and posting messages related to the two main candidates of
the 2012 elections: Barack Obama and Mitt Romney. For this reason, the top-
ics/sentiments in Ξ are set to (‘Obama Positive’, ‘Obama Negative’, ‘Romney
Positive’, ‘Romney Negative’, ‘Other’), where the two main topics are ‘Obama’
and ‘Romney’ and the two main sentiments are ‘Positive’ and ‘Negative’. Note
that ‘Other’ corresponds to a message whose topic is neither Obama nor Rom-
ney, and whose sentiment is not relevant in this work. All tweets were then
classified into a topic/sentiment of Ξ using the two-step procedure described in
Sect. 2.2. In this case, 17,853 tweets were classified as ‘Obama positive’ and 8,766
as ‘Obama negative’. Most of the remaining tweets were considered as ‘Other’.
More details about the sampled dataset are presented in Table 2.

Next, we describe in greater detail the topic and sentiment classification, the
scenarios and results obtained in these experiments, and the performance of the
simulator in terms of time.

3.1 Topic and Sentiment Classification

In our experiment, two topics are considered: Barack Obama and Mitt Rom-
ney. The keyword list used to the Obama’s topic includes the words: barack,
barack2012, barackobama, biden, joebiden, josephbiden, mrpresident, obama,
obama2012, potus. For Romney, we considered the keywords: mitt, romney,
mittromney, paulryan, governorromney, mitt2012, romney2012. Note that we
also considered hashtags (e.g. #obama, #romney, #gobama, #obamabiden2012,
#goromney, #romneyryan2012 ) and usernames (e.g. @BarackObama, @Mit-
tRomney, @JoeBiden and @PaulRyanVP). In addition, besides the cases con-
sidered for topic classification described in Sect. 2.2, we also considered a special

Table 2. Sampled data, topic and sentiment classification results

Tweets Active users Direct followers Edges Triangles TS classification
Other OB+ OB-

5.6M 24,526 3,594 (0.017 % of real amount) 160,738 83,751 5,564,170 17,853 8,766
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treatment for messages originated by Obama. That is, if a tweet is generated
by Obama himself, we also consider some personal pronouns (such as I, me,
my, mine) and the keyword president to classify the main topic of the tweet
as ‘Obama’. According to this rule, retweets of Obama’s messages also consider
these additional terms. In this case, though, the RT @username text fragment
is ignored for topic evaluation to avoid that a retweet of an original negative
message is classified as a negative post about the candidate.

3.2 Sensitive Analysis

There are three types of sensitive analysis that we present here for the 24, 526
simulated users. First we analyze by periods, then by sliding windows time steps,
and finally by sentiment . All of them we discuss on how the CVRMSE varies
throughout the simulation time. Recall, we are not stating that this is the only
way of analyzing the results, though it gives tangible insights on the proposed
method. For each scenario we run 10 simulation trials and computed the average.

3.2.1 Period Impact
We defined two distinct scenarios to consider:

Fixed: Modeler with 4 periods with equal durations: all periods Φ =(‘Night’,
‘Morning’, ‘Afternoon’, ‘Evening’) have the same length of hours, i.e. |φi| =
6,∀φi ∈ Φ, with the corresponding starting times defined as Φ◦ =(12:00AM,
6:00AM, 12:00PM, 6:00PM).

Short Night: Modeler with 4 periods and short night: the same 4 periods in
Φ as the other scenario but the ‘Night’ period is shorter with a duration of
4 h and starting later, the morning, afternoon and evening are shifted, and
afternoon and evening have 1hr longer duration. The corresponding starting
times are defined as Φ◦ =(4:00AM, 8:00AM, 2:00PM, 9:00PM).

For both scenarios, Δt = 15 min. The ‘Short Night’ scenario was defined
based on two observations: (i) the time observed in the data is UTC-3, Brasilia,
Brazil time, however the majority of users are in the USA. Hence the minimum
time zone difference is 3 h, and (ii) the night period in the observed data is
shorter compared to the others periods.

In Fig. 2 the curves representing the volume of messages sent at each sim-
ulation step, for both scenarios, are shown along with the volume of messages
plotted from the sampled data. In both scenarios the volume of messages results
in a curve whose shape is similar to that computed from the real data. This
shows that the proposed approach is promising towards an accurate modeling of
users’ behavior in social media networks. In Fig. 3 we show the validation with
CVRMSE as described in Sect. 2.5. It can be observed that the error rate of the
simulator in the ‘Short Night’ scenario is generally lower than in the ‘Fixed’
scenario. This indicates that the proper setting of the length and the starting
times of the periods may improve the overall modeling of the users’ behavior.
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Fig. 3. CVRMSE validation metric.

3.2.2 Sliding Window Time Step Impact
In our experiments, four different sliding window time steps (Δt) were applied
through the simulation. The time steps were 5, 15, 30 and 60 min, and the
whole simulation took place in a 9000 min time window, that corresponds to
6.25 days. By the end of each simulation, we plotted the curves corresponding to
the simulated volume of messages that we sampled corresponding to the topic
“Obama” and the simulated output. Also, we calculate the cumulative CVRMSE

of both curves and use it to analyze the quality of our simulation.
Figures 4, 5, 6 and 7 show the number of messages, simulated for ‘Short

Night’ scenarios, and sampled in each time step. We can see that there is a
higher agreement between the 5 min discretization and the sampled data than
with the other discretizations. That is also verified when we look at the CVRMSE

in Fig. 8, that clearly shows lower cumulative error as time grows.
One possible interpretation for this behavior is that short time windows bet-

ter capture the user behavior about a topic because there is less noisy data when
considering a thinner granularity of our discretization. At the same time, we can
imagine that Twitter users tend to react to stimulae from other users relatively
fast, since the approach that presented the best results was the 5 min time step.
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step for a 15min step.
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It is also interesting to note how the error grows in the beginning of the
simulation for the 5 min time step. It surpasses the errors of the other discretiza-
tions and then drops until it reaches the lowest error we observed. This indicates
that, in spite of its higher error during the first simulation steps, the 5 min con-
figuration can result in lower modeling error over longer simulation runs. The
longer time window configurations, in contrast, might be more suitable for short
simulation runs.

3.2.3 Sentiment Analysis
In Figs. 9 and 10, the CVRMSE for each topic in Ξ is shown, for ‘Short Night’
scenarios with sliding window (Δt) of 5 and 15 min time steps, respectively.

From these results we can observe that either the sampling would have to
be increased with regard to the sentiment of the posts related to Obama and
Romney topics or these sliding widows for considering the pair topic-sentiment
are not well parametrized. First because the CVRMSE should be minimized and
second because we would expect the range scale in Fig. 9 to be lower than in
Fig. 10, since it had better accuracy as showed in Figs. 4 and 5.

3.3 Performance

We run the experiments in a Red Hat x86 64 Linux with 256 GB memory size
and 16 CPU cores. For the sample used, both the modeler and simulator scaled
in a linear time. However we tested some scenarios with a complementary sample



Simulation of Microblogging-Based OSN 31

0 500 1000 1500

0
20

40
60

80
10

0
12

0

Time step

Obama positive
Obama negative
Romney positive
Romney negative

Fig. 9. CVRMSE validation for each
topic (‘Short Night’ - 5 min).

0 100 200 300 400 500 600

0
10

20
30

40

Time step

Obama positive
Obama negative
Romney positive
Romney negative

Fig. 10. CVRMSE validation for each
topic (‘Short Night’ - 15 min).

not used for the previous experiments described. If some users have more than
100 leaders the modeler was highly impacted, while the simulator had a lower
increasing in the execution time. On the other hand the simulator execution time
scales with the size of the network. Figure 11 shows the average simulation steps
durations for 10 simulations trial with 602 steps and 24 k agents.

If we use the same host environment that we used, for instance, if we scale
the network to 10k agents, the average time would shift to 10k−1 ms through a
naive induction.

4 Final Remarks

In this paper we proposed a method to simulate the behavior of users in a
social media network, using Barack Obama’s Twitter network as a case study.
The data sampled from Twitter allowed us to build individual stochastic mod-
els to represent how each user behaves when posting messages related to two
main topics, i.e. Barack Obama and Mitt Romney, and a positive or negative
sentiment. Experiments considering different scenarios demonstrated that the
proposed approach is promising for simulating the overall behavior of users in
the social network. And the main contribution of using ABS technology is the
possibility to explore what-if analysis where we tune user’s behavior.

From the proposed method point of view, the future work is fourth fold. First,
we need to enhance the modeling of the users. This might be achieved by using
machine learning and optimization techniques to define both the architecture and
the parameters of the models from data. Second, to re-evaluate the sampling of
the data and to enlarge the dataset may help to better estimate the models.
Third, by improving topic and sentiment classification the remaining phases of
the simulator will be able to rely on a more accurate estimate of user opinions.
And last but not least, the simulator does not scale with the sampling size.
Therefore we need to address simulation distribution and parallelization in order
to simulate larger samples. From the social network analysis point of view, we
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are exploring scenarios where we change the behavior of highly influential users
in order to understand their impact.
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Abstract. Our identity plays an important role in our lives - it regulates
our thoughts, feelings and behaviours. For that reason researchers have
been focusing on identity and the way it can impact an agent’s processes
and make them more believable. Because identity is dynamic, people’s
behaviours will differ according to different contexts. The presence of
others as well as several other social context’s factors have an effect
on the way someone is going to perceive oneself. Whether as part of
a group with shared interests among its members, or as unique and
distinctive individual, the perception of group membership is going to
determine if one’s behaviour is going to be influenced by one’s social
identity or personal identity. When a social identity is salient, people
tend to cooperate more with members of their group even when the
group’s goals differ from their own personal goals. Due to that impact,
we believe that a dynamic identity is especially important if the aim is
to build believable agents with the ability to adjust their decisions to the
social context they are in. In this paper, we present a Dynamic Identity
Model for Agents that provides agents with an adaptive identity and
behaviour that is adjustable to the social context.

Keywords: Context-situated agents · Dynamic identity · Identity ·
Socially intelligent agents · Social identity

1 Introduction

In virtual worlds research the importance of agent’s identity has not been passed
unnoticed. Because of its influence in thoughts, feelings and behaviours, many
studies have been focusing on identity and the way it can impact the agent’s
processes and reactions.

Two of the currents focal points in building believable agents has been the
development of the agent’s identity, through the implementation of personalities
and more recently culture’s traits. While these approaches provide some con-
sistent agent’s behaviour, personality-driven or culture-based agents’ identity
remains unchanged across different social contexts [7,17,20,26,27,35], whereas
in real life identity is not unchangeable and free of influences. Instead, a per-
son’s identity is dynamic as the expression of their individuality has a great
dependence on the social situation the individual is in [13,19,30,31,40].

S.J. Alam and H. Van Dyke Parunak (Eds.): MABS 2013, LNAI 8235, pp. 37–52, 2014.
DOI: 10.1007/978-3-642-54783-6 3, c© Springer-Verlag Berlin Heidelberg 2014
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Building autonomous agents that are able to adapt their identity and behav-
iour to social contexts, however, still presents some challenges.

One of the processes that greatly influences a person’s identity is how one
sees oneself and others regarding each other’s social groups. Seeing a person as
a distinct individual or as member of a group that shares the same interests
and norms with all its belonging members, not only have a great impact on how
someone is going to perceive oneself and others, but also on one’s behaviour
[34,40].

Those different approaches regarding oneself and others are dependent on
several factors and many of them related to the social situation the person is
in [19,30,40], but one of the most studied aspects is the presence of in-group
or out-group members. When in the presence of members of a person’s own
in-group, that person becomes aware of each other’s uniqueness and specific
personal attributes, relating to others in an interpersonal manner dependent
on their personality traits and close personal relationships with them. However,
when in the presence of an out-group, the perception as group member strength-
ens, as a person tends to focus his or her perception on the shared features with
other in-group members. That person sees itself as less distinctive from the rest
of its own group and when that occurs there is a shift of their own motives and
values from self-interest to group interests [34,40].

How a person categorizes oneself and others is going to affect what type of
identity that person is going to embrace and behave according to. When people
refer themselves as “Me” and “I” their expressed self is being defined by the
one’s personal identity. When referring themselves as “We” or others as “You
all” that is when a social identity became salient [33].

In virtual worlds several scenarios require agents to adapt their identity to
their current social context and the agents should be prepared to behave in each
of those situations. One of them being, for example, a social dilemma situation
where individual interests were in conflict to the team’s interests, since it has
been shown that on those settings people can easily make decisions biased by
their social identity [4,15].

In this note we believe that in order to build agents that perform with more
believable behaviour their own identity should be dynamic. In that direction, we
propose a Dynamic Identity Model for Agents.

The paper is organized as follows. Section 2 presents some relevant related
work. On Sect. 3 we present the Dynamic Identity Model. Section 4 describes a
possible social dilemma scenario that uses this model. Finally, we present some
conclusions on Sect. 5.

2 Related Work

Different approaches have been considered in order to create believable agents
with human-like behaviour. In order to develop unique and distinct agents there
has been a growing interest on the agent’s identity and individuality aspects.
Since a person’s expressed identity can be determined by the distinct charac-
teristics of the individual, or the shared ones with other members of a social
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category he or she belongs to, current studies have been developing those two
components alongside.

One of these two approaches used to build identities in agents is through per-
sonality. Loyall [17] developed an architecture to support rich-personality expres-
sion on agents, called Hap. Rizzo et al. [27] presented a goals and plans-based
model of personality for agents by attributing specific behaviour (personality)
to the pursuit of each goal; Prada et al. [24] addressed the problem of creating
better interactions by agents in small teamwork scenarios; and Tan and Cheng’s
[35] developed a framework which allows agents to adapt their behaviours to the
player’s personality, through a punishment-reward learning system.

To address the social side of identity, other studies tried to achieve human-
like consistent behaviour through the implementation of cultural features. On
that direction De Rosis et al. [7] proposed an embodied animated agent able to
generate culturally appropriate behaviour, while Rehm and his colleagues [26]
built a system where embodied conversational agents are capable of adjusting
their expressive non-verbal behaviour to the user’s culture. On Mascarenhas
et al.’s work [20] it was developed an existing agent architecture, enabling agents
to express different cultural behaviour through the use of rituals. Some other
authors worked directly with social identity theories, implementing this concept
on crowd behaviour [10] and opinion dynamics simulations [11,14,18,28]. But
also like the research done on cultural agents these studies lack the agent’s
personal identity, which is one important component of one’s identity dynamics.

Although some efforts have been taken in developing agent’s own identity
and individuality, these approaches have been taken separate ways and none of
the systems address both concepts of identity together and working dynamically.
When working with complex social virtual worlds we are dealing with dynamics
that are difficult to predict. Yet, many of this works are context specific, and
some even task specific without handling with the identity’s ability to adjust
to the social context, nor how these dynamics can impact the agent’s thoughts,
feelings and behaviours as a whole. As such, we are developing a new approach
where both personal and social identities play a large role on the agent’s decisions
and behaviour.

3 Dynamic Identity Model

The Dynamic Identity Model for Agents (DIMA) aims at providing agents with
a dynamic identity that is adaptive to the social situation they are in, while
at the same time is also influenced by it. Although this model follows a psy-
chological approach, it affects both individual and group level working from the
individual and cognitive level of the agent without, however, disregarding the
cultural influences on one’s identity. For that we sought inspiration on Social
Identity [33] and Self-Categorization [36,39] theories that we believe to explain
very well how those two components (individual and social) work together on
one’s identity.
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3.1 Agent’s Identity

According to this approach, instead of showing a fixed personality, the agent
features a sub-set of characteristics that represents the part of the self that is
currently salient on the agent. So in DIMA each agent, besides its name, has a
salient identity that will filter the characteristics that will determine the agent’s
decision, but also a set of social groups that it is known by the agent and kept
in its knowledge base.

• Name: a label used to identify the agent;
• Salient Identity: representation of the agent’s expressed identity that is

going to influence the agent’s decision making;
• Social Groups’ Knowledge Base: representation of the agent’s known

social groups (aggregation of agents that share the same characteristics) and
its prototypical characteristics and values (a set of characteristics that repre-
sents the typical agent of that group).

While personal identity is the part of the self-concept defined in terms of
idiosyncrasies derived from the intra-group differentiation [9,33], social iden-
tity refers to the aspects of a person’s self-concept that are derived from the
knowledge and feelings about his or her in-group [33]. Following that, in DIMA
an agent’s salient identity can have two different levels: it can be social, if an
agent’s group memberships become salient through inter-group differentiation,
or it can be personal when no social identity is salient. As such, the agent is not
only going to be able to express its individual identity, but also for each social
group it belongs, the agent will hold a social identity that can be expressed if
the situation leads it. This way, the agent’s salient identity can be:

• Social: a set of characteristics that the agent shares with the other members
of the in-group;

• Personal: a set of characteristics that distinguishes the agent from it’s in-
group.

3.2 Characteristics

In order to represent these two levels, both social and personal identities are
defined by characteristics that represent the agent’s attributes or features that
are going to be taken into consideration on the agent’s decision making. When
an agent’s salient identity is personal the agent’s decision will be determined by
its personal identity characteristics, but when the salient identity is social, then
the agent’s expressed characteristics’ values are going to shift towards the values
of the prototypical characteristics of that specific social group.

Each characteristic is defined in DIMA by a name, a type and a value:

• Name: a label used to identify the characteristic;
• Type: a category that defines how a characteristic can be perceived;
• Value: an observed and measurable attribute or feature.
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Characteristics can be one of the two types: explicit or implicit. Whereas
explicit characteristics can be easily observed and obtained by other agents (for
example: skin or clothes colour, symbols, skills and gender), implicit character-
istics are gleaned indirectly by observing the agent’s behaviour and expressions
and requires agents with inferring mechanisms. Characteristics that are implicit
can be social values, norms, interests or goals [12,29] and these four types of
manifestations can be described as follows:

• Social value: indicates the degree to which something is considered good or
bad. Values are related to norms, but tend to be more general and abstract.
They are used as an evaluative criterion to assess specific desirability or repul-
sion of a certain behaviour. They can be orientations such as “I should be a
good member to my group”;

• Norm: is a socially and culturally situated standard for behaviour, which is
also used as an evaluative criterion that specifies a rule of behaviour regarding
what can and cannot be done in a given context, producing the feeling of
obligation. Norms can be translated to rules such as “I cannot steal even if to
help my group”;

• Interest: is the direction of attention and action to a set of desired resources.
An interest can be “I would like to gain status within my group”;

• Goal: is a world state to be achieved, like “Having my team as a winner on
this game”.

All characteristics must have a numeric comparative function which returns
the distance between two vectors ranging from 0 to 100, where 0 means the
absence of that characteristic on the agent and 100 means that it highly repre-
sents the agent. Because of that, an interest cannot be for example “I want to
gather resources”, but instead should be represented as “How willing I am to
gather resources” on a scale from 0 to 100.

3.3 Social Context

Like previously stated, the social context the agent is in will have a great influ-
ence on how the agent will perceive itself and others. It will increase the likelihood
of the agent behave according to its personal identity or to its social identity,
and also determine which type of identity is going to be salient and influence
the agent’s behaviour. Several important social and cognitive factors are known
to influence the salience of an identity [2,3,30,32,38].

In DIMA, we represented these factors with a theme. When a specific theme
is introduced on the social context, either by a place (e.g. a university), by a
topic of a conversation (e.g. a discussion about politics) or by an event (e.g. a
football match), the theme will bring out the characteristics that are relevant
in that specific social context, and then this set of relevant characteristics is
going to be processed by the agent. Because our current focus is the presence of
in-group and out-group members, in the model, the social context is also going
to be defined by the set of agents present in the current social situation. This
way, the two aspects from the social context represented in DIMA are:
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• Theme: the set of relevant characteristics manifested by a place, a talk or an
event;

• Agents Present: the agents present in the social environment. They could
be introduced in the environment through their physical presence, by being
referenced in a conversation or by an event.

It is while looking at each other agents’ characteristics, which the theme
defines as relevant to the current situation, that the agent calculates and per-
ceives if it is in the presence of members with which it shares the same social
group (in-group) or not (out-group). If the agent perceives itself as in presence
of only in-group members, its identity is going to be determined by its personal
identity. But if the agent is in the presence of out-group members, its identity
can be determined by a social identity, according to a formula that we will see
next.

3.4 Identity Salience

Fundamentally, the identity the agent is going to take in account when processing
its decision-making and to generate its behaviour, is going to be determined by
the presence or not of the the out-group [6] but also by several other aspects
inherent to the social identity itself.

According to Social Identity and Self-Categorization theories [33,36,39], the
salience of a particular social identity (SI) is determined by the interaction
between how accessible in memory that social identity is to an individual (Acces-
sibility), as well as how well it fits the social context (Fit) [39,40]. Following
Oakes [22], in this model a social identity salience is the product of fit and
accessibility (see Eq. 1).

Salience(SIi) = Fit(SIi) × Accessibility(SIi) (1)

The fit between a social identity and the context where the agent is situated
is composed by two aspects: comparative fit and normative fit. Comparative fit
is defined by the principles of the Meta-Contrast theory [39], which states that:

“any collection of people will tend to be categorized into distinct groups
to the degree that intra-group differences are perceived as smaller, on
average, than inter group differences within the relevant comparative
context”, p.455, [40]

Normative fit refers to the content of that categorization and how well does it
match with the characteristics of a social group from the agent’s knowledge base.

In order to determine the fit of a social identity with DIMA, first the agent
needs to define the social groups present in the context given the actual theme.
To do that, all agents present in the social context are going to be clustered into
categorizations, according to the relevant characteristics given by the theme.
According to the clustering algorithm results, the agent might perceive as being
in the presence of zero, one or more social groups. If the number of clusters is
one or less, that means that the agent is in the presence of one social group. In
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this case, because of the absence of an out-group, the fit is zero. As such, the
social identity is not salient and the agent will use its personal identity.

If in the presence of two or more groups, the agent will be able to determine
if it is in the presence of a social group that it already knows and had experience
with. So for all social groups in the agent’s knowledge base that have those
relevant characteristics, the normative fit is computed by comparing them to all
the clusters resulted from the previous clustering process. If no match is found,
its because the agent is in the presence of ad-hoc groups (groups who the agent
does not have previous knowledge or past experiences with). In those situations
the prototypical member, or centroid (Ct), of each social group that is going to
be used later by the fit is going to be determined by the prototypical member of
the present clusters. If there is actually a match between the social groups found
by the clustering algorithm, the agent will use the centroid from the normative
social groups that it already knows.

Calculating the fit of its social identity (SIi) is going to be done according
to the Eq. 2 where the distance between the agent’s group and any other group
is going to be calculated (inter group differences) and the dispersion of its own
social group is measured (intra-group differences). Alfa (α) is a weighting value
for both distance and dispersion, and since we want to attribute more weight to
the distance than to the social group’s dispersion, we set the default to 0,8.

Fit(SIi) = α(
Distance(SGi,SGo)

Kmd(SGi,SGo)
) + 1 − α(1 − Dispersion(SGi)

Kmcw
) (2)

The distance between the agent’s group and another group present in the
social context is going to be measured by calculating the difference between the
out-group centroids (Ct(SGo)), that represent the group’s prototypical members,
and the in-group centroids (Ct(SGi)) (see Eq. 3). If the agent recognizes the
groups through the normative fit process then the group’s centroids used will
be the prototypical members’ characteristics from the social groups from the
agent’s social group’s knowledge base, if not, it will be the prototypical members’
characteristics of the clusters found trough the clustering algorithm.

Distance(SGi,SGo) =
∣∣Ct(SGo) − Ct(SGi)

∣∣ (3)

The dispersion of the agent’s social group is measured by calculating the
average of absolute differences (MD) of all its members from the prototypical
member of the social group (see 4).

Dispersion(SGi) = MD(SGi) (4)

Both distance and dispersion are normalized, using the constants Kmd and
Kmcw, where:

• Kmd: is the maximum distance two clusters can hold, and can be calculated
according to the Eq. 5, where NChar is the number of characteristics used for
clustering and MAXChar is the maximum value a characteristic can have;
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• Kmcw: is the maximum distance between the centroid member and another
member for it to be considered as member of that group. It is a parametrizable
value, that by default was set to 50.

Kmd(SGi,SGo) =
√

NChar × MAXChar (5)

Social groups with higher fit are the ones with less clustering dispersion and
higher distance from the other social groups. Social groups with fit’s values below
a certain threshold are not strong enough to be acknowledged by the agent. As
such, the agent will use its personal identity. Above that threshold, the social
groups are strong enough to turn salient their corresponding social identity on
that agent.

Accessibility of a particular social group, reflects a person’s past experience,
expectations, motives, values, goals and needs [40]. Identities have higher or
lower accessibility depending on how accessible is that specific categorization
in a person’s memory. Identities that have been used more times and displace
more emotional valence are more accessible. Accessibility is not applied to ad-
hoc social groups, and will not be considered in order to determine the agent’s
social identity.

However, in the presence of normative groups the agent’s social identity can
have an accessibility value determined by the emotional memory and the easiness
of bringing that social identity into the agent’s mind [40]. The emotional valence
of a memory is defined by the emotional impact of the actions taken by the agent
supported by that identity. So, for example, if an agent from the social group
“Blue Football Team fans”, being in the presence of other agents from the out-
group “Red Football Team fans” makes decisions using its social identity “Blue
Football Team fan” and then he is punished for those decisions, its identity
emotional valence will decrease the accessibility value. If the accessibility value
is 0 that means that identity is not going to be remembered by the agent, and
thus not used at all. This way, accessibility works as an stimulus to not use that
specific social identity in later situations, but can in other cases increase the
receptiveness of the agent to use a specific social identity in different settings.

For every time a social identity is salient its accessibility is updated according
to the Eq. 6. The sum of all agent’s identities is normalized so when one identity
accessibility increases all the others suffer a decay.

Accessibility(SI)t+1 = Accessibility(SI)t + Salience(SI)t × EmotionalV alence(SI)t

(6)
The salience of a social identity will be highest if both accessibility and fit

are high. The higher a social identity, more impact that will have on the agent’s
behaviour.

4 Example

Many times, agents are placed in situations where they should act rationally and
try to maximize their expected utility according to their individual and social
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preferences, however, the perception of membership in humans leads many times
to social bias in their decisions strategies [21]. In a social dilemma situation, for
example, individuals rationality can be at conflict with social rationality [16].

One classic example of a social dilemma is the prisoner’s dilemma [23] where
two prisoners, being caught by the authorities, have been given the opportunity
to testify against each other’s partner or remain silent. Regardless of what the
other decides, the prisoner gets a higher pay-off by betraying its partner, making
this choice the most rational one in terms of utility. Still, several studies shown
that social identity positively influence cooperation rates in these situations (e.g.
[5,15]) and our model recognizes those processes of social bias. With it is possible
to achieve four effects besides the baseline:

• Baseline: from one agent’s viewpoint is when all agents present are from the
same social group and its decisions are made based on its personal identity;

• Out-group effect: from one agent’s perspective is when some of the present
agents are from another social group than its own and its decisions are made
based on its social identity;

• Social context effect: it is when regrouping occurs due to changes in the
social context. This effect happens when the presence of another agent leads
to one agent, that was previously set in one group, to shift to another group;

• Theme effect: regrouping due to changes in the theme. Happens when
changes on the theme leads to a new identifications.

• Normative effect: happens when the social groups found in the social con-
text match the normative social groups known by the agent.

To demonstrate these processes let us imagine a scenario similar to the pris-
oner’s dilemma. There are four agents, Adam, Brian, Chloe and Dave, but only
Adam and Brian are playing the prisoner’s dilemma game.

4.1 Baseline

In a simplified, but similar way to [32], all agents had to individually answer a
question regarding their favourite colour and after that, Adam and Brian were
allocated to a room, dressing a t-shirt of their favourite colour (see Table 1).

In that room Adam and Brian can see each other, but they are not allowed
to talk according to the rules of the game. The theme of that social context
is their colour preference, and because they are both using strong blue t-shirts

Table 1. Agents and the percentage of blue in their t-shirts.

Blue Color on T-Shirt

Adam 90
Brian 100
Chloe 60
Dave 0
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(BlueAdam = 90 and BlueBrian = 100), looking through Adam’s perspective,
he knows which colour Brian prefers, and starts processing the clustering of
all present members regarding those characteristics. From Adam’s clustering
calculation analysis, the result shows that he is in the presence of only one group,
where everyone seems to like a strong blue colour. Because of that, Adam’s social
identity will not be salient and Adam is going to express his personal identity
and focus on his personal goals on achieving is own personal welfare. Because
the way the prisoner’s dilemma was designed, this will result in Adam, and also
Brian, defecting, ending up with the worst pay-out for them of the possible four.

4.2 Out-Group Effect

Another agent enters the room, Chloe, and because the social context has changed,
Adam starts processing a new clustering taking into an account all the present
members. Because Chloe’s t-shirt has a lighter blue colour (BlueChloe = 60), the
clustering will result in two different social groups and Chloe will be identified by
Adam as belonging to the social group of agents that do not like a strong blue
t-shirt.

Because now two groups were found, people who like strong blue and people
who prefers light blue, Adam is going to start processing normative fit of its own
social identity. Since these are ad-hoc groups, Adam does not have a previous
knowledge of the prototypical characteristic of that social group, meaning that
he does not have previous experience of how much preference a strong or light
blue colour fan should be having. As such it is going to use the characteristic
values of the present members to calculate it. So, following the Eqs. 7, 8, 9, 10
the fit in this situation is going to be low but present (see Eq. 11).

Centroid(SGBlue) =
90 + 100

2
= 95 (7)

Centroid(SGNotBlue) =
60

1
= 60 (8)

Distance(SGBlue,SGNotBlue) = |95 − 60| = 35 (9)

Dispersion(SGBlue) =
|90 − 95| + |100 − 95|

2
= 5 (10)

Fit(SIBlue) = (0.8 × 35
100

) + 0.2 × (1 − ( 5
50

)) = 0.28 + 0.18 = 0.46 (11)

And since the accessibility is not considered in this situation, the salience is
going to be the same as the fit value. With a threshold of 0.4 the agent’s social
identity becomes salient. Due to that, their own personal goals are going to be
replaced by his social group goal, which is achieving their social group’s welfare.
Because of that, Adam will choose to cooperate, as well as Brian, because they
now feel as part of a social group that represents them.
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4.3 Social Context Effect

Now, someone mentions that Dave, which wears a white t-shirt (BlueDave = 0)
is soon to be entering the room. Note that the agent Dave does not need to be
physically present in order for Adam to reprocess a new social identity salience.

When the social context changes, a new clustering is processed by Adam,
and because this time Dave does not present any shade of the colour blue in his
t-shirt, the clustering will result again in two different social groups, but now
Chloe will be identified by Adam as belonging to the same social group as him.
At least she seems to like blue while Dave does not, Adam might think, since
Chloe shares the same t-shirt colour while Dave does not even wear the colour
at all (see Eqs. 12, 13, 14, 15 and 16).

Centroid(SGBlue) =
90 + 100 + 60

3
= 83 (12)

Centroid(SGNotBlue) = 0 (13)

Distance(SGBlue,SGNotBlue) = |83 − 0| = 83 (14)

Dispersion(SGBlue) =
|90 − 83| + |100 − 83| + |60 − 83|

3
= 15.6 (15)

Fit(SGBlue) = (0.8 × 83

100
) + 0.2 × (1 − (

15.6

50
)) = 0.66 + 0.14 = 0.80 (16)

Presenting a high fit value, the salience of Adam’s social identity is going to
be also high. Adam will continue to choose to cooperate because Brian is still
perceived as part of its social group.

4.4 Theme Effect

After Dave’s arriving, all four agents are asked to leave the room, and the theme
is set to the outdoors. Imagining that now Adam and Dave share the same
interesting in being outdoors, while Brian and Chloe do not, the changing of the
theme will now allow for two different sets of social groups than seen previously
(see Table 2).

Table 2. Agents and their interests in outdoors.

Interest in outdoors

Adam 90
Brian 0
Chloe 10
Dave 100
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Because now Adam’s perception is that Brian belongs to an out-group, Adam
would opt to defect in the prisoner’s dilemma game in the case they were still
playing it (see Eqs. 17, 18, 19, 20 and 21).

Centroid(SGOutdoors) =
90 + 100

2
= 95 (17)

Centroid(SGNotOutdoors) =
0 + 10

2
= 5 (18)

Distance(SGOutdoors,SGNotOutdoors) = |95 − 5| = 90 (19)

Dispersion(SGOutdoors) =
|90 − 95| + |100 − 95|

2
= 5 (20)

Fit(SIOutdoors) = (0.8 × 90

100
) + 0.2 × (1 − (

5

50
)) = 0.72 + 0.18 = 0.90 (21)

4.5 Normative Effect

Considering now that the previous social group does have a normative social
group known by Adam, calculations would be different. So imagine this new
situation. Adam determines, by clustering all four members, that he is in the
presence of two groups. He then processes the normative process that shows that
he is standing before a previously known social group with similar prototypical
characteristic values, as the ones found in his social context (see Table 3).

Instead of using the prototypical characteristics of the present group to cal-
culate the distance between both groups, he will use the ones from his knowledge
base. The fit will be calculating according to the following Eqs. (22, 23 and 24)
using the Centroids from the Table 3 and not from the Table 2.

Distance(SGHikers,SGNotHikers) =
|80 − 15| + |85 − 20|

2
= 65 (22)

Dispersion(SGHikers) =
|95 − 65| + |100 − 65|

2
= 17.5 (23)

Fit(SIHikers) = (0.8 × 67.5
141

) + 0.2 × (1 − ( 17.5
50

)) = 0.38 + 0.13 = 0.51 (24)

Table 3. Prototypical members of the social group Hikers and Non Hikers from Adams
knowledge base

Hikers Non Hikers

Interest in outdoors 80 15
Interest in walking 85 20
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Assuming that the Hikers social group accessibility on Adam is 0.8, and that
the threshold is now 0.2 (because we are using two variables to determine the
salience) Adam’s social identity is going to be salient (see Eq. 25).

Salience(SIHikers) = 0.51 × 0.8 = 0.41 (25)

Because the prototypical characteristic values were not so extreme as pre-
sented by the members in Adam’s social context, the fit will not be as high as in
the previous example. But now, since this is not an ad-hoc social group, Adam
would have had previous experiences with that social group before. Although
the theme only made relevant the characteristic “Interest in Outdoors” because
Adam recognized his group as the Hikers social group, he could now assume
other characteristics values that were not first glanced by him before, such as
“Interest in Walking”, what could be important in helping Adam in his next
decisions.

5 Conclusion and Future Work

With DIMA is possible to create interesting agents with a dynamic and con-
textual identity able to generate diverse behaviour and decision making and yet
keeping the consistency found in humans. Because social identity has a positive
impact on in-group cooperation and negative effect on out-group cooperation,
it is our opinion that agents in social dilemmas scenarios could benefit from
this model.

At the time of writing we have started with the implementation of DIMA
on multi-player platform developed within the Project INVITE1 (social Identity
and partNership in VIrTual Environments) [1,8,25], but in the future we would
also like to extend DIMA to include more features.

As future work, we would like to support degrees of importance regarding
the characteristics given by the theme. Since that in some situations, in order
to process the clustering of the present members, some characteristics are more
important than others, this will introduce changes in the social group catego-
rization and bringing not only different social bias, but also more uniqueness
to each agent. This would allow scenarios where although two agents share the
same characteristics (e.g. same nationality and history background), in a situa-
tion of war, the other one could be considered an out-group, because it belongs
to a rival military group.

One other aspect that we would like to extend is the concept of identity
levels. According to Turner and his colleagues [36,39], the self can be catego-
rized at many different levels of inclusiveness [36] and self-categorization can
exist at several different levels of abstraction that can be more or less inclu-
sive than just personal and social identity, (e.g. individual, occupation, nation,
gender and finally human being). The concept of multiple identity levels allows
for the simulation of situations such as having two members belonging to two
1 http://project-invite.eu/

http://project-invite.eu/


50 J. Dimas and R. Prada

different groups (e.g. a biologist and a computer scientist) which also share a
more abstract identity (e.g. they are both scientists).

Another aspect that we think is important is to introduce multiple identity
salience and relations among themselves (positive or negative). In many social
situations it is possible to have factors that increase the salience of several identi-
ties, and some identities can have opposite forces between them. Either because
there is a conflict between a personal and a social identity [37], or between two
social identities that might occur for example when someone is a children of an
intermarriage couple. Including relations between identities allows us to simulate
situations where two or more identities work against each other.
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33. Tajfel, H.: La catégorisation sociale (social categorization). Introduction à la Psy-
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Abstract. This paper focusses on the usefulness of approximate prob-
abilistic model checking for the internal and external validation of large-
scale agent-based simulations. We describe the translation of typical val-
idation criteria into a variant of linear time logic. We further present a
prototypical version of a highly customisable approximate model checker
which we used in a range of experiments to verify properties of large scale
models whose complexity prevents them from being amenable to conven-
tional explicit or symbolic model checking.
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1 Introduction

Agent-based simulation (ABS) is rapidly emerging as a popular paradigm for the
simulation of complex systems that exhibit a significant amount of non-linear
and emergent behaviour. It is applied successfully to an ever-increasing number
of real-world problems and could in many areas show advantages over tradi-
tional numerical and analytical approaches. Due to the high level of complexity,
however, ABSs are difficult to understand, to verify and to validate. In order
to deal with the large number of behaviours that a model can exhibit, random
variance in the output and an often huge input parameter space, comprehensive
experiments need to be conducted in all stages of the development process as
well as during productive use. Insight into the dynamics is typically obtained by
analysing the output (often by executing complex database queries), by statisti-
cal analysis and inductive reasoning. Similar to other software systems, correct-
ness also plays a central role in agent-based simulation and questions of quality
assurance become increasingly important [17]. In this context, it is important to
distinguish between verification and validation. Whereas the former is targeted
towards a system’s correctness with respect to its specification, the latter ensures
a sufficient level of accuracy with respect to the intended application domain, i.e.
the real-world phenomenon in an ABS. Verification is typically associated with
correctness of the implementation whereas validation is more targeted towards
the system’s representativity. The boundary between verification and validation
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is often blurred, particularly in the context of simulation models. In this paper,
we are not concerned with the actual implementation of an ABS but rather with
its conceptual correctness. We will employ the following terminology: By vali-
dation, we refer to the general process of assessing the conceptual correctness
of an ABS. In order to distinguish between correctness checks which concern
the internal dynamics of the model only and those which include external (e.g.
historical) data, we use the terms internal and external validation, respectively.
By verification we refer to the technical process of answering a formalised ques-
tion using a rigorous approach, i.e. a formal verification technique such as model
checking. In short, we aim to use formal verification techniques for the purpose
of ABS validation.

Due to their interconnected and emergent nature, ABSs typically exhibit a
large semantic gap between their static (the code) and dynamic (the runtime
behaviour) representation. In his seminal paper, Dijkstra points out a problem
which will probably sound familiar to many of those working in agent-based mod-
elling [6]: “My second remark is that our intellectual powers are rather geared to
master static relations and that our powers to visualize processes evolving in time
are relatively poorly developed”. Although he talks about the goto statement
and its implications on code quality, the problem that we face in agent-based
modelling is similar: what makes an ABS so hard to understand and control
(and renders static analysis for its validation largely useless) is the fact that the
global behaviour cannot easily be anticipated by scrutinising the behavioural
logic of the individuals. Interaction between individual agents following simple
(and well understood) behavioural rules may lead to positive or negative feed-
back loops which may either amplify, reduce or even cancel out certain effects
entirely. It is exactly this element of surprise which makes ABSs powerful and
complicated at the same time. Even the most experienced modeller will face
situations in which the observed behaviour diverges significantly from what was
intended or expected. It is the modeller’s task to make sure that desired things
happen and undesired things do not. It is of particular importance during this
process to establish whether observed global behaviours are actually emerging
from the individual’s local rules or whether they are caused by an undesired
mechanism, an artefact [10]. This, however, is a nontrivial task which requires
deep understanding of the model’s dynamics. The best way to understand the
dynamics of an ABS is to build up a comprehensive set of validation criteria,
i.e. a description of the desired behaviours, and test the system thoroughly and
systematically against it. In order to accomplish that, we require two essential
ingredients:

1. a language to describe validation criteria in a formal and unambiguous way
2. an automated mechanism to check if an ABS satisfies its validation criteria.

This paper addresses both points. Our contributions are (i) a demonstration
of the usefulness of approximate model checking for ABS validation (Sect. 4);
(ii) a description of how common ABS validation criteria can be formalised in
a probabilistic variant of linear temporal logic (Sects. 5 and 6); and, (iii) the
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description of a prototype infrastructure for ABS validation with approximate
model checking (Sect. 7).

The paper starts with a brief overview of related work on formal ABS analy-
sis and verification and its limitations in Sect. 2 followed by some theoretical
background in Sect. 3. Our ideas have been evaluated in a range of experiments
which are described in Sect. 8. Here we demonstrate the application of approx-
imate model checking to an ABS of considerable size and show its benefits for
the analysis as well as its advantage over conventional model checking.

2 Related Work

In the following, we describe related work in the area of formal verification for
probabilistic agent-based systems and simulations. A good overview of statistical
validation techniques (which is omitted here) is given in Kleijnen’s and Sargent’s
papers [14,18].

Despite the growing importance of ABS, dedicated formal verification tech-
niques for their analysis are still largely missing. In recent years, probabilistic
model checking has gained increasing importance for general multiagent systems
(of which ABSs are a special type). An interesting approach to verify the emer-
gent behaviour of robot swarms using probabilistic model checking has been
presented by Konur et al. [15]. In order to tackle the combinatorial explosion of
the state space, the authors exploit the high level of symmetry in the model and
use counter abstraction [9]. In doing so, the authors manage to transform the
problem which is originally exponential in the number of agents into one which
is polynomial in the number of agents and exponential in the number of agent
states. This is a significant improvement, yet it still remains limited to relatively
small-scale systems.

Ballarini et al. [3] apply probabilistic model checking to a probabilistic variant
of a negotiation game. They use PRISM [16], a probabilistic model checker, to
verify PCTL (Probabilistic Computation Tree Logic) [2] properties referring to
(i) the value at which an agreement between two agents bargaining over a single
resource is reached and (ii) the delay for reaching an agreement. In this scenario,
the overall state space is small and therefore combinatorial explosion is not an
issue. According to the authors, probabilistic verification provides an interesting
alternative to analytical and simulation methods and can provide further insight
into the system’s behaviour.

Dekhtyar et al. [5] describe a method to translate a multiagent system into
a finite-state Markov chain and analyse the complexity of probabilistic model
checking of its dynamic properties. Apart from mentioning the exponential com-
plexity of both state space creation and verification, however, the authors do
not present any ways to circumvent this problem. The verification of epistemic
properties has also been addressed against the background of probabilistic agent-
based systems.

Wan et al. [20] propose PCTLK, an epistemic, probabilistic branching-time
logic which extends CTL (Computation Tree Logic) [2] with probabilistic and
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epistemic operators. In their paper, the focus of interest is rather on agent inter-
nals and thus complexity issues are not addressed.

A different formal approach to the analysis and verification of agent-based
simulations has been proposed by Izquierdo et al. [13], who describe how simula-
tions can be encoded into time-homogeneous Markov chains and analysed with
respect to their transient and steady-state behaviour. Since the main focus of
the paper is on the usefulness of Markov chain analysis for the understanding of
complex simulation models, the authors do not provide any state space reduc-
tion techniques in order to circumvent the combinatorial explosion. However,
they describe ways of analysing the limiting behaviour without having to rep-
resent the transition matrices by mere reasoning about the nature of the state
space and deriving characteristics of the corresponding Markov chain. Despite
advances, however, the verification of properties of large-scale ABSs with a focus
on macro-level behaviour remains a largely unsolved problem.

3 Background

Probabilistic Transition Systems: A Probabilistic Transition System (PTS) is a
tuple M = (S, P, I, AP,L) where S is a countable (but possibly infinite) set of
states, P : S × S ∅ [0, 1] is a transition probability function such that for each
s ∈ S :

∑
s′◦S P (s, s∈) = 1, I ≤ S is the set of initial states, AP is a set of atomic

propositions and L : S ∅ 2AP is a labelling function. A path Δ through a PTS
is a finite or infinite sequence of states (s0, s1, ..., ) such that P (si, si+1) > 0
for all i ∗ 0. By Δ[n] we refer to the n-th element of path Δ and by Δ[j..] to
the fragment of Δ starting in Δ[j]. The state space of an ABS can be modelled
as a PTS in which each state represents a global state of the simulation. Due
to the hierarchical nature of an ABS, each global state is itself comprised by n
individual agent states plus the state of the environment. Each simulation run
thus corresponds to one particular path Δ through the underlying PTS.

Linear Temporal Logic: The treatment of time in temporal logic can be roughly
subdivided into branching time (CTL, CTL*) and linear temporal logic (LTL) [2].
Branching time logics assume that there is a choice between different successor
states at each time step and thus views time as an exponentially growing tree of
‘possible worlds’. Linear time logic views time as a linear sequence of states. The
approach described in this paper is based upon the analysis of individual finite
paths representing simulation output. Since each path comprises a sequence of
states, it is natural to assume linear temporal flow. We thus focus on LTL, the
syntax of which is given below:

θ ::= true | a | θ ∀ θ | θ ∨ θ | ¬ θ | Xθ | θ U θ | θ U≤k θ (1)

The basic building blocks are atomic propositions a ∈ AP , the Boolean
connectives ∀ (‘and’), ∨ (‘or’) and ¬ (‘not’) and the temporal connectives X
(‘next’) and U (‘until’) including a bounded variant. LTL formulae are evaluated
over paths. For formula θ and state s, true always holds, a holds iff a ∈ L(s),
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θ1 ∀ θ2 holds iff θ1 holds and θ2 holds, θ1 ∨ θ2 holds iff either θ1 or θ2 holds,
¬ θ holds iff θ does not hold and Xθ holds iff θ holds in the direct successor
state of s. For formulae θ1 and θ2, θ1 U θ2 holds in state s iff θ1 holds in s
and θ2 holds at some point in the future. θ1 U≤k θ2 holds iff θ1 holds in s and
θ2 holds at some point within the next k time steps. Other logical connectives
such as ‘⇒’ or ‘⇔’ can be derived in the usual manner: θ1 ⇒ θ2 ≡ ¬ θ1 ∨ θ2

and θ1 ⇔ θ2 ≡ (θ1 ⇒ θ2) ∀ (θ2 ⇒ θ1). Additional temporal operators such
as F (‘finally’,‘eventually’), G (‘globally’,‘always’) and W (‘weak until’) can be
derived as follows: Fθ ≡ true U θ (θ holds eventually), F≤kθ ≡ true U≤k θ
(θ holds eventually within k time steps), Gθ ≡ ¬ F(¬ θ) (θ holds always) and
θ1Wθ2 ≡ (θ1 U θ2) ∨ Gθ1 (θ1 may be succeeded by θ2). It is often helpful
to use certain combinations of operators. For example, GFθ states that “θ is
satisfied infinitely often”; FGθ states that “θ will eventually hold forever”.

Approximate Model Checking: Model checking [4] is a popular verification tech-
nique which uses a formal representation M of the system under consideration
(usually a finite state model) together with a specification of the system’s desired
properties p, typically given in temporal logic. The verification of a system’s
correctness is then done by checking whether a given property p holds (formally
M |= p) by examining all possible execution paths. In the case of violation, the
model checker can provide a counterexample. In order to deal with inherently
random systems, probabilistic extensions to model checking have been developed
[16]. Despite impressive advances made in recent years, exponential growth of
the underlying finite-state model (the so-called state space explosion) remains a
central problem which makes the verification of non-trivial real-world systems
difficult or even impossible. Apart from symbolic model checking, a number of
techniques have been developed in order to tackle this problem, such as reduc-
tion, abstraction, compositional verification and approximation. In this paper, we
focus on the latter idea. Approximate (also statistical) model checking (AMC)
is based on the following principle: n paths from the state space underlying
the system under consideration M are obtained through random sampling. It
is then checked for each path Δ whether Δ satisfies a given linear-time prop-
erty θ, denoted Δ |= θ. The verification of θ on path Δ can be considered a
Bernoulli trial with either positive or negative outcome. Let A denote the num-
ber of successes in a sequence of N Bernoulli trials. The overall probability of
M satisfying θ, denoted Pr(θ), can then be approximated by A/N . Clearly,
the number of samples – i.e. paths verified – has a significant impact on the
accuracy of the result. By varying it, the confidence with which the resulting
probability reflects the actual probability can be adjusted. Several approaches
to address this problem have been proposed. We follow the work by Hérault et al.
[11] who provide a probabilistic guarantee on the accuracy of the approximate
value generated by using Chernoff-Hoeffding bounds on the tail of the underly-
ing distribution. According to this idea, ln

(
2
Δ

)
/2Θ2 samples need to be obtained

in order to achieve a result Y that deviates from the real probability X by at
most Θ with probability 1 − Ξ, i.e. Pr(|X − Y | ≤ Θ) ∗ 1 − Ξ. This results in
the Generic Approximation Algorithm (GAA) outlined in Alg. 1. It accepts four
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inputs: a path generator pathGen1, an LTL property θ, the desired path length
k, an approximation parameter Θ and a confidence parameter Ξ. The algorithm
obtains N samples where N is a function of Θ and Ξ. Property θ is then evaluated
separately for each path. Every successful evaluation increases a counter variable
A. A/N then provides an estimation of the actual probability of θ.

Algorithm 1 Generic Approximation Algorithm GAA
Input: pathGen, Δ, k, Θ, δ

N := ln
(
2
Δ

) · 1
2ε2

A := 0
for i := 1 to N do

1. Generate a random path σ of length k using pathGen
2. If Δ is true on σ then A := A + 1

end for
return A/N

4 Agent-Based Simulation and Approximate Model
Checking

In agent-based modelling, conventional statistical analysis is the predominant
approach to validation. To this end, simulation output is often written to a rela-
tional database, extracted with SQL and analysed with statistical methods. This
is convenient for exploratory analysis, i.e. for summarising the main statistical
characteristics of the output or for comparing the simulation output with his-
torical data. Formulating complex behavioural expectations including temporal
relationships, however, can become a manual and time-consuming process. Con-
sider, for example, the following statement about the desired behaviour of an
agent in a transmission simulation: “it should hold for the majority of agents
that, whenever an agent is susceptible, it must become infected within t time
steps, otherwise it must recover again”. Translating such a statement into a sta-
tistical test is nontrivial. The situation is further complicated in the presence of
randomness, i.e. if transitions only occur with a certain probability. As a con-
sequence, the nature of any validation effort is typically highly tailored to the
project and characterised by the development of custom validation scripts which
exacerbates scalability and reusability.

On the opposite side of the spectrum of quality control, formal verification –
particularly model checking – has been used successfully in safety critical areas
such as air traffic control, nuclear reactor protection or railway signalling. The
mathematical rigour of model checking as well as its exhaustive nature make it
a powerful verification tool. On the other hand, its applicability is hampered by
the high level of expertise required as well as by well-known scalability issues.

1 In Hérault’s paper, this parameter is referred to as diagram [11].
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The high complexity of ABSs on one hand and their incompatibility with com-
positional verification techniques on the other hand renders conventional model
checking unsuitable as a tool for their validation.

Approximate model checking (AMC) offers a nice balance between strict for-
mal verification and statistical analysis. We believe it is of particular usefulness
for ABS validation, for reasons given in the following. First, because of its non-
exhaustive nature, AMC is interesting for systems whose complexity prevents the
usage of conventional model checking. The parameters of the randomised algo-
rithm can be used to approximate the actual verification result to an arbitrary
degree of accuracy. Since the achievable accuracy is a function of the number of
sample paths generated and this generation process may be expensive, AMC is
particularly suitable for the verification of non-safety-critical systems for which
an approximate result is sufficient. The vast majority of ABSs is extraordinar-
ily complex but at the same time also non-safety-critical; a quick verification
process that produces reasonably accurate results is thus mostly preferable over
a highly precise, time-consuming one. Second, AMC allows for the separation of
path creation (i.e. simulation) from actual verification. This makes it possible
to verify blackbox systems from which only the output is available and whose
logic cannot (or only with considerable effort) be translated into a more for-
mal, lower-level language as required by conventional model checkers such as
PRISM [16] or Spin [12]. The separation also allows for easy integration of the
model checker into an existing simulation environment. Third, due to typically
stochastic nature, repeated execution of an ABS provides a natural sampling
of paths from the underlying probability space as required by AMC. Finally,
the use of temporal logic allows for the formulation of complex behaviours in a
succinct and descriptive way which makes it possible to formulate expectations
about all observational levels (micro, meso and macro). Due to its approximate
nature and in contrast to other model checking techniques which focus on indi-
vidual or small groups of agents, AMC is perfectly capable of dealing with huge
populations. This makes it a suitable candidate not only for the analysis of indi-
vidual or organisational but also for global, emergent behaviours of arbitrarily
large ABSs.

It is important to note that, due to its focus on finite paths, AMC is not able
to analyse the steady-state behaviour of the underlying system. Given the time-
bounded nature of most ABSs and the typical focus of validation on the temporal
behaviour along individual paths, however, this is uncritical. The time-bounded
nature of ABSs also eliminates the need for adjusting the maximum path length
dynamically according to the result of the verification of an LTL formula (which
can be hard) or, alternatively, the need for monotone LTL formulae [11]. AMC is
also interesting from an engineering perspective since, due to the independence
of individual path samples, verification can be easily parallelised.

The following section addresses the criteria formulation problem by describ-
ing PLTLa, a probabilistic variant of linear temporal logic, and its applicability
for the formulation of ABS properties.
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5 Towards a Temporal Logic for Agent-Based Simulations

In order to be verifiable by means of AMC, validation criteria need to be for-
mulated in a linear temporal logic. In its basic form, LTL comprises only atomic
propositions and temporal and Boolean operators. In order to verify statements
like “eventually the number of infected agents will exceed 100”, it is thus nec-
essary to introduce a ‘helper property’, e.g. numInfGt100, which is true in all
states in which the number of infected agents is greater than 100. The statement
can then be expressed by combining the atomic proposition with a temporal
operator: θ = F numInfGt100. Although technically correct, this is not a very
elegant solution. If we view the output of a simulation as a sequence of states,
each of which is itself composed of multiple attribute-value pairs, it would be
more convenient if we could refer to particular values in the simulation out-
put and formulate arithmetic and comparison statements within the logic itself.
Assuming the existence of a variable numInfected in the output, the property
above could then be reformulated as θ = F(numInfected > 100) which is much
closer to the statement in natural language.

The integration of numeric functions and simple arithmetic expressions into
temporal logic is not new and has, for example, been investigated in the context
of LTL with constraints (LTLc) [7]. Its usefulness for the verification of complex
quantitative and qualitative properties involving external data in the domain of
biochemical systems has been shown by Fages and Rizk [8]. We concentrate here
on a subset of PLTLc (the probabilistic extension of LTLc) which is restricted to
bound variables and thus releases the model checker from having to solve con-
straint satisfaction problems. We call this logic PLTLa (Probabilistic LTL with
arithmetic expressions) and show how it can serve as a basic but powerful formal
language for different types of typical ABS validation criteria in the following.
The syntax of PLTLa is given below:

θ ::= true | bFunc | θ ∀ θ | θ ∨ θ | ¬ θ | val � val | Xθ | θ U θ | θ U≤k θ

val ::= val ⊕ val | valval | nFunc | R

Here, � ∈ {>,<,∗,≤,=, =}, ⊕ ∈ {+,−, ∗, /}, valval is the power function,
bFunc is a placeholder for a Boolean function bFunc : S × 2Args ∅ {true, false}
which accepts a finite number of arguments drawn from an arbitrary set Args
and returns true or false, nFunc is a placeholder for a numeric function nFunc :
S × 2Args ∅ R that accepts a finite set of arguments and returns a real number,
and R is a numeric constant. Note the interpretation of atomic propositions as
Boolean functions and number variables as numeric functions, the usefulness
of which is described further below. As opposed to LTLc, we assume that all
variables are bound, i.e. their values are determined by the underlying model.
In terms of satisfaction, the LTL fragment of PLTLa is dealt with in the same
way as in basic LTL. For the remaining fragment, let Eval : S × val ∅ R be
an evaluation function which accepts any state s : S and any val as input,
evaluates val on s and returns a real number. Then val � val holds in state
s iff Eval(s, val1) � Eval(s, val2) holds. We further define Last ≡ ¬ Xtrue
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(which only holds in the final state of a trace) and FL(θ) ≡ F(θ ∨ Last). This
variant of the F operator will be important for preserving the semantics of nested
temporal operators (see Sect. 6). For the same reason, we also need to redefine
the semantics of the G operator as follows: Gθ ≡ θULast. As described above,
we aim to employ a Monte Carlo approach to estimate the likelihood of a formula
θ, denoted Pr(θ). In order to refer to the probability of any PLTLa formula θ,
we use the expression P�p(θ) which is true iff Pr(θ) � p is true. We further use
P=?(θ) to refer to the value of Pr(θ) itself.

Boolean and numeric functions play a central role in PLTLa. They allow
for the integration of custom logic which facilitates the formulation of complex,
multi-level properties. An important requirement for an ABS validation frame-
work is the formulation of properties over different levels: we may want to make
statements about single agents, about groups of agents or about the whole pop-
ulation. We may also want to make statements about values which are not even
part of the simulation output, e.g. aggregations such as ‘the average number of
healthy agents’. Instead of manually transforming the output prior to validation,
it would be more convenient to specify the mapping of output values to aggrega-
tions of interest within the validation framework itself. Functions can facilitate
this process by offering a way to hide custom logic behind simple variables. In
this way, frequently recurring computations can be integrated without unnec-
essarily cluttering the actual logical property. This is best illustrated with an
example. Imagine an ABS in which all agents have an attribute age which we
assume can take values in [1, 100]. In order to formulate individual properties,
we can now define a numeric function age : N×Att ∅ R which accepts the ID of
an agent and returns the current value of age. age(x) can then be used just like
any other numeric constant within the temporal logic. Let us now look at groups
of agents. When dealing with group-level properties, we are mostly interested
in some sort of aggregation. We may, for example, want to formulate properties
about the average number of infected agents, about the minimum age of an
infected agent or about the sum of all agents infected agents at time t. Again,
all of these aggregations can be realised as numeric functions. For example, let
count : Att × V alue ∅ R denote a function which accepts the name of an agent
attribute att : Att (e.g. age), a possible value val : [1, 100] of the attribute and
returns the number of agents for which att = val. Like the attribute access func-
tion defined above, count can then be used just like any other numeric constant
within the PLTLa formula. Boolean functions can be dealt with in the same way
except that they are required to return a Boolean instead of a numeric value.
The result of a Boolean function can thus be seen as a substitute for an atomic
proposition in conventional logic.

The next section describes the formalisation of typical validation criteria
in PLTLa.

6 Validation Properties for Agent-Based Simulations

An important part of the validation process is the formulation of a set of vali-
dation criteria, i.e. a description of the desired behaviours of the simulation. In
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conventional verification, it is common to classify different correctness questions
as reachability, safety and liveness properties (among others which we shall not
further discuss here). Since ABSs involve potentially large populations of het-
erogeneous agents, each equipped with arbitrarily complex internal behaviour,
formulating a meaningful and sufficiently exhaustive set of criteria can be hard.
It is helpful to use the aforementioned taxonomy as a means to guide and struc-
ture the formalisation process. In this section we show how the different prop-
erty types correspond to typical ABS validation criteria. We further describe
how basic questions that involve external (e.g. historical) reference data can also
be formulated using the same technical framework. We give examples for each
of these properties and show how they can be expressed in a formal way using
PLTLa.

Reachability Properties: Reachability questions ask whether, starting from an
initial state, a particular state s of interest can eventually be reached. In a
probabilistic environment, this corresponds to the question whether the proba-
bility of eventually reaching s is greater than 0. Reachability forms an impor-
tant basis for the verification of more complex properties as described below.
Consider, for example, an ABS simulating the transmission of diseases. Possi-
ble reachability questions include: “what is the probability of reaching a state
in which all agents are infected?” or “the probability of all agents becoming
infected within 10 time steps is less than p”. The temporal aspect of both prop-
erties can easily be expressed using the (bounded) F (‘finally’) operator. In
order to formalise the statements in PLTLa, we first need to find a way to
extract the number of infected agents from a system state in order for this num-
ber to be usable within a PLTLa formula. To this end, we define a function
numInfected which returns the number of infected agents. Remember that,
since functions are an integral part of PLTLa, numInfected can then be used
just like any other numeric constant. Further let numAgents denote a func-
tion returning the overall number of agents. We can now define the first prop-
erty above as P=?(F(numInfected = numAgents)) and the second property as
P<p(F≤10(numInfected = numAgents)).

Safety Properties: In addition to checking whether a desired state is reachable,
we can also check undesired states for reachability. This leads to the definition of
unconditioned safety properties which intuitively state that “something bad will
never happen”. Unconditioned safety properties are invariants since they must
hold for all reachable states in the system2. In an epidemiological ABS, we might,
for example, expect that a situation in which all agents are infected should never
occur. We can define a corresponding safety property using the G (‘always’)
operator: P>(1−φ)(G(numInfected < numAgents)). An interesting application
for safety properties is to check for correct state transitions. Imagine again
an epidemiological ABS in which agents have an attribute health : {0, 1, 2}3

2 Note that, in the presence of finite traces, the duality between invariants and negated
reachability properties does not hold.

3 We assume the following mapping: 0 → Susceptible, 1 → Infected, 2 → Recovered.
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and are only allowed to transition between those states in the following order:
S ∅ I ∅ R. Assuming numerical function health(x) which returns the value of
attribute health for agent x, we can now formulate the following safety prop-
erty: ‘if agent x is in state 0 (Susceptible) then it will never transition directly
into state 2 (Infected)’. In PLTLa, this property can be expressed as follows:
P>(1−φ)(G(¬ (health(x) = 0 ∀ X(health(x) = 2)))4.

Conditioned Safety Properties impose restrictions on finite paths and thus cannot
be considered invariants [2]. Using an example from a different domain, we could
assert that “the number of sales should never exceed a given threshold unless a
marketing campaign has been started”. This property can be expressed using the
W operator. We first need to define a Boolean function campaignStarted which
is true in those states during which the campaign is running. We also need a
numeric function numSales which calculates and returns the overall number of
sales in a particular state of the simulation. The corresponding PLTLa property
is P≥(1−φ)((numSales ≤ t) W campaignStarted).

Liveness Properties: Safety properties are always satisfied if the underlying sys-
tem does nothing at all, which is clearly not a desirable situation. It is thus impor-
tant to complement them with liveness properties which state that “something
good will eventually happen”. An important subclass are repeated reachability or
progress properties which state that something will always eventually happen – a
pattern which is often used in validation criteria. In our example, we could, e.g.,
require that “it is always possible to return to a state in which at most 10% of
the agents are infected”. This corresponds with the expectation that, whatever
happens, the population is always able to recover. In order to formulate this prop-
erty in PLTLa, we can reuse the functions numInfected and numAgents defined
above. Progress properties typically use the nested GF operator. However, the
fact that we are dealing with finite traces has some implications on the semantics
of nested temporal operators which, for space limitations, shall not be further
described here. In order to ensure that the formal property correctly reflects our
requirement, we thus need to use operator FL instead of F. This results in the
following formula: P≤p(GFL(numInfected = (0.1 ∗ numAgents))). Progress
properties are particularly useful on the individual level. Imagine an ABS in
which an agent is expected to perform regular actions, e.g. product purchases.
Given a Boolean function purchase(x) which returns true whenever agent x
made a purchase in a given tick, we can formalise the progress expectation as
follows: P≥p(GFL(purchase(x))).

Comparing with a Reference Model: Many important and interesting internal
validation questions can be formulated as reachability, liveness or safety proper-
ties. An important part of the validation of a simulation, however, is to assess
external validity, i.e. how well the simulation output correlates with a given ref-
erence model, e.g. historical data. The reference model is often given in the form
of time series data, i.e. sequences of time-stamped data points. The validation
4 Alternatively, the property can also be expressed as follows: P=0(F(health(x) =

0 ∧ X(health(x) = 2)))
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question then becomes to determine the correspondence between the reference
model and the simulation output which is typically done using statistical analysis
[14].

Fortunately, the same technical framework can be used to formulate proper-
ties that involve external data which fully integrates them into the model check-
ing process. In order to exemplify that, let us consider two common metrics for
time series comparison: cumulative (CSE) and mean squared error (MSE). Let
Δ denote the simulation output and Δ̂ the reference model. We assume that both
are of equal length. The CSE of state i describes the sum of all squared errors
up to state i: CSE(Δ, Δ̂, i) =

∑n
i=1(Δ[i] − ˆΔ[i])2. The MSE of state i is then

calculated as follows: MSE(Δ, Δ̂, i) = 1/i · CSE(Δ, Δ̂, i). A typical validation
property could be: “The probability of the MSE w.r.t. the number of infected
agents of any initial path fragment exceeding threshold t is less than or equal
to p”. Since the MSE can be easily calculated from the CSE, all we need is a
numeric function CSE which, given state Δ[i] as input, calculates and returns
the CSE up to this state. We also need a function tick which returns the current
time step. There are now several ways to formalise the property, one of which
is P≤p

(F(((1/tick) ∗ CSE) > t)). Alternatively, we could wrap the entire calcu-
lation into a numeric function MSE which would then result in the following
simplified version of the property: P≤p

(F(MSE > t)).

7 (MC)2MABS: Monte Carlo Model Checker for ABS

In order to evaluate our ideas, we developed (MC)2MABS, an initial prototype
of a Python-based Monte Carlo Model Checker for Multiagent-Based Simula-
tions. It has full support for PLTLa and comprises the following components:
(i) a PLTLa parser; (ii) an interface to a path generator; (iii) a labelling mech-
anism; and, (iv) a model checker. The PLTLa parser was implemented using
the pyparsing library5. Properties can be formulated as conventional strings.
Any property θ is parsed and translated into a tree structure which contains
numerical values as well as Boolean and numeric functions as leaf nodes and θ
as its root node. The interface to the path generator decouples the simulation

Algorithm 2 Outline of the function SAT
Input: Path σ, PLTLa formula Δ
1: if Δ is bFunc return {σ[i]|Δ |= call(Δ)}
2: if Δ is ¬ Δ1 return {σ[i]|σ[i] /∈ SAT(σ, Δ1)}
3: if Δ is (Δ1 ∧ Δ2) return {σ[i]|σ[i] ∈ SAT(σ, Δ1) ∧ σ[i] ∈ SAT(σ, Δ2)
4: if Δ is (Δ1 ∨ Δ2) return {σ[i]|σ[i] ∈ SAT(σ, Δ1) ∨ σ[i] ∈ SAT(σ, Δ2)
5: if Δ is (Δ1 � Δ2) return {σ[i]|σ[i] |= Eval(σ[i], Δ1) � Eval(σ[i], Δ2)}
6: if Δ is XΔ1 return {σ[i]|σ[i + 1] ∈ SAT(σ, Δ1)}
7: if Δ is (Δ1 U Δ2) return {σ[i]|σ[i] ∈ SAT(σ, Δ2) ∨ (σ[i] ∈ SAT(σ, Δ1) ∧ σ[i] ∈

SAT(σ,X(Δ1 U Δ2))}
5 http://pyparsing.wikispaces.com

http://pyparsing.wikispaces.com
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from the verification process and allows to plug in different path generators. This
facilitates the integration of (MC)2MABS into existing simulation environments. It
is also possible to use (MC)2MABS retrospectively, for example to analyse a set of
paths that have been generated elsewhere. This is particularly useful if the cre-
ation of paths is expensive (e.g. due to time-consuming simulation) and cannot
be done repeatedly and on demand.

Model checking of a single output path in (MC)2MABS is based on a recursive
labelling function SAT similar to those used in explicit state model checking [4].
A (simplified) outline of the algorithm is shown in Algorithm 2. Given path Δ
and PLTLa property θ, it performs a depth-first search through the parse tree
of θ and, for each subformula θs of θ, returns all states that satisfy θs. Path
Δ can thus be said to satisfy property θ iff its initial state satisfies θ, i.e. iff
Δ[i] ∈ SAT(Δ, θ). Function names referenced in PLTLa formulae are expected to
exist as callable functions (as indicated by line 1). Arithmetic expressions are
evaluated using a special function Eval which was briefly mentioned in Sect. 5
and shall not be further explained here. The probability of θ being true in the
entire state space is then approximated with the GAA algorithm proposed by
Hérault et al. [11] and further described in Sect. 3.

Similar approximate model checkers have been implemented before, e.g.
APMC / PRISM [11,16], and MC2(PLTLc) [7]. MC2(PLTLc) is closest to
(MC)2MABS. Our decision to build yet another tool was motivated by the follow-
ing facts: First, both PRISM and APMC require the specification of the model
in the Reactive Modules (RM) language. Despite the power of the language,
the translation of an ABS written in a higher-level language like Java or even
a domain-specific language like NetLogo [21] can be challenging, especially for
modellers with a nontechnical background. RM was not designed as a general
purpose language and data structures and helper functions typically found in
other languages are thus largely missing. MC2(PLTLc) is more flexible in this
respect and allows loading external simulation output. However, output parsing
is hardcoded and can thus not be adapted. Second, RM puts a strong emphasis
on states and transitions as opposed to the modelling of more complex behaviour
which is the focus of higher level languages. Nontrivial conceptual preprocessing
of the model prior to the actual implementation, i.e. translation into a state
transition model, is thus necessary. Third, all three tools are closed systems,
i.e. none of them allows for the integration of custom logic which complicates
or renders impossible the formulation of more complex properties such as the
MSE. Fourth, as opposed to communication protocols, distributed randomised
algorithms or game-theoretic problems (typical application domains of PRISM),
ABSs are characterised by a large number of individual constituents (hundreds
or thousands). In this context, properties like “at least x % are in state y”
become crucial. PRISM’s labelling mechanism is restricted to expressions for-
mulated over individual components. Because of that, the size of the textual
description of such aggregate propositions grows exponentially with the number
of agents and the formulation becomes cumbersome and error-prone. Finally, in
PRISM each component (agent) progresses individually and simulation of the
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population update as an atomic step is thus not possible. As a consequence,
properties need to be formulated in a less intuitive way and the path length
to be analysed for bounded properties increases linearly with the size of the
population. (MC)2MABS is intended to be as customisable as possible by allowing
to ‘plug in’ external logic formulated in a high-level programming language in
order to satisfy ABS-specific requirements. Encapsulating complex custom logic
into simple Boolean propositions and numeric variables helps to decouple the
interpretation of system states from the actual verification logic which increases
modularity and reusability of both functions as building blocks and properties
as templates in different validation scenarios. As mentioned above, the develop-
ment of (MC)2MABS is still at a very early stage. Nevertheless, first experiments
have shown promising results. As we shall describe below, we were able to verify
properties for ABSs of considerable size efficiently.

8 Experiments

In order to assess the applicability of AMC to ABS validation, we designed two
experiments. They were conducted on an Amazon EC2 [1] 64-bit instance with
one virtual core comprising two EC2 computing units6, 3.75 GB of memory and
Ubuntu 12.10 Server as operating system.

The first experiment involved the comparison between AMC and conven-
tional symbolic model checking. To this end, we wrote a simple (entirely unrealis-
tic) epidemiological model in Python (see Algorithm 3). All agents are connected
to each other and each agent can be in one of three states: Susceptible, Infected
and Recovered. Transitions between states are probabilistic and partly depen-
dent upon the number of infected neighbours. We also translated this model into
PRISM’s RM language. Due to the characteristics of RM discussed in Sect. 4 and
the resulting complications in translation, we restricted our comparison to the

Algorithm 3 Outline of the agent update function
p := number of infected neighbours
n := total number of neighbours
if state = Susceptible then

move to state Infected with probability p/n
remain in state Susceptible with probability 1 − (p/n)

else {state = Infected}
move to state Recovered with probability 0.3
remain in state Infected with probability 0.7

else {state = Recovered}
move to state Susceptible with probability 0.5
remain in state Recovered with probability 0.5

end if

6 At the time of writing, each computing unit is equivalent to a 1.0–1.2 GHz 2007
Opteron or 2007 Xeon processor.
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Table 1. Runtime comparison between (MC)2MABS and PRISM’s symbolic model
checker (left) and time spent for the verification of NetLogo’s Virus on a Network
model (right). All times are given in seconds.

verification of a simple reachability property (FallInfected) which states that
eventually all agents will be in state Infected. We executed the Python model
1,000 times and checked the property on each path which results in Ξ = 0.01
confidence at an approximation of Θ ≈ 0.05. The population size was varied
from 10 to 100. The results (see Table 1 left) indicate that (MC)2MABS outper-
forms PRISM’s symbolic model checker for which the exponential growth of
the underlying state space soon became a limiting bottleneck. All checks were
performed 100 times. The coefficient of variation lies between 0.8 % and 3 %,
suggesting little variance in runtime.

For the second experiment, we focussed on a more realistic and significantly
larger example and used (MC)2MABS to verify properties of Virus on a Network
[19], an epidemiological model from the NetLogo [21] model library. Using the
BehaviourSpace feature which allows simulations to be run repeatedly, we cre-
ated 1,000 sample paths. The size of the population was varied from 100 to 1,000.
In each experiment, we obtained the approximate probability of the simple reach-
ability property from above (referred to as P1) and the following properties:

P2: (F(numInfected = (numAgents ∗ 0.3))): “Eventually 30% of the agents will be
infected”

P3: (FG(numInfected ≤ (numAgents ∗ 0.01))): “The population will always recover7”
P4: (G(sqError ≤ x)): “The SE btwn. the simulation and a ref. model is always < x ”
P5: (meanSqError ≤ x): “The MSE btwn. the simulation and a reference model is

less than x”

The results (see Table 1 right) indicate that properties of even large-scale
models can be verified efficiently. Similar to the first experiment, each check was
performed 100 times. The coefficient of variation lies between 0.6 % and 2.2 %,
indicating little variance in runtime. The influence of the population size on
the verification time is negligible which suggests good scalability. On the other
hand, the path length has a significant impact. This is both due to the labelling
process and to additional computation necessary, e.g. for P5. It needs to be taken
into account, however, that (MC)2MABS is currently entirely unoptimised. We are
confident that the numbers can be improved significantly by using more efficient

7 By ‘recovering’ we mean returning to a state in which at most 1% are infected.
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data structures, by avoiding unnecessary looping in the labelling process8 or by
examining paths in parallel.

9 Conclusions and Future Work

In this paper we discussed the usage of approximate probabilistic temporal logic
model checking for large-scale ABS validation. We described how PLTLa, an
extension of LTL that allows for the formulation of arithmetic expressions and
the integration of external logic by means of numeric and Boolean functions,
can be used to encode common internal and external multi-level validation cri-
teria in a formal and rigorous way. By interpreting atomic propositions and
numeric values as function calls, even complex properties that involve aggre-
gation over individual agents can be formulated in a succinct way and verified
automatically. We further presented our initial version of (MC)2MABS, an approxi-
mate probabilistic Monte Carlo model checker tailored to the verification of ABS
validation criteria. Since (MC)2MABS concentrates on the simulation output and
treats the simulation itself as a blackbox, it can be integrated into existing sim-
ulation environments without much effort. Given the interdisciplinary nature
of ABS which involves people from various domains often with non-technical
backgrounds, the encapsulation of the technical verification process represents
a critical advantage for its practical adoption. Preliminary experiments showed
promising results. Because of its customisability with respect to both expressive-
ness and accuracy, (MC)2MABS can be tailored to the characteristics of different
types of ABSs and used for the verification of arbitrarily large systems.

There are a number of open problems that we are currently working on.
Due to its focus on finite path fragments, the complexity in AMC is shifted from
model construction and verification to the creation of a sufficiently large number
of path samples in order to guarantee a sufficient level of accuracy. Against the
background of large-scale real world systems, this aspect may represent a critical
bottleneck. Depending on the complexity of the original simulation, a single
run may take a long time, which renders the generation of thousands of traces
impossible. A common idea followed by most existing verification tools is to offer
a high-level description language in which the system logic can be formulated.
The high-level description can then be translated automatically into a highly
performant ‘path generator’ which is able to sample a large number of paths
efficiently. Similar to simulation itself, this process is also easily parallelisable and
can thus be engineered efficiently. We are currently working on a more expressive
temporal logic in which ABS-specific features like aggregation, selection and
quantification over groups of agents can be expressed more naturally within
the logic itself. Finally, we are investigating the possibility of adding ‘on-the-fly’
verification capabilities to (MC)2MABS which would allow it to run as a monitoring
process in parallel to the simulation. In this way, violations of validation criteria
could be detected immediately when they happen and cause the simulation to
8 For example, a path could be labelled with multiple atomic propositions in a single

iteration.
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stop. Given the often significant running time, this has the potential to reduce
the time needed for verification significantly.

References

1. Amazon Elastic Compute Cloud (EC2). http://aws.amazon.com/ec2/
2. Baier, C., Katoen, J.-P.: Principles of Model Checking. The MIT Press, Cambridge

(2008)
3. Ballarini, P., Fisher, M., Wooldridge, M.: Uncertain agent verification through

probabilistic model-checking. In: Barley, M., Mouratidis, H., Unruh, A., Spears,
D., Scerri, P., Massacci, F. (eds.) SASEMAS 2004-2006. LNCS, vol. 4324, pp. 162–
174. Springer, Heidelberg (2009)

4. Clarke, E., Grumberg, O., Peled, D.A.: Model Checking. MIT Press, Cambridge
(1999)

5. Dekhtyar, M.I., Dikovsky, A.J., Valiev, M.K.: Temporal verification of probabilistic
multi-agent systems. In: Avron, A., Dershowitz, N., Rabinovich, A. (eds.) Pillars
of Computer Science. LNCS, vol. 4800, pp. 256–265. Springer, Heidelberg (2008)

6. Dijkstra, E.W.: Go to statement considered harmful. Commun. ACM 11(3), 147–
148 (1968)

7. Donaldson, R., Gilbert, N.: A monte carlo model checker for probabilistic LTL with
numerical constraints. Technical report 282, Department of Computing Science,
University of Glasgow (2008)

8. Fages, F., Rizk, A.: On the analysis of numerical data time series in temporal logic.
In: Calder, M., Gilmore, S. (eds.) CMSB 2007. LNCS (LNBI), vol. 4695, pp. 48–63.
Springer, Heidelberg (2007)

9. Fecher, H., Leucker, M., Wolf, V.: Don’t know in probabilistic systems. In: Valmari,
A. (ed.) SPIN 2006. LNCS, vol. 3925, pp. 71–88. Springer, Heidelberg (2006)

10. Galán, J.M., Izquierdo, L.R., Izquierdo, S.S., Santos, J.I., del Olmo, R., López-
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Abstract. Checking the network generated by a simulation against network
data from the system being simulated holds out the promise of a fairly-strong
validation. However, this poses some challenges. The nature of this task and its
attended challenges are here discussed, and the outlines of a method for doing
this sketched. This is illustrated using a synthetic and target network, applying
increasingly detailed methods to elucidate the structure of these networks and
hence make a tougher and more revealing comparison. We end with a
discussion of the prospects and further challenges.

Keywords: Validation � Network analysis � Agent-based simulation

1 Introduction

This paper1 proposes a scheme to validate simulated social networks. A vast majority
of agent-based models of social phenomena simulate interactions among agents,
usually, in a simulated social (and/or spatial) environment resulting in simulated
(social) networks. Whether such interactions among the agents are instantaneous, long
lasting or for some time, the process through which agents interact, and the duration of
stay of agents in the system determine both the dynamics and stability of the simulated
networks. Often data on real social networks is lacking, making the validation of the
evolved simulated social networks hard. Even if the real social network data were
available, the challenge for agent-based modellers is to select a suite of network
analysis methods to compare the simulated networks that are generated under a variety
of the model configurations against the available real data, which is often just a
snapshot in time.

Extending our arguments put forward in Abbas et al. [1] and Alam et al. [3], we
discuss in this paper, a series of steps taken to validate simulated friendship networks

1 A companion paper by the authors has been published as part of the proceedings of the 2013
European Social Simulation Association Conference (ESSA 2013); see Abbas et al. [1].

S.J. Alam and H. Van Dyke Parunak (Eds.): MABS 2013, LNAI 8235, pp. 71–82, 2014.
DOI: 10.1007/978-3-642-54783-6_5, � Springer-Verlag Berlin Heidelberg 2014



against a real online social network data and reflect upon the lessons learned in
carrying forward this exercise. Section 2 outlines some of the key challenges in
validating simulated networks. It distinguishes some of the principal difficulties and
complications involved in this task. Section 3 moves towards a method for comparing
synthetic and target networks. Section 4 goes through an example comparison of a
target and synthetic network to illustrate the process, and Sect. 5 concludes with a
discussion.

2 Key Challenges in Validating Simulated Network

Consider a (agent-based) simulation generating a social network. Let us assume that
we are only interested in the ‘final’ network(s) (i.e., we do not consider transient
changes in a network that may have had occurred during a simulation run). The
objective then is to compare this ‘final’ synthetic network with an empirical network
that is obtained from a target social system as illustrated in Fig. 1 (right end). Most
agent-based models will generate a class of synthetic networks, i.e., a different net-
work each time a simulation is run, even with the same parameter settings due to
stochastic elements in the model (for example, in the choices of nodes in the rules that
build the network). Similarly, there are many judgments that are made each time one
collects data about observed relationships between social actors, for example,
respondents might give different answers at different times when asked about ties. For
instance, Roth et al. [10] have shown that the selection of respondents and resource
constraints in ethnographic fieldworks, even those that are well-known, can lead to
strong structural biases in empirical kinship networks. Even when using detailed
digital source data such as email or phone logs, one has to decide how many

Fig. 1. An illustration of the problem of comparing and validating a class of simulated
networks (left) to the available social networks of a target social system (right).
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communication events over what period constitutes a link [11], with each possible
decision likely to result in a different network. The fundamental task is not to compare
a single synthetic network to a single target network but whether the simulation
process is producing networks that are (in some sense) representative of the observed
social processes, regardless of measurement variation of those processes. Thus, either
implicitly or explicitly, one is comparing two classes of networks: the set that would
be generated by the simulation if one ran it many times and the set of networks that
one would obtain if one extracted social networks in different ways. The central task is
thus to answer the question ‘‘are the two classes of networks ‘equivalent’ and to what
extent?’’ We are faced with three key challenges (although not exhaustive) that are
discussed below.

Challenge 1: implicitly or explicitly, we are not comparing every aspect of networks
but only those that are not ‘‘accidental’’ (either in the synthetic or target networks).

Challenge 2: although, implicitly or explicitly, we are actually always comparing sets
of networks, we usually only have a (small) sample of each (often only one).

As discussed in Abbas et al. [1], the problem of comparing networks is that the
universe of the number of possible networks is huge. For example, there are

2nðn� 1Þ=2 ways of connecting n nodes with undirected arcs2 and thus the complexity
of the problem grows more than exponentially with the size of a given network. A full
comparison therefore remains infeasible for large networks. Figure 1 illustrates this
problem: starting with a set of 25 nodes representing individuals, there are many ways
through which some of the individuals may be linked as shown in the two candidate
set of links that are generated by a simulation (Fig. 1; left). Such links reflect different
patterns of relationship that may be possible for the same group of individuals. Thus,
to illustrate the size of the problem there are more patterns of links between 25 such
people than the number of atoms in the universe3.

Permutations of a network that are structurally equivalent do reduce the size of the
problem but it does not solve the problem per se that is raised here and in Abbas et al.
[1]. This is because, first this problem scales anyway for large network sizes, and
second, simplifications such as the concept of ‘universality class’ may only be useful
when considering abstract individuals as nodes and thus ignoring named individuals
and heterogeneity in behaviour in the population.

Challenge 3: the enormous number of possible networks makes it hard to distinguish
between them and this probably calls for a combination of tests rather than a few
simple measures.

Given that it is neither feasible nor relevant to identify exactly the same network
or a set of networks, we are compelled to consider some abstraction from these, i.e.,
some set of characteristics that will stand in for the complete set. Thus, essentially, we
are interested in what properties of the synthetic networks one would expect to

2 Excluding links from a node to itself and multiple links between pairs of nodes.
3 Since 225�24�2 [ 1080 (which is an estimate of the number of atoms in the universe http://en.

wikipedia.org/wiki/Observable_universe).
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observe given how the generating model has been constructed and which properties
are ‘significant’ in terms of the intended processes incorporated in the model? Hence,
the choice of network measures should be dependent upon the context, as illustrated in
Fig. 2, of the real social network that is used to validate simulated networks. For
example, Papadopoulos et al. [6] showed how the log-log plots of degree distribution
versus of synthetic networks for two generative mechanisms, ‘population x similarity’
and the ‘preferential attachment model’ appeared identical when plotted against
‘attraction probability’ (the probability that an ‘existing node of degree k attracts a
new link’). However, when the ‘connection probability’ (the probability of ‘connec-
tion between a pair of nodes’) was plotted against the hyperbolic distance for the two
generative mechanisms, the authors [6] found significant differences between the two.
This illustrates that while a full-fledged comparison may be out of question, reliance
on one or a few network analysis measures could be too restrictive and is likely to lead
to incorrect inferences drawn from the model outputs: a middle-ground must be found.

Undoubtedly, the space of possible networks is vast but many networks will look
similar because our brains cannot deal with them but automatically simplify them as
part of perception. When restricted to only a sample of synthetic and target networks,
it is hard to tell if the two classes match in respects that are important within the
context of the research study. However, in principle, if synthetic and target networks
do match (in some way) then this is potentially a step towards strong validation.

3 Towards a Method for Comparing Networks

As social network data become more and more prevalent, finding reliable and feasible
tests for validity of simulated/synthetic networks becomes even more important in
order to have confidence in the inferences drawn from the generating agent-based
models [1, 4]. In this section, we propose an outline of an approach towards validating
such networks as follows.

Fig. 2. Illustrating how the same cohort of individuals (nodes), having the same network
density, may be linked in a different networks, and so have different characteristics.
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1. Explicitly describe the significant characteristics of the target networks that
should be matched, even if these are only hypotheses and/or cannot be precisely
described (by implication, scope out what characteristics of the target networks
are not intended to be matched). For example, Geller et al. [12] took into account
incest prohibition rules and a strong preference for endogamy when modelling
kinship ties in the Swat valley, Pakistan. Elsewhere, Alam and Meyer [13]
modelled dynamical social networks resulting from overlapping and multiple ties
such as belonging to same-church, burial societies and same savings clubs in a
Sub-Saharan village.

2. Decide which of (1) are intended to be somehow reproduced in the synthetic
networks (and by implication, which aspects of the synthetic networks are
essentially accidental for this purpose). For example, Geller and Moss [14]
compared the simulated network of Afghan power nexus with an empirical net-
work. They considered clustered caveman simulated networks [16] as one of the
key network characteristics that were intended to be reproduced by their agent-
based model.

3. Determine which measures or methods have the potential to distinguish between
networks with the characteristics in class (2) (but calculated on the target net-
works), and ones without those characteristics. There are many such methods, see
[1] for a survey of some of them. This includes one-dimensional network analysis
measures such as the average degree, density and centrality [7], or as argued in
[3], taking into account entire distribution for comparisons. Subgroup identifi-
cation including triad census [8], function comparison and the use of exponential
random graph models (ERGM) are also approaches to compare simulated and
target networks and could be used for validation. Silo index, which is negative of
E-I index [15], is another measure, which identifies the degree of inter-links
between nodes with a particular attribute value in a network [1, 2]; the example
model discussed in the next section demonstrates its use in comparing real and
simulated networks.

4. Apply these measures and approaches to both target and synthetic networks.
5. Assess the significance of any differences (or lack of differences) indicated, in

particular whether the methods found significant differences in terms of (2).

4 An example – A Model of Facebook Friendship Links

Abbas [2] developed an agent-based model of a Facebook friendship network of a
college dormitory in the United States. Agents representing college students had
attributes including age, year in college, major and dorm-id that corresponded to the
reference data from Traud et al. [9]. Given the fact that the real network data was just
a snapshot, i.e., taken at a single point in time, the agent-based model [2] was
developed to explore four different mechanisms for agents to build their friendship
networks: ‘‘Random’’, ‘‘Friend of a Friend’’ (FOAF), ‘‘Party’’ and ‘‘Hybrid’’ (a
combination of the first three mechanisms). In the model, agents build new ties using
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these four mechanisms (depending upon the simulation configuration), taking into
account their preferences for same dorm, same major, same year and whether a
potential new friend had attended the same high school. The model was run for the
above four mechanisms until the total number of links built by the agents became
equal to those observed in the empirical network data. The simulated networks in each
case were therefore ‘cumulative networks’ [17] and only the ‘final outputs’ were
compared. Next, we report a comparison of the empirical social network data with one
of the four simulated networks (‘‘Hybrid’’ mode) in order to highlight the comple-
mentary nature of network measures, as simulated/synthetic networks are likely to
score higher on some aspects than on others.

The purpose of the model was to investigate the kinds of friend-making strategy
that people might use, and hence would be expected to reproduce some of the local
clustering characteristics that would be found in a target network, but not reproduce
the particular patterns of individuals [2]. It focussed upon the factors that were in the
datasets to hand and did not include other factors, such as ethnicity.

4.1 An Overview of the Target Network

The target dataset [9] taken from Facebook includes both the attributes and social
structure for 6575 students enrolled at the Princeton University. The dataset is com-
pletely anonymized, where both the identities and the attributes of students are rep-
resented by integer values. Missing values are represented by a special value, ‘‘0’’.
The nodes are their Facebook pages and the links their Facebook ‘‘friends’’. In total,
there are 293307 links – averaging to 89.2 per node. Each node has four attributes,
which are characteristics of their owners, viz. major course of study (major); their
place of living (dorm); year they joined the university, and their high school infor-
mation. A summary of the data is shown in Table 1.

4.2 Generating Synthetic Networks

The simulation strategy was as follows: the exact number of nodes (in this case, 6575)
with the appropriate distributions of attributes was created and then these were sub-
sequently connected using a given strategy as simulation proceeded. The process
continued until the same number of links as in the real network data (in this case,
293307) were created among the agents. The strategy that seemed to produce the ‘best
fit’ to the real data was the ‘‘Hybrid’’ strategy, which was a combination of making
some friends at random, meeting people at events which attract a similar kind of

Table 1. Basic characteristics of the Target Network (reported in [2])

Attributes Dorm Major Year High School

Missing (%) 33.76 24.86 11.77 20.7
Unique values 57 41 26 2235
Average population 115.72 160.88 244.30 2.95
Std. Dev. in population 293.06 268.68 399.13 29.21
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person (e.g., those in the same dorm) and getting to know a friend of a friend. At every
simulation step, a strategy between a random and the FOAF strategy was chosen with
equal probability. The party strategy was run every 20th time step.

For ease of presentation, we will use report one network generated by the agent-
based model and compare this against the target network. A description of the model
and the simulation schedules are presented in Abbas [2].

4.3 A Comparison of the Target and Simulated Networks

We start with a comparison of local characteristics of the target (real) and simulated
networks. Table 2 summarizes the basic measures on the networks such as the
deviation in network degrees across the nodes, degree assortativity, transitivity and the
respective fitted distributions’ parameters. As mentioned before, we only report here
measures from the ‘Hybrid’ new link formation strategy for illustration – the resulting
here is referred to as the ‘synthetic network’. Given the way synthetic networks are
built in the agent-based model, the number of nodes, links and the average degree of
the network are guaranteed to match the real social network.

As one can see from Table 2, the synthetic network had quite a good fit, espe-
cially, the dispersion of links across the entire network. It terms of clustering, the
hybrid link forming strategy resulted in a lower transitivity indicating a lower level of
local clustering than the observed empirical network. Next, we compute the same set
of measures for several other synthetic networks including a random link formation
model, which may be considered as the baseline model [2]. A higher clustering in the
observed network suggests that more friend-of-a-friend (FOAF) linking might be
introduced into the model. Notice that the here we are only reporting the best fitted
model after exploring and fine-tuning a range of model parameters. A more chal-
lenging test is to look at the degree distributions of the two networks. As we can see
from Fig. 3, qualitatively, the match between the degree distributions of the two
networks is fairly good, however there is a ‘‘kink’’ – at degree 40, which shows the
switch between preference based to friend-of-friend model in the synthetic distribu-
tion reflecting a transition between the dominance of different underlying processes in
the ‘‘Hybrid’’ strategy at different scales This ‘‘kink’’ is found in many other observed
social networks. The synthetic network over estimates the number of high degree
nodes.

A slightly tougher test that probes deeper into the structure of the networks is a
comparison based on degree assortativity [8], i.e., which degrees of nodes link to

Table 2. Basic Measures on the Target and the Synthetic Networks

Network Std. Dev. degree Assortativity Transitivity Best-fitted
Distribution

Distribution
parameter

Target 78.55 0.09 0.16 Exponential a = 1.98
Null 19.64 -0.002 0.03 Normal l = 89.21,

r = 19.64
Synthetic 79.97 0.105 0.07 Exponential a = 1.97
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which others It could be that high degree nodes tend to be connected to nodes of
similar (high) degrees (assortative mixing) or lots of low degree nodes. We have
plotted a degree mixing diagram for each network in Fig. 4. In lower degrees (\400),
we find a high rate of similarities between the synthetic (Hybrid mode) and the
reference dataset. On the other hand, for high degrees, the synthetic network is
revealed as having a slightly different pattern of connectivity than that of the Target
network. This suggests behaviour heterogeneity and we therefore focus on measures
that incorporate individuals’ attributes such as the Silo index [15].
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Fig. 3. Degree distributions of the target (reference) and synthetic (‘‘Hybrid’’) networks [3]

Fig. 4. A comparison of the synthetic ‘‘Hybrid’’ (left) and target network (right) showing
assortative mixing in the two networks [3].
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Our example agent-based model explicitly aimed to reproduce clustering based on
agents’ characteristics, so that a comparison of the clustering by attribute is appro-
priate. Figure 5 shows scatter plots for the Silo index for each of the four agents’
attributes (and the unique values) for both the Hybrid and the reference dataset. The
plusses in Fig. 5 represent the Hybrid Silo indices, whereas the triangles represent the
reference dataset’s Silo indices. Each panel in Fig. 5 shows the correlation between
the two. It does show a remarkable correlation between the clusters achieved in the
synthetic network and those in the target network.

To summarize, in this example, we have used several measures for structural and
semantic comparison of a synthetic network with the real network. The underlying
degree distribution helped us to identify how the overall network is structured,
whereas the Silo index helped us to compare the two networks on the individual-based
attributes. However, the role of transitivity, which determines the probability that
adjacent vertices are connected, was found to be less significant. The reason being that
we are not only developing an emergent interaction model (involving different node
selection than the real network might have used), but also the interaction strategy is

Fig. 5. A comparison of clustering by different attributes, from top left in clockwise order:
dorm, major, year, high school. Each triangle represents the Silo Index for each unique value of
each attribute of the reference dataset whereas a plus sign represents the Hybrid mode [3].

Validating Simulated Networks: Some Lessons Learned 79



more complex than a FOAF network. Degree assortativity, however, makes sure that
the end network has nodes connected with similar degrees and thus was found to be
more significant for our research.

5 Discussion

Validation of synthetic social networks is hard and there are several key challenges in
this regard. First, the number of possible ways in which two networks may be compared
grows very fast with respect to the size of the networks under study. Second, papers
presenting agent-based models are often unclear about what links in a synthetic net-
work are supposed to represent and how that does relates to a real world case. This is
partly because many (agent-based) social simulation models assume stereotypic net-
works structures such as the Watts-Strogatz small-world network [16] – either because
of the lack of data or for ‘simplicity’ sake4. However, it is increasingly clear that the
exact network structure matters (see e.g., Holzhauer et al. [5] ) and resources must be
invested to acquire network data for validation of agent-based models simulating
networks. Even when there is a lack of available data about the target networks, some
form of validation is still possible through crosschecking of the model’s assumptions
and processes generating networks through qualitative data and anecdotal evidence
[18]. When network data is available, it is important to consider which aspects of the
target network are subject to measurement error [10] (or otherwise judged not to be
significant) and which should be reproduced by a synthetic network [3].

Identifying aspects of the synthetic network that are significant in terms of the
generating process is important in order to filter those that are essentially accidental.
For example, in comparing the simulated network with an empirical one in their
model of power structures in Afghanistan, Geller and Moss [14] not only compare
evolution of factions in their simulated network but also how different types of agents
developed links within and across the factions. Likewise, simulating sexual networks
in the model of a village in Sub-Saharan Africa, Alam and Meyer [13] reported two
different sexual mixing schemes – both of which adhered to the same qualitative
accounts from the stakeholders and what was reported in the literature. As the authors
[13] showed, although the output time series for the prevalence of HIV/AIDS were
similar at the population level, the two mixing schemes led to significantly different
network structures requiring different intervention policies.

In continuation of the arguments presented in the companion paper [3], in this
paper we present a concrete example of comparing an empirical social network with
the generated one and discussed a set of network analysis measures that were used to
compare the two networks. We have suggested a scheme that may lead to stronger
validation of synthetic/simulated networks by appropriate choice of network analysis
measures and approaches. This is important as the synthetic data may score higher on
some measures than on others and therefore, it is important to deliberate on which
measure are appropriate given the context and the research question. There is no

4 See [19] for arguments against the Keep It Simple, Stupid (KISS) modelling approach.

80 S.J. Alam et al.



single ‘Golden Bullet’ technique to validate synthetic/simulated networks. More
thought and discussions are needed among the agent-based modellers and the social
simulation community about what is significant about the synthetic and target classes
of networks and of what form of measure is appropriate for what kind of use. A
checklist comprising of a number of multiple approaches to validate such networks
could be a start and one could evolve into an ‘ODD like’ [21] protocol in the future5.
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1 Introduction

Environmental and resource management problems are typically complex. They
concern many actors with diverse and contrasting interests and objectives. They
emerge into social-ecological systems (SES, i.e. coupled human-environment sys-
tems) in which four first-level core subsystems interact: two ecological ones
(i) resource systems (e.g. water systems); (ii) resource units (e.g. water volume and
flow) and two social ones (iii) governance systems (e.g., organizations that manage
water resources and systems); and (iv) users (e.g. individuals and collectives who use
water) [8]. Interactions within and between these subsystems give rises to emergent
structures and functions at sub and whole system levels [11].

During the last decades, integrated assessment has been playing an increasing role
to address sustainability issues and the associated environmental and resources man-
agement problems [9]. Integrated Assessment and Modelling (IAM) purpose is to
assemble data and knowledge from a wide range of scientific disciplines and put them
into a ‘‘policy oriented context’’ in order to analyse complex system responses to
changes and design sound sustainable management and development strategies [9]. It is
a model-based approach that combines representations of different multi-level sub-
systems into a cohesive framework [10]. The agent-based modelling and simulation
approach is recognised as especially suited to deal with the understanding of SESs
since it allows to represent interactions within and between the social and the eco-
logical systems [1]. IAM approaches are frequently used for assessing scenarios. These
‘‘scenario exercises’’ allow decision-makers to explore and evaluate the potential
consequences of different policy options or management strategies, in the context of
socio-economic (e.g. demography, market, political framework), environmental (e.g.
climate change) and technological (e.g. new cropping systems) changes [16].

Water resource management is typical of environmental management problems
emerging from complex social-ecological systems. It deeply interacts with land use
management and with global environmental and societal changes [5]. IAM is a way to
model and simulate interacting ecological and socio-economic processes occurring at
the catchment level in order to identify water and land management strategies
allowing balancing water demands with supplies [4]. Water scarcity is a serious
problem in the Adour-Garonne Basin (AGB, South-West France) with an annual
deficit between demands and resources of 250 million m3. In this basin, irrigated
agriculture is the main consumer of water (about 80 %) during the low-water period.
Despite important structural management arrangements being implemented to address
this deficit, water flow rates under the compulsory thresholds set for the proper
functioning of aquatic ecosystems are regularly found. To face such ‘‘water crises’’,
the local government states irrigation withdrawal restrictions that may reduce crop
yields and accordingly farmer’ incomes. Due to implementation of the European
Water Framework Directive (WFD) the French government is redesigning its water
scarcity policy taking into account the expected effect of climate change (higher
temperature and lower rainfall in the summer).

The MAELIA project aims at developing a simulation platform to assess the
environmental, economic and social impacts of various management strategies and
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policies regarding the management and the uses of water resources while accounting
for climate changes. This computational multi-agent platform is developed to provide
information usable by institutions in charge of designing and implementing sustain-
able management strategies of water resources at watershed levels in the AGB.

This paper presents the IAM MAELIA platform. The second section sketches the
water management problem to be handled with the platform. The third section pre-
sents the modelling conceptual and methodological framework and the software
platform used to develop MAELIA. The fourth section describes the MAELIA model,
i.e. how entities and processes are modelled within the platform. We conclude by
highlighting the challenge regarding calibration of such an IAM platform.

2 The French Water Scarcity Management Issue

In the AGB, so far, French state services grant water withdrawal authorizations to
farmers according to their requests without information to accurately estimate the
consistency between the sum of farmers’ requests and the available water resources in
each watershed. As a consequence, very regularly local State services have to manage
‘‘water crises’’ i.e. to face with the risk that water flow rates pass under the com-
pulsory water flow rates at given hydrological monitoring points. To avoid such illegal
hydrological situations, when possible they release water from dams and if necessary
they issue drought decrees that state irrigation withdrawal limitations or prohibitions.
These restrictions are set up for specific locations (some districts) and durations
(at least one week) and may cause significant crop yield reductions.

To overcome the recurrent water quantity management problems, the French Law
on the Water and Aquatic Ecosystems (LWAE – French implementation of the WFD)
institutes a new regulation of agricultural water withdrawals [3]. One of the objectives
of this law is to prevent water crises, which should in average occur only one year in
five in a given watershed. Its implementation, still in progress, led regional State
services to determine for each elementary watershed the water volume that remains
available for agriculture the driest hydrological year in a statistical 5-year period. This
annual volume should be distributed between irrigated farmers of each Water Dis-
tribution Area (a coherent assembly of elementary watersheds) by a specific local
organism representative of irrigated farmers. In many watersheds of the AGB, this
volume is (much) under the water volume currently withdrawn by farmers during
normal or even dry climatic years. This reduction of available water volumes for
irrigation gives rise to vehement protests of farmers. They argue that such a water
management leads to restrict agricultural water withdrawals, four years in five, much
more than necessary to ensure a safe water flow in rivers. Farmers claim that the only
way to manage water in river basins in order to ensure the viability of both existing
farming systems and aquatic ecosystems is to manage the resource according to the
actual water flow.

To identify strengths and weaknesses of different water management options, the
MAELIA platform will assess the four following scenarios:
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• Management by rate of flow (as asked by farmers): the daily management of low-
waters relies on water releases and drought decrees;

• Management by pluri-annual volume (the management option that the French water
law is trying to implement): farmers are assigned a predetermined annual volume
that they may use at their discretion;

• Management by annual volume (a refined alternative of the previous solution): the
volume for the next low-water period is defined during the spring according to the
state of water resources and weather forecast;

• Management by weekly or monthly volume (a more refined option): available vol-
umes for the next period are regularly defined and published according to the
current water resources state and weather forecasts.

MAELIA will run simulations of these scenarios in combination with various
climate change forecasts over the future twenty years. The assessment relies on
environmental, economic and social outcomes such as water flow at the regulatory
monitoring points, water releases, water drought decrees frequency and intensity
(water crises), crop acreages, crop yields or farmer incomes.

3 Modeling Methodology and Tools

The MAELIA IAM platform development requires integration of knowledge from
various disciplines (agronomics, hydrology…) and activities (farming, administer-
ing…). To this end, MAELIA developed a (conceptual) meta-model enabling col-
lection and integration of heterogeneous knowledge into a coherent description of the
system under consideration. This meta-model supports the elaboration of a conceptual
model of the investigated SES shared by all participants of the modelling process [13].

3.1 The MAELIA Meta-model

The meta-model, shown in Fig. 1, considers SESs as double-faced: (i) a structure that
constitutes the observable matter of the system where phenomena take place and (ii) a
dynamics that produces the behavior of the system and generates the phenomena of
interest. In addition, a SES suffers influences from its environment.

The structure of a system is composed of entities and relationships between them.
Entities are lasting elements that may appear or disappear over time and experience
changes. Each entity is characterized by attributes, whose values constitute its state,
and is endowed with operations that process attribute values. We distinguish three
types of entities, actors, material resources and cognitive resources:

• Actors are human agents that perform activities, be they an individual, a population
of similar individuals or a group such as an organization, association or committee.

• Material resources are physical objects, spatially and temporally distributed such as
a water body, a field plot or a dam.

• Cognitive resources stay in the minds of human beings; they are information,
believes or expectations about facts, procedures or values that actors use or consider
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in the performance of activities they undertake, in planning and decision making or
in the formation of goals.

A relationship associates two entities due either to their very nature (e.g. each field
plot has a soil type) or as a state of affairs resulting from a contingent action (e.g. a
farmer owns a plot after he has bought it). At any moment, the structure of the system
model is defined as the collection of its entities and necessary relationships, while its
state is defined as the states of entities with their contingent relationships. The
structure of the model is graphically represented as an Actor-Resource Diagram
(ARD), or a set of such diagrams, that use the UML class diagram notation (see
Fig. 2).

The dynamics of a system is the set of processes that modify the structure and the
state of the system and so generate the phenomena of interest. Each execution of a
process impacts some entities by changing their state or by creating or destroying
entity instances or links. We distinguish three categories of processes, (human)
activities, socio-economic processes and ecological processes:

• An Activity is a process executed by an actor intending to achieve some goals (e.g.
to irrigate a field plot; to issue a drought decree); actors are endowed with a
rationality to solve problems about the performance of enabled activities, since
most activities may be carried out in several ways and conflicts between activities
can occur.

• An Ecological process corresponds to the enactment of biophysical laws that
determine the evolution of material resources (e.g. runoff of water; growth of crop,
evapotranspiration…).
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Fig. 1. The MAELIA meta-model represented as a UML Class diagram
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• A Socio-economic process generates phenomena resulting from the humans’ eco-
nomic and social activities (e.g. price evolution, urbanization). Only the effects of a
socio-economic process are considered, without regarding how and by whom these
effects are produced.

A process is broken down into actions. It is described by systems of equations,
automata, algorithms or systems of (event-condition-action) rules, according to the
most appropriate way. The dynamics of a process describes the scheduling of actions
executions. Each process has its own spatial, functional and temporal resolutions that
determine how it must be dealt with by the simulation engine.

The processes interact through entities. Indeed, at each time step of a system run,
the current state determines the processes that are enabled and the processing they
have to do, and the execution of these processes determines the system state at the
next step. In an opposite view, entities are glued together by processes that make their
evolution interdependent. Figure 3 is an Interaction diagram that shows the inter-
weaving of processes and entities.

The behaviour of a system is influenced by its environment, so a simulation model
must include the impact of the environment on the system. The environment of the
system is defined as the set of processes that influence the system behaviour while
their dynamics do not depend on its state or evolution. These processes are qualified as
external. As examples, at the local level, the rain and the international price of corn
are typically produced by external processes. Like any process, they impact the system
through entities that are, from this fact, qualified as interface entities. Thus, an
external process is described by a (spatio-) temporal series including, for each time
step of a simulation, the new values (or the variations) of the state of interface entities.

Fig. 2. An excerpt of the Actors-Resources Diagram of MAELIA regarding regulation issues.
Actors, material resources and cognitive resources are figured as white, blue and green boxes
respectively (Color figure online).
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3.2 The Modeling Process

Such a meta-model assists modellers in defining and designing the components of the
model to be implemented, and thus the outcomes to be delivered by the modelling
process. This process is guided by the question that originates the elaboration of the
model and thus the definition of (1) indexes, in the form of the state of entities at the
end of the simulation, a sampling of these states in the course of the simulation, or any
expression calculated from these, susceptible to provide answers to the question and
(2) scenarios enabling to test effects on indexes of different initial states or dynamics
of interface or internal entities or even of different form of activities like farmer or
dam manager strategies.

Regarding the construction of the model, this leads to identify on the one hand the
entities that support the indexes and more generally the phenomena of interest and on
the other hand the processes that influence the evolution of these entities. The model
entities and processes are designed concurrently since an entity is relevant if and only
if it is related to processes of interest and reciprocally. The progressive design of both

Fig. 3. An excerpt of one Interaction Diagram of the MAELIA model intended to outline
interactions between processes and entities. Actors, material resources and cognitive resources
are figured as white, blue and green boxes respectively. Thin lines between boxes are essential
associations between entities. Ecological and socio-economic processes are represented as
dashed arrows connected to the main entities they use or modify. Activities are represented as
arrows from the performer actor to the main impacted entities. The dashed border points out
interface entities and external processes (Color figure online)
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the model and the question at hand is intimately and reflexively linked. Collective and
progressive formalisation of Actors-Resources and Interaction Diagrams enables
participants to the integrated modelling process to contribute to the design and share a
common representation of the system. On other respects formal representation of
dynamics of each process is the matter of each disciplinary team or even researcher.
Each of them can choose the appropriate formal language to represent these dynamics
according to their disciplinary and individual habits and specificities of the dynamics.

3.3 The GAMA Simulation Platform

The MAELIA simulation model is implemented with GAMA1 [15], an open-source
generic agent-based modeling and simulation platform. It provides an intuitive
modeling language with high-level primitives to define agents and their environment.
GAMA includes a powerful Integrated Development Environment to ease non-
computer scientist to develop complex model with powerful features in terms of GIS
integration and high-level tools (e.g. decision-making or clustering algorithms).
In addition, both the language and the software have been designed to allow the
development of big models with a huge number of agents (with various architectures
from reflex-based to BDI architectures). It allows modelers to manage various kinds
of complex environments such as square, hexagonal or irregular grids, networks or
continuous environment linked to GIS data.

GAMA enables a hierarchical and dynamic organization of agents. Any agent is
both a micro-agent (hosted in a macro-agent) and a macro one (hosting other agents).
The platform is also easily extensible to add new features to models (e.g. to give the
possibility to integrate equation-based (ODE) models into agents) or new agent
architectures or features. GAMA has been successfully used to develop various large-
scale applications that share the need of a strong integration and management of huge
GIS data and of strong interactions between complex environment and agents.

4 The Model of the Integrated MAELIA Platform

The MAELIA platform simulates the ecological processes and human activities
underpinning water scarcity issues at the relevant spatial, temporal and functional
resolutions. To model processes, the main strategy was twofold. For ecological pro-
cesses, given that many models of water flow and plant/soil dynamics exist we
selected models (i) robust that can be applied on the wide range of biophysical
conditions of the AGB, (ii) empirically founded to be likely to provide realistic
outputs (iii) with space and time resolutions fitting with our modeling needs on the
AGB and (iv) quite simple in terms of number of equations and parameters to be not
too time-consuming in calibration, coding and computing. For human activities,
specific models were developed in order to represent the decision-making processes of
the key users and managers of water resources. In this section we describe how firstly

1 http://code.google.com/p/gama-platform/
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ecological processes and secondly human activities are considered and accordingly
modeled within the MAELIA platform, without emphasizing the entities. Finally we
present the way interactions between processes are managed in the platform.

4.1 Ecological Processes

To represent water flow we use the mathematical formalisms of hydrological cycle
from the SWAT (Soil and Water Assessment Tool) model [6] because it quite well
matches the requirements of the MAELIA project objectives as semi-empirical and
semi-distributed model. The SWAT model has been applied in different watershed
under contracted climatological and pedological conditions all over the world. SWAT
has been developed to assess impact of land cover and use changes on water, sedi-
ments and agricultural yields. It is a semi distributed hydrological model in which the
hydrological balance is estimated and spatially allocated into so called ‘‘sub-water-
sheds’’, i.e. elementary watersheds. These latter are subdivided into a spatial
Hydrologic Response Units (HRUs) representing a unique combination of land cover,
soil type and slope. The division into sub-watersheds allows the model to reflect the
spatial organization of the hydrological network and reservoirs from where water is
withdrawn. The subdivision into HRU is adapted to represent differences in evapo-
transpiration for various plants and soils and in runoff, infiltration and subsurface
water circulation. The possibility to define the size of sub-watersheds allows adapting
the model to match requirements of the investigated agro-hydrological issues. This
modeling approach avoids using a distributed hydrologic model often much more
complicated and computing-time consuming. SWAT simulates agro-hydrologic cycle
with a daily time step at least. In MAELIA we analyze, document and recode
equations of SWAT for both (i) the land phase of the hydrologic cycle that controls
the amount of water loadings to the main channel of each sub-watersheds (snow cover
and melt, runoff with the curve number method, infiltration, redistribution in soil
profile, evapotranspiration for non-crop plants, lateral sub-surface flow and percola-
tion into shallow and deep aquifer) and (ii) the routing phase of the hydrologic cycle
that controls the flow of water through the channel network of the watershed toward
the outlet (transmission through the bed of the channel in and from runoff, sub-surface
flow and shallow aquifer, evaporation and water routing through the channel with the
Muskingum routing method [2]). The sub-watershed and HRU delineation has been
made thanks to a GIS approach based on French georeferenced databases on water
resources, topography and land use. The average size of the MAELIA sub-watersheds
is about 2 to 6 km2. It corresponds to the finest grain of the French watershed clas-
sification that is used to design and implement management strategies and policies.

To represent plant growth (and yield) we chose two strategies according the
nature of plant. For non-crop plants (forest and grassland) we used the formalism of
SWAT with the standard parameter values since MAELIA does not need to simulate
biomass production. For crops we gave the priority to the capacity of the crop model
to simulate realistic crop yields in the different situations of the ABG without great
and often problematic calibration work. Accordingly we implement an empiric
(vs. mechanistic) crop model developed by INRA (French national institute for
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agricultural research) in Toulouse (centre of the AGB). This model called ‘‘Jeu d’O’’
[7] has been developed step by step according results of agronomic experiments in the
AGB during the last 20 years. It seeks to represent phenomena rather than mechanisms
to ensure simplicity and robustness and accordingly large regional applicability. It
represents effect of climate, soil and cropping system on yield for the eleven main
crops of the AGB. The effect of water stress on yield is represented through an annual
production function representing the relation between the coverage of crop water
needs (ratio real to potential evapotranspiration) and effect on yield (ratio real to
potential yield). This crop model simulates runoff given the effect of the crop above
ground biomass development. It also represents effect on water soil dynamics of
tillage (modification of soil layer depth that evaporates), sowing date (modification of
the vegetation period) and irrigation.

The plant growth process simulates drainage and runoff of each sub-watershed
fields and accordingly impacts shallow aquifer and river water states. This process
interacts with the land phase of the hydrologic processes through this two water body
types. Hence, as presented in Sect. 3, processes interact through entities.

4.2 Socio-economic Process and Human Activities

Since the MAELIA platform is intended to assess impacts of interactions between
social and ecological processes, human activities and socio-economic processes need
to be described. Socio-economics processes concern demography, land cover change
and domestic and industrial water uses. Human activities concern farmer activities
that determine their water withdrawals, management of dam water and implementa-
tion of water regulations that frames the fulfilment of the water demands.

Demography is treated as an external process using data provided by the French
agency in charge of demography statistics.

In the AGB, urban and forest areas have been growing significantly during the last
decades. In MAELIA, given the time horizon of the simulations (until 2030), we
represent these land cover changes through the field plot disappearance2: each year
some field plots disappear in favour of forest or urban areas. For this, we first com-
puted the number of disappeared plots from 2006 to 2010 in each sub-watershed thank
to the Corine Land Cover database3 and second extrapolate the future yearly evolution
until 2030. This time series is considered as an external process of the model (pro-
duced by a pre-treatment). Plots that disappear each year are randomly chosen next to
urban or forest area (following the observed ratio).

The domestic water use is computed using the econometric equation developed in
the MOGIRE model [12]. It takes the water price, the rate of houses that are used as
main home, income, summer maximum temperature (external time series) and pop-
ulation density (provided by the demography process) as parameters. Three quarters of

2 The most important cause of land use change related to our field of investigation is the field plot
disappearance, evaluated to one French department par 10 years in France.

3 Corine Land Cover France website: http://sd1878-2.sivit.org/ (as of 26/03/2012).
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the yearly withdrawn volume for domestic use is rejected (it returns to the river). From
this volume, we compute the daily withdrawn and rejected volumes in each withdrawn
and rejection points, taking into account that daily withdrawn volume are higher
during summer. The industrial water use is an external process based on withdrawal
and rejection data for year 2010 from the dedicated database of the AGB water
agency, which considers that the volume remains constant over years.

As irrigation is the most important process regarding management of low water
periods, we developed a precise model for farmer activities that underpin their
water withdrawals. The behaviour of the farmer agent is composed of two processes
with different time scales. Yearly, the farmer makes cropping plan decisions: he gets a
complete allocation of crop rotations to his fields. The choice of a rotation is carried
out through a multi-criteria decision-making process based on Dempster-Shafer belief
theory included in a BDI architecture [14]. This theory allows to make a decision even
with incompleteness, uncertainty and imprecision of knowledge. From surveys, the
four following criteria have been accounted: maximize the profit and the similarity to
the last cropping plan and minimize financial risks and workload.

The farmer then applies the schedule of each cropping system through daily
activities that are enabled by the state of soils and crops: sowing, irrigation and
harvesting. He takes into account the workload (aggregation of the farm manpower)
constraint. Each daily activity has a temporal window during which it can be done and
a set of conditions (e.g. in terms of weather) that should be fulfilled. The activities
performance is limited by the number of hours the farm manpower can work and by
geographical constraints (distance between fields, field surfaces…). In addition, if the
sowing activity is not possible, e.g. because of strong rains, the farmer will re-evaluate
the cropping plan to find an alternative one. The model includes only one farmer actor
per farm: he will take all the decisions and performs the activities for the sake of all
the farm manpower. In addition, he uses a lot of cognitive resources: technical
(possible crop rotations), economic (markets) and social (decrees). The instantiation
of entities is based on the French Land Parcel Identification System that describes the
spatial distribution of plots (including one or a small numbers of fields) of each French
individual farm.

In the AGB, the strategy regarding releases of water stored in dams and reg-
ulations of agricultural water withdrawals during the low-water period determines
to what extent both the compulsory water flow rates can be maintained and the
agricultural needs can be satisfied (since the other needs have priority). This man-
agement is the result of complex multi-level regulatory and governance systems that
extends from the European level to elementary watersheds where concrete actions
dealing with water bodies take place. The MAELIA platform only includes the ele-
ments of the regulatory system that are involved in the concrete exercise of water
management during low water periods. Elements that contribute to the emergence and
deployment of the regulatory system itself are not represented. Accordingly we rep-
resent the activities of State services and commissioned associations regarding the
management of water of dams and the setting of regulations of agricultural
withdrawals.

Each year, a specified volume of water is purchased by State services to water
reservoir managers that shall be preserved for release on demand in case of need.
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During low-water periods, the flow rate of streams and rivers is daily measured (as
Average Daily Flow, ADF) at so-called monitoring points. Four thresholds are
associated with each monitoring point, from Objective Low-Water Flow (OLWF) to
Crisis Flow, to evaluate the ecological state. Measures or visual checks are also taken
at other given locations along the hydrological network. State services manage water
uses and resources according to these daily measures.

In priority, when possible, they try to maintain water flow objective thanks to
water releases from dams. In rivers that can be replenished by some dams, they try to
compensate agricultural withdrawals when the flow rate passes under the OLWF.
Accordingly, the MAELIA State service actor seeks to optimise releases according to
these objectives and the dam constraints: reserved flow (minimum water flow at the
exit of the dam), maximum flow due to dam and river characteristics, period of release
(e.g. to maintain the water level of the lake high enough for touristic activities),
transfer time between the dam and the targeted monitoring points, emptying curve of
the reservoir (that indicates, given the date and the remaining amount of water, the
probability to be able to satisfy the needs of release until the end of the low water
period). Due to the transfer time of water between dams and associated monitoring
points, water withdrawals have to be anticipated. However as information on irrigated
area for the current year and farmer irrigation strategies for the time is lacking he has
to estimate agricultural water needs day after day. For this he uses local references on
irrigated crop areas and needs. Dam characteristics and these local references are
cognitive resources for the actor. They enable to estimate the water flow needed to
respect the compulsory flow at the monitoring points day after day.

When it is not possible to sustain water flow through water releases (no dams in an
upstream watershed, no more available water in the dam) the State services might
issue Drought Decrees that state withdrawal restrictions in some place and for some
duration: 1 or 2 days a week (level 1), 3 or 4 days a week (level 2) or 7 days a week
(level 3). The condition for the promulgation of a drought decree and its pattern
(locations, durations and levels) are framed by a generic drought decree and several
official planning documents. This is a daily process during the low-water period.
A decree applies to one or several areas. Each area is linked to a downstream mon-
itoring point and is divided in sectors determining, for the decrees of level 1 or 2,
which days a prohibition applies. The level of restriction applicable to an area depends
on the position of ADF3 (the average of ADF on the 3 last days) with regard to the
thresholds of its monitoring point and the possibility to replenish the stream from an
upstream reservoir. The decision to apply this restriction is constrained by principles
regarding temporal continuity – an ongoing restriction cannot be upgraded before at
least 3 days and downgraded before at least 7 days – and spatial solidarity – an
upstream area must be a in restriction level greater or equal.

Farmers may be given a ticket for violation of drought decrees by certified civil
servants. MAELIA implements the control of compliance and sanctioning in the
following way: when drought decrees apply, each week hundred randomly chosen
farmers are checked for the respect of restrictions. Infringements are just recorded,
because the effective consequences of overtaking are still doubtful. The same holds for
the annual quantity of abstracted water that should not overpass the granted quantity.
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4.3 Interactions Between Processes Through Entities

One of the main features of the MAELIA model is the fact that processes do not
interact directly but only via resources. The best example in our model is the inter-
actions between processes around the water resource at the watershed level. As pre-
sented above and summarized in Fig. 3, the sub-watershed is the key entity of the
water flow model. It aggregates the water computed by the land phase and gets and
provides water from upstream and to downstream watersheds through the routing
phase. This water quantity computed at the sub-watershed level, is considered as a
water reservoir in which various water users withdraw water for irrigation, con-
sumption or industrial uses and reject water used for industry or for domestic con-
sumption. In addition, withdrawals restrictions apply to sub-watershed water
reservoirs.

As mentioned above, actors interact only via resources. For example, the prefect
does not interact directly with farmers to prohibit irrigation, but via the creation of
cognitive resources, that can be drought decrees and withdrawal restrictions.

4.4 Running the Simulation Model

The generation and the running of the simulation model require a lot of datasets, that
supposes a (very) good empirical knowledge of the studied system.

Structural data are necessary to instantiate the model entities and relationships into a
concrete model. This latter describes all the actual constitutive elements of the
modelled system and serves as the initial state of simulations.

Dynamic data are temporal data series that describe dynamics of the state of the
interface resources. Dynamic data are also needed for the calibration-validation of
internal processes.

In the first version of the MAELIA platform, more than 250 structure and
dynamics datasets are used. Most datasets require pre-processing to solve heteroge-
neity, compatibility and consistency issues and be put at the required temporal and
spatial resolutions. Indeed, while there is a great number of data, most of them are
collected in a specific context and purpose, without concern for a wider use4 and
particularly an integrated modelling. Some of these pre-processing require expert
knowledge to compensate the lack or incompleteness of data.

5 Ongoing Work

The current version of MAELIA implements all the presented processes on the
Garonne upstream watershed (125 9 100 km) using the GAMA platform. Figure 4
shows a synopsis of key results of a MAELIA simulation on the 2002-2008 period

4 Within the French context, some incoming projects intend to solve these issues, which are also
related to difficulties about the availability of data.
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(with a day step). It shows the evolution of (i) crop acreage at the river basin level,
(ii) crop yield for the main crops (depending on the water stress level), (iii) average
cumulated water irrigation and rain level in irrigated crop fields and (iv) water flow at
the river basin outlet. When the river flow drops below the crisis flow (the red line)
drought decrees prohibit irrigation. This leads to increase water stress of irrigated
crops and in turn to the decrease of crop yields. During the year 2003, the more intense
drought over the fifteen last years, drought decrees and so prohibition of irrigation,
and natural drought have strongly affected irrigated as well as rainfed crop yields.

Figure 5 shows a synopsis of the key processes simulated in the MAELIA plat-
form at a given day: precipitation level (external process) in meteorological pixels,
spatial position of farmers, in crop fields irrigation level in irrigated fields, crop growth
stage in crop fields, rotation in crop fields, irrigation restriction level (due to drought
decrees) in restriction zones, water flow at the outlet of each sub-watershed and air
temperature (external process) in meteorological pixels.

We are currently working on calibration and evaluation of each process. Some
processes can be validated in isolation, for example the farmers’ cropping plan
decision-making process (it gives very good results much better than other existing
models [14]). One of the main issues regarding calibration stems from the reciprocal
dependence between processes. For example, to calibrate hydrologic models, we only
have observed data of water flow that take into account all the field processes
impacting the water flow (weather, irrigation and other withdrawals, releases, regu-
lations, etc.). We thus should rely on computed ‘‘natural’’ flow to calibrate separately
the hydrologic model.

Fig. 4. Synopsis of keys results of a MAELIA simulation on the 2002-2008 period : crop
acreage at the river basin level, crop yields for the main irrigated (blue = corn) and rainfed crops
(yellow to green : wheat, sunflower, pea, rapseed…), average cumulated water irrigation and
rain in irrigated crop fields, water flow at the outlet of the river basin (yellow and red lines
represent compulsory Objective low-water flow and Crisis flow) (Color figure online).
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Abstract. The global land system is under intense pressure from human
demands for a range of different services. Neo-classical economic theory
suggests that globalised free trade is the most efficient way of handling these
demands, allowing maximum productivity and specialisation of supply. How-
ever, political responses are often protectionist in nature, designed to ensure
continuity of land uses and the regional production of multiple services. We
investigate the implications of both globalisation and regionalisation of demand
for the efficiency and productivity of land uses and, using an agent-based model
of land use change, how realistic forms of human behaviour can strengthen,
weaken or alter these implications. We show that ‘rational’ productive agents
tend towards optimal land use configurations under globalised systems, but that
‘irrational’ behaviour yields superior results under regionalisation. Finally, the
adoption of multifunctional land uses is found to be a strong and effective
emergent property of agent populations under regional demand.

Keywords: Globalization � Regionalization � Land use � Agent-based
modelling � Supply and demand

1 Introduction

Land across the globe is under intense pressure from the demands of an increasing,
and increasingly affluent, human population. Meanwhile, wealth inequalities and
economic liberalisation drive globalisation of demand and supply, and lead to dra-
matic land use transitions, especially in the developing world (Lambin et al. 2001;
Lambin and Meyfroidt 2011). Neo-classical economic theory suggests that this will
result in an ‘optimal’ distribution of land uses that maximises productivity, productive
efficiency, the land area available to different land uses, and the value of production
that occurs in each country or region (McKenzie 1953; Pingali 2007).

Governments and international bodies sometimes pursue policies to this end (e.g.
Burfisher et al. 2001; Kose et al. 2004; Subramanian and Wei 2007), but more often
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attempt to protect particular land users and to maintain stability in land systems (e.g.
Potter and Burney 2002; Dibden and Cocklin 2009). They also increasingly promote
‘multifunctional’ land uses(Wiggering et al. 2006; Piorr et al. 2009). In contrast to
globalisation, policies of this kind should lead to relatively inefficient land uses dis-
tributed via policy mechanisms rather than optimal allocation (Lambin et al. 2001) -
although neither extreme can be reliably linked with true efficiency because of other
externalities (e.g. Robertson and Swinton 2005; Godfray et al. 2010).

In reality, the behaviour and decisions of individual land managers can have strong
and complex effects on policies concerning land use change (Starr and Adams 2003;
Walford 2003; Potter and Tilzey 2005). These effects are extremely difficult to assess,
depending upon a host of personal and cultural characteristics that may act and
interact in unpredictable ways. However, the few quantitative analyses that have been
undertaken suggest that human behaviour can entirely confound a policy or trend, and
is certainly capable of altering its course (e.g. Weisbuch and Boudjema 1999). Despite
this, the implications of individual behaviour for land use changes caused by glob-
alisation or regional protectionism have not been fully investigated.

Agent-based models (ABMs) allow examination of how particular behaviours
affect land use dynamics (e.g. Matthews et al. 2007; Rounsevell et al. 2012) and so are
ideally suited to confronting the theoretical implications of globalisation with realistic
behavioural responses. Nevertheless, while multifunctional land use and density
gradients have been explored for urban land uses (Van Vliet et al. 2012), we are not
aware of any application that comprehensively includes multifunctional land uses or
gradients of land use intensity, both of which are important in this context and
common in the real world (Lambin et al. 2000). The ability to include these is one of
the significant advantages of the ABM presented in this paper.

We use a newly-developed ABM framework, the CRAFTY model (Competition
for Resources between Agent Functional Types; Murray-Rust et al. (2014) in review),
to investigate the implications of globalization and regionalisation of demand for land
use productivities and competition, and how these change under modelled human
behaviours. The ABM applies exogenous demand levels which agents attempt to meet
according to behavioural rules and service productivity. Where individual behaviour is
absent, agents effectively optimise their land uses according to supply and demand
levels, but as the variety and strength of behaviours increase, these become a dominant
factor in determining land use change. Our framework allows the adoption of different
land uses, variations in the intensity of land uses, diversification into multifunctional
land uses, land abandonment and competition for available land. In this study we
investigate the effects of these in a simulation setting designed to isolate particular
processes, according to a number of hypotheses concerning processes and drivers of
land use change. These are:

• That demand expressed at global scale encourages optimisation of land uses and
that deviation from this is driven only by local agent behaviour;

– That behaviour that constrains sensitivity to competition delays the establishment
of this optimal configuration;

– That behaviour that limits sensitivity to demand levels can prevent establishment
of an optimal configuration;
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• That demand expressed at regional scales leads to (globally) sub-optimal production
and leaves the most productive land at risk of abandonment;

– That behaviour that constrains sensitivity to competition or demand levels delays
establishment of an optimal configuration but may also produce configurations
that are globally more efficient;

• That varying land use intensity will lead to sub-optimal production at the global
scale, but will allow agents to match land uses to regional characteristics more
effectively, so increasing efficiency of production;

• That allowing agents to adopt multifunctional land uses will similarly allow agents
to match land uses to regional characteristics, and may increase global production
above other regional cases.

2 Methods

2.1 An Overview of the Agent-Based Model

The CRAFTY model used here is designed to work at large (e.g. European) scale, and
is described in detail in Murray-Rust et al. (2014) (in review). Forming part of the EU
FP7 ‘Visions of Land Use Transitions in Europe’ (VOLANTE) project, the model will
be used to investigate the effects of human behaviour on land use transitions in Europe
under a range of socio-economic and environmental scenarios.

The model is based on demand and supply of services; demand is defined exog-
enously whereas supply is a function of agent behaviours and productive abilities, and
location characteristics. Both are expressed in abstract ‘units’ of production repre-
senting the maximum possible yield of a service from a piece of land. We define
productivity as the quantity of a service produced in a given area (agent productivity is
the quantity that agents are capable of producing), and productive efficiency as the
average productivity per unit of land. Land units are formed by the division of the
modelled landscape into grid cells, and each is assigned values for the levels of
capitals (e.g. economic, natural productivity, infrastructure) at that location. Agents
use these capitals to produce services according to a production function that can
apply at the individual or typological level. The model is intended to operate with an
agent typology based on the Human Functional Type concept (Rounsevell et al.
2012).

At each modelled timestep (used to represent a single year, but practically rep-
resenting the timescale at which agents respond to demand levels) the level of service
production achieved by an agent is given a utility value that depends on unmet
demand. Agents compete for land on the basis of these utility values, and this com-
petition is also affected by individual or typological behaviour. Behaviour can be
modelled via a number of parameters that control agents’ productivities, sensitivities
to demand and utility, and abilities to search for new land. Especially important are
‘giving-up’ and ‘giving-in’ thresholds that describe the minimum utility level an agent
will accept before abandoning land, and the minimum value by which a competitor’s
utility must exceed an agent’s own before that agent relinquishes its land (this is
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equivalent to an agent changing land uses) (Table 1). Behavioural parameters are all
subject to random or systematic variation at individual or typological level, and we do
not attempt here to accurately parameterise them for any particular system.

2.2 Experimental Setup

We begin with a simple modelled world to investigate the effects of regionalisation in
the absence of any confounding processes, and gradually add complexity to this
world. In all experiments, the world is represented by a 50 by 50 cell grid, where each
cell may be managed by a single agent and each agent may manage only one cell.
Agents are distributed randomly across the world at the start of the simulation, and are
allowed to compete for land over the course of 25 timesteps. In each case, we keep
track of the distribution of agents relative to capital levels and the supply and average
productivity of services. We run 30 realisations of each basic model configuration and
a single realisation of each configuration that includes agent behaviour, to see whether
this falls within the envelope of results from the equivalent basic model. Parameter
settings used in each case are given in Table 2.

Experiment 1
Initially, we model only two agent types – farmers and foresters, producing only food
and timber respectively – competing to satisfy demands expressed at the global level.
We include crop and forest productivity capitals that take perpendicular gradients
across the world, with forest productivity being maximised along the top of the arena
and crop productivity along the right. We make farmer agents sensitive to crop pro-
ductivity and forester agents sensitive to forest productivity. These agent types are
chosen only to represent producers of distinct services; their identities are otherwise
arbitrary.

At first, agent behaviour is kept to a minimum, so that the dynamics of the system
resemble a process of optimisation. Each agent type undertakes 5,000 search itera-
tions at every timestep, in each of which the types’ competitiveness scores on 10

Table 1. Basic simulation schedule showing the role of the giving-up and giving-in thresholds.
Timestep actions occur at every modelled timestep, and the Allocate Land actions follow from
one of these. Capitalised terms refer to a complete set, and parameters n and m are given in
Table 2.

Timestep Allocate Land

1. For each agent [ Agents
a. Update competitiveness based on

residual demand
b. If competitiveness

< giving-up threshold, leave system
2. For each region [ Regions

allocate-land
3. For each agent [ Agents

Update supply of services
4. For each region [ Regions

Update supply and demand

1. For each agent type t [ Agent Types,
undertake n search iterations of m cells

2. For every searched cell, calculate t’s
competitiveness

3. If t’s competitiveness > cell owner’s giving-
in threshold, owner relinquishes cell

4. Agent of type t takes cell over
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randomly-selected cells are calculated. Agents of that type then attempt to take these
cells over, and succeed if they are currently unoccupied or if the current occupiers
relinquish the cells (Table 1). Agents abandon cells when their giving-up threshold is
not met and relinquish cells when their giving-in threshold is exceeded. Both
thresholds are here initially set to 0.0, so that agents abandon a cell when they do not
have a positive competitiveness score, or when another agent has a higher compet-
itiveness score. Therefore, for each agent type, 50,000 cells are sampled with
replacement at every timestep and assigned to the most competitive agent type,
making it unlikely that inferior agents would persist.

Agent competitiveness is calculated on the basis of a utility function that relates
supplies produced to residual (unmet) demand levels. In this case, utility functions for
food and timber are identical, being linear functions of the form y = x, with negative
values set to zero. The form of these functions ensures that when demand for a service
is met an agent gains no competitiveness from further production of that service, but
as unmet demand for a service increases, the competitive value of providing that
service grows rapidly. Using these settings, the model is run with demand applied at
the global level, and subsequently divided equally between four and nine regions that
together cover the entire modelled world.

Experiment 2
We now introduce variation between agents to the model used in Experiment 1.
We include heterogeneity in giving-up and giving-in thresholds between and within
agent types (which is systematic and stochastic in form, respectively, and used to
capture the effect rather than the magnitude of real behaviour), in productivities within
types, in agents’ abilities to search and compete for cells, and in the service utility
functions (to represent real-world utility, which may remain positive even where
overproduction occurs). Finally, we divide the agent typology further by land use
intensity and introduce an additional, multifunctional agent type (see Tables 2 and 3).
Our objective is to identify the general effect of broad variations in individual
behavior. Because stochastic variation within types may provide a more robust
description of real-world behaviours than a complex model requiring detailed cali-
bration (Bell 1974; Siebert et al. 2006; Helbing 2010), we investigate behavioural
trends through inter-type variations, and individual divergence through intra-type
variations.

Table 3. Capital sensitivities and production levels of each agent type used in the experiments

Agent type Sensitivity to CROP
PRODUCTIVITY

Sensitivity to FOREST
PRODUCTIVITY

Food
production

Timber
production

Farmer 1.0 0.0 1.0 0.0
LIFarmer 0.9 0.0 0.9 0.0
Forester 0.0 1.0 0.0 1.0
LIForester 0.0 0.9 0.0 0.9
AgroForester 0.5 0.5 0.5 0.5
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3 Results

3.1 Experiment 1

In the globalised case, the two agent types rapidly achieve an equilibrium distribution,
both specialising to areas of high productivity for the service that they produce
(Fig. 1a). This distribution is near-optimal and allows supply levels for the two ser-
vices to be equally close to overall demand levels. Under regionalisation, however,
agents attempt to meet demands separately in each region and therefore are forced to
use less productive land (Fig. 1b). In regions that are generally less productive
(containing the lower ends of the productivity gradients), areas occupied by the dif-
ferent agent types remain distinct, but in highly productive areas they are less so, with
some land left unmanaged as regional demands can be met using fewer cells. Pro-
ductivities decline sharply as a result (Fig 1c).

3.2 Experiment 2

Giving-up and Giving-in Thresholds
When the giving-up threshold of a single agent type is increased, agents of that type
abandon less productive land, which is then occupied by agents of the other type until
demand for their service is satisfied (Fig. 2a). Under regionalisation, much of this
abandoned land is located in the most productive regions of the arena (Fig. 2b). When
both giving-up thresholds are increased together, a larger portion of the arena remains
unmanaged, but this is predominantly located in the less productive areas of each
region (Fig. 2c). As a result, the increase in the giving-up threshold of a single agent
type leads to dramatic drops in overall production of that type’s service relative to
Experiment 1, and an increase in both types’ thresholds produces further drops in
production because both agent types compete more strongly for areas of high pro-
ductivity (Fig. 2d).

Giving-in thresholds have a different effect, preventing the development of
superior land use configurations as agents fail to relinquish land on which another type
is more competitive. This decreases overall production of both services in the global
case because agents that persist in unproductive areas cause others to abandon land in
more productive areas when demand is met. However, it slightly increases production
(and efficiency) of agents with the higher threshold under regionalisation, as regional
demand is difficult to meet in all but the most productive regions, and land aban-
donment therefore occurs less frequently (Fig. 2e).

Introducing random variation to the thresholds alters the equilibrium distribution
of land uses, with agents persisting or relinquishing land where they otherwise would
not. Production by agents with randomly varying giving-up thresholds increases
slightly, presumably because agents of the same type (with different thresholds) tend
to keep taking over productive land when it is abandoned, while land that is less
productive for that agent type is more likely to be taken over by the other agent type.
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Random variation in giving-in thresholds has a similar effect because land that is
relinquished will tend to be re-taken by the original type when it holds a competitive
advantage there, while land that is retained may be at any point along the relevant
capital gradient.

(a) (b)

(c)

Fig. 1. Map of the simulated world after 25 timesteps with demand at global level (a) and
divided across four regions (b). The overall levels of demand and supply for food in all three
regionalisations (1, 4 and 9 regions) are shown in (c) (data for all realisations are shown, giving
30 curves for each regionalisation).
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(a) (b)

(c)

(d) (e)

Fig. 2. Maps of the simulated world for experiments 2.12 (a), 2.22 (b), and 2.29 (c), food
demand and supply for all 2.x9 regionalisations where both agent types have higher giving-up
thresholds (d), and food demand and supply for all 2.x7 regionalisations where farmer agents
have a higher giving-in threshold (e). Demand and supply plots include Experiment 1 runs for
comparison.
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Productivities
Where random variation in agent productivities applies only to one agent type,
unproductive agents tend to be lost from the system, while highly productive agents
can retain land and increase overall production slightly. Where both types are subject
to variation, however, neither receives a net benefit and production does not change.

Search Abilities
Decreasing the number of search iterations at each timestep delays but does not alter
the eventual configuration of land uses, and average and total production gradually
rises to its level in Experiment 1. Decreasing the number of cells considered at each
search iteration means that agents of a single type that do not already ‘own’ a cell will
often compete for the same cells (through increased proportional resampling) rather
than finding other cells which they may be able to take over, which also delays the
development of the equilibrium configuration.

Utility Functions
Switching one of the two utility functions to an exponential curve, in which over-
production of a service still provides a positive utility, benefits the agents that produce
that service. This leads to substantial overproduction of that service and corresponding
underproduction of the other. It also means that the overproducing agent type is more
competitive in areas where both capital levels are high, and that type’s average pro-
ductivity increases dramatically as a result, while the other type’s declines.

When both utility functions are exponential, the dynamics under global demand
are similar to those in Experiment 1, but the system converges to a near-optimal
configuration more quickly. Under regionalisation, however, the system converges to
a point that balances regional and global (total) demands because agents in particu-
larly productive land still benefit from competitive advantage even where they are
regionally overproducing. As a result, average and total production are both consid-
erably higher in the system as a whole than under linear utility functions.

Land Use Intensities and Multifunctionality
Allowing the intensity of land use to vary by introducing lower intensity foresters and
farmers to the simulation prevents a clear convergence from occurring. In each re-
gionalisation, the four agent types remain mixed across the arena, but low intensity
agents clearly dominate in the areas of lowest capital. Outside these areas, land
changes hands repeatedly as low- and high-intensity producers compete, giving pro-
ductivity a cyclical form that rarely achieves the levels seen with two agent types.
Nevertheless, less of the highly productive land is abandoned in this case.

Introducing multifunctional ‘AgroForester’ agents (Table 3) has a similar effect in
preventing a stable equilibrium arrangement of land uses from developing. However,
the multifunctional agents clearly dominate in less productive areas, especially under
regionalisation (Fig. 3a). Productivities fluctuate under competition, but are similar to
those without multifunctional agents in the global case. Under regionalisation, how-
ever, the presence of multifunctional agents dramatically increases production of both
services (Fig. 3b).
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4 Discussion

Our results clearly demonstrate that expression of demands at the global scale does, in
principle, allow an optimal configuration of land uses to develop, with services pro-
duced to mutually maximal levels using the most productive land. Regionalisation of
demand, in contrast, encourages land users to produce services inefficiently, using
unproductive land and abandoning the most productive areas. As a result, fully
‘rational’ and equivalent land use agents that compete on the basis of their ability to
satisfy regional demand create a markedly sup-optimal land system. Instead, behav-
ioural agents that are (partially) insensitive to demand levels may be preferable.

Human behaviour causes substantial deviations from economic or productive
rationality in the real world, and has the potential to confound drivers of land use
change (Weisbuch and Boudjema 1999; Potter and Tilzey 2005). We investigated
several forms of behaviour through their effects on agents’ productivities, sensitivities
to demand, and abilities to compete for land and to intensify or diversify land uses.
We found that some of these had dramatic effects on land uses and, while none were
capable of entirely masking the consequences of regionalisation (at the strengths we
modelled them), they did substantially alter them.

Among the strongest effects were those of altering agents’ willingness to abandon
or relinquish land, and the utility functions of different land uses. Agent types with
lower sensitivities to demand or competition were able to maximise production levels
at the expense of the other type. Random variation within types (which may provide
an accurate description of real-world variation) did not produce a clear effect unless it
led to a systematic difference between types. Utility functions that rewarded

(a)  (b)

Fig. 3. Map of the simulated world after 25 timesteps with multifunctional AgroForester
agents included, in four regions (a), and the resulting changes in food supply and demand in all
regionalisations, with Experiment 1 results for comparison (b).
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overproduction of a service were, unsurprisingly, found to favour that service at
regional and global levels. However, where both services had functions of this form,
the effects of regionalisation were dampened, with productive efficiency and overall
production levels both increased at global scale.

We also found that varying the intensities and specialization of land uses had strong
effects on the system as a whole. Disequilibrium followed, as intermediately productive
land changed hands between equally-competitive land users. This limited land aban-
donment in productive areas, but also caused fluctuations and, sometimes, declines in
productivity. Multifunctional land uses, though, generated dramatic increases in pro-
ductivity. These can be attributed to the efficiency of using marginal areas to produce
small quantities of multiple services and reserving highly productive areas for intensive
use. We conclude that the adoption of multifunctional land uses is therefore a strong
emergent trend of a system dedicated to matching supply to demand levels.

Although we investigated these processes in a simple, theoretical setting, it is
unlikely that the complexity of the real world entirely confounds the effects we
identify. Much of the human behaviour identified as important in the literature is
expressible through the parameters that we use in this model, as detailed above.
In particular, land managers are known to be very unwilling to convert to different
land uses (e.g. Siebert et al. 2006), suggesting that the small variations we model in
giving in thresholds understate the effects of real behavior. Processes of intensification
and diversification of land uses are also apparent throughout the world’s land systems,
and numerous policies have been enacted to encourage or discourage these (e.g. Piorr
et al. 2009). Overproduction does occur, and leads to regional over-supply even as
global shortages persist (e.g. Stoate et al. 2001); regional demand can cause the
abandonment of productive land in the same context (Bouma et al. 1998).

These results underline the difficulty of applying theoretical principles to the land
system. A tenet of classical economics is that free trade and globalisation leads to
specialisation and maximisation of production (McKenzie 1953). In reality, demand is
not and cannot be truly globalised. Pressure for regional production may originate
with governments or institutions (e.g. Potter and Burney 2002), or may emerge from
the population, particularly where the effects of globalisation are thought to be dis-
advantageous (Mughan et al. 2003; Starr and Adams 2003). Under such circum-
stances, free trade between rational agents does not produce the best result in terms of
production levels or efficiency. Instead, human behaviour that limits apparent
‘rationality’ may be preferable at regional and global scales.

It is also apparent that rising food demands pose a serious challenge to terrestrial
and aquatic ecosystems (Godfray et al. 2010), and that globalisation leads to job
insecurity in the developed world (e.g. Burfisher et al. 2001), and may have consid-
erable negative effects in under-developed countries (e.g. Fujita and Hu 2001; Pingali
2007). An important recent response to these issues is the promotion of multifunc-
tional land uses (Robertson and Swinton 2005; Pretty 2008). We find that these can
increase productivity and respond more effectively than intensification to regional
demand. Global markets are of course highly complex, containing, for example,
numerous demands at different levels and ‘spaghetti bowls’ of (restricted) free trade
between specific partners (e.g. Baldwin 2006), and being a mix of ideologically
dominant free trade and practical protectionism. Nevertheless, our findings suggest
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that human characteristics have strong and sometimes counter-intuitive effects at the
global scale, and that agent-based modelling is a highly relevant and useful tool for
their investigation.
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Abstract. This paper introduces a data-driven agent-based simulation model
of rural land exchange in the Netherlands. The model development process is
part of an ongoing research program aiming at understanding the effects of
climate change and socioeconomic drivers on agriculture land use and nature
conservation. The first model version reported in this paper, is being developed
for the Baakse Beek region in the Netherlands and is empirically grounded.
The general framework described in this paper will be applied to another case
study area in the Netherlands in the second phase of our research program and
compare the projected land use patterns in the two case studies region.
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1 Introduction

Agriculture is one of the most important land uses in Europe [1, 2]. Farming activities
utilize about half of the surface of the European Union (EU) and are largely
responsible for the past and current landscape patterns in rural areas [3, 4]. The
Netherlands comprises an exemplar of a country with a dynamic agricultural sector.
Agriculture is the largest land use, covering about 70 % of the country’s terrestrial
surface [5]. During the last decades, it has experienced rapid and extensive changes
including decrease in the total number of farms, dominance of dairy farms, dwindling
of the pig and poultry sectors, and rise in the number of owner over tenant farmers [5].
Further changes have resulted from the dynamic interactions between agriculture and
other land uses. The proximity of rural areas to urban centers [6] for example, has
stimulated urbanization at the expense of farmland. Additionally, the implementation
of nature management policies along with the development of recreation areas and
woodland has led to annual exemptions of farmland from agricultural activities [7].
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The aforementioned processes alone decrease farmland surface by about 0.5 %
every year [7]. Unavoidably, land transactions are accompanied by modification of the
use and/or the management land, provoking changes not only in the landscape
structure, but also in the range and flow of ecosystem services that they provide
[8–10]. Hence, the importance of land tenure as a driver of land use/management
decisions increases [11, 12]; along with the need to better understand land exchange
processes and their implications.

Land use models can be used as tools to simulate land exchange processes and
explore their outcomes under the assumptions of alternative future scenarios. Agent-
based models simulating land market have largely focused mostly on urban (e.g.,
[13–15, 19]) rather than rural areas. Although some of these models are quite
sophisticated, they have so far, not been used to explore land use change since they
require records on land prices and budgets of potential buyers; details that are not
likely to be available on the temporal and spatial scales at which land use change
becomes manifest. In order to simulate land use change evolving from land trans-
actions a more rigorous approximation of likely transactions needs to be made.

In this paper, we introduce the first version of the RUral Land EXchange
(RULEX) model developed in the context of the Climate Adaptation for Rural arEas
(CARE) project. This research program, funded by the Dutch government, is designed
to generate knowledge that is necessary for the design and evaluation of adaptation
strategies to climate change in rural areas in the Netherlands. The RULEX model
simulates the process of parcels’ evaluation as conducted by agents that represent
individual land managers/farmers and land exchange between them. The purpose for
developing the model is to generate future land use maps and the development of farm
sizes under different socioeconomic and climate change scenarios. A roadmap
describing the development and validation cycles for the model is presented. We
present preliminary results concerning the expansion of large-sized farms as well as
the reduction in the number of small farms under different simulation settings.

2 The Baakse Beek Case Study Region

The Baakse Beek region, shown in Fig. 1, is located in the Province of Gelderland, in
the eastern part of the Netherlands, defined by the boundaries of a watershed. This is a
strategic action area according to the provincial water management plan1. The inte-
gration of rural development processes related to the nature, agriculture and water
management play a key role in climate change adaptation strategy.

The introduction of fertilizers and the Common Agricultural Policy (CAP)2 have
resulted in significant changes in farmland management, namely the heavy cultivation
of farmland and the resulting nutrient surplus. Furthermore, intense land use changes
have taken place such as the replacement of mixed (arable and some cattle) farms by
either arable farms, dairy farms or pig farms, or their purchase by private companies

1 http://www.baaksebeek.nl/
2 http://ec.europa.eu/agriculture/index_en.htm

116 S. J. Alam et al.

http://www.baaksebeek.nl/
http://ec.europa.eu/agriculture/index_en.htm


when farmers were not able to find a successor. The current trend involves the dom-
inance of livestock (usually, pigs and dairy are combined) over arable farms. ‘Natura
2000’ sites are located in proximity to the study area, enhancing the ecological value of
the area. Disappearance of semi-natural habitats, desiccation and acidification of wet
nature areas, increased sensitivity of flood pulses and flooding are some of the issues
that land managers and policy-makers are expected to confront with.

One of the important issues concerning the Baakse Beek region is an ever-
increasing size of expanding farms resulting in the loss of small farm elements.
Currently, dairy farmers constitute about 70 % of the farmers in Baakse Beek while
the rest of the farmers use their land for intensive pigs and poultry, arable, mixed and
horticulture. Land parcels with mixed land use tend to be replaced by dairy, arable and
pigs/poultry farm. Several other important social and environmental issues exist e.g.,
whether farmers’ would be willing to participate in schemes such as the ‘Green-Blue’
corridors, or whether the ongoing trend of increasing farm sizes would result in a loss
of social cohesion. These issues are addressed elsewhere (in preparation).

3 Materials and Methods

The Rural Land EXchange (RULEX) model incorporates data of different types from
different sources following the evidence-driven modeling approach [16, 17]. In RU-
LEX, we have used real land parcel and farm delineations, historical transactions and

Fig. 1. An map of the Baakse Beek region in the Netherlands (courtesy: Utrecht University)
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the available census data. The spatial data of landownership in the Baakse Beek region
comes in the form of land parcel ESRI shapefiles and farmers’ locations in the region.
The agricultural census data from the Gelderland province gives details about the
farmers’ age, land uses, economic size and other demographic information. Shapefiles
inform land ownerships, land uses and delineation of the National Ecological Network
(NEN). Dairy income loss and soil maps generated from biophysical models that have
been developed by our project partners, inform equations that are used to calculate the
perceived values of land parcels of the farmer agents.

The RULEX model is developed using Repast Simphony 2.03 and uses the Java
JTS4 and Geotools5 Java libraries. The model runs on an annual time scale. By default,
simulation runs for 40 years and the starting year is assumed to be 2009 following the
most recent agricultural census data available to us. Next, we present an overview of
the model entities, state variables and the simulation schedule.

3.1 Land Use Categories

The basic assumption of the model, consistent with respect to our case study, is that
land use change is brought about through land exchange, i.e., a land parcel’s current
land use depends upon the land use category of its owner. Land use is an input
characteristic for farmer agents and an output characteristic for parcels in RULEX.
For the first version of the model, we reclassify the existing land use categories (based
on the census data) into six broad categories, viz., arable, dairy, pigs-and-poultry,
horticulture, mixed and ‘nature’. Each farmer agent is assigned exactly one of the
above land use categories except ‘nature’. The ‘nature’ land use category concerns
with the nature managers (another type of actors) and the National Ecological Net-
work (NEN) policy, which will be incorporated in the next model version.

3.2 Typification of Farmers’ Strategies for Land Exchange

A first step to model exchanges of parcels between farmers is to identify which
farmers are likely to buy land, which are likely to sell land, and which are not likely to
participate in the land exchange process at all. Using the panel agriculture census data
of 1999 and 2009, we classified farmers in the case study region into four types:
expanders, shrinkers, intensifiers and stable. Those farmers whose area increased at
least 10 % in the past 10 years were identified as expanders; those whose area
decreased by more than 10 % were identified as shrinkers. Farmers whose economic
size increased during this time were identified as intensifiers while the rest were
identified as stable farmers. Farmer agents initialized based on 2009 census data are
then initialized strategy probabilistically based on their existing profile that is updated

3 http://repast.sourceforge.net/
4 http://www.vividsolutions.com/jts/JTSHome.htm
5 http://www.geotools.org/
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at each time step (see Sect. 3.4). In our model, we use the Dutch equivalent of the
European economic size, called Nederlandse Grootte Eenheid (NGE)6.

3.3 Agents Representing Farmers in Baakse Beek

Agents in the first version of the model represent existing farmers in the Baakse Beek
region. As of 2012, analysis of the land parcels ownership data identified 1259 farmers
in Baakse Beek who own at least one land parcel. We use the land parcels delineation
and the ownership data to match it with the most recent census data (for the year 2009)
of these farmers in the region. In our model, simulation starts with each agent rep-
resenting the existing owners of the agriculture land parcels in the case study region.
Each agent is assigned land parcels ownership, land use category, age and the cal-
culated economic size. Agents are assigned geographical locations in the region: for
corresponding resident farmers, for whom a geographical location is available, a
position is assigned in the geometry. For farmers whose location is missing, we
assume that they live outside and hence a random location is assigned outside the
region. Table 1 summarizes the attributes of farmer agents in the model.

In the first version, we assume that no new agents representing land managers
enter the system during a simulation run. On the other hand, shrinking farmer agents
who have sold away all of their parcels leave the system. Thus, we observe a decrease
in the number of farmers; a trend that has been observed in the case study region and
informed by the domain experts.

3.4 Agents’ Methods

Updating Attributes. At each time step, a farmer agent is assigned one of the four
strategies (see Table 1). The probabilities for the four strategies are calculated from
equations that are estimated using multinomial regressions on the agriculture census
data for 1999 and 2009. Based on our analysis (in preparation), the factors taken into
account were: age, dairy {Boolean}, area, economic size and whether the farmer agent

Table 1. Attributes and description of agents representing farmers in the Baakse Beek region;
the last column indciates whether an attribute changes during a simulation.

Agent attribute Description Updated?

BRS_ID A farmer’s registration number as in the agriculture census No
Land use type {Arable, dairy, pigs-and-poultry, horticulture, mixed} No
Area in BB Total area in hectares owned in the Baakse Beek region Yes
Age Initialized from 2009 census Yes
Economic size Farmer agent’s total economic size (NGE) in Baakse Beek Yes
Strategy {Expand, Shrink, Intensify, Remain stable} Yes

6 http://epp.eurostat.ec.europa.eu/statistics_explained/index.php/Farm_structure_in_the_Netherlands
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had an expanding strategy in the previous time step {Boolean}. In our model, a farmer
agent’s land use type is the only static attribute besides its BRS_ID. At each time step,
age is incremented. The total area, in hectares, of a farmer agent changes over time
when they buy or sell land parcels as expanding or shrinking agents respectively.
While the expanding and shrinking farmer agents buy and sell land parcels respec-
tively, intensifiers augment their NGE each year (default: 0.19 per ha.), whereas stable
farmer agents currently do nothing in the model (unless they change strategy in
subsequent time steps).

Price-Prepared-to-Pay (PPP) aka Perceived-Value of a Land Parcel. Estimating
the price that an expanding farmer would be willing to pay is difficult. For the Baakse
Beek case study, data is available on sale transactions and the prices paid, however,
the actual price paid is not the same as the price that a potential buyer would be
willing to pay. In our model, we consider PPP as the value of a piece of land that a
land manager, in our case, a farmer agent would perceive or would be willing to pay.
In order to estimate that, it is important to know which parcels are more likely to be
placed in the market by shrinking farmers and which parcels are more attractive to the
potential buyers (in this case, the expanding farmers). We have used regression
analysis (to be reported elsewhere) on the land transactions data to estimate param-
eters of the equation used by farmer agents in our model, in Eq. 1 below.

PPPfarmer ¼ 40670� 12:224 � distanceparcel þ 5747749 � distance�1
village

� 883356:7 � distance�1
NEN þ 209:5incomelossdairy� 9760:1

ð1Þ

Figure 2 highlights the factors taken into account to estimate farmer agents’
perceived value of land parcels. Proximity to a land parcel is the most dominant factor
in determining its desirability; we observe a sharp decline in the trend of purchasing

Fig. 2. Calibration of perceived value by farmer agents in the RULEX models taking into
account the shortest distances to a given land parcel, the National Ecological Network and the
nearest village (also, a possible loss of income due to climate change).
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parcels that are distant and almost no purchases observed beyond 5 km distance. Other
factors also contribute to a farmer agent’s perceived value. For instance, the distance
to the National Ecological Network (NEN) – due to the government’s NEN policy, a
parcel that lies within NEN or is near, has of little desirability to expanding farmers
and thus as seen in Eq. 1, a parcel’s proximity to NEN decreases its price that a
potential buyer (expanding farmer) may be willing to pay. While the factors included
in Eq. 1 give a good fit for the land transactions in Baakse Beek, we are currently
conducting sensitivity analysis for these estimates on the model’s outputs. As Fig. 3
illustrates, determination of farmers’ perceived values of land parcels based on the
parcels’ location and biophysical features, may result in a situation where expansion
of existing farms are limited by the lack of desirable land parcels for sale (a sellers’
market case); or when shrinking farmers are left with unsold parcels because of a lack
of interested buyers in the vicinity (a buyers’ market case).

Succession of Farms. In Baakse Beek, succession of farms occurs when a farmer dies
or retires from farming. In RULEX, a farmer agent retires when a farmer attains a
retirement age (default: 67 years) and has an economic size [8.2 (estimated).
Otherwise, a farmer agent stays until it dies. If a farmer agent retires or dies, we
assume that its successor takes over. This we do by resetting the age (age / age – 35
years). Notice that age is one of the factors that determine an agent’s strategy that is
updated each year. In our model, agents die based on the probabilities reported in the
WHO life expectancy tables for the Netherlands7. Model assumptions concerning

Fig. 3. Right: Two cases depicting sellers’ and buyers’ market scenarios respectively.

7 http://apps.who.int/gho/data/view.main.61160?lang=en
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succession can affect the model’s results [18] and we aim to test these assumptions
and alternative succession mechanisms in the next RULEX version.

Land Exchange. Figure 4 gives an outline of the simulation schedule at each time
step (year) in the model. The model starts with loading the land use map and census
data from 2009 and all assigning strategies to all farmer agents (see Table 1) based on
the farmer agent’s current age, land use type, total area and economic size. Shrinking
farmer agents select the least preferred land parcels (the number of parcels put on sale
per year is a model parameter; default=1) and put them in the market for sale.
In RULEX, when a farmer agent notices that the parcel(s) it had placed in the market
did not sell the previous year, i.e., it was not attractive to buyers; it puts his next least
preferred parcel for sale and so on. The preferential ranking of parcels is based on a
farmer’s agents perceived value of a land parcel calculated using Eq. 1. This
parameter can have an effect on the model outputs: If the shrinking farmer agents
attempt to sell a lot of parcels then the expanding farmer agents may have a lot more
parcels to choose from and thus leading to more land consolidation (as buyers prefer
adjacent or nearest parcels). On the other hand, if the shrinking farmer agents sell
fewer parcels at or if there are fewer sellers in the system, then the expanding farmer
agent may end up buying less favorable land parcels.

Expanding farmer agents evaluate all land parcels that are available in the market
by calculating their perceived values and rank them in the order of preference. An
expanding farmer agent bids for only those parcels for which its perceived value is
greater than 24,520 (a threshold value; calibrated from data). Here we introduce
another model parameter that limits the bidding capacity of a buyer. That is, an
expanding farmer agent is allowed to bid for a certain area for sale in a given time
step, which is a percentage (default: 30 %) of the total area of land it currently owns.
Since a farmer agent’s economic size (NGE) is proportional to the area it owns, the

Fig. 4. An outline of the processes in the RULEX model at each time step of a simulation run.
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total area owned by a farmer agent is used as a proxy for its purchasing power in the
model. If there is more than one bidder for a land parcel, the one with the highest
competitive power wins the bid and is transferred ownership of the land parcel. In the
current model version, bidders compete based on their economic size (NGE) the
bidder with the highest NGE becomes the new owner of the parcel. Notice that the
RULEX model simulates land transactions without considering actual monetary
values. This allows applying the model over wider spatial and temporal scales in the
subsequent phase of the CARE project. Finally, following succession (described
above), agents’ age, area and NGE are updated.

4 Preliminary Results

In RULEX, farmer agents receive feedback on their strategies based on the perfor-
mance, i.e., a change in economic size (NGE) that might be affected by a suite of
climate change and socioeconomic scenarios. Since NGE is one of the factors that
affect farmer agents’ strategies, penalizing an expansion strategy would imply that
expander agents would be less likely to expand when their economic performance is
low. These scenarios will be explored in the subsequent model version following the
model’s validation with farmers and other stakeholders as part of the RULEX model’s
development process. Table 2 gives a list of the model’s general and region-specific
parameters and their default values. Here, we list only the intercepts of the regression
equations that are used to calculate the respective probabilities for the four strategies
(see Table 1) of farmer agents. One could simulate the effects of buyers’ and sellers’
market in the region by exploring different values of these intercepts.

We report the model’s outputs based on five different parameter settings that are
described in Table 3. We select three parameters: Maximum number of parcels put for
sale by shrinking farmer agents in a time step (NrPrSell); maximum area to bid in a
time step by an expanding farmer agent as a percentage of area it currently owns; and
the intercept from the regression equation affecting the number of shrinking farmer
agents in the model (ShrinkerIntercept); see Table 2. Each simulation was run for 40
time steps (years) beginning with 2009 as the starting year for which we have the
census and landownership data.

Table 2. RULEX (version 1.0) Baakse Beek region-specific and general parameters

Region-specific parameters General parameters

Regression coefficients for strategy:
Expander (intercept) -2.961348
Intensifier (intercept) -1.398397
Shrinker (intercept) -3.473086

Regression coefficients for price prepared to
pay (see Eq. 1)

NGE threshold for a successor 8.2
Annual NGE/ha increase for intensifiers (1.7)
Threshold for buying land (24520 euros/ha)

Retirement age (67 years)
Maximum age of farmer (90 years)
Age difference between farmer and successor

(35 years)
Maximum number of parcels offered for sale by

shrinkers per year (1)
Percentage of total area of which an expander is

allowed to bid in a year (30 %)

Simulating the Expansion of Large-Sized Farms 123



The outputs generated by the model include the time series of the number of
farmer agents with respect to their strategies and land use types and the total area
covered under different land use categories. Furthermore, we look into the effect of
these settings on land consolidation – i.e., assuming that farmer agents who would
merge adjacent lands as one patch for more convenient land management. Whether a
market-based land exchange results in further fragmentation or consolidation of land
in the case study region is an important policy question for the stakeholders.

Measuring consolidated patches on land parcels in a vector-based geometry can be
tricky as the delineation of land parcels in a shapefile format needs to be correct in
order to determine neighboring land parcels. In contrast, for grid-based representation
of land parcels, identifying consolidated patches is straightforward. Here have used a
distance threshold of 20 m to determine if two land parcels are adjacent or not, and
identify them as belonging to a consolidated patch if both belong to the same farmer
agent. Several metrics8 are reported in the literature for measuring land fragmentation
in a study region. Here we use an adaptation of the ‘patch density’ measure of land
consolidation, which is the total area that is owned by a farmer agent divided by the
number of land parcel; we report the average patch density as a time series.

Figure 5 shows the time series for the average patch density and the total number
of farmers for the five settings (see Table 3). The model parameter limiting the
number of parcels that can be put on sale in a year by a shrinking farmer agent has a
significant effect on the rate and extent to which farm size increases in the simulation.
The more parcels that are put on sale by shrinking agents, the more choice expander
agents have and thus the chances for expanders to bid for parcels that are in proximity
increases with time. Notice that the expanding agents only bid for a ‘for-sale’ parcel if
their perceived value exceeds a given threshold (Table 3). For the shrinking agents,
this means that they are able to sell off their land parcels more quickly and thus the
total number of agents decreases with time. The second model parameter, which limits
the bidding capacity of expander agents, also affects the number of total farmer agents
that survive in the system after 40 years (time steps). Unfortunately, we do not have
the data to calibrate these two model parameters and this therefore requires uncer-
tainty analysis on these parameters (currently in progress).

8 See [20, 21] for more land consolidation measures.

Table 3. Five simulation settings based on different values of the model parameter: the
maximum number of parcels that a shrinking farmer agent may put in the market in a year
(NrPrSell); the percentage of the total area of which an expanding agent is allowed to bid in a
year (PercExp) and three different values for the shrinking agent’s intercept.

Setting NrPrSell PercExp (%) ShrinkerIntercept

I 1 30 -1.473086
II 2 30 -1.473086
III 3 30 -1.473086
IV 3 10 -2.473086
V 1 10 -3.473086
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In the past decade, there has been a 40 % reduction in the number of farmers based
on the national-level statistics. As we can see in Fig. 5, different parameter settings
lead to an overall reduction ranging from approximately 20 to 70 %. Another
observable trend in the case study region is the increasing dominance of dairy farmers,
which is reflected from the simulation results shown in Fig. 6 and in Fig. 7, which
shows two snapshots of land use spatial patterns for 2009 and 2050.

5 Outlook

The RULEX model is currently being developed to study trends in increase of farms
size under different climate and socioeconomic scenarios. Land exchange in RULEX
incorporates exchange and bidding processes and takes place on a spatially explicit
landscape. In this paper, we have reported the first results that were run without a
scenario configuration and feedbacks. Our modeling approach has been to find a
neutral solution of not optimizing either from the ecological or economic perspectives,
instead to mimic the observed behavior to engage the farmers in the Baakse Beek
region and other stakeholders.

Fig. 5. Left: total area (in hectares) owned by farmer agents. Right: total number of farmer
agents in the system.

Fig. 6. Left: total area (in hectares) owned by dairy farmer agents. Right: total number of
farmer agents in the system.
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The model will undergo revisions following the feedback from the stakeholders
and then we will introduce another type of land managers, i.e., nature manager
organizations that are interested in the conservation of nature areas in the region. This
will allow a cross-sectorial competition analysis for land resources between the two
actor types that have different desirability for a land parcel that is on sale and different
land use. Modeling nature managers’ behavior (decision-making) is an unexplored
subject and will be included in the next phase.

Fig. 7. Above: land use of parcels based on the respective owners in the Baakse Beek region in
2009 (time step: 0). Below: simulated land use of parcels for 2050 (time step: 40).
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Abstract. Tuberculosis is an infectious disease that still causes many
deaths around the world nowadays. It is caused by the M. tuberculosis
bacillus. The study of the growth curve of this infectious organism is
relevant as it has wide applications in tuberculosis research. In this work
a Multi-Agent-Based Simulation is proposed to pursue the reproduction
in silico of the observed in vitro M. tuberculosis growth curves. Simu-
lation results are qualitatively compared with growth curves obtained
in vitro with a recent proposed methodology. The results are promising
and indicate that the chosen simulation methodology has the potential
to serve as a platform for testing different bacterial growing behaviour
as well as bacteria growth under different conditions.

Keywords: Multi-Agent-Based Simulation · Tuberculosis · Bacterial
growth curve

1 Introduction

Determination of mycobacterial growth is relevant specially due to its implica-
tions in tuberculosis (TB) research. Recently, a new method for determination of
mycobacterium growth has been proposed [8]. In the present work we are inter-
ested in modelling mycobacterial growth using a Multi-Agent Based Simulation.

There are various accepted bacterial growth models. The most employed
models are Baranyi and Gompertz [13]. These methods are, by definition, deter-
ministic and lack a proper representation of the biological components present
in the system under study. This characteristic makes it difficult to include any
new biological hypothesis for testing purposes directly into the model. On the
contrary, stochastic models such as Multi-Agent-Based Simulations (MABS) are
very flexible tools that permit the representation of each individual present in
a system, thus easing the assessment of new hypothesis in the model. Usually,
deterministic models present as results the averaged behaviour of its components.
Contrarily, MABS models can model individual behaviour producing much more

S.J. Alam and H. Van Dyke Parunak (Eds.): MABS 2013, LNAI 8235, pp. 131–142, 2014.
DOI: 10.1007/978-3-642-54783-6 9, c© Springer-Verlag Berlin Heidelberg 2014
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detailed results. Moreover, MABS models have a simpler interpretation and are
closely related to the real system. These peculiarities make the implementation
and test of new biological hypothesis under the Multiagent framework straight-
forward.

The golden goal of using biological computer simulations is to have a compu-
tational system in which a biological behaviour can be exactly reproduced. This
would allow new biological hypothesis to be tested cheaper, faster and without
using living organisms. After the simulations phase, only those that showed some
interesting results in silico will be carried out in vitro.

This paper is organized as follows. Section 2 presents Tuberculosis and the
growth curve of the Mycobacterium tuberculosis as well as Multi-Agent-Based
Simulations. In Sect. 3 the proposed model is described. Section 4 brings the
first results and a discussion. Finally, in Sect. 5, the conclusion and a proposal
of future works are presented.

2 Background

2.1 Tuberculosis

TB is an infectious disease caused by the M. tuberculosis bacillus. The World
Health Organization (WHO) in the last Global Tuberculosis Report in 2012
estimates that there were almost 9 million new cases in 2011 and 1.4 million TB
deaths remaining a major global health problem and being the second leading
cause of death from an infectious disease [11].

The multidrug-resistant and extensively drug-resistant TB are two forms of
highly drug-resistant TB that can convert this disease untreatable and fatal,
specially in poor countries with a high incidence of AIDS [2]. Due to these
reasons it is necessary to investigate rapid diagnostic of drug-resistant TB and
the development of new drugs to effectively treat all forms of TB.

2.2 Growth Curve of Mycobacterium Tuberculosis

Determination of growth curve of M. tuberculosis has wide applications in tuber-
culosis research. It has been useful in assessing the viability of the bacteria in
cases of: environmental stress [18], alterations in gene regulation [17], response
to different physic-chemical conditions [1], presence of gene mutations associated
with drug resistance [8] and deciphering the function of unknown genes revealed
by genome sequencing [14].

The fact that M. tuberculosis has a slow growth rate and the tendency to form
clumps when grown in liquid media, makes it more difficult to study mycobac-
terial growth by methods commonly used for other bacteria [9]. The standard
plate count method of viable cells is laborious, time consuming and requires at
least 3 weeks to give results and frequently fails due to either contamination
or dehydratation of the medium during the long incubation period [5]. Turbid-
ity measurement has limited value and works best for well-dispersed cultures
containing detergents [10].



Multi-Agent-Based Simulation of Mycobacterium Tuberculosis Growth 133

Recently, von Groll et al. [8] standardized a new method to determine the
growth curve based on MGIT960TM system which assesses mycobacterial growth
by the consumption of oxygen in the liquid medium [12]. This method allows
closely monitoring the metabolic activity of the bacteria, which is measured
automatically every hour by the apparatus. Unlike counting of viable cells, the
main classical method to determine a growth curve, it does not require the use of
detergents to disperse the bacterial cells in the medium. It is less time consuming,
and the turnaround time is between 12–20 days. Besides, this system measures
automatically and stores the data, which is an advantage to any current method
to determine growth curve. Furthermore, it can be easily set up by any person
having the Epicenter R© [16] software. On the other hand, this method requires
expensive equipment and they are inflexible since they depend on a single pre-
packaged growth media [3,19].

The normal bacterial growth curve in vitro has four stages (see Fig. 1):

1. Lag phase: is the adaptation period of the bacteria to the culture medium.
Although bacteria have metabolic activity, there is no population growth.
This phase may be affected by differences in the environment prior to the
bacteria was growing and also the growth phase which the bacteria was in the
moment of the inoculums. Another factor that influences is the concentration
of the inoculums which smaller concentration, the longer it takes to reach the
minimum population that can be quantified by the method used.

2. Log phase: the exponential growth phase of the bacterium. Bacterial bio-
mass increases linearly, with the number of bacterial cells doubling with every
generation time. This growth occurs until reach a high population density, an
increase of toxic metabolites and reduction of nutrients. During the growth
phase, the bacterial cells can release chemical molecules (quorum sensing),
which may stimulate reducing the bacterial growth rate at high population
density.

3. Stationary phase: this occurs when there is a stable bacterial population
growth. The number of cells which die is similar to the number of new cells.
Furthermore, part of the bacterial cells stop to multiply, however, through the
dormancy factor, they remain viable. The better the ability of the bacterium
to survive in dormancy longer the stationary phase it.

4. Decline phase (death): eventually, death phase is reached where bacter-
ial cells are broken down (cell lysis) due to the additional accumulation of
inhibitory byproducts, depletion of cellular energy, reduction of O2 and pH
changes.

2.3 Multi-Agent-Based Simulation (MABS)

Multiagent Systems (MAS) study the behaviour of sets of independent agents
with different characteristics, which evolve in a common environment. These
agents interact with each other, and try to execute their tasks in a cooperative
way by sharing information, preventing conflicts and coordinating the execution
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Lag phase

Log phase

Stationary phase
Death
phase

Fig. 1. Phases of a typical bacterial growth curve. See the main text for a detailed
description of each phase.

of their own activities [20]. Additionally, the use of simulation as an auxiliary
tool for human decision-making is very efficient, because it allows the verification
of specific details with great precision.

The combination of both, multiagent systems and simulation, generates a
new research area called Multi-Agent-Based Simulation (MABS), that deals with
problems that involve multiple domains [7]. An example of a MABS application
domain is medicine and how the diseases are disseminated. Typically, it involves
researchers from various scientific areas, such as social psychology, computer
science, social biology, sociology and economics. The interdisciplinary character
of MABS is an important challenge faced by all researchers, while demanding
a difficult interlacement of different theories, methodologies, terminologies and
points of view.

MABS has provided architectures and platforms for the implementation and
simulation of relatively autonomous agents and it has contributed to the estab-
lishment of the agent-based computer simulation paradigm. The agent-based
approach enhances the potentialities of computer simulation as a tool for the-
orizing about social scientific issues. In particular, the notion of an extended
computational agent, implementing cognitive capabilities, is giving encourage-
ment to the construction and exploration of artificial societies, since it facilitates
the modeling of artificial societies of autonomous intelligent agents [4]. According
to Drogoul and Ferber [6], MABS goals are:

1. Testing hypotheses about the emergence of social structures from the behav-
iours and interactions of each individual. This is done by testing the mini-
mal conditions given at the micro-level that are necessary to observe these
structures at the macro-level;

2. Building theories that contribute to the development of a general under-
standing of ethological, sociological and psycho-sociological systems, by relat-
ing behaviours to structural and organizational properties; and

3. Integrating different partial theories coming from various disciplines, as soci-
ology, ethnology or cognitive psychology, into a general framework, by
providing tools that allow the integration of different studies.
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In this work, our ideas are to test the goal (1), searching the global variables
to help in the understanding of the mycobacterial growth.

3 Proposed Model

The model uses agents analog to the M. tuberculosis bacteria. Each of these
agents has features that allow them to perform their role in the model, mimicking
features of the real world. The agents’ features are:

– Energy: Describes how healthy is the agent.
– Consumption: Determines how much nutrients the agent is consuming from

the environment at each time interval. It also determines the rate at which it
consumes their energy.

– Adaptation: Determines the time needed to the agent to make the transition
between lag and log phase.

– Sense: Determines if the agent detected enough signalling molecules in the
environment. Once this detection is positive the agent enters a reduced power
state.

The model is also composed by the environment, which is the space where the
agents can move. Every patch of this environment has its own characteristics.
In the present model these characteristics are nutrients and waste. Nutrients
represents the resource that agents consume to produce energy and waste is
related to the waste that agents produce and dispose into the environment after
metabolising nutrients.

Initially the agents need time to adapt to the environment where they live
until they start replicating. This is the Lag phase in the bacterial growth.

After this period agents starts to reproduce in a process analogous to cell
division in which a new agent is an exact copy of the agent that gave birth
to it. However, in order for this reproduction to occur, agents need to have a
certain amount of energy, due to the fact that this resource is divided between
the two agents in the process. Therefore, the limiting factor for reproduction of
the agents is the amount of energy that they can acquire from the environment
by metabolising nutrients. This represents the Log phase.

At each time interval the agents consume from the environment a certain
amount of nutrients. After metabolising these nutrients the agent acquires energy
and produces waste. The higher the concentration of waste in the environment,
less energy the agent can extract from it.

The agent also has a chance to produce a signalling molecule. This chemical
signalling molecule is used by bacteria to sense their population density and
communicate with each other in a process called Quorum Sensing [15]. This
process is used to coordinate gene expression by several bacterial species opti-
mizing their metabolic and behavioural activities. Thus, when the agents detect
that the concentration of signalling molecules in the environment is high enough
they enter in a reduced power state where they gradually consume less nutri-
ents, generate less waste and reduce their reproduction rate. The concentration
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detection is an indirect measurement of how populated the environment is at
the moment. It gives an indication that the population has to stop growing or
it will soon face lack of nutrients which in turn may result in the death of all
agents. This is the Stationary phase. Although there is no specific study about
the Quorum Sensing in M. tuberculosis growth, several quorum sensing systems
are intensively studied in other bacteria.

At each time interval agents also move randomly on the environment in search
for patches with high concentration of nutrients, as they get more energy in this
way.

The model has many variables that the user can set to adjust the different
parameters of the environment to get results close to real experiments. The initial
parameters that can be configured in the interface (see Fig. 2) are:

– Starting number of agents
– Nutrients from each patch
– Adaptation time of the agents
– Threshold where agents will enter the reduced power state
– Gradual rate of decay of consumption upon entering the reduced power state
– Minimum consumption
– Chance of the agent to produce a signalling molecule
– Amount of energy expended per unit time to maintain the vital functions of

the agent.

3.1 Correspondence Between Real Measurements and the
Simulated Model

Real growth curves are obtained with the MGIT960TM system which assesses
mycobacterial growth by the consumption of oxygen in the liquid medium [12]. In
this method bacteria are not directly counted, instead its growth is monitored
by means of measuring the fluorescence resulting from its metabolic activity.
The measurement unit for bacterial growth is named “growth units” or [GU].
Moreover, the time in the real growth curves is measured in days.

Simulated curves are obtained from MABS in which the time is represented
by “ticks” and each agent corresponds to one bacteria, therefore, bacteria is
directly counted.

In order to establish a correspondence among the variables in the real curves
and the ones in the MABS system, and therefore be able to compare them, we
set one agent to be equivalent to four metabolic activity units and 41.88 ticks to
represent one day. Note that these factors are arbitrary and determined by the
choice of constants defined in the MABS system.

4 Results and Analysis

4.1 Experimental Data: The Mycobacterium Tuberculosis Strains
and Growth Curve

To validate our MABS we need to consider experimental data about real M.
tuberculosis growth curves. These experimental results are detailed in [8]. In this
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Fig. 2. Snapshot of the Environment Simulator, Netlogo.

work we are considering four M. tuberculosis clinical isolates from Bangladesh
or Georgia countries and the reference one (H37Rv). The susceptibility profiles
of the strains are in the Table 1. The strains 01-2522, 02-2761 and H37Rv were
susceptible to Isoniazid (INH), Rifampicin (RIF), Ethambutol (EMB) and Strep-
tomycin (SM). The strain 03-2922 was resistant to INH and SM and the strain
03-0850 was resistant to INH, RIF, EMB and SM, being classified as a multidrug
resistant (MDR) strain.

The growth curve determined by MGIT960TM: all strains were freshly subcul-
tured on Lowenstein Jensen medium and incubated at 37 ◦C for exactly 3 weeks.
The inoculum was prepared by suspending bacilli in 4 ml ultra-pure water con-
taining glass beads. The suspension was vortexed for 30 s and allowed to sediment
for 15 min. The supernatant was transferred to another tube, diluted to match
the turbidity of a McFarland tube No. 0.5 and adjusted at 595 nm to an OD of
0.01–0.03. A dilution 1:1000 was prepared in ultra-pure water. One hundred µl
of this dilution was added in triplicate to MGIT960TM Mycobacteria Growth
Indicator Tubes (Becton Dickinson Diagnostic Systems, Sparks, MD, USA) sup-
plemented with 10 % MGIT960TM SIRE Supplement (Becton Dickinson, USA).
The tubes were entered into the MGIT960TM system and incubated at 37 ◦C.
Growth curves were obtained by monitoring the fluorescence and recording the
growth units (GU) every hour using the BD EpiCente software.

Table 1. The M. tuberculosis strains.

Strain identification Origin of isolates Susceptibility
INH RIF EMB STM

GC 02-2761 Bangladesh S S S S
GC 03-0850 Bangladesh R R R R
GC 01-2522 Georgia S S S S
GC 03-2922 Georgia R S S R
H37Rv ATCC S S S S
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Fig. 3. Growth curves for all strains from simulated (a) and real (b) data. The simu-
lated growth curves are obtained by averaging the results of 10 different simulations
for each of the 5 strains. Real growth curves are measured by MGIT960TM.

4.2 Simulation Set Up

In order to adjust the simulated growth curve with the experimental results five
different populations of agents were created. These populations are analogous
to the five real strains described in Table 1. For each one of the five strains
we performed 10 simulations as a way to compare them with real curves. The
comparison is accomplished using the average and standard deviation over the
10 simulations.

The following parameters were set for all populations as follows:

– Number of agents: 30
– Nutrients from each patch: 100
– Adaptation time: 250
– Minimum consumption: 0.1
– Chance of the agent to produce a signalling molecule: 0.05
– Gradual rate of decay of consumption upon entering the reduced power

state: 0.3

The real curves do not measure the number of bacteria directly, instead they
measure bacteria’s fluorescence. Due to this fact we had to choose an arbitrarily
low number of initial agents, 30, to imitate the initial value of fluorescence which
is very low. Also, a higher number of initial agents may have had a negative
impact in the computational performance of the simulations.

The following parameters were set with specific values for each population
permitting each strain’s behaviour to be approximately reproduced as is shown
in Figs. 3 and 4.

– Threshold where agents will enter the reduced power state: 0.02, 0.02, 0.018,
0.018, 0.017.

– Amount of energy expended per unit time to maintain the vital functions of
the agent: 0.01, 0.01, 0.03, 0.03, 0.04.
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Fig. 4. Comparison of real and simulated growth curves. Each panel presents the results
from simulations and real growth curves for one specific strain indicated at the top of
the panel. The dashed line is the measured growth curve. The continuous line and the
grey shaded area are respectively the average and the standard deviation over the 10
simulations.
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The variable “Gradual rate of decay of consumption upon entering the
reduced power state” causes the more or less abrupt end of the curve. It happens
because once the population enter this state, they will begin to gradually reduce
their consumption, which will lead them to reproduce less and therefore stabilize
the curve. The intensity of this gradual reduction in consumption will dictate
how quickly the curve will stabilize.

The variable “Threshold where agents will enter the reduced power state”
determines the the final size of the population. This is because the variable
associated with this threshold is obtained by calculating the proportion of sig-
nalling molecules in the environment compared to the total space. Therefore,
for larger thresholds more signalling molecules will be allowed to populate the
environment, thus more agents will be produced until the population reaches the
reduced power state.

The variable “Amount of energy expended per unit time to maintain the
vital functions of the agent” is associated with the inclination of the log phase
of the growth curve. This is due to the fact that the more energy is required to
maintain a live agent, less energy is left for him to reproduce, and therefore the
reproduction speed of the population is affected.

The variables in our simulator are not directly adjusted to match the real
variables and, thus, they are converted from simulated variables units to real
system units. See Sect. 3.1 for a discussion about this topic.

In Fig. 3 are presented simulated (a) and real (b) growth curves. These curves
show that the simulation is very near to real, mainly related to the shape of the
curve, which must be similar to the typical growth curves presented in Fig. 1.
For some strains the results are very similar.

If we individually analyse each strain, as is presented in Fig. 4, we can notice
that growth curves (a), (b), (c) and (d) shows interesting results with low stan-
dard deviation. In the curve (e), the standard deviation at the beginning is small,
but in the end of log phase and stationary phase a big difference occur between
simulated and real data. Interestingly, the strain for which the higher standard
deviation is observed is the GC03-0850 that is classified as multidrug resistant.
This suggests that this strain has an erratic growth behaviour and needs to be
further investigated from a biological point of view. It is important to underline
that the simulation system depends on how the parameters were initialized. It
is a very sensitive system as well as is the real system.

5 Conclusions

The determination of growth curve has important applications in the tuberculo-
sis research. The M. tuberculosis has a slow growth rate turning it difficult to be
studied by common methods. Due to this reason, von Groll et al. [8] standardizes
a new method of determining the M. tuberculosis growth curve based on MGIT
system. In this methodology the metabolic activity of the bacteria is automat-
ically measured by the apparatus during 12–20 days. Despite the advantages of
this methodology, it still time consuming and requires an expensive equipment.
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Due to these reasons in this work we proposed a MABS to the determination of
mycobacterium growth.

In this work we presented our first effort in pursuing to develop a biological
hypothesis tester to the M. tuberculosis. The preliminary results are promising
specially because with reasonable effort we can adjust our simulator to reproduce
real curves obtained from different strains of M. tuberculosis. What is still missing
is a closer relationship among the simulator and the biological system regarding
their parameters and mechanisms. In fact this is not a simple task. The reason
being that many parameters and mechanisms in the bacterial growth are not
fully understood or accepted in the biology community and, thus, we cannot
program it perfectly in a simulator.

In the future development of this simulator the main goal is to keep working
together with biologists in order to unveil unknown aspects of bacterial growth.
Also, as we gain knowledge about bacterial growth we intend to incorporate it
into the simulator turning it closer to the main goal of reproducing the true
biological behaviour. This will allow researchers to simulate and test hypothesis
about the growth of other bacteria as well as bacteria growing under different
experimental conditions.

References

1. Barkan, D., Liu, Z., Sacchettini, J., Glickman, M.: Mycolic acid cyclopropanation
is essential for viability, drug resistance, and cell wall integrity of Mycobacterium
tuberculosis. Chem. Biol. 16, 499–509 (2009)

2. Chan, E.D., Iseman, M.D.: Multidrug-resistant and extensively drug-resistant
tuberculosis: a review. Curr. Opin. Infect. Dis. 21(6), 587–595 (2008)

3. Chien, H., Yu, M., Wu, M., Lin, T., Luh, K.: Comparison of the BACTEC MGIT
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Abstract. This paper develops an agent-based spatial model of the
housing market. A house is many families’ biggest asset. It is also widely
held by financial institutions, in the form of mortgage-backed securi-
ties. As a result, avoiding extreme housing price volatility is crucial for
maintaining financial stability of the nation. The housing market is very
unique: it is less liquid, highly regulated, highly leveraged, involves spec-
ulative behaviors, and exhibits spatial correlations. To this day, there are
few housing market models that take into account all of these compli-
cations. In this paper, we propose an agent-based spatial model of the
U.S. housing market. Preliminary results show that sensible aggregate
outcomes that are generated from individual interaction, and a lenient
lending criteria might be responsible for causing a housing bubble.

Keywords: Real estate market · Housing bubble · Agent-based model ·
Spatial model

1 Introduction

More than five years have passed since the sub-prime crises in the U.S. housing
market and the financial crises it has triggered. Till this day, America is still
seeing its consequences. About four and half million American families have lost
their homes to foreclosures or were on the edge of going foreclosure. Nearly $11
trillion in household wealth has vanished, with retirement accounts and life sav-
ings swept away [11]. In fact, housing bubble is a global phenomenon. Japan
experienced the property price bubble in the late 1980s. The bubble burst in the
early 1990s, followed by an economy slow down in the years after. In Europe,
housing bubbles occur in Norway, Spain and Ireland. Emerging economies such
as South Korea, then Russia, China, India, and Brazil have also witnessed big
housing bubbles. For many families, the house it owns is its biggest asset. For
banks and financial institutions, real estate has become an increasingly impor-
tant component in their portfolios, in the form of mortgage-backed securities.
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Hence, extreme volatility in the housing market, like a housing bubble, will not
only hurt homeowners, but also disturb the economy on a large scale.

The housing market is very unique: it is less liquid, highly regulated, highly
leveraged, involves speculative behaviors, and exhibits spatial correlations. To
this day, there are few housing market models that take into account all of these
complications. This paper proposes an agent-based spatial model of the housing
market. Our model set up is based on interviews with real estate personnel, in
order to replicate important aspects of the business. The model will provide us
with a more comprehensive understanding of the housing market and the housing
bubble. Our research questions include: What are the major contributors of a
housing bubble? In particular, what is the role of investors in the market? What
is the role of the bank’s lending criteria? Is there any spatial patterns in the
housing price movements?

2 Review of Literature

There are mainly three groups of papers in the housing literature. The first group
focuses on speculative behavior in the housing market. Examples are Shiller[10]
and Riddel [9]. The second group of papers, mostly done after the U.S. housing
crises, look at the relationship between the housing market and sub-prime lend-
ing. Examples are Goetzmann et al. [4] and [1]. The third group studies land
use choice and housing supply elasticities. Examples are Goodman et al. [6] and
Glaeser et al. [2].

As far as agent-based modeling goes, Goldstein [5] and Markose et al. [8]
devised agent-based models for the interaction between the housing market and
financial securities, such as residential mortgage backed security, collateralized
debt obligations, and credit default swaps. Torrens [12] developed an three-
leveled agent-based model to simulate individual housing choices. However, some
important aspects such as the market price formation and price expectation
are largely omitted. Moreover, the model does not have a financial sector. The
agent-based housing market model proposed by Geanakoplos et al. [3] does have
a sophisticated financial sector, but the model is non-spatial.

According to a recent review by Mayer [7], the current literature is not satis-
fying in explaining and predicting a housing bubble. Some important aspects of
the housing market are still to be explored. For instance, few papers have looked
at intra-city differences. Few have modeled the negotiation process and the dif-
ference between the listing and final prices. In terms of future price expectation,
most studies only consider past prices, but few consider prices in neighboring
areas. In short, we feel that much more can be done in this area, and our paper
could fill the gap.

3 The Housing Market: Agent Class Structure

Our housing market sits on a two dimensional landscape that contains multiple
regions. A region can have as many houses as its maximum capacity allows.
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Fig. 1. Class diagram for the housing model

Two regions are neighbors if they share a common border. Each region has
exogenous attributes such as nature quality, and endogenous attributes such
as neighborhood quality. Neighborhood quality measures the attractiveness of
a region’s neighborhood environment, such as safety, public service, or school
qualities. It is endogenous because it depends on who lives in the region, which
is endogenously determined in the system. The nature quality, on the other hand,
captures anything that is exogenously determined, such as weather, distance to
the beach, or cultural heritage.

Our model has five types of market participates: the real estate agent, the
developer, buyers, homeowners, and the bank. We further distinguish buyers and
homeowners as investors and non-investors. Investors buyers buy a property in
hope of profiting from housing price appreciation. Their purchase decisions are
based on their heterogenous expectations of future housing price. Regular buyers,
on the other hand, obtain utility from living in the house. Hence, their purchase
decisions depends on the house’s attributes: its listing price, neighborhood qual-
ity, and nature quality. We need to distinguish investor buyers/homeonwers from
regular ones because the two types have very different objectives and behavioral
rules. Figure 1 is a class diagram of the model. It outlines the model’s class
structure and demonstrates relationships between different types of agents.

At the beginning of each period, the bank will announce the mortgage rate;
the developer starts to build new houses on the landscape. A bunch of new buy-
ers enter the market in search of a house; at the same time existing homeowners
may decide to put their houses on the market for sale. Both buyers and sellers
submit bids or asks to a real estate agent. The real estate agent then settles the
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Table 1. Bank’s three business mode

��������component
case

Normal Lenient Strict

mortgage rate (year 1 & 2) 0.05 0.02 0.06
mortgage rate (year 3 & more) 0.05 0.08 0.06

minimum down payment 0.05 0.00 0.20
maximum debt to income ratio 0.33 0.50 0.28

market price and completes housing transactions. Buyers become homeowners
after buying a property; while homeowners leave the city after selling the prop-
erty they own. Homeowners can also choose to default on the mortgage loan.
When that happens, their houses go into foreclosure.

4 Treatment Factors

One of the treatment factors in the model is Bank’s lending criteria. For exam-
ple, a bank can adopt one of the three cases: normal, lenient, or strict lending.
Each case is a package of four components: mortgage rate in the first two years,
mortgage rate after the second year, minimum down payment, and maximum
debt to income ratio. Here debt to income ratio is simply the ratio between
monthly payment and monthly income, since we assume away any other forms
of household debt. In the lenient lending scenario, homeowners enjoy a lower
mortgage rate for the first two years of the loan duration. When the lower rate
expires, homeowners have the opportunity to refinance. If refinance is approved,
the lower rate is resumed and will be in effect for another two years. Otherwise,
the higher rate is applied. Homeowners can get at most two refinance opportu-
nities. In summary, lenient lending adopts an adjustable mortgage rate. Details
of each case are listed in Table 1.

Another important treatment factor is the number of investors, as opposed
to the number of non-investor buyers. Will more investors lead to a larger hous-
ing price volatility, because they tend to follow trend? Or, on the contrary, more
investors will lead to less housing price volatility because they try to seize invest-
ment opportunities and buy when the market is at the bottom. Our model would
provide some insight.

5 Preliminary Results

We first show the simulated housing price over 300 month or 25 years under strict,
normal, and lenient lending criteria. (We eliminate 120 burn-out periods at the
beginning of the simulation.) The solid line is the mean price across all regions;
The blue/red line represents maximum/minimum price across all regions.
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Strict Lending Scenario Normal Lending Scenario Lenient Lending Scenario

Housing Price Under Three Lending Scenarios

It is obvious that the bank’s lending criteria has a large impact on the housing
market. Lenient lending (see Table 1) is associated with higher housing prices,
more price volatility, and a larger number of foreclosures. The reason price is
higher in the lenient lending scenario is because more people are qualified for
a loan. The demand is higher in the lenient lending scenario, compared with
the normal and strict ones. Because the majority of buyers are qualified for a
loan from the bank, including the ones whose income is only marginally higher
than the minimum income required, and no down payment is required, any price
perturbation will induce loan defaults and foreclosures.

Next we introduce an exogenous income shock at t = 100. At t = 100,
residents’ income shrunk by approximately 20 % from a mean of 2.8 (thousand)
to 2.2 (thousand). The shock lasts for 24 months. After 24 months, income goes
back to the original level. The housing price under strict, normal, and lenient
lending criteria with an external income shock are shown below.

Strict Lending Scenario Normal Lending Scenario Lenient Lending Scenario

Housing Price Under Three Lending Scenarios With External Income Shock

Once again, in the lenient lending scenario, the system has the biggest price
drop at the time of the income shock. Housing price plummets by nearly 70 %
in 24 months. Housing price in normal or strict lending scenario also decreases
at the time of shock, but to a lesser extent. Moreover, in all scenarios, price
rebounds after the shock when income goes back to the original level. In the short
post-shock period when income has recovered but price is still low, demand is so
high that housing price rebounds to a higher level than the pre-shock average.
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The rebound lasts for around 20 periods and price goes back to the pre-shock
level eventually.

As for number of investors, each period we create a certain number of
investors. However, the number of investors in the market is endogenously deter-
mined by the system. Investors have heterogenous expectation about future hous-
ing price. An investor will purchase a house if she thinks it profitable to do so.
Similar, an investor will sell a house if she believes it’s no longer a good invest-
ment. In short, we do not control the number of investors who make a purchase
or sale in the market. We only control the number of investors newly created
in each period to search for profitable opportunities. Figures below shows the
mean prices in lenient lending when we have a smaller number of investors (200
per period) and a large number of investors (600 per period) per period. We also
imposed an external income shock at t = 100.

Small Number of Investors Large Number of Investors

Housing Price Under Small and Large Number of Investors With External Income Shock

We see that the shapes of the two curves are really similar. The difference
lies in the discrepancy between the minimum and maximum housing prices dur-
ing the shock period. It seems like investors tend to invest more in high-end
neighborhood than in other neighborhoods. In other words, the introduction of
more investors widens the price differences between neighborhoods. As a result,
high-end neighborhoods can recover from a negative shock more quickly than
low-end neighborhoods.

6 Conclusions

This paper develops an agent-based spatial model of the housing market. We try
to incorporate some important aspects of the housing market that are largely
ignored in the existing housing literature, such as the negotiation process between
buyers and sellers, household’s choice of location, and the role of bank and real
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estate agent. Our research questions include: who creates housing bubbles? What
is the role of the bank’s lending criteria? And what is the role of investors?

The preliminary results are very promising. We have generated sensible aggre-
gate results simply from individual buyer and seller interactions in the market.
From the preliminary results, we can already conclude that one of our treat-
ments, i.e., bank’s lending criteria have a large impact on the housing market.
Lenient lending criteria, like what we had during the recent U.S. housing bubble,
have led to higher housing prices and larger price volatility.

When an exogenous income shock is imposed on the system, housing price
drops in all scenarios, but it drops by the biggest amount in the lenient lending
scenario. In all scenarios, prices rebounds after the shock. It rebounds by the
biggest amount in the lenient lending scenario. One thing that is different in our
experiment than in reality is that, in the experiment, the bank always remains
lenient lending criteria during and after the shock; while in reality, banks tighten
lending. We test what if the bank tightens its lending and shift to normal lend-
ing scenario when a shock occurs. We found that post-shock housing price still
rebounds, but by a lesser extent.

Investors also play a role in the housing bubbles. Our model results show that
investor are responsible for widening regional housing price differences, especially
when housing prices move dramatically. Investors are more likely to invest in
high-end neighborhoods than in low-end neighborhoods. As a consequence, prices
in high-end neighborhoods recover more quickly from a shock.

To sum up, we have looked at a global phenomenon that affects household
wealth, the financial market, and national economy. By talking to numerous real
estate agents, we have set up a model that captures important aspects of the
market. Although further exploration of the model is needed, the preliminary
results we have obtained so far show that our model is able to generate from the
bottom up sensible aggregated outcomes that capture important characteristics
in the housing market.
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Abstract. Both culture and organizations are concepts which have been
partially formalized. Only some of their aspects have been specified to
build agent-based models. In this conceptual article, we identify and
characterize the features that should be considered when building an
agent-based model of an organization taking into account the influence
of culture. In particular, we investigate the impact culture can have on
the delegation, coordination, control and normative structures of organi-
zations and on the way these structures are used. Moreover, we describe
how this cultural impact would influence the three central performance
criteria of organizations: efficiency, flexibility and robustness.

Keywords: Simulating organizations · Simulating social complexity ·
Agent models of social behavior

1 Introduction

Why do some organizations succeed to expand their operations abroad while
others fail? Many reasons are given. Often, individuals from the foreign part of
the organization are declared responsible of this failure. They may constantly
need to be directed in order to perform any action or they may take counter-
productive initiatives. They may spend their time defining how things shall be
done and do nothing or even overlook specifications and produce inappropri-
ate results. Even worse, this distrust can be reciprocal and the foreign branch
might also blame the parent one. The effects of such underlying expectations are
embedded in culture. Organizations, as a means to create interaction amongst
several individuals, are naturally sensitive to these expectations. Hofstede et al.
[9,10] studied and described the impact of culture on human behavior. They
explained how copy-pasting the successful management style of one country can
fail in another. Although this research is empirically grounded, it only gives
a descriptive and intuitive account of the impact of cultures on organizations.
In order to design, simulate and analyze models of organizations incorporating
cultural influences, we must first formalize this intuitive description.

In this conceptual paper, we move one step forward the formalization of
the impact of culture on an organization and on its performance. In particu-
lar, we focus on influence of culture from outside the organization, sometimes
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called national culture. This culture does not emerge from within the organi-
zation, which is referred as organizational culture [10] or corporate culture. To
this extent, we link each aspect of organizations with each Hofstede’s cultural
dimension. In order to have a perspective that integrates each organizational
aspect and each cultural dimension as wholes, we describe how each organi-
zational aspect is influenced by culture but also how each cultural dimension
influences the organization. Using these orthogonal descriptions, a modeler can
build a model of culture and organizations which is coherent with both theories
of culture and organizations. Moreover, the effect of culture on organizations
influences the organizational behavior. Thus, the cultural effect can be observed
from outside of the organization. In this article, we describe how culture would
affect the performance criteria (efficiency, flexibility and robustness) of an orga-
nization. This description can be used by a simulator to determine if the shift
of organizational performance due to a different cultural setting is conform to a
priori expectations.

We describe the relevant previous work about culture and organizations in
Sect. 2, then we explain the impact of culture on organizations in Sect. 3. Finally,
we present the consequences of this impact on the organization performance in
Sect. 4.

2 Previous Work

2.1 Culture

Culture can be defined as social knowledge. For instance Hofstede et al. [10]
defines culture as values and practices (Fig. 1). Values are a set (or an order)
of dilemmas considered by individuals when interacting with the world (e.g. the
“evil versus good” dilemma is more important than “rational versus irrational”
one). Practices encompass rituals (e.g. saying “hello”), heroes and symbols. But,
the particularity of cultural knowledge (especially of values) is that it is expected
to be shared with other individuals. This expectation dramatically affects inter-
actions, positively if they are shared and possibly negatively otherwise. (Why is
the leader so bossy? Why do they lack so much subordination?)

Even if the concept of culture has not been formalized yet, Hofstede et al.
[10] empirically classified cultures (independently of any representation) along
5 national dimensions: power distance (PDI), individualism (IDV), masculin-
ity/femininity (MAS), uncertainty avoidance (UAI) and long-term orientation
(LTO). Power distance influences the expectation and importance given to power
statuses. Leaders are expected to take directions and subordinates to obey and
not take initiatives. E.g.: China, Russia (high PDI) opposed to Scandinavian
countries (low PDI). Individualism influences the definition of individual iden-
tity. The lower the IDV, the more one individual’s identity is linked to his or
her social context (e.g. relatives, colleagues). Thus, one’s individual goals and
actions (and the claim for this action) are more or less linked to him/herself or
to his/her context. This context leads to a collective image that has to be pre-
served (helping each other, hiding errors, rejecting outsiders). Conversely, in high
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IDV cultures, individuals expect a treatment independent of any social context.
In this cultures, relationships between individuals are less influential on deci-
sions than in lower IDV. E.g.: USA, Great Britain (high IDV) opposed to South
American countries (low IDV). Masculinity indicates preferences on assertive-
ness, toughness, focus on performance and material success. Good performance
should be recognized and rewarded, leading to competition. Conversely, low MAS
cultures favor modesty, tenderness and high quality of life. Interactions focus on
building cooperation and establishing consensus. E.g.: Scandinavian countries
(low MAS) versus Japan, Italy (high MAS). Uncertainty avoidance favors the
desire for clear and explicit situations with predictable outcomes. This desire
leads to establishment of rules (formal or not), making everything explicit with
low ambiguity. Conversely, individuals with low UAI culture dislike the presence
of rules. They tend to accept more easily situations with unspecified behavior
or unclear outcome. E.g.: Greece, Japan (high UAI) versus Sweden, China (low
UAI). Long-term orientation influences the time span considered when taking
decisions. In high LTO culture, rewards can be sacrificed for better ones later,
relationships are built on long-lasting trust and rules are flexible. Conversely,
individuals in low LTO culture focus on immediate success, avoiding failure and
decisions rely on dogmatic rules (e.g. total commitment, best profit commit-
ment). E.g.: China, India (high LTO) versus Canada, Great Britain (low LTO).

In computer science, culture has been investigated from two perspectives. The
first one studies culture as a dynamic system of values (or memes) propagation.
For instance, [2] studies the formation of cultural clusters or [4] the emergence
of suboptimal equilibria. Nonetheless, these models consider only superficially
the influence of culture on individual behavior. The second perspective focuses
instead on the influence of culture on the decision making process, considering
culture as a static parameter. For instance, Dignum [6] describes how cultural
values can influence the plan selection process in considering the constraints
imposed to the agent. In the same direction, Dechesne et al. [5] models the
influence of culture on norm emergence. This model is used to investigate why the
European smoking ban is being accepted in certain countries while not in others.

2.2 Organizations

Organizations are social structures created in order to accomplish a given goal.
Morgenstern [14] describes organizations by introducing six key organizational
features: goals, workflow, roles, structures (coordination, delegation, control and
information), failures and norms.

An organization aims at achieving a goal, which is a set of tasks. Tasks are
solved in executing unitary operations which may require some specific compe-
tence. The workflow [15] defines how these operations are linked to each other.
Each operation is associated to a role possessing the right competencies. These
roles are connected with each other via the coordination structure, which should
match the order of operations defined by the workflow. Individuals are allo-
cated to roles and they are responsible for successfully performing the operations
attached to their roles. Finally, a role can delegate an operation to another role if



154 L. Vanhée et al.

they are linked in the delegation structure. Delegation can be used to balance the
workload and divide the work. The control structure determines roles in charge
of monitoring operations of other roles. This information can be used to verify
the success of an operation, the state of a task or to change the organization but
also to prevent costly failures. Failures can be caused by operations incorrectly
performed or tasks not handled by the workflow. In this case, exception han-
dling rules can be used to find a solution to resolve these failures. Norms can
be developed in order to avoid failures or to standardize processes of the orga-
nization. Finally, the information structure determines which information shall
be transferred to whom and when. This structure encompasses other structures
but can also be necessary for other purposes (e.g. storing information about
the past failures). This information can then be used for longer-term learning.
Organizational learning is a background process gathering past experiences of
an organization in order to improve future performance.

Mintzberg [13] synthesized 5 frequent organizational patterns, each one fit-
ting a particular purpose: simple structures, machine bureaucracies, professional
bureaucracies, divisionalized forms and adhocracies. Simple structures are flat
hierarchies composed of few leaders tightly supervising large groups of subor-
dinates. This pattern is fit for simple tasks in dynamic environments (e.g. a
grocery). Machine (or full [10]) bureaucracies are pyramidal hierarchies of spe-
cialists. Each branch is specialized in a domain, leaders encompass the special-
izations of their subordinates. This hierarchy centralizes all structures: leaders
delegate, control and handle exceptions of their subordinates. Norms standardize
the work processes, coordinating operators at the lowest level. This pattern fits
repetitive tasks in simple and stable environments (e.g. mass production). Pro-
fessional bureaucracies are composed of teams of autonomous experts. Training
leads to a standardization of skills allowing complex sequences of operations to
be performed while requiring minimal coordination. This pattern fits stable and
complex environments (e.g. hospitals). Adhocracies are unstructured networks.
Their structures are flat, thus anyone can coordinate, delegate or control anyone
else. Individuals tend to cluster in working teams depending on the task to be
solved. This structure is fit for complex and dynamic environments (e.g. software
development). Finally, divisionalized forms are macro-organizations containing
multiple sub-organizations. Each sub-organization (which tends to become a
machine bureaucracy) aims at different markets. The key part of these organi-
zations is the link between the top direction and each sub-organization. This
pattern is more balanced and fit various environments.

Organizations have also been studied in the field of computer science. These
studies have two main purposes: model organizations to build software [1] and
study human organizations. This article focuses on the latter approach. Refer-
ence [8] uses Morgenstern’s description to model organizations. They are rep-
resented with a 3 layer directed multigraph. Vertexes represent the roles and
the edges determine the delegation, coordination and control structures. The
authors use this representation to build organizational performance measures
and describe properties of the organizational behavior. Reference [12] investi-
gates organizational performance evaluation through simulations. Simulations
are used in particular to evaluate the costs involved by congestion and evolving
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Fig. 1. Hofstede’s model of cultures
(onion diagram) [10]

Fig. 2. Mintzberg’s five preferred con-
figurations of organizations, from [10]

tasks. This evaluation of performance can be used to propose new organiza-
tional shapes. For instance, [11] uses genetic algorithms to optimize organiza-
tional design. Similarly, [3] presents an expert system proposing organizational
change and supporting its propositions. The long-term goal of this article is to
introduce the influence of culture in a model evaluating the performance and
proposing adaptations for multi-cultural organizations.

3 Culture and Organizations

Hofstede [10] links culture and organizations in two ways: the emergence of an
organizational culture and the influence of national cultures on organizations.
The first approach considers that organizations, as relatively closed interaction
system, grow a culture. This culture is highly domain dependent: bank cultures
are relatively similar but different from factory cultures. In this article, we focus
instead on the second approach, which investigates why and how two organi-
zations with similar purposes differ due to the influence of national cultures.
Hofstede [10, chap. 9] illustrates the Mintzberg type of organization that would
emerge if organizations were only influenced by culture (Fig. 2). In practice, this
influence is not so extreme: even in a low UAI culture, hospitals require experts
and a minimal amount of regulations. Nonetheless, culture can still influence
some aspects of the organization (e.g. emphasize care vs efficiency). Similarly,
a local sport club is more easily culturally driven than a hospital. Describing
in detail the influence of each cultural dimension on each organizational feature
would require a large amount of space. A summary of these links is presented
in Table 1. Nonetheless, in order to build coherent models of culture and orga-
nizations, in the following sections we describe how each cultural dimension
can influence organizations and how culture can influence each organizational
feature. Note that cultural influence drives organizational behavior, but actual
implementation also depends on other parameters like the environment.
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3.1 The Impact of Each Cultural Dimension on Organizations

Power Distance: PDI influences the perception of power associated with individ-
uals. Power, in general, is the capability of an individual to influence or restrict
the behavior of another individual (e.g. affecting his/her welfare). In high PDI
cultures, individuals expect to be lead by one unique individual while in low
PDI cultures, power is expected to be spread. The organizational context is par-
ticularly favorable to the creation of formal and informal power. Formal power
arises mainly through organizational structures and the possibility to establish
and apply norms. Informal power results from the praise given to an individual
(high MAS), informal networks (low IDV), and/or expertise (high UAI). In high
PDI cultures, individuals want the power to be concentrated in few hands, lead-
ing to a fusion of structures. Leader uniqueness stresses the structural shapes
towards trees. In low PDI, individuals prefer decentralized power. So, structural
merging is avoided, leading to more balanced networks. PDI also influences the
importance given to individual status. Thus, in high PDI cultures, a leader’s
opinion and welfare are more valuable than those of the subordinates, which
impacts decision making processes (e.g. autocratic delegation).

Individualism: IDV influences the importance given to one individual’s context.
This context can introduce important side-effects on organizations. Since the
identity of an individual is linked to his/her context, individuals sharing a con-
text tend to protect each other and reject outsiders. Thus, the notion of fairness
depends on IDV: in low IDV cultures, in-group favoritism is expected while in
high IDV ones equality is expected. IDV influences individual goals, towards per-
sonal or context interest. The responsibility for a failure charged on an individual
or on his/her context depends on IDV. To this extent, in low IDV cultures, a
failure notification from an out-grouper is more troublesome than from an in-
grouper.

Masculinity: MAS influences the preference towards performance and success
over care and stability. Thus, organizations in high MAS cultures prefer assertive
goals (even if potentially risky or unachievable) and members, stressing on
individual performance. Conversely, low MAS organizations favor modest and
achievable goals keeping their members satisfied. MAS also influences the work-
flow and the role allocation. The stress on performance impacts in turn the
tendency towards competition (high MAS) or cooperation (low MAS). More-
over, MAS influences the importance given to performance measure (carried by
the control structure), success recognition and failures. In high MAS cultures,
failures display discredit the individual (potentially leading in turn to retrogra-
dation or removal) while in low MAS settings, failures can be forgiven in order
to pursue cooperation.

Uncertainty Avoidance: UAI influences the need of well defined and predictable
situations. In organizations, this need impacts the accuracy of the process def-
inition. Thus, workflow, roles (through expertise), processes (operations to be
performed, how the task flows in the organizational structure), operation out-
comes and norms are more explicit. In high UAI cultures, processes strictly
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follow the predefined structures and a regular control validates the completion
of a task. Conversely, in low UAI cultures, structures are less formally defined,
paths taken by tasks are less predictable and control is more rare. This lack of
formalism can be represented with an organic informal structure.

Long Term Orientation: LTO influences the importance of immediate rewards
and lack of failures versus investments leading to greater expected benefits in the
future (e.g. training individuals, updating machines). Thus, low LTO organiza-
tions tend to dramatically change their activity to any more profitable one while
high LTO organizations update their strategy more smoothly. LTO influences
the revision of rules for decision: from dogmatic commitment to rules versus
pragmatic rules evolving with time and experience. This choice influences the
dynamism of structures and norms. LTO also influences the importance of trust
in interactions. In low LTO cultures, these interactions are more efficient but
also more risk-prone (e.g. members can more easily quit).

3.2 The Impact of Culture on Organizational Aspects

Structures: Organizational structures (coordination, delegation, control, infor-
mation) link individuals with each other. Structures can be merged and cen-
tralized in a single hierarchy of power (high PDI). This hierarchy determines
leader/subordinate relationships where leaders instruct, help and verify subor-
dinates’ operations. Conversely, power can also be spread in organization with
low fusion and no hierarchical distribution of structures (low PDI). Thus, an
individual can have several leaders (e.g. in a matrix structure) or two differ-
ent roles can manage the delegation and the control of a third one. In extreme
cases, organizations can be represented by a complete graph (e.g. adhocracies).
Thus, for instance individuals may delegate tasks to anyone else. In addition, the
importance given to expertise (influenced by UAI) also influences the shape of
the organization. Expertise can be important for role creation and to link indi-
viduals (high UAI). Then, the organization tends to be structured in teams (low
PDI) or hierarchies of experts (high PDI, where leaders encompass their sub-
ordinates’ expertise). Otherwise, links are less restricted by formal structures,
leading to unrestricted teams (low PDI) or hierarchies of power (high PDI).
Figure 2 links this description with Mintzberg’s synthetic organizations. Finally,
note that organizations can be attached to their formal structures and experts
(high UAI) making individuals rely explicitly on these structure to handle tasks,
or they can rely on informal structure emergence (low UAI).

Organizational structures can evolve with time. Goals can change, leading
to changes in workflow and thus in structure. But, roles in charge of managing
organizational change differ depending on the organization and culture. Adding
or removing new members can be done by a leader (high PDI), influenced by
experts (high UAI) or the opinion of best performers (high MAS). Otherwise, this
process can be more democratic and consensual. The reasons for hiring or firing
employees are also culturally driven: by expertise (UAI), by apparent efficiency
(MAS), by familial background (IDV) and the way to manage the organizational
agenda (LTO).



Towards Simulating the Impact of National Culture on Organizations 159

Moreover, culture also influences how interactions are carried out through
these structures. Taking the decision to interact with someone else is dependent
on culture. This decision can be made explicit and objective through procedures
(UAI, e.g. a procedure describes to control one item for every 1000). Status
differences can influence the decision to initiate it (PDI e.g. an individual may
prefer to avoid using delegation links towards individuals with higher status).
Individuals can care or not about the state of mind of the other one (MAS,
e.g. an individual may prefer to avoid delegating a task to an individual with
personal problems in low MAS. Contrarily, demands can be voluntarily set above
the capability of the receiver in order to force him/her to outperform in high
MAS). Individuals may expect a degree of fairness (e.g. balance the ungratifying
work) or accept different treatment due to context (IDV). Finally, trust and
longer-term goals can be taken into consideration when initiating an interaction
(LTO, e.g. always delegate tasks to the most profitable individual or delegate
simple tasks to newcomers who need experience).

The protocols underlying interactions are also culturally driven. In some
cultures, the subordinates expect to receive instructions before acting while in
others they expect a degree of autonomy (PDI). Similarly, communications can
be more assertiveness or consensual and explanatory (MAS). Thus, the balance
between proposing and imposing is dependent on PDI and MAS. PDI influences
the acceptance of decision from higher power individuals, while MAS influences
the care given to other’s desires in decision. Thus, for instance, in a high PDI,
low MAS organization, a leader can delegate a task if he/she considers that
the subordinate is willing to do it. In addition, the UAI influences the amount
of standardization of the interactions (e.g. standardized delegation messages).
Finally, the amount of context in the message is influenced by the IDV.

Failures: Defining a failure and deciding how to handle it are also culturally
dependent. Some organizations can recognize as a failure a document wrongly
filled in while others are not worried unless a factory is destroyed overnight.
The occurrence of a failure is linked to the detail given to the processes and its
expected outcome (UAI). Moreover, an organization which performs intensive
control is more sensitive to failures (UAI, PDI). The consequence is that more
failures are reported but their gravity is generally lower.

When a failure is observed, it may be fixed with a failure handling mechanism.
Organizations centralized in a hierarchy tend to transfer the failure upwards
and delegate it to the correct service (high PDI). A standard failure handling
mechanism can be designed (high UAI) or it is solved by hand with the informal
network (low UAI) to handle it. The group where this failure occurred can
try to solve it locally (IDV). Some individuals may look forward to failures to
gain recognition by solving them or lose this recognition and solve them through
cooperation (MAS). Finally, the behavior when faced to error handling can vary,
like trying to resolve it and forget about it or trying to get more feedback about
its origin but possibly without any additional reward (LTO).

When a failure occurs, for various reasons organizations may want to deter-
mine a responsible. The failing individual can be classified as inefficient (high
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MAS), unfit for his/her position (high PDI) and endangering the group (low
IDV). Some tolerance can be accepted to avoid hurting the faulty individual
(low MAS) or because failure is part of a learning process (high LTO). The
blame can be determined by explicit and objective rules (UAI), or by a special
role, like a leader (PDI) or a special control institution (UAI). Individuals can
expect more or less fairness from the system with regard to their context (IDV).
The context itself may be in charge of blaming the faulty individual. Leaders
can try to reject the responsibility in order to avoid being discredited (PDI).

Norms: Norms are rules restricting the individual’s behavior, but they can
nonetheless be violated in exceptional cases. In an organization, norms can serve
to improve performance or avoid failures (e.g. a vaccine should be kept below
15 ◦C). The category of individuals determining the norm is influenced by cul-
ture. As for decision making, this individual can be a leader (PDI), an expert
(UAI) or the best performer (MAS). These norms can be more or less democratic
and consensual (PDI, UAI, MAS). The definition and the content of the norm
are also influenced by culture. Rules can be more or less explicit and objective
(UAI) and they can be connected to various features of the organization, like
expertise (UAI) and position (PDI, MAS). Finally, the individuals in charge of
applying the norm can vary. This individual can be a leader (PDI), a special role
(UAI), the best performer (MAS) or any colleague (low PDI, low UAI). Some
organizations can more easily forgive violations than others (LTO, MAS). The
importance of blame can also vary (MAS, PDI). Individuals can also expect a
relative fairness or group favoritism when being judged (IDV).

4 Consequences of Culture on Organizational
Performance

Efficiency measures the costs to achieve a task. In multi-agent and multi-task
goals, the cost can be defined in various ways (e.g. individuals can cost over time
or by operation). The number of messages exchanged in order to achieve a task
is a generally reliable indicator for efficiency. Efficiency is dependent on the task
complexity and the variability of the task space (see Fig. 2).

Simple tasks have low coordination costs and predictable operations. A strong
leader (high PDI), as a central node, can optimize coordination while keeping
inter-individual communication low. Conversely, complex tasks require better
competence and communication costs are higher. In this case, efficiency is gained
by giving more autonomy to individuals (low PDI). Static tasks are efficiently
handled via standardization (being a formal work process or a formal training),
leading to specialization (high UAI). Contrarily, dynamic tasks require that indi-
viduals are not bound to rules (low UAI). IDV has a positive effect on efficiency:
high IDV cultures make individuals responsible for their operations. In low IDV
cultures individuals’ accomplishment is blurred by the group, reducing incen-
tives to perform well. The impact of MAS on efficiency is mitigated: the desire
of success is a motive which may also create inefficient competition.
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Reference [7] proposes a twofold approach to robustness: congestion and con-
nectivity. Congestion robustness measures the organizational capability to cope
with concurrent tasks, highlighting bottlenecks. Connectivity robustness mea-
sures the organizational capability to cope with the disappearance of some mem-
bers (e.g. sick leave). For both approaches, robustness increases when a task can
be performed through multiple paths and actors which implies the creation of
redundant roles and links.

PDI has a negative impact on this redundancy: the higher the PDI, the more
individuals prefer to obey a single leader, driving the organization to a tree-like
structure without redundancy. Similarly, UAI influences the use of explicit links:
in case of failure, alternate routes must have been conceived beforehand. MAS
has a mitigated influence on robustness. In high MAS cultures, individuals expect
recognition when doing extra work when the organization has a problem while
in low MAS ones, individuals want to cooperate and protect the organization
even at the cost of extra work. LTO has a positive effect: organizations with high
LTO culture tend to pragmatically consider failures and establish appropriate
prevention and learn from past failures.

Flexibility measures the range of tasks that can be coped with by the organi-
zation. Thus, organizations with individuals that are generalist and not bound to
formal structures (low UAI) are naturally more flexible. Similarly, PDI prevents
the task to flow without validation of the leader which may lead to excessive
costs. The assertiveness and competition driven by high MAS cultures have a
positive influence on flexibility. Low MAS cultures are more conservative and less
risk-taking. LTO has mitigated influence on flexibility: high LTO organizations
are prone to early and smoothly shift their activity to increase their long-term
profit while low LTO organizations can sharply change their activity as soon as
the new goal is more profitable.

5 Conclusion and Future Work

In this conceptual article we highlight how cultural backgrounds influence struc-
tures and interactions occurring in an organization. We describe how cultural
dimensions influence organizations and how organizational features are influ-
enced by culture, emphasizing the individual level. Moreover, we present the
consequences of cultures on organizational performance (efficiency, robustness,
flexibility). This way, a modeler can use our work as a guideline to integrate cul-
ture and organizations in a single agent-based model. This model can be used to
simulate organizational operations in various or multiple cultural settings, which
can provide data about the cultural influence on organizational performance.

In the future, we plan to use this conceptual work as a reference point to
build agent-based models of culture and organizations. In particular, we are
interested in reproducing phenomena occurring in multi-cultural organizations
or cross-cultural replication of organizational structures. For instance, we expect
to observe an increase of inter-individual clashes due to cultural mismatch or
inefficiency due to a misuse of an organizational structure. This work, in a longer
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term, aims at helping decisions makers in providing them deeper insight into how
culture can influence the way their decisions will be interpreted and applied.
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