Chapter 11
Transport of Reactive Contaminants

The previous chapter focused on the physical mechanisms (advection, diffusion,
and dispersion) and the physical characteristics of the subsurface (heterogeneity)
that control the dynamics of contaminant transport from the land surface to the
water table. In addition, contaminants are subject to a range of chemical inter-
actions with other (dissolved) chemical species present in the subsurface, colloids,
and the porous matrix itself. The previous sections of this book dealt with such
reactions, including sorption (by various types of bonding), decay, degradation,
complexation, precipitation, dissolution, and volatilization as well as interactions
(and transport) with migrating colloids. These reactions thus influence—and are
influenced by—advective, diffusive, and dispersive transport mechanisms. To
include the effects of these reactions in quantifying the dynamics of contaminant
transport, additional terms can be included in the transport equations surveyed in
Chap. 10. In most cases, the resulting transport equations contain relatively simple
terms that account for chemical species loss from or entry to the aqueous solution.

It should be emphasized that, to date, the ability to quantify the complex
chemical reaction phenomena that occur in the subsurface and also integrate the
variability in flow behavior caused by natural heterogeneity and fluctuating
boundary (land surface) conditions remains very limited. As a consequence,
developing and improving the predictive capabilities of models are the areas of
active research.

11.1 Contaminant Sorption

Sorption of contaminants can be included in the advection—dispersion equation by
introducing a retardation factor:
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where p; denotes bulk mass density of the porous medium and S is the adsorbed
phase concentration. The sorbed phase S subsequently is quantified in terms of an
isotherm, as discussed in Chap. 5. Usually, the simple linear Freundlich isotherm
is assumed to be valid, so that S = K c, where K, is the distribution coefficient (or
sorption coefficient). More complicated adsorption—desorption terms can be
incorporated, for example, for the case of different forward and reverse sorption
rates. Then, Eq. (11.1) can be written in terms of a retardation coefficient, R, in the
form

Oc 0 0 0
where
Rzl+prKd. (11.3)

Thus, the travel time for an adsorbed chemical, ¢,, can be related to the travel
time for a mobile, conservative (nonsorbing) chemical, 7,, by

to =1+ p,Ka/0)ty, = Rty (11.4)

Equation (11.4) also can be written as v, = vR, where v, denotes the average
velocity of a sorbing contaminant. Thus, the concentration profile of a sorbing
contaminant is retarded, relative to a nonsorbing contaminant, as shown sche-
matically in Fig. 10.1c.

Sorption can be included in the more general CTRW transport equation discussed
in Sect. 10.3. Margolin et al. (2003) show the relation between macroscopic
transport behaviors of passive and sorbing (reactive) tracers in heterogeneous media.
In the framework of CTRW, they formulate the sorption process using a “sticking”
rate and a “sticking” time distribution and derive a relation between the distributions
of the sorbing and nonsorbing tracer in terms of these quantities. Alternatively,
sorption can be included directly in the definition of the transition time distribution,
Y (s, t). This approach is valid when chemical sorption acts only as a relatively gentle
“modifying” mechanism on the overall transport, in which the long-time tail in a
breakthrough curve is further delayed. In other physical situations, however,
transport may be governed by two highly distinct rate spectra for transport, such as
reactive tracers undergoing (slow) sorption (adsorption—desorption) during migra-
tion in a heterogeneous advective flow field (e.g., Starr et al. 1985). Berkowitz et al.
(2008) show that this “two-scale” behavior can be quantified by appropriate mod-
ification of the governing transport equation.

Regardless of the transport equation considered, the major effect of sorption on
contaminant breakthrough curves is to delay the entire curve on the time axis,
relative to a passive (nonsorbing) contaminant (Rubin et al. 2012). Because of the
longer residence time in the porous medium, advective—diffusive—dispersive
interactions also are affected, so that longer (non-Fickian) tailing in the break-
through curves is often observed.
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11.2 Colloids and Sorption on Colloids

In previous chapters, we discussed the role of colloids and colloid-like materials,
as both carriers of adsorbed chemicals and contaminants in their own right. It is
well recognized that contaminants farther can interact with and adsorb onto
migrating colloids, and thus advance much farther or deeper into the subsurface
than would be expected if the role of colloids were ignored (e.g., Saiers and
Hornberger 1996). For example, an organic colloid particle can act as a sorbent for
a neutral organic molecule, thus facilitating advective transport of the neutral
molecule.

In this situation, transport equations similar to those discussed previously can
be applied. For example, by assuming sorption to be essentially instantaneous, the
advective—dispersion equation with a reaction term (Saiers and Hornberger 1996)
can be considered. Alternatively, CTRW transport equations with a single (s, t)
can be applied or two different time spectra (for the dispersive transport and for the
distribution of transfer times between mobile and immobile—diffusion, sorption—
states can be treated; Berkowitz et al. 2008; Bijeljic et al. 2011).

The transport of colloids in porous media is usually considered to be controlled
by four mechanisms: advection, dispersion, straining, and physicochemical parti-
cle—surface interactions (McDowell-Boyer et al. 1986; Ryan and Elimelech 1996);
see also Sect. 5.7.3. Straining refers to the permanent physical trapping of colloids
in narrow pore throats and is a key mechanism, particularly in porous media with
grain diameters smaller than 20-50 times the colloid diameter (McDowell-Boyer
et al. 1986). Physicochemical interactions with the porous medium occur when
colloids approach grain surfaces due to pore-scale diffusion, sedimentation, or
inertial forces. These interactions lead to permanent or temporary attachment to
the porous medium solid phase and are controlled by electrostatic forces (including
London—van der Waals forces). Such electrostatic forces are explained in terms of
electric double-layer theory (Israelachvili 1991). Particles deposit in the secondary
energy minimum of the electric double layer at the grain surface. Moreover,
deeper secondary minima closer to the solid surfaces occur at higher ionic strength
(Redman et al. 2004). Thus, changes in solution chemistry promote colloid
mobilization (deposition) by altering the double-layer potential energy.

The transport behavior of colloids commonly is modeled by colloid filtration
theory (CFT) (Yao et al. 1971), which is based on extension of the common
advection—dispersion equation. The one-dimensional advection—dispersion—filtra-
tion equation is written

oc oc 0 Oc
5: —Va—‘ra [D}la] — Ave (115)

where / is known as the filtration coefficient, which is assumed to be constant in
time and space. The CFT allows determination of 4 from the physical properties of
the colloid and the porous medium:
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3 L

where n is the porosity, L is the length of the porous medium column, d, is the
median grain size diameter (Rajagopalan and Tien 1976), «. is the collision effi-
ciency (an empirical, fitting constant), and # is the collector efficiency (estimated
by various means, as discussed by Logan et al. (1995) and Tufenkji and Elimelech
2004. The CFT assumes homogeneity of particles and the porous matrix and leads
to an expected fast exponential concentration decay along the colloid travel path.
The CFT can be modified to account for the occurrence of nonideal behavior, for
example, by combining Eq. (11.5) with a model for a first-order, rate-limited
adsorption—desorption process (Eq. 11.1) (Toride et al. 1995).

A major problem with these approaches, however, lies in the complexity and
nonuniqueness involved with identification of parameterizations for processes of
particle straining, deposition, and detachment. An alternative to CFT-based the-
ories is given by Amitay-Rosen et al. (2005), who suggest a simple phenomeno-
logical model of particle deposition and porosity reduction that avoids these
difficulties.

As noted by Cortis et al. (2006), CFT and modifications of standard filtration
models invariably predict an exponential decay of the colloid concentration with
distance. However, similar to the discussion of non-Fickian transport in Sect. 10.3,
power-law tails in breakthrough curves are observed frequently in experiments (e.
g., in the context of bacterial “biocolloids,” see Albinger et al. 1994; Martin et al.
1996; Camesano and Logan 1998; Baygents et al. 1998; Bolster et al. 1998;
Redman et al. 2001). Cortis et al. (2006) propose a generalized model based on
CTRW theory that captures these power-law tails, together with the full evolution
of breakthrough curves. The CTRW filtration model is found to be controlled by
three parameters, which are related to the overall breakthrough retardation (R), the

slope of the power-law tail (), and the transition to a decay slower than /.

11.3 Dissolving and Precipitating Contaminants

Dissolution and precipitation can occur as contaminants travel from the land
surface to groundwater aquifers. These processes can affect water chemistry, and
they can significantly modify the physical and chemical properties of porous media
(Lasaga 1984; Palmer 1996; Dijk and Berkowitz 1998, 2000; Darmody et al.
2000). Under some conditions, large quantities of mass can be transferred between
the liquid and solid mineral phases.

A number of experimental and theoretical studies analyzed the influence of
dissolution processes on the physical and chemical properties of soluble porous
matrices (Fogler and Rege 1986; Daccord and Lenormand 1987; Hoefner and
Fogler 1988; Daccord 1987; Daccord et al. 1993). Similarly, several theoretical
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studies provided some understanding of the evolution of hydraulic conductivity
caused by precipitation processes (Novak and Lake 1989; Novak 1993; Bolton
et al. 1996, 1997, Dijk and Berkowitz 1998).

Loss or gain of dissolved chemical species from soil water by precipitation or
dissolution, respectively, usually is accounted for by adding a simple sink-source
term in the advection—dispersion equation:

0 0 0 dOc -

where Q; denotes sink (or source) terms that account for, for example, contaminant
degradation, plant uptake, volatilization, or precipitation (dissolution). Alterna-
tively, focusing on precipitation—dissolution at the pore scale, the hydrodynamic
dispersion coefficient D;, can be replaced by the coefficient of molecular diffusion,
so that Eq. (11.7) can be applied as an advection—diffusion equation.

Dissolution is a relatively simple mechanism, and so application of an advec-
tion—diffusion equation modified by a source term, or a similarly modified non-
Fickian (CTRW) transport equation (Hornung et al. 2005), can effectively capture
chemical transport patterns. On the other hand, the interplay between the chemical
and physical aspects of mineral precipitation is more complex. In some instances,
during infilling of fissures and pore spaces by mineral precipitation, porosity is
reduced uniformly; in other cases, pockets of high porosity or unfilled fissures may
remain. In addition to the chemical kinetics of precipitation, the flow dynamics and
transport also are important factors in determining the resulting patterns of
porosity and mineral deposition (Dijk and Berkowitz 1998). Note also that mod-
eling approaches similar to those for treating precipitating contaminants can be
employed to account for degradation and volatilization of contaminants in water.

For a given mineral to precipitate, a solution must be oversaturated with respect
to the mineral being deposited (i.e., the ion product must exceed the solubility
product), and the precipitation process must be kinetically favorable. The most
“conventional” model for describing the deposition of minerals within rock for-
mations maintains that supersaturated fluids pass through a porous or fractured
rock, precipitating minerals along the way. However, recent experimental studies
demonstrate that a number of difficulties are inherent in such a simplified picture
of mineralization. Lee and Morse (1999) and Hilgers and Urai (2002) found that
when supersaturated fluids flowed through artificial fractures, most of the mineral
deposition occurred within several centimeters of the inlet.

Fluids become supersaturated, and thus, mineral deposition occurs, by three
main mechanisms: (1) changes in fluid pressures and temperatures during flow
through the porous medium, (2) dissolution of a particular mineral in the matrix
that results in the fluid being supersaturated with respect to another mineral (e.g.,
dissolution of calcite and precipitation of gypsum; Singurindy and Berkowitz
2003), and (3) mixing-induced supersaturation. This third mechanism occurs when
two initially saturated or undersaturated fluids of different chemical compositions



272 11 Transport of Reactive Contaminants

or temperatures are mixed, resulting in a new solution that is oversaturated. While
widely discussed in the geochemical literature, only limited reference to mixing-
induced precipitation has been made in hydrological studies.

In addition to considering the mode by which supersaturation is reached, the
physical changes in the rock resulting from precipitation also crucially affect the
dynamics of precipitation. Porosity can be reduced by crystal growth, and this can
have an effect on additional physical parameters in the porous matrix, such as the
specific surface area. Both porosity and specific surface area are important
parameters in subsurface systems, as they determine to a large extent both the
permeability of the rock and the chemical kinetics of mineral precipitation.
Therefore, both porosity and specific surface area must be incorporated into mass
conservation and transport equations. Changes in porosity can be related to the
volumetric changes in the amount of mineral precipitated in a relatively
straightforward manner, but changes in specific surface area are more difficult to
quantify.

One approach to quantitatively relate changes in porosity to changes in specific
surface area is to assume that the porous medium is composed of spherical grains.
The resulting specific surface area per unit volume of rock s, is related to the
porosity, ¢, by the relationship (Lichtner 1988)

5= 50(11_$0)2/3, (11.8)

where 5, is the specific surface area of the rock at a porosity of ¢,. Alternatively, if
it is assumed that the pores can be approximated by spheres, the specific surface
area can be expressed by Kieffer et al. (1999)

3:5(,((%)2/3. (11.9)

Therefore, in the first model, the specific surface area increases with decreasing
porosity, while in the second, the opposite relationship is specified. While some
attempts have been made to experimentally verify these models in individual rock
types (Kieffer et al. 1999; Jové Colon et al. 2004), the data concerning a wide
range of rocks and precipitation—dissolution reactions remain limited.

Emmanuel and Berkowitz (2005) examined the dynamics and patterns of
changing porosity during mixing-induced precipitation, using a two-dimensional
numerical model that simulates mixing-induced precipitation in both homoge-
neous and heterogeneous porous media. The role of specific surface area also was
explored. The precipitation of a and b in equimolar amounts to form a solid ab was
considered, a scenario that ensures that R, = R,. The sink term can then be
assumed to have the generic form often valid for near-equilibrium conditions
(Morse and Arvidson 2002):
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R= —EK,(C“Cb - 1) , (11.10)
Ky

where K; is a kinetic rate coefficient, K, is the solubility product of the solid ab ,
and n is an empirical reaction order. The rate of change of porosity can be derived
from the sink term by dimensional analysis. As R is defined as the number of
moles precipitated per unit time per unit volume of fluid, multiplying by both
porosity and molar volume (M,) yields the volumetric rate of change of precipi-
tated material per unit volume of bulk matrix:

%:quVR. (11.11)

ot
Equation (11.10) is valid for near-equilibrium systems, so that it can be applied to
mass-transfer-limited processes, that is, systems in which the large-scale rate of
change of porosity is limited by the solute flux rather than the reaction kinetics.

Application of this model showed that the complete reduction in porosity near

the inlet does not lead to clogging of a system: nonsupersaturated fluids are able to
flow around closed regions and into more permeable areas where mixing and
subsequent deposition can occur. Thus, mixing-induced precipitation is expected
to reduce porosity in concentrated regions rather than lead to evenly precipitated
material throughout the porous domain.

11.4 Transport of Immiscible Liquids

Petroleum products, synthetic organic solvents, and other toxic organic com-
pounds dissolved in organic solvents, generally referred to as nonaqueous phase
liquids (NAPLs), are a key class of contaminants in the subsurface. These com-
pounds are generally insoluble or only slightly soluble in water. As a consequence,
NAPLs remain as distinct liquid phases as they are transported downward from
land surface to the water table; this migration is governed mostly by the density
and viscosity of the NAPL. Specific contaminants often are classified as dense
NAPLs (DNAPLs), such as trichloroethylene and carbon tetrachloride, or as light
NAPLs (LNAPLs), such as oil and gasoline, according to their density relative to
water. DNAPLs sink through the water table region, downward through the fully
saturated zone, while LNAPLs remain in the capillary fringe, “floating” on the
surface of the free water. A schematic illustration of LNAPL and DNAPL trans-
port from land surface is shown in Fig. 11.1.

Figure 11.1 provides only a coarse-level picture of NAPL migration. Depending
on the viscosity and density ratios, between the NAPL and the resident water, as well
as the properties (physical and chemical) of the porous medium, a variety of
(unstable) fingering and (stable) fronts can develop with depth. More specifically,
the degree of fingering in the displacement and the actual rate of downward (and
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Fig. 11.1 Schematic representation of NAPL movement from land surface to the water table
region. a LNAPL movement and b DNAPL movement (Abriola and Pinder 1985). Reproduced
by permission of American Geophysical Union. Abriola and Pinder (1985), Copyright 1985,
American Geophysical Union

lateral) migration are governed by (1) the properties (e.g., surface wetting) of the
NAPL itself, (2) the NAPL density and viscosity relative to the resident pore water,
(3) the actual moisture content, (4) the properties (physical, such as pore size, and
chemical, such as wettability) of the porous matrix, and (5) the inlet/infiltration
condition and NAPL volume (Schwille 1988). Volatilization of components in the
NAPL also affects the rate and pattern of migration, as properties of surface wetting,
density, and viscosity change over time. Figures 11.2 and 11.3 show migration
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Fig. 11.2 Infiltration pattern of a DNAPL in an heterogeneous domain, through the partially
saturated, capillary fringe, and saturated zones; h. and H represent the heights of the capillary
fringe and the saturated zone, respectively (Schwille 1988)

patterns from two experiments, in heterogeneous and homogeneous domains. The
different fingering patterns are clearly observed.

In partially saturated media, the moisture content affects NAPL migration
significantly. Abriola and Pinder (1985) suggested that the flux of a phase
p (NAPL, water, or air), J,,, can be written as

dh
Jp = —k,KL! {EP‘L%}’ (11.12)

where k), is the relative permeability of phase p in the porous matrix, Ké’p is the
saturated hydraulic conductivity for phase p in the matrix, 4, is the pressure head
of phase p, p, is the density of the phase p, and p’ is a scaled reference phase
density. Clearly, the actual pressure head in each phase depends on the fluid
configuration within the pores. Flux equations for each of the three phases can be
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Fig. 11.3 Infiltration pattern of a DNAPL in an homogeneous domain, through the partially
saturated, capillary fringe, and saturated zones; &, and H represent the heights of the capillary
fringe and the saturated zone, respectively (Schwille 1988)

combined with mass conservation equations to derive governing transport
equations.

The relative permeability is difficult to quantify. It usually is estimated on the
basis of laboratory experiments, as a function of relative saturation. In three-phase
NAPL-water—air systems, each relative permeability is dependent on the relative
saturation of each of the phases. Modeling based on empirical considerations can
be employed. For example, Blunt (2000) discusses a model to estimate three-phase
relative permeability, based on saturation-weighted interpolation of two-phase
relative permeabilities. The model accounts for the trapping of the NAPL and air
(gas) phases and predicts three-phase relative permeabilities for different porous
medium and NAPL properties. However, experimental determination of two- and
three-phase relative permeabilities is a particularly complex issue that remains a
subject of basic research.

Another aspect of NAPL migration in the subsurface environment, different
from movement of dissolved contaminants, is that, as it advances downward
through the partially saturated zone, a fraction of the NAPL phase remains trapped
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in some pores, as a coating on pore walls and as microdroplets trapped within pore
spaces by interfacial surface tension. This NAPL fraction is referred to as the
residual saturation. The presence of this fraction may contribute volatilized phases
and dissolved components during subsequent water infiltration and redistribution.
In addition, if the residual fraction is hydrophobic, its presence further affects
subsequent water and contaminant movement. The flow and distribution of the
liquid phases are controlled by the movements of the interfaces between the
nonwetting and wetting phases that result from changes in pressure and saturation
(Blunt and Scher 1995; Reeves and Celia 1996; Cheng et al. 2004).

Quantification of NAPL transport usually is considered by using advection—
dispersion equations for each of the water and NAPL phases and defining relative
permeabilities (as noted previously). Alternatively, if the emphasis is on con-
tamination of water from a dissolving NAPL source (e.g., from residual NAPL in
the vadose zone or NAPL pools and localized leaks), then transport equations
containing a simple source term, such as Eq. (11.7), can be considered.

The previously mentioned approaches are useful when quantification at the
average (“effective”) continuum (“macroscale”) level is appropriate. However,
pore-scale network models are more appropriately used to examine fluid distri-
bution within pores and clusters of pores (recall Sect. 9.1). NAPL migration
through the vadose zone undergoes significant fingering (unstable infiltration), and
because it is a nonwetting liquid relative to the solid phase (and immiscible in
water), NAPL displacement of water is in effect a drainage process, as discussed in
Sect. 9.1. Pore-scale information such as NAPL geometry or interfacial configu-
ration (or the interfacial area between the nonwetting and wetting liquids) is
important (Miller et al. 1990; Powers et al. 1992; Cheng et al. 2004; Ovdat and
Berkowitz 2006). Knowledge of this interfacial area is particularly useful for
quantifying processes such as contaminant adsorption, dissolution, volatilization,
and enhanced oil recovery (Reeves and Celia 1996; Saripalli et al. 1997; Johns and
Gladden 1999; Schaefer et al. 2000; Jain et al. 2003). NAPL migration at the pore
scale is illustrated in Fig. 11.4.

At the pore level, fluids are conveniently characterized by three main param-
eters. The viscosity ratio is given by M = pu,/u1,, where i, and p, are the viscosities
of the displacing and resident fluids, respectively, while the capillary number is
defined as Ca = qu,/y, where q is the specific discharge of the displacing fluid and
y is the interfacial tension. The bond number, Bo = gr*Ap/y, where g is the
gravitational acceleration, r is the characteristic pore radius, and Ap is the fluid
density difference, is then introduced to account for buoyancy-gravity forces. The
usual convention is that Bo > 0 (dense fluid displaced by light fluid) stabilizes the
interface, whereas Bo < 0 (light fluid displaced by dense fluid) destabilizes it.

Lenormand et al. (1988) pioneered experiments on immiscible displacements in
two-dimensional, artificial porous media, using horizontal models with negligible
inertial and gravity forces and developed a numerical model to describe fluid
displacement in such porous media, accounting for capillary and viscous forces.
Comparison between the experiments and numerical simulations led Lenormand
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Fig. 11.4 Pore-scale, three-dimensional images of nonwetting fluid invading a wetting fluid,
under different conditions of capillary and buoyancy-driven forces and for a similar injected
volume. The invasion behavior is characterized by a wide range of displacement patterns and
fragmented clusters, one of which is indicated by an arrow. (Ovdat and Berkowitz 2006)
Reproduced by permission of American Geophysical Union. Ovdat H, Berkowitz B (2006)

et al. (1988) to define a Ca-M phase diagram that specifies regions in which stable
and unstable displacements occur. At high M and low Ca, capillary-driven fin-
gering occurs, whereas at low M and high Ca, viscous fingering dominates. Ewing
and Berkowitz (1998) extended this phase diagram to three dimensions to account
for buoyancy-gravity forces.

We note also that invasion percolation (IP) models (Wilkinson and Willemsen
1983; Furuberg et al. 1988) have been used extensively to simulate the slow
displacement of a wetting fluid by a nonwetting fluid in porous media, when
capillary forces dominate over viscous forces. In such models, the fluid—fluid
displacement process is represented by a cluster growth process on a lattice that at
breakthrough generates a self-similar fractal. The IP algorithm generates structures
that quantitative analysis reveals to be similar to patterns formed during fluid—fluid
displacement processes. While the IP model originally was developed for neutrally
buoyant systems, accounting for capillary forces, it has since been modified to
include the effects of buoyancy on the drainage process (Wilkinson 1984, 1986).
Lenormand and Zarcone (1985) measured directly the structure of injected clusters
in transparent resin used as porous media.

Finally, it should be noted that NAPL infiltration is accompanied by dissolution
of some components into the aqueous phase, volatilization of other components
into the air phase of the partially saturated zone, and possibly organic complex-
ation with resident soil (Jury and Fluhler 1992). Mass flux of volatilized phases in
the near surface can be included in transport equations, as discussed in Sect.11.3.



11.5 Transport of Contaminants by Runoff 279

11.5 Transport of Contaminants by Runoff
11.5.1 Overland Runoff

The fraction of rainfall or irrigation water that flows over a land surface from
higher to lower elevations, known as overland runoff, is an additional pathway for
contaminant transport. Runoff occurs when the amount of rain or irrigation water
is greater than the soil infiltration capacity. The formation of a crust on the soil
surface is a major contributor to runoff formation in arid and semiarid zones,
because it decreases the infiltration capacity. The soil crust is a thin layer
(0-3 mm) with a high density, fine porosity, and low hydraulic conductivity
compared to the underlying soil. This “skin” forms as a result of falling raindrops
or sodification of soil clays.

Overland runoff may be expressed as a conservation of mass in a flow domain,
where the excess rainfall or irrigation rate, R,, is equal to the difference between
the rainfall and infiltration rates:

__Oh

Re=2"4V.q 11.13
5 TV ( )

where & is the flow depth and g is the unit discharge. The excess rainfall may be
determined directly, while the infiltration rate may be estimated by empirical or
physical models. Equation 11.13 is adjusted to consider spatial variability and land
hydraulic properties, to reduce errors in estimating runoff infiltration (Wallach
et al. 1997; Michaelides and Wilson 2007).

After sediment has been detached by rainfall impact during an erosion event,
the majority of it returns to the soil surface after being carried some distance
downslope. Through the continuous addition of sediment to the water layer, by
impact of raindrops, fine sediment forms a “suspended load” with a settling
velocity less than the typical velocity of whirling eddies in flowing water. This
velocity is called the friction velocity (Rose 1993). The rate of deposition, d;,
defined as the mass of sediment reaching the soil surface per unit area per time (kg/
m?/s), is given by

d,‘ = VC;, (1114)

where c; is the sediment concentration and v; is the settling velocity. The rate of
rainfall detachment and redetachment is proportional the rainfall rate, raised to
some power that has been found empirically to be close to unity (Hairsine and
Rose 1991).

When water flows over a contaminated land surface, pollutants released from
higher elevations are transported, as dissolved solute or adsorbed on suspended
particles, and accumulate at lower elevations. This behavior is reflected in the
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spatial variability of contaminant concentration, which affects contaminant
redistribution with depth following leaching. If a sorbed contaminant is not of
uniform concentration across all soil-size ranges but is higher in the fine sediment
fraction, the deposition of this soil fraction controls contaminant redistribution in
the subsurface.

The extent of transport of dissolved contaminants in overland runoff is con-
trolled by the topography and morphology of the land (also affected by anthro-
pogenic activity), the depth of chemical incorporation into soil, and the time
between rainfall initiation and surface runoff commencement. In addition to these
factors, transport of adsorbed contaminants on suspended particles is affected by
rainfall intensity, which favors soil erosion.

In general, soluble and nonreactive contaminants are found mainly in dissolved
form in runoff water. For example, a large percentage (up to 90 %) of the most
soluble herbicides present in the soil layer may be partitioned in overland flowing
water. A substantial portion of dissolved nitrogen (8-80 %) and phosphorus
(7-30 %) also may be transported in runoff water (Menzel et al. 1978; Hubbard
et al. 1982; McDowell et al. 1984). Experiments comparing concentrations of
soluble bromide in overland runoff water, as a function of soil type, infiltration
rate, and contaminant incorporation depth, under similar “rainfall” conditions,
ranged from 0.1 to 14 % (Ahuja 1982; Ahuja and Lehman 1983). Bromide was
released to runoff from depths up to 2.0 cm, and concentrations decreased expo-
nentially below the thin crust layer. In treatments where infiltration was impeded
due to the presence of a deeper clay layer, the amount of bromide in the runoff
water was greater than in treatments with a high infiltration rate. The authors
suggested that the mechanism of chemical transfer from below the soil surface to
runoff is through a turbulent diffusion process caused by raindrop impact. Based on
field experiment results, Walton et al. (2000) stated that the type of soil and its
hydraulic and structural properties are the main factors that determine the amount
of bromide transported in runoff water. These results are in agreement with
Wallach et al. (1997), who quantify overland flow and total runoff volume by
considering a spatially variable infiltration rate along the slope. The effect of
spatial variability of infiltration on the uncertainty in predicting runoff from sites
with distinct topographic characteristics was discussed by Michaelides and Wilson
(2007). They found that increasing the range of spatial correlation of infiltration
rates leads to increased uncertainty in modeled runoff.

A reactive contaminant may be adsorbed on the soil surface prior to rainfall
then, following rainfall that causes erosion, the soil is transported by runoff water
in the form of suspended particles redistributed on the land surface. In general, the
settling velocity distribution during runoff indicates that the finer particles are
resettled initially (Proffitt et al. 1991), although the details of the settling process
are affected by different environmental factors, such as soil type and rainfall rate.



11.5 Transport of Contaminants by Runoff 281

11.5.2 Urban Runoff

Urban (municipal) runoff contaminants like surfactants, pesticides, and pharma-
ceutical products and contaminants associated with highway construction and
maintenance are nonpoint sources that contribute significant amounts of pollution
to the land surface and thus, indirectly, to the subsurface. Runoff pollution is
associated with rainwater or melting snow, which washes impermeable urban
surfaces as roads, bridges, parking lots, and rooftops. Suspended solids carried by
runoff water represent the major source of urban contamination. For example,
Wiesner et al. (1995) estimates that over 40 % of the suspended solids entering
Galveston Bay (Texas) are of urban origin. Particle size distributions in runoff,
taken under storm and ambient conditions, show that more than 90 % of the
particles are between 0.45 and 2 pm. The particulate phase includes 1-10 %
organic carbon, with heavy metal functional groups containing detectable levels of
Fe, Ba, Cu, Mn, Pb, and Zn. Zinc and barium were distributed bimodally with
respect to the size fractions, while lead and iron were associated almost exclu-
sively with the largest size fraction. These results show that suspended particles
from runoff include heavy metals. The association of heavy metals with different
sizes of suspended particles may affect their spatial distribution on the disposal
areas.

A wide range of transport models are available for predicting water contami-
nation and flow under urban runoff. Models based on conventional methods for
runoff generation and routing were reviewed critically by Eliott and Trowsdale
(2007). These authors suggest that future models on urban runoff should include a
broad range of contaminants and improve the representation of contaminant
transport.
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