Lecture Notes in Electrical Engineering 304

Jiadong Sun
Wenhai Jiao
Haitao Wu
Mingquan Lu
Editors

China Satellite
Navigation
Conference (CSNC)
2014 Proceedings:
\Volume ||

@ Springer



Lecture Notes in Electrical Engineering

Volume 304

Board of Series Editors

Leopoldo Angrisani, Napoli, Italy

Marco Arteaga, Coyoacan, México
Samarjit Chakraborty, Miinchen, Germany
Jiming Chen, Hangzhou, P.R. China

Tan Kay Chen, Singapore, Singapore
Riidiger Dillmann, Karlsruhe, Germany
Gianluigi Ferrari, Parma, Italy

Manuel Ferre, Madrid, Spain

Sandra Hirche, Miinchen, Germany
Faryar Jabbari, Irvine, USA

Janusz Kacprzyk, Warsaw, Poland

Alaa Khamis, New Cairo City, Egypt
Torsten Kroeger, Stanford, USA

Tan Cher Ming, Singapore, Singapore
Wolfgang Minker, Ulm, Germany
Pradeep Misra, Dayton, USA

Sebastian Moller, Berlin, Germany
Subhas Mukhopadyay, Palmerston, New Zealand
Cun-Zheng Ning, Tempe, USA

Toyoaki Nishida, Sakyo-ku, Japan
Federica Pascucci, Roma, Italy

Tariq Samad, Minneapolis, USA

Gan Woon Seng, Nanyang Avenue, Singapore
Germano Veiga, Porto, Portugal

Junjie James Zhang, Charlotte, USA

For further volumes:
http://www.springer.com/series/7818


http://www.springer.com/series/7818

About this Series

“Lecture Notes in Electrical Engineering (LNEE)” is a book series which reports
the latest research and developments in Electrical Engineering, namely:

Communication, Networks, and Information Theory
Computer Engineering

Signal, Image, Speech and Information Processing
Circuits and Systems

Bioengineering

LNEE publishes authored monographs and contributed volumes which present
cutting edge research information as well as new perspectives on classical fields,
while maintaining Springer’s high standards of academic excellence. Also con-
sidered for publication are lecture materials, proceedings, and other related
materials of exceptionally high quality and interest. The subject matter should be
original and timely, reporting the latest research and developments in all areas of
electrical engineering.

The audience for the books in LNEE consists of advanced level students,
researchers, and industry professionals working at the forefront of their fields.
Much like Springer’s other Lecture Notes series, LNEE will be distributed through
Springer’s print and electronic publishing channels.



Jiadong Sun - Wenhai Jiao
Haitao Wu - Mingquan Lu
Editors

China Satellite Navigation
Conference (CSNC) 2014
Proceedings: Volume II

Pran=a=y @ Springer



Editors

Jiadong Sun Haitao Wu
China Aerospace Science Navigation Headquarters

and Technology Corporation Chinese Academy of Sciences
Chinese Academy of Sciences Beijing
Beijing China
China

Mingquan Lu

Wenhai Jiao Department of Electronic Engineering
China Satellite Navigation Office Tsinghua University
Beijing Beijing
China China
ISSN 1876-1100 ISSN 1876-1119 (electronic)
ISBN 978-3-642-54742-3 ISBN 978-3-642-54743-0  (eBook)

DOI 10.1007/978-3-642-54743-0
Springer Heidelberg New York Dordrecht London

Library of Congress Control Number: 2014937269

© Springer-Verlag Berlin Heidelberg 2014

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission or
information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed. Exempted from this legal reservation are brief
excerpts in connection with reviews or scholarly analysis or material supplied specifically for the
purpose of being entered and executed on a computer system, for exclusive use by the purchaser of the
work. Duplication of this publication or parts thereof is permitted only under the provisions of
the Copyright Law of the Publisher’s location, in its current version, and permission for use must
always be obtained from Springer. Permissions for use may be obtained through RightsLink at the
Copyright Clearance Center. Violations are liable to prosecution under the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt
from the relevant protective laws and regulations and therefore free for general use.

While the advice and information in this book are believed to be true and accurate at the date of
publication, neither the authors nor the editors nor the publisher can accept any legal responsibility for
any errors or omissions that may be made. The publisher makes no warranty, express or implied, with
respect to the material contained herein.

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

China’s BDS Navigation Satellite System (BDS) has been independently
developed, which is similar in principle to global positioning system (GPS) and
compatible with other global satellite navigation systems (GNSS). The BDS will
provide highly reliable and precise positioning, navigation and timing (PNT)
services as well as short-message communication for all users under all-weather,
all-time, and worldwide conditions.

China Satellite Navigation Conference (CSNC) is an open platform for
academic exchanges in the field of satellite navigation. It aims to encourage
technological innovation, accelerate GNSS engineering, and boost the develop-
ment of the satellite navigation industry in China and in the world.

The 5th China Satellite Navigation Conference (CSNC 2014) is held on May
21-23, 2014, Nanjing, China. The theme of CSNC 2014 is BDS Application—
Innovation, Integration and Sharing, which covers a wide range of activities,
including technical seminars, academic exchange, forum, exhibition, lectures, as
well as ION panel. The main topics are as:

. BDS/GNSS Navigation Applications

. Satellite Navigation Signal System, Compatibility and Interoperability
. Precise Orbit Determination and Positioning

. Atomic Clock Technique and Time-Frequency System

. Satellite Navigation Augmentation and Integrity Monitoring

. BDS/GNSS Test and Assessment Technology

. BDS/GNSS User Terminal Technology

. Satellite Navigation Models and Methods

. Integrated Navigation and New Methods

O 0 1O\ L A~ Wi —

The proceedings have 171 papers in nine topics of the conference, which were
selected through a strict peer-review process from 479 papers presented at CSNC
2014.



vi Preface

We thank the contribution of each author and extend our gratitude to 165
referees and 36 session chairmen who are listed as members of an editorial board.
The assistance of CNSC 2014’s organizing committees and the Springer editorial
office is highly appreciated.

Jiadong Sun
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Part 1
Satellite Navigation Signal System,
Compatibility and Interoperability



Chapter 1
The Research of the High-Altitude BDS
Weak Signal Acquisition

Changyuan Wen, Fuzhan Yue, Yuehua Qiu and Ting Ke

Abstract Aiming at the application for High-Earth orbit spaceflight navigation,
the paper is about the weak BDS signal acquisition on High-Earth orbit. First, this
paper achieves the receiving power and Doppler-shift of the High-Earth orbit
receiver by simulating the navigation signal characteristic which based on the STK
(Satellite Tool Kit). In order to solve the problem of the secondary code witch
modulated on BDS B1I and improve the acquisition sensibility, this paper analyses
the autocorrelation characteristic of the data which modulated with the NH code,
comes up with the resolution of using the alternate half-bit method by combining
the coherent integration with the non-coherent integration. The result indicates that
it can successfully acquire the —178 dBW BDS B1I signal under the mentioned
method.

Keywords High-earth orbit - Weak signal acquisition - Coherent/Non-coherent -
The alternate half-bit method - Neumann-Hoffman code searching

1.1 Introduction

High Earth Orbit (HEO) including Geostationary Orbit (GEO) and Highly
Eccentric Earth Orbital (HEEO), are generally higher than the maximum height of
its orbit 20,000 km. In recent years, in terms of land and sea communications,
meteorological, educational applications, live television, disaster warning, HEO
plays an important role. The high-altitude spacecraft navigation positioning and
orbit determination has become one of the urgent needs to develop new technol-
ogy. The satellite navigation system with the characteristics of global, all-weather,

C. Wen (X)) - F. Yue - Y. Qiu - T. Ke
Space Star Technology Co., Ltd, Beijing 10086, China
e-mail: achang11241124@126.com

J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2014 3
Proceedings: Volume II, Lecture Notes in Electrical Engineering 304,
DOI: 10.1007/978-3-642-54743-0_1, © Springer-Verlag Berlin Heidelberg 2014
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continuous and high precision has gradually become the principal means of
navigation for positioning and orbit determination [1].

But due to high-altitude spacecraft orbital altitude higher than that of navigation
constellation, needs to receive signals from the earth the other side of the navi-
gation satellite receiver. Keeping out of the earth as well as propagation distance
increasing lower the signal received power, which lead to reduce the presence of
the available satellite, short duration of available navigation signals and weak
receiving signal power by using the regular technology.

The NASA has a series of flight test for high-altitude GPS receiver application,
developed such as the Pivot and the Navigator receiver for deep space exploration.
High-altitude test shows that on high-altitude receiving power will be lower than the
ordinary spaceborne receiver power more than 10 dB, doppler frequency shift in L1
band will be around 10 KHZ, the Navigator which uses 10 ms coherent integration
when C/N, = 25 dB-Hz successful acquisition probability is only 50 %, larger
deficiencies still exist for high-altitude applications [2]. The literature [3] studied the
GNSS high-altitude satellite positioning related factors, but did not give a reasonable
signal processing scheme .the literature [4] put forward navigation constellation
with navigation signal constellation outside for locating scheme, but involved
navigation constellation space redesign, implementation is difficult at present.

The above studies were all for the GPS orbit application, and domestic and
foreign high-orbit applications are not seen on the BDS literature. This paper
aiming high-altitude weak navigation signal with short duration carries out the
high-orbit spacecraft BDS weak signal acquisition technology research.

1.2 BDS Navigation Signal Characteristics
on High Earth Orbit

High-altitude navigation receiver needs to receive navigation signals from across
the earth. Take GEO orbit for example, under the analysis of space geometric
relationships between high-altitude with BDS MEO satellite constellation, and
calculating the corresponding power link. Figure 1.1, the ¢ for BDS satellite
antenna of unilateral coverage point of view, Angle ¢ for BDS satellite main beam
unilateral, Angle 6 for BDS satellite and earth tangent of unilateral. « for receiver
and BDS satellite connection with the receiver to the Angle between the direction
of the centre of the earth, f for receiver and BDS connect with BDS satellites
pointing in the direction of the Angle between the direction of the center of the
earth. In diagram of AC segment caused by earth sheltered, signal is not available.
Space navigation signal propagation link budget equation is:

A
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Fig. 1.1 The geometry =
model between GEO and e
BDS .

Py for the received power of the receiver; Py for BDS satellite transmission
power; Gg and Gr respectively BDS antenna gain and receive gain; 20log;o(4/
4nd) free space for the signal propagation loss, linear distance d between receiver
and navigation satellite, 4 for signal transmission wavelength; L, loss of the
atmosphere when the navigation signal through the atmosphere. BDS B1 fre-
quency carrier frequency of 1561.098 MHz; L, is negligible in high-altitude
computation.

As a result of the BDS EIRP undisclosed, this paper uses the GPS IIR satellite
L1 frequency EIRP for reference, receiving antenna using 0 dB gain, as shown in
Fig. 1.2. Analysis of the introduction of the concept of equivalent gain here, link
equivalent gain is the launch of the navigation constellation gain characteristic, the
decline of signal propagation characteristics, caused by the receiving antenna
stance change characteristics and receives all projection to the receiving terminal
antenna gain characteristics. Through equivalent gain to include all gain charac-
teristic in the navigation signal link, at the same time meet the demand of visu-
alization, dynamic simulation input equivalent gain, specific simulation Settings
see reference [5].

Keeping out because of the earth would cause the equivalent gain under 8.3°
shadow area, the receiving signals mainly concentrates in the angle between 8.3°
and +30°. The gain distribution shows that to receive navigation satellite side lobe
signal, the receiving power must be below —174 dBW, the power demands of the
second side lobe reception is below —178 dBW. Using STK, with the global layout
after completion of construction of BDS constellation, analysis GEO orbit corre-
sponding to the distribution of visible satellite BDS. BDS complete constellation
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The transmitting antenna gain The receiving antenna gain

Fig. 1.2 The equivalent gain of BDS on GEO

Table 1.1 The number of the BDS on GEO in different power

Segment percentage (%) >2 >3 >4 >5 >6 >7 >8
—173 dBW 18.53 0.97 0 0 0 0 0
—174 dBW 20.54 291 0 0 0 0 0
—175 dBW 21.24 4.3 0 0 0 0 0
—176 dBW 92.37 68.15 37.61 14.71 5.2 0.62 0
—177 dBW 100 100 99.53 91.7 75.78 64.68 51.77
—178 dBW 100 100 100 100 100 100 99.51
—179 dBW 100 100 100 100 100 100 100

configuration according to the ICD document is set to 5 GEO satellite, 27 MEO
satellite and 3 IGSO satellites [6]. GEO receiver points east longitude 120°
(Table 1.1).

Can be seen from the above statistics, GEO orbit in the receiving power
—178 dBW, 4 satellites above the segment accounts for 100 % of all the way, the
following simulates the value of the corresponding PDOP under —178 dBW
(Figs. 1.3, 1.4, 1.5).

According to the result of simulation shows that applies to the GEO BDS
reception power should guarantee at least —178 dBW, doppler frequency shift in
412 kHz, which can satisfy the GEO orbit navigation application. In addition, the
duration of certain signals will be less than 15 min or less, so the signal acquisition
should be faster.
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The BD B1I signal Doppler frequency shift on GEO
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Fig. 1.4 Doppler of the BDS B1 on GEO in 24 h for —178 dBW

1.3 BDS Weak Signal Acquisition Technology Analysis

Navigation signal acquisition is essentially the navigation signal doppler ranging
code phase and carrier frequency of the two-dimensional search process. From the
previous section to receive high-altitude navigation signal feature analysis, in
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The BD B11I signal duration on GEO
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Fig. 1.5 The duration time of the visible BDS on GEO

order to achieve positioning throughout the GEO orbit, the power must be at least
—178 dBW, in addition to consider frequency mismatch and the loss of code
synchronization, so it need extra gain for baseband processing.

Now the methods of increasing the baseband signal processing gain include the
coherent integration and non-coherent integration. The biggest difference between
BDS and GPS in weak signal acquisition is that BDS B1I has secondary coding,
which will lead to coherent integration length limited. The following introduces
processing gain and secondary coding solutions.

1.3.1 The Integration Processing Gain

1.3.1.1 The Coherent Integration and Non-coherent Integration Gain

Coherent integration is the sum of the square results of N correlator, to enhance the
signal-to-noise ratio. In the navigation signal acquisition, coherent integration is
the first step, the coherent processing gain can be calculated by the bandwidth, and
bandwidth is related to the data length. No-coherent integration with coherent
integration results can output extra SNR gain. Non-coherent integration uses the
square root of sum of squares of the I and Q coherent integration. Square arith-
metic is the cause of signal energy increase, at the same time, the noise energy also
will increase, and the resulting SNR loss called square loss.
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Table 1.2 The gain and data length for different methods of the integration unit (dB/ms)

1 ms 2 ms 5 ms 10 ms 20 ms
1 times 0/1 3/2 6.99/5 10/10 13/20
2 times 2.75/2 5.75/4 9.75/10 12.75/20 15.75/40
5 times 6.13/5 9.13/10 13.12/25 16.13/50 19.13/100
10 times 8.47/10 11.47/20 15.46/50 18.47/100 21.47/200
20 times 10.61/20 13.61/40 17.6/100 20.61/200 23.61/400
25 times 11.26/25 14.26/50 18.25/125 21.26/250 24.26/500

Normally, using coherent integration with non-coherent way to enhance the
gain, the low SNR signal which after many Non-coherent integration, can be better
to separate signal and no signal by the signal amplitude probability density curve of
valuations. The Table 1.2 for different coherent integration time with different
number of non-coherent integration corresponding gain value as well as the
required data length, the horizontal axis represents the cumulative coherence length
of the longitudinal axis of a non-coherent integration times, the Py, = le — 7,
Py = 0.99.

From the graph, the same processing time, the longer the coherent integration
time, bring the gain of the greater appreciation, therefore, it need to consider in the
design of general extension of the coherent integration time length as much as
possible.

The error estimate of the actual value from the Doppler shift caused by the
carrier can be expressed as

Licq = 201og;g[sin c(AfT)] (1.2)

Af is carrier frequency error, T is coherent integration time.
The average code synchronization loss of 10 x log10 (1/8) (1 — 2) = 1.16 dB.

1.3.2 Secondary Code Features

BDS MEO/IGSO B1I signal has a secondary code yards wide 1 ms. In condition
of the secondary code phase unknown, it will limit the coherent integration time
length, and influence gain promotion effect. BDS secondary code refers to the rate
of 50 bps navigation message on Neumann—Hoffman code modulation (NH code
correlation value maximum, when the complete synchronization features as shown
in Fig. 1.6a). NH code cycle for a bit the width of the navigation information, NH
code 1 bit width is the same as the ranging code cycle. D1 navigation message a
bits of information in the width of 20 ms, ranging code cycle is 1 ms. NH code is
with the type (0,0,0,0,0,1,0,0,1,1,0,1,0,1,0,0,1,1,1,0) and 1 kbps code rate, the code
width is 1 ms [6].
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(a)
1.2

1.5 2
Chips X 104

Fig. 1.6 The characteristic of NH code. a The autocorrelation of NH code b The autocorrelation
of 20 ms data with NH code

NH Code extends the period ranging code BDS, and improves the ranging code
autocorrelation and cross-correlation properties. But by the Fig. 1.6b the simulation
results can be seen, although secondary NH code modulation brought autocorre-
lation side-lobe to fold the overweight reduced overall, but in the individual code
phase delay autocorrelation side-lobe can reach 14 dB (0.2 times that of the main
peak), will be a certain effects on the BDS signal capture performance [7].
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1.3.3 Weak Signal Acquisition Process

BDS B1I weak signal processing, it is necessary to extend the coherent integration
time length as long as possible, and the unknown NH code phase can limit the
length of time of coherent integration, influence gain promotion effect. From
Fig. 1.6b NH code modulation 20 ms data characteristics, the modulation NH code
after the data stack of overweight has good autocorrelation properties, so under the
condition of NH code phase unknown, 20 ms data can be correlated, by detecting
the corresponding correlation peak to decide whether captured successfully.

This process needs to consider the navigation message data bit transition, so
every 20 ms will be affected by the transition of the navigation message. Here use
the ‘alternate semi-bit method’ [10], take any point, behind this point 20 ms
received data is divided into two sections 10 ms, guaranteed of a data bit navigation
message data is completely in the same time. Then calculated using the non-
coherent integration, the maximum output of both is the corresponding estimates.

Some high-altitude signal duration is shorter, in order to guarantee the speed of
acquisition considering the fast acquisition based on FFT/IFFT, determine the
BDS BI1I weak signal capture flow chart shown in Fig. 1.7, the input time length
for 10 ms signals are stored, and zero padding to FFT transform after 20 ms. Local
20 ms modulation with NH code of conjugate FFT transform after the data, and
the above after FFT transform is multiplied by the input data, then the results are
IFFT transformation. Use semi-bit method, followed by the odd and even number
sequences incoherent sequences corresponding cumulative times, the last suc-
cessful capture judged by peak detection signal.

Usually the frequency interval of the frequency resolution to capture the
maximum of 2/3, resulting in frequency mismatch loss of —1.65 dB, an average
loss of synchronization code —1.16 dB, considering a certain margin, the fre-
quency mismatch, the code will not result in the alignment of at least 3 dB loss.
Baseband processing 21 dB gain must be provided to complete the capture of the
weak signal, the coherent integration of 10 ms gain 10log;o(10) = 10 dB,
Py, = 1077 false-alarm probability and detection probability Py = 0.99, 25 times
non-coherent integration gain of 11.26 dB, can satisfy the requirements of the
baseband signal processing.

1.4 Algorithm Performance Simulation Analysis

For simulating the navigation signal acquisition algorithm performance, the sim-
ulation is modeled by Matlab Simulink, with the simulation parameters in the
Table 1.3 (Fig. 1.8).

According to the simulation results, the power —178 dBW, 10 ms coherent
integration with the 25 non-coherent accumulation, can successfully capture the
BDS BI1I signal. According to the results in the code piece of delay capture peak,
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Fig. 1.7 The block diagram of the acquisition

Table 1.3 The parameter of the acquisition simulation

Parameters Value

Signal BDS BII RPN =7

Power —178 dBW (26 dB/Hz)

Code delay 500 chips (NH code delay: 15 chips)
Doppler 10 kHz

Coherent integration data length 10 ms

Non-coherent integration times 25

Coherent 10ms Non-coherent 25 times C/NO = 26dB-Hz

z Correlation Amplitude

y Frequency(Hz)

2

% Code Phase

Fig. 1.8 The result of acquisition for 26 dB-Hz BDS signal

- %=31190,y= 10000
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total 20 ms data code length of 40,920 chips, 31,190 and 2,046 modulus, get
corresponding ranging code delay of 500 chips, integer part is 15, namely NH code
of the code phase of 15 chips.

This scheme uses the autocorrelation characteristic of the NH modulation code
data, avoid to search of NH code phase, reduce the dimension of the search and
processing time. But 10 ms data directly to FFT, the amount of data processing is
too large, it can use sectional FFT processing, reducing the consumption of
hardware logic resources [8].

1.5 Summary

This main job: (1) through the equivalent gain simulation, proposed indicators to
capture GEO orbit weak signal (carrier to noise ratio, Doppler range). (2) Verified
the feasibility of removing the NH code algorithm for weak signal acquisition.
Simulation results show —178 dBW sensitivity, able to meet the high-orbit
spacecraft navigation applications, the use of alternative methods for semi-bit data
is modulated 20 ms NH code to search FFT/IFFT-based approach, able to suc-
cessfully capture the signal. Weak signal acquisition scheme is not considered
BDS GEO satellite broadcast message information rate 500 bps of D2 for high-
altitude applications, it can use the navigation message stripped ground prior
information provided to improve sensitivity.

This paper mainly aims at the research of the High-Altitude BDS weak signal
acquisition, After the successful capture of the actual code phase and get a rough
estimate of the Doppler frequency, the signal needs to be sent after the capture
signal tracking loop. High-Altitude under the environment of weak signal tracking
is different from traditional loop design; the subsequent will follow the above work.
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Chapter 2
GNSS Message Structure Optimization

Yun Zhou, Yansong Meng, Xiaoxia Tao, Lei Wang and Zhe Su

Abstract The structure designing of satellite clock correction,ephemeris and
system time parameters in navigation message directly affects navigating perfor-
mance such as the time to first fix. Considering the message reading point as a
random variable and creating ephemeris acquisition time as a function of the
reading time, we integrated the acquisition time of the ephemeris in GPS L2C
CNAY random data block and L1C CNAV?2 stationary message structure by 95 %
confidence level. The designing discrepancy of the GPS, Galileo data structure
which is broadcasted on different frequency and its influence to the first time to
access positioning information was emphatically discussed. Finally, we presented
the key factor of navigation message structure designing to reduce the time to first
fix that was ephemeris being consistent during effective time interval, almanac
frame proportion of the total frame size should be appropriate and message
parameters should be more compact.

Keywords GNSS message structure - Time to first fix

2.1 Introduction

Time to first fix (TTFF) is an important performance evaluating navigation mes-
sage structure design. Satellite clock correction, ephemeris (CED) and system time
(GST) directly affect the TTFF. Specifically, the acquisition time of CED, GST is
determined by the total amount of data, broadcast rate, repetition and structure.
Broadcasted on GPS L2C in the form of data blocks, CNAV message’s CED and
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Table 2.1 Max broadcast interval of GPS L2C CNAV

Message data Message type Max intervals (s)
Ephemeris 10, 11 48
Clock Type 30's 48

The 10, 11 and 30 data block arrangement situation within 48 seconds

Fig. 2.1 One arrangement of GPS L2C CNAV data block

GST parameters are designed in 10, 11 and 30 types of data blocks, according to
requirement to broadcast, while CNAV2 on GPS LIC frequency planning to use
three unequal sub-frame to broadcast messages, and positioning information such
as CED and GST being designed for two parts which one varied and the other one
does not in the active interval of time. For Galileo I /NAV and F /NAV adopt the
way of page to broadcast messages.

Discussing the message structure differ from GPS and Galileo and its influence
to TTFF, drawing lessons from the advantages of them, we proposed the message
structure designing elements to reduce the time to first fix.

2.2 L2C CNAY Parameter Acquisition Time

Satellite clock correction, ephemeris and system time parameters of GPS L2C
CNAV are arranged in paragraphs 10, 11 and 30 types of data blocks, each block
lasting 12 s. Maximum broadcasting interval for each data block was shown in
Table 2.1.

Assumed that type 10, 11 and 30 data block was broadcasted only once within
48 s, then had the following four conditions, which in addition to 10,11and 30, the
another data block called other type. A kind of arrangement situation was shown in
Fig. 2.1.

Each data block of GPS L2C CNAYV was arranged by data bits following parity
bits, and one data bit not being obtained would lead to cyclic redundancy check
(CRC) checksum failure that also resulted in the whole data block bit stream being
invalid, as shown in Fig. 2.2. Then, we should emphatically analyze the acquisi-
tion time of CED and GST parameters at t = 0", t = 12%, r = 24", t = 36"
reading point. Specifically the following four cases were analyzed for the first
mode of Fig. 2.1.

o Reading other type data block from r = 07
Assuming that the 10, 11 and 30 data blocks were broadcasted only once within
48 s, so the Tepp+gsr was equal to 48 s.
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t=0+ 276 bit navigation message 24bit CrRC
0 0000101--- 10010101---

t=0

Fig. 2.2 CNAV data block composition and reading point
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e Reading type 10 data block from ¢ = 127,
of data blocks leading to the other bits being invalid, we should require the data
from the next 48 s which was broadcasted by random way, so Tjp =
(12 4+ 24 + 36+ 48) x 25 % = 30 s where Ty was indicated for the acquisition
time of data rype 10 within the next 48 s. Thus, reading from ¢ = 121,
Tcep+gsTwas equal to 66 s (30 + 36).

e Reading type 11 data block from ¢ = 24",
The data type 10 and 11 bits being invalid, we should obtain the parameters in
data type 10 and 11 from the next 48 s. The acquisition time of them was 24, 3,
48, 48, 48, 36 s respectively by six random arrangements, so Tiori; =
24 x (1/6) +36 x (2/6) + 48 x (3/6) = 40 s. Thus, Tcepigsr Was equal to
64 s (24 + 40).

e Reading type 11 data block from r = 36™.
The same as above, data type 30 was ineffective, and we should obtain the
parameters from the next 48 s, s0 Tig411+30 = 48 X (3/4) + 36 x (1/4) =45 s.
Thus, Teeptgsrwas equal to 57 s (12 + 45).

Based on the above analysis of four cases, we draw the reading time ¢
andTcep.gst, shown in Fig. 2.3. The curve exhibited step at t = 0", 127247, 36™
corresponds to the results of the above analysis and the rest were linear mono-
tonically decreasing.

Assuming that the reading point r was uniformly distributed on a full frame
period (here, 48 s), we obtained the probability density function (PDF) by cal-
culating the occurrence frequency of Tcgp.gsrWithin each section described as a
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function where T indicated the value of x(¢) that was the acquisition time of CED
and GST parameters.

1/48  36<T<45
2/48  45<T<48
1/48  48<T<52
f(T)={2/48 52<T<54 (2.1)
3/48  54<T<57
2/48  57<T<64
1/48  64<T<66

Based on 95 % confidence level, the probability density function substituted
into the equation (2.2) [1] and we integrated the acquisition time of CED and GST
parameters broadcasted on GPS L2C CNAYV, and it was 63.8 s.

Tcse+ast

F(TCED+GST) = / f(l)dl =0.95 (22)

2.3 L1C CNAV2 Parameter Acquisition Time

The first sub-frame of GPS L1C CNAV2 message comprised the reference time,
i.e., the numbers of 18 s interval within 2 hours epoch time, the rest GST
parameters including second of week, week number and other system time
information were arranged in the second sub-frame as well as the CED information
[2]. So, the entire data of CED and GST should be decided by the whole bits in
first and second sub-frame. For CNAV2, the data rate was 50 bps, encoded as
100sps. The first sub-frame of it lasted 0.52 s for a total 52 syb (corresponding
9 bits before encoding), the second sub-frame lasted 12 s for 1200 syb (600 bits
before encoding), and the third sub-frame lasted 5.48 s for total 548 syb (274 bits
before encoding). We considered the channel coding, cyclic redundancy check and
the encoded symbol rate to analyze the acquisition time of the CED and GST
parameters.

The CED parameters in second sub-frame of CNAV2 remained unchanged in a
fairly long period of time (several minutes or even hours). Therefore, when some
bits were missed, i.e., not reading the message from the beginning of the second
sub-frame, only needed to re-read the missed message from the next corresponding
position of the second sub-frame. For example, when reading the message from
1.52 s, the 52 symbols of the first sub-frame and the 100 symbols of the second
sub-frame were not acquired, and then only needed to read the rest symbols of the
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Table 2.2 GPS L1C CNAV2 reading point and time to access CED and GST

Reading point Time to CED GST Reading point Time to CED GST
0 12.52 9.52 18
0+ 18.52 10.52 18
0.52 18 11.52 18
0.52+ 18 12.52 18
1.52 18 12.52+ 18
2.52 18 13.52 17
3.52 18 14.52 16
4.52 18 15.52 15
5.52 18 16.52 14
6.52 18 17.52 13
7.52 18 18 12.52
8.52 18 18+ 18.52

frame and then read the missed 152 symbols from the next frame, because the 100
symbols of the next second sub-frame were identical to the corresponding posi-
tions of the previous frame (the parameters of the first sub-frame might be
changed). Therefore, when the reading point from 1.52 s to 12.52 s, the Tegp+gsr
was equal to 18 s which were the interval time of CNAV2. All T¢gp sy values
were shown in Table 2.2.

Assuming that the reading point # was uniformly distributed on a full frame period
(here, 18 s), we obtained the PDF described in Eq. (2.3). Based on 95 % confidence
level, we integrated the acquisition time of CED and GST parameters broadcasted on
GPS L2C CNAV2, and it was 18.02 s, approximately same as the CNAV2 interval
time. It was associated with CED and GST of CNAV2 being designed for two parts
which one varied and the other one does not in the active interval of time.

2/18 12.52<T<13

1/18  13<T <18

S = 11/18 T =18 23)

2/18 18 <T<18.52

2.4 Galileo Parameter Acquisition Time

The relationship between message structure and TTFF of GPS NAV, Galileo
F/NAV and I/NAV, Marco Anghileria proposed a detailed exposition and we only
used the conclusion. To illustrate the impact of the message structure to TTFF, we
normalized data rate to 50 bps to compare CED and GST acquisition time at 95 %
confidence level. For I/NAV, the data rate was 125 bps, 2.5 times to 50 bps, so
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Tcep+est was 79 s, while for a data rate of 25 bps, Tegprgsr Was half of the
original value [3]. The normalized acquisition time of GPS and Galileo message
broadcasted on different frequency was shown in Fig. 2.4. To get ephemeris and
clock parameters, CNAV?2 was only 18.02 s, while the I/NAV was 79 s for data
rate of 50 bps.

Next, we emphatically analyze the relationship from the message structure, the
amount of data, and the repeat time to TTFF. Defined a coefficient # where T4,
was indicated the minimum time to get CED and GST theoretically, that was the
reading point beginning from t = 0, and T¢gpi+gsr Was indicated the statistical
time to get all CED and GST firstly by 95 % confidence level, considering the
message reading point as a random variable. The coefficient yof different data was
compared in Fig. 2.5.



2 GNSS Message Structure Optimization 21

il
variant time H Invariant clock. ephemeris and time I ‘
T
Variable pages

Fig. 2.6 Message structure of GPS L1C CNAV2

GST and clock ephemeris (1/3) ephemeris (2/3) ephemeris (3/3)

ﬂ V4
almanac pages 12
r

Fig. 2.7 Message structure of Galileo F/NAV

N = |Tcep+est—Tdatal / Taara % 100 % (2.4)

The coefficient of I/NAV was the largest (>1), that was to say its structure
design was the worst just from TTFF, and CNAV2 was approximate to F/NAV,
being the best of all message structure. In fact, the coefficient also reflected the
impact of the structure of almanac to TTFF.

2.5 GPS and Galileo Message Structure Analysis

Comprehensive comparison of Figs. 2.4 and 2.5, the factor Tcgp+gsrof GPS L1C
CNAV2 was 18.02 s and the coefficient ywas 50 %, and the structure of it had
very important reference value, redrawn in Fig. 2.6 [4]. The CED and GST of
CNAV2 were compressed into a separate sub-frame of 600 bits which was
equivalent to the 900 bits information in 1, 2 and 3 sub-frame of NAV and to the
data type 10 and 11 of CNAV. The almanac parameters were designed in a
separate sub-frame of 250-300 bits, broadcasted by the way of paging, which was
different from the NAV that fourth and fifth sub-frame broadcasted almanac as
well as the CNAV that broadcasted almanac by data block manner.

In addition, another important design idea of CNAV2 was considering the
consistency of CED and part of GST during the active interval, so when some bits
of CED and GST were missed, we could wait for about 56 s (when 50 bps) to
obtain the remaining bits from the next frame for the bits obtained from the
previous frame still valid. The coefficient ywas 48 % for Galileo F/NAV and the
structure of it was redrawn in Fig. 2.7 [5].

The frame structure of F/NAV almanac parameters was similar to CNAV2 and
the difference was that the former was 250 bits and the later was 274 bits. That
was to say, when the data rate was 50 bps, we could obtain the CED and GST
parameters from the next frame after 5 s, and for CNAV2 just needed 5.48 s. This
also explained the reason why the coefficient of F/NAV (48 %) was slightly lower
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than CNAV?2 (50 %). However, Tcepigsr of F/INAV was more than CNAV?2 about
11.6 s with 50 bps data rate. The reason of it was the total bits of CED and GST of
F/NAYV more than CNAV2 about 400 bits. Furthermore, these bits of F/NAV were
divided into four sub-frames to broadcast and each sub-frame utilized the 24-CRC,
which caused the consistency decreased and redundancy increased.

The frame structure analysis of GPS L1C CNAV?2 and Galileo F/NAV showed
that the design of almanac frame also had an important impact on CED and GST
acquisition time. Then we analyzed the almanac frame structure of GPS L1C/A
NAV and Galileo I/NAV which were redrawn in Figs. 2.8 and 2.9.

For L1C/A NAV, the almanac parameters were arranged in two sub-frames,
which lasted 12 s, we needed to obtain the ephemeris parameters from the next
frame if we did not require them, the time was about 2.4 times to CNAV2 and F/
NAV, and about 2 times for the coefficient #. For Galileo I/NAV, shown in
Fig. 2.9, the front five sub-frames had the similar structure with LIC/A NAV, the
middle five were reserved pages, and the last five were for the remain bits of CED
and GST as well as two blank pages. The structure of it was not designed com-
pactly for CED and GST, which gone against reducing TTFF. This also explained
the reason why it’s coefficient # > 1 and it’s Tegpgsr was 79 s with data rate of
50 bps, which was the maximal of all message structure.

2.6 The Key Factor to Reduce TTFF

We presented some navigation message structure with low acquisition time of
CED and GST as well as low TTFF. Firstly, we considered the factor of 5, that was
the almanac frame having appropriate proportion of the total frame size: too bigger
was not conducive to reduce the CED and GST acquisition time and too small
gone against the average speed to obtain the almanac and ionosphere parameters,
which were all undesirable for navigating; Secondly, the consistency of the
ephemeris parameters during the active interval time should be considered;
Finally, the CED and GST parameters should be designed in a independent sub-
frame to avoid being separated by the parity bits, that was to be designed more
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compactly, however, it was associated with the channel coding and message
checking ways.

The two message structure, Single and Dual (J. W. Betz) were analyzed as
followed. For Single, the almanac frame was about half of the size of CED and
GST frame shown in Fig. 2.10, where n was about 50 %. The all ephemeris
parameters were designed in a independent sub-frame and some GST parameters
which changed during the effective interval were arranged in a previous sub-frame,
which was similar to CNAV?2 structure. The benefits of this design would not only
help to reduce the TTFF, but also for the message robustness.

The two pasts A and B of Dual structure were simultaneously broadcasted,
shown in Fig. 2.11, where part A did not broadcast almanac pages and just
repeated CED and GST information. For lower TTFF, the amount of essential data
must be compendious, and if the total frame were 900, 450 bits needed for CED
and GST in part A, and just 9 s with 50 bps data rate to first obtain positioning
information, and then just 6 s with 75 bps. However, the reduction of the amount
of data means that the accuracy of satellite orbit model would inevitably be
reduced as well as the user positioning accuracy, which might lead to 5 m user
range error (URE).

The remaining CED, GST and almanac parameters were broadcasted in part
B. We should note that the almanac frame size in part B, with fewer remaining
CED and GST, was longer than Single structure, that was to say the corresponding
n may larger, however, the CED and GST were repeated twice in part A and the
corresponding # of it almost equal to zero. So the impact of the longer almanac
frame size in part B would not be considered.

Under the same conditions of 50 bps data rate and 900 bits frame size, the first
time to get CED and GST of Dual structure was the shortest, only 9 s, compared to
each message frame structure of GPS and Galileo.
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Higher almanac rate was benefit for accessing to the constellation information
rapidly, which would help reduce the capture time. For Single structure, the
almanac average data rate was 15 bps where the frame length was set to 270 bits
and the average time to get an almanac frame was18 s. For Dual, the almanac data
rate was 27.8 bps where the frame length was 500 bits and the time was 18 s
which was arranged in part B. Comparative analysis shown that the Dual message
structure had great reference value for lower TTFF.

2.7 Conclusion

We emphatically discussed the relationship between message structure design and
TTFF. The basic conclusions were following. Firstly, under the conditions that the
maximum broadcast interval was 48 s and the GPS L2C CNAV was broadcasted
by the way of data block, the acquisition time of CED and GST was about 64 s.
Secondly, the CNAV?2 only needed 18.02 s that was the minimum time compared
to other GPS and Galileo navigation message structure to obtain the CED and GST
parameters at the same data rate and total amount, which was closely related to the
almanac frame structure and the consistency of ephemeris parameters. Then, the
first time to access to the positioning information of Dual structure was smaller,
only 9 s, as well as a higher almanac average data rate, up to 27.8 bps. Finally, we
presented the key factor of navigation message structure designing to reduce the
TTFF which was mainly about the following three points: (1) the almanac frame
proportion of the total frame size should be appropriate; (2) the ephemeris
parameters should be consistent during the effective interval; (3) the message
parameters should be more compact.
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Chapter 3

Interlacing Dual-Sideband Enhanced
Alternative BOC (IDEAI-BOC)
Modulation and Its Application for GNSS

Tao Yan, Jiaolong Wei, Zuping Tang, Bo Qu and Zhihui Zhou

Abstract Alternative binary offset carrier (AltBOC) modulated signal can combine
two QPSK signals located at two close frequency bands into a constant envelope
signal. It can achieve better code tracking accuracy and anti-multipath performance,
thus Galileo ES5 signal uses AItBOC (15, 10) modulation. However, the four signal
components of AItBOC modulation have to be allocated the same power. To solve
this problem, we propose a constant envelope dual-sideband enhanced alternative
BOC (DEAI-BOC) modulation technique. In the case of not increasing signal
generation complexity, DEAI-BOC technique can adjust the power ratio of four
signal component according to different requirements, and only the phase look-up
table needs to be updated. When the combined efficiency is decreased slightly, the
signal generation complexity can be reduced by half. Based on DEAI-BOC, we
present the interlacing dual-sideband enhanced alternative BOC (IDEAI-BOC)
modulation. The main advantage is that IDEAI-BOC can improve further the
combined efficiency while keeping power ratio constant, this means IDEAI-BOC
can reach higher combined efficiency than AItBOC for the case of equal power ratio.

Keywords Constant envelope modulation - Power ratio - AItBOC - IDEAI-
BOC - GNSS

3.1 Introduction

Constant envelope alternative binary offset carrier (AltBOC) modulation is the
modulation type of Galileo E5 signal [1]. This modulation scheme can multiplex
two QPSK signals whose carrier frequencies are close into a constant envelope
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signal to maximize the amplifier efficiency. Thus it reduces implementation
complexity obviously [2]. In addition, AItBOC (15, 10) modulation is also a
candidate for BeiDou B2 signal [3]. The performance of AItBOC modulation is
outstanding. However, it is not flexible enough due to its fixed equal power
allocation.

For this problem, some related researches have been done. In literature [4],
POCET method is proposed to combine GNSS signals at different carrier fre-
quencies. This method is achieved by phase rotation. However, the operation to
optimize the phase at each sample time is complex. Moreover, this analytical
expression is difficult to obtain. Recently, time multiplex technology is integrated
to AItBOC modulation. TD-AItBOC [5] and TMOC-QPSK [6] modulation are
both this kind of technologies, which could simplify the generating and receiving
process, and achieve similar power spectrum density and function with Galileo
AltBOC modulation. For the two time multiplexed techniques, the power of four
signal components has to be equal. A nice work is made by Yao and Lu [7, 8].
He proposed a new method based on subcarrier reconstruction to achieve dual-
frequency constant envelope multiplex. This technique is referred to asymmetric
constant envelope double-sideband (ACED) multiplexing [9]. In this technique,
power allocation ratio can be adjusted. Nevertheless the frequency of control clock
is different for different power allocation ratio, it is more difficult to achieve ACED
than AItBOC. In addition, a generalized constant-envelope DualQPSK modulation
is proposed in [10]. It can be seen as an extended AItBOC signal, which has
unbalanced power on the upper and the lower sidebands. A limitation of this
method is that the two signal components at the same sideband have equal power.

In this paper, we firstly propose a constant envelope dual-sideband enhanced
alternative BOC (DEAI-BOC) modulation technique in Sect. 3.2. The modulation
signal has all the advantages of AItBOC signal. At the same time, DEAI-BOC
modulation enhances the flexibility of power allocation ratio. Different from
ACED, DEAI-BOC technique can adjust the power ratio of four signal components;
meanwhile signal generation complexity is not increased. In some cases, the signal
generation complexity can be reduced by half. In Sect. 3.3, based on DEAI-BOC,
we introduce the interlacing technique, and then the interlacing dual-sideband
enhanced alternative BOC (IDEAI-BOC) modulation is presented. In Sect. 3.4,
simulation results are shown and compared with ACED. Finally some conclusions
are concluded.

3.2 DEAI-BOC Modulation

DEAI-BOC can be seen as an enhanced AItBOC modulation, whose power allo-
cation ratio can be adjusted. To achieve constant envelope AItBOC modulation
with flexible power assignment, we firstly assume that a general baseband
expression of DEAI-BOC in a sub-period can be written as (3.1).
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s = (81 +jp2s2)(a — jb) + (p3s3 + jpasa)(a +jb)

. . . . (3.1)
+ (P5525384 + jpesis3sa)(c — jd) + (p7515284 + jpssis2s3)(c + jd),

where s;, 5, s3 and s4 are desired binary signal components. ps, pes, P7, Ps, 4, b,
¢ and d are unknown parameters to be determined. Assume pseudorandom codes
of these four signals are ideal. s; and s, are in-phase and quadrature-phase com-
ponents at lower sideband. s3 and s4 are in-phase and quadrature-phase compo-
nents at upper sideband. The values of p,, p3, and p, are determined according to
power allocation ratio.

We can derive signal’s envelope in a sub-period from (3.1). Variable A is used
to denote envelope. To ensure variable A is constant in a sub-period for 16 dif-
ferent possible signal states, the following equations are established.

(pap7 — paps)(ad — bc) =0

p3(a® = 1) + psp7(c® — d*) + (paps + pape) (ac — bd) =0

(be + ad)(p3ps + pap7) — 2abps — 2cdpspg = 0

(ac + bd)(ps + p3p7 + p2ps + paps) =0 (3.2)
(ad — bc)(ps — paps) =0

popa(a® — b*) + peps (c* — d*) + (p7 + paps)(ac — bd) = 0

2abpyps + 2cdpepr — (be + ad)(ps + paps) = 0

Then envelope A can be calculated by
A = (@ +)(1+p3+pi+p;) + (P +d) (s +pe+p5+p5)  (33)

It is easy to verify that if {ps, ps, P7, Ps, a, b, ¢, d} is a solution of (3.2), (3.4)
and (3.5) are also solutions of (3.2). These interesting properties are helpful to
generate subcarrier waveforms.

{PS»P6,P77P8»k‘1akb»kcakd}Q (34)

{p55p6ap77p87baaad7 C}7 {PSyPGaP%PSy _aaba —C, d}7

(3.5)
{PS;P67P7»P8; a, _ba c, _d}
Similar to AltBOC modulation, each subcarrier period is sub-divided in n equal
sub-periods. For example, a period of subcarrier can be divided in 8 equal sub-
periods, it can be expressed as:

8 8
SCCOS:S(I) = Z SCéos,SpTx/S (t)’ scSin:S(t) = Z SC;in,Sst/8 (t)7
1:81 1:81 (36)

SCeos,p (1) = ZSC(iZOS_PpTS/g(I)’SCSirL,P(t) = ZSC;in,PPTA/S(t)y
i=1 i=1
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where pryg(?) is the rectangular function which is unity from 0 < ¢ < T,/8 and zero
elsewhere. T is the period of periodic side-band sub-carrier functions. And

SCCOS,S = {aa ba _bu —a, —a, _ba ba a}7 SCSin‘S = {b7a7a7 b7 _b7 —a, —a, _b}7
SCCOS‘P = {Ca da 7d7 —C, —¢C, 7d7 da C}; SCsin,P = {da c,C, d7 7d7 —C, —¢C, 7d}7
(3.7)

Once generation scheme of subcarriers is determined, our DEAI-BOC modu-
lation signal for one certain power allocation ratio is expressed as:

—_—

S(t) = ( ( ) +.]p252( )) [SCCOS,S(t) 7jSCsin,S(t)]

Al
+1: (p3S3( ) +]P454(t )[Sccos,5<t) +jscsin.S(t)}

)
1<P5S2(f) 3(1)sa(t)+
+_

Jpesi(t)s3(t)sa(t)
1)s2(t)s4(t)+
(

<P7S1
+ —
Jpssi(t)sa(t)s3(t)

The combination efficiency of DEAI-BOC for a certain power assignment is:

) I:SCCOS,P<I> _jSCSin,P(t)} (38)

) I:SCCOS,P(I) +jSCSin,P(t)}

(@® +b*) (1 + p} + p} +p3)
A2

n= x 100 % (1.9)

We expect that combination efficiency is as large as possible while keeping
envelope constant. Next, we discuss two special cases.

Case One The power ratio between data component and pilot component is 1:1
in case one, but the total power ratio between lower sideband and upper sideband
is adjustable. Namely p, = p; = 1, p3 = p4 = 7. Then the total power ratio is
1:1:y%:7%. We get several optimal numerical solutions for different total power
ratios. Then we can find that the optimal solution in this case has to satisfy the
following conditions:

ac +bd = 0 =V2+1;ps=pe; p1=ps (3.10)

An analytical solution close to optimal solution is given out in (3.11).
Figure 3.1a shows the combination efficiency of optimal solution and analytical
solution versus power ratio 7> It illustrates that the difference of power between
lower sideband and upper sideband is greater; the maximal combination efficiency
is higher. In addition, we can find that the difference of combining efficiency
between analytical solution and numerical optimal solution is less than 1 %. In this
case, the complex subcarrier is the same with AItBOC modulation. Thus the
generation complexity is also the same with AItBOC.
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Case Two The power at lower sideband and upper sideband is the same in case
two, but the power ratio between data component and pilot component is adjust-
able. Namely p3 =p; =1, p, = ps =7, and y # 1. The total power ratio is
1:y*:1:9. Similar to the earlier, we first obtain several optimal numerical solutions

for different y. Let @ be 1. We can find that the optimal solution has to satisfy the
following conditions:

b=a=1,c=d
c(ps +yp7) =7 — psps =0

(ps +p7 476 +7p3) =0

(3.12)

7+ *pep7 — c(ps + yps) =0
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A solution of (3.2) in this case is:

1
a=b=c=d=1,ps=p;=1,ps =ps=—— for y>1
Ps = P17 P6 =P8 " 7 (3.13)

a=b=c=d=1,ps=p;=—y",ps=ps =7y for 0<y<l

Figure 3.1b compares the combination efficiencies between theoretical sub-
optimal solution and numerical optimal solution. The greater are power differences
between data component and pilot component, the closer are combination effi-
ciencies between theoretical sub-optimal solution and numerical optimal solution.

We can see from (3.7) and (3.13) that the subcarrier period is in fact sub-
divided in 4 equal sub-periods for case two. The subcarriers are complex binary
offset carrier. Thus the signal generation complexity can be reduced by half.

3.3 IDEAI-BOC Modulation

Above two special case of DEAI-BOC have some different advantages. For case
one, the main advantage is that the combining efficiency is higher than AItBOC
when the total power ratio between lower sideband and upper sideband is not equal
to 1. Unfortunately, we more likely allocate equal power to lower sideband and
upper sideband. For case two, the required frequency of control clock is half
frequency of AItBOC, due to its binary subcarrier. The signal generation com-
plexity can be therefore reduced. However, the combining efficiency is lower than
80 % when the power ratio of pilot and data components at one sideband is less
than 4. To eliminate these restrictions, we introduce the interlacing technique, and
then propose the interlacing dual-sideband enhanced alternative BOC (IDEAI-
BOC) modulation.

IDEAI-BOC modulation signal is generated by interlacing multiple DEAI-BOC
signals with different power allocation ratios. This means that the power ratio of
four signal components is changing with time. To simplify signal generation, we
select two DEAI-BOC signals to interlace. During a code period, the ratio of two
DEAI-BOC signals is designed to meet desired power allocation scheme. Namely
the IDEAI-BOC can be denoted by

IDEAI-BOC (m, n,r) = aDEAI-BOC (m, n, ;) + (1 — o) DEAI-BOC (m, n, r»),
(3.14)

where m x 1.023 MHz is the subcarrier frequency, n x 1.023 Mcps is the code
rate. r; and r, are the power allocation ratio of two DEAI-BOC signals, respec-
tively. « is the proportion of the first DEAI-BOC signal.

Two DEAI-BOC signals can be choose as DEAI-BOC (m, n, lzlzyzzyz) and
DEAI-BOC (m, n, 1:1:1/y2:1/y2), and y > 1. If the two signals occur with the same
probability in IDEAI-BOC signal, the four signal components have the same
power. At the same time, the IDEAI-BOC signal can maintain the high combining
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efficiency of DEAI-BOC (m, n, 1:1:y%%). This means IDEAI-BOC can achieve
higher combined efficiency than AItBOC for the case of equal power ratio. Two
DEAI-BOC signals can also be choose as DEAI-BOC (m, n, 1:y*:1:)%) and DEAI-
BOC (m, n, 1:1/)/2:1:1/7)2), and y > 4. If they have the same proportion in IDEAI-
BOC, the four signal components of IDEAI-BOC have the same power. At the
same time, the signal generation complexity can be reduced by half. We can also
achieve an IDEAI-BOC signal with power ratio 1:3:1:3, namely

5
IDEAI-BOC(m,n,1:3:1:3) = gDEAl—BOC(m,n, 1:7:1:7)
1 1 1
—|—8DEA1-BOC m,n, 1 P 1:-,

This IDEAI-BOC signal can be generated by phase lookup table. The phase
lookup table includes two DEAI-BOC signals’ phase lookup table. We list the
phase lookup table of IDEAI-BOC (15, 10, 1:3:1:3) in Table 3.1.

Figure 3.2 shows the normalized PSD for DEAI-BOC and IDEAI-BOC signals.
The DEAI-BOC (15, 10, 1:1:1:1) is the Galileo AItBOC (15, 10) modulation. The
green dashed shows that more power is allocated to main-lobes for IDEAI-BOC
(15, 10, 1:1:1:1) than AItBOC. This is because that combining efficiency is more
than 91 %, which is higher than AItBOC signal’s 85.36 %.

3.4 Simulation Results

In this section, our proposed modulation signal is analyzed by simulation and
compared with ACED. With no loss of generality, we make the following
assumption: Code rate is taken as 10.23 Mcps, subcarrier frequency is
15 x 1.023 MHz. Four PRN codes exploit Galileo ES signal’s primary codes, no
secondary codes are considered, so code length is 10,230, and code period is 1 ms.

Figure 3.3 is the signal’s constellation diagram when four signals’ power ratio
is 1:1:3:3. Figure 3.3a is the case of DEAI-BOC, and Fig. 3.3b is ACED. From the
view of time domain, in order to generate this signal, the required control-clock
frequency for DEAI-BOC is 8 times of subcarrier frequency, but there are 32
possible phases in Fig. 3.3a, which means 32 phase values have to be stored in
phase lookup table. Figure 3.3b is the corresponding constellation diagram of
ACED. There are only 12 possible phases.

Figure 3.4 presents the constellation diagram when signals’ power ratio is
1:3:1:3. The IDEAI-BOC signal is generated according to Table 3.1. For this
signal, the required frequency of control-clock signal is only 4 times of subcarrier
frequency. From Fig. 3.4a, we find that there are 12 possible phases, but the four
phases located at I axis and Q axis have bigger occurrence probability than other 8
phases. Figure 3.4b is the corresponding constellation diagram of ACED. We can
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Fig. 3.3 The constellation diagram when four signals’ power ratio is 1:1:3:3. a DEAI-BOC.
b ACED

find that Fig. 3.4b is similar with Fig. 3.4a in this case, but ACED requires higher
frequency of control-clock, namely 12 times of subcarrier frequency.

In order to analyze fact signal components’ power ratio, we obtain the cross
correlation function when receiving different signal components. The generated
signal is baseband signal, received signal’s bandwidth is 71.61 MHz, and filter is
ideal. Data length of received signal is 1 ms, namely one primary code period. To
obtain desired cross correlation function, we correlate received signal with cor-
responding signal component. For example, to obtain the cross correlation function
between received signal with pilot component at lower sideband, first multiply
received signal with exp (j27fif), which moves the centre frequency of lower
sideband signal to zero frequency, then correlate the signal with pilot component at
lower sideband.
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Fig. 3.5 Cross correlation function for four signal component when four signals’ power ratio is
1:1:3:3. a DEAI-BOC. b ACED

Above two signals are analyzed. We correlate received signal with four signal
components in simulation, namely data and pilot component at lower sideband,
and data and pilot component at upper sideband. Thus four cross correlation curves
are obtained for each signal. Results are presented in Figs. 3.5 and 3.6, respec-
tively. In Fig. 3.5a, the maximum cross correlation values for four signal com-
ponents are 0.315, 0.315, 0.546 and 0.546, so fact power ratio for the four signal
components is 1.000:1.000:2.998:2.998. In Fig. 3.5b, the maximum cross corre-
lation values for four signal components are 0.3086, 0.3079, 0.5294 and 0.5293, so
fact power ratio for the four signal components is 1.000:0.995:2.9427:2.9415. For
this signal, designed power ratio is 1:1:3:3. In this case, DEAI-BOC has obviously
more received power than ACED.

In Fig. 3.6a, the maximum cross correlation values for four signal components
are 0.292,0.513, 0.293 and 0.513, so fact power ratio for the four signal components
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Fig. 3.6 Cross correlation function for four signal component when four signals’ power ratio is
1:3:1:3. a IDEAI-BOC. b ACED

is 1.000:3.074:1.0015: 3.074. In Fig. 3.6b, the maximum cross correlation values for
four signal components are 0.3065, 0.5339, 0.3066, 0.5340, so fact power ratio for
the four signal components is 1.000:3.0351:1.0011:3.0364. For this signal, designed
power ratio is 1:3:1:3. In this case, ACED has slightly more received power than
proposed general AltBOC.

From above, we know that fact power ratio for each signal components is
consistent with theoretical analysis, which demonstrates that the power ratio is
adjustable in our method.

3.5 Conclusion

In this paper, we propose the DEAI-BOC and IDEAI-BOC modulated signals.
DEAI-BOC technique is an enhanced AItBOC modulation, whose four signal
components’ power allocation ratio can be adjusted. At the same time, signal
generation complexity is not increased. IDEAI-BOC modulation signal is gener-
ated by interlacing multiple DEAI-BOC signals with different power allocation
ratios. The main advantage is that IDEAI-BOC can improve further the combined
efficiency while keeping power allocation ratio constant, this means IDEAI-BOC
can achieve higher combined efficiency than AltBOC for the case of equal power
ratio. When four signals’ power ratio is 1:3:1:3, the signal generation complexity
can be reduced compared to ACED. Thus, for the GNSS signal design, IDEAI-
BOC would be a better choice.
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Chapter 4
CBFH: Coherent Binary

Frequency-Hopping Multiplexing
for BeiDou B2 Signal

Zhihui Zhou, Jiaolong Wei, Zuping Tang, Tao Yan and Xuan Xia

Abstract AItBOC (15, 10) modulation can carry different information on its
lower and upper lobes. The two lobes can be received and processed separately as
BPSK (10) signal, or coherently processed to achieve better performance. How-
ever, AItBOC modulation has lower efficiency and great satellite implementation
and receiver processing complexity. TD-AItBOC was proposed to reduce the
complexity, and ACED (Asymmetric Constant Envelope Double-sideband) was
proposed to improve flexibility of power allocation among the four signals as a
cost of complexity increasing further. Nevertheless the correlation power effi-
ciency of these methods is 81.06 %. A novel multiplexing scheme named as
CBFH (Coherent Binary Frequency-Hopping) is presented in this paper. The
signal generation principle and receiving method are given, and its power spec-
trum, power efficiency, processing flexibility and complexity are compared with
AItBOC, TD-AItBOC and ACED. The Results show that the spectrum of CBFH is
similar to AItBOC, TD-AItBOC and ACED. CBFH has the same performance as
TD-AItBOC when two-level sub-carrier was adopted; CBFH has the best perfor-
mance when its complexity as the same as AItBOC or ACED, or CBFH has the
lowest complexity when its performance as the same as AltBOC or ACED. CBFH
will be a good solution for COMPASS B2 navigation signal.
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4.1 Introduction

In the Galileo system, an AItBOC (15, 10) modulation method is adopted in its
E5a and ESb band [1], AItBOC is a new method proposed by Galileo to achieve
constant-envelope modulation for dual-frequency signals, it can carry different
information on its lower and upper lobes. The two lobes can be received and
processed separately as BPSK (10) signal, or coherently processed to achieve
better performance [2]. So it also becomes a modulation baseline for B2 band of
BeiDou system. However, in order to achieve constant-envelope modulation for
dual-frequency signals, AItBOC modulation must increase its subcarrier conver-
sion rate to § times of its subcarrier frequency, and the number of corresponding
level is increase to 4. Obviously, such a subcarrier will increase the complexity of
signal generation and receiving. In [3], a TD-AItBOC was proposed to simplify
achievement of signal generation and receiving, in TD-AItBOC only binary level
subcarrier is needed, and its subcarrier conversion rate is 4 times of subcarrier
frequency. And constant-envelope modulation methods for dual-frequency signals
with adjustable power ratio are researched by Zheng Yao and Kai Zhang, in [4], a
dual-frequency modulation method was proposed which can be used to the situ-
ation of different power ratio between up-band and lower-band, at the same time, it
can increase the power efficiency; a more general dual-frequency modulation
method ACED was proposed by Zheng Yao [5], it can achieve constant-envelope
modulation for dual-frequency signals with arbitrary power ratio; However, take
1:3:1:3 as a example, its subcarrier conversion rate is 12 times of subcarrier
frequency which is more complex than AItBOC, it is very difficult for ACED
signal generation and receiving. Moreover a common shortcoming of AltBOC,
TD-AItBOC and ACED is that their power efficiency are all 81.06 %.

In this paper, a CBFH (coherent binary frequency-hopping) multiplexing tech-
nology is proposed, a frequency-hopping technology is used to up-band and lower-
band, it can be used to the situation of that up-band and lower-band has equal
power, on each band, the power ratio between data-component and pilot-compo-
nent can adjust arbitrarily. Moreover, it has flexible baseband waveform, when its
subcarrier conversion rate is 4 times of subcarrier frequency, it has the same per-
formance and complexity with TD-AItBOC; and the higher subcarrier conversion
rate of CBFH is, the higher the power efficiency of CBFH is. The baseband
waveform and power spectral density subcarrier with 4 or 8 times of subcarrier
frequency are presented, and the power spectral, power efficiency and complexity
of CBFH is compared with AltBOC, TD-AItBOC and ACED, the results show that
CBFH has the same power spectral shape with AItBOC, TD-AItBOC and ACED
but more higher power efficiency and lower complexity than AItBOC and ACED.
CBFH is a feasible candidate modulation scheme of BeiDou B2 band.

This paper is organized as follows. In the Sect. 4.2, we present the principle of
CBFH. Then in the Sect. 4.3, we introduced the power spectral expression of
CBFH. The performance of our method is presented in the Sect. 4.4. Finally
Sect. 4.5 presents the summary for this paper.
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4.2 Principle of CBFH

4.2.1 Signal Model

There are two side-band B2a and B2b are contained on BeiDou B2 band, the center-
frequency of B2a is 1176.45 MHz which is the same with GPS L5C, and the center-
frequency of B2b is 1207.14 MHz which is the same with BeiDou local system B2
signal. Each band consists of data-component and pilot-component, we named it
B2a_D, B2a_P, B2b_D and B2b_P, and the powers of these four signals are equal.
In order to transmit these four signals through the same HPA and antenna, we
can set the center-frequency of B2 to 1191.795 MHz, and shift the lower-band
signals and up-band signals to their own center-frequency by multiplied the signals
by a linear complex subcarrier, the expression of linear complex subcarrier is:

SCy(t) = ™! = cos(2nf;et) + jsin(27f,ct)
SCp(1) = e 2™ = cos(2nf;.t) — jsin(2nfi.1)

Here, SC.(t), SCy(t) are the linear complex subcarrier of lower-band and up-
band respectively, f;. is the frequency bias, so the baseband signals of lower-band
and up-band are:

SL(Z) = (aDdL(t)cLD(t) +jachp(t)) . SCL(I)
SU([) = (deU(t)CUD(t) +ijCUP(t)) : SCU(I)

Here, d; (), dy(t)are the data waveform of lower-band and up-band respectively,
crp(t), crp(t) are the PRN code waveform of data-component and pilot-component
of lower-band, cyp(t), cyp(t) are the PRN code waveform of data-component and
pilot-component of up-band, ap, ap are the amplitude of data-component and pilot-
component of lower-band, bp, bp are the amplitude of data-component and pilot-
component of up-band.

In order to achieve constant-envelope of the composite signal, a Frequency-
Hopping alike technology is presented, it is that select the lower-band or up-band
to transmit according to the sign of a pseudorandom sequence, and we named it
coherent binary frequency-hopping (CBFH) method. In this method, the only
constraint is that the power of four signals should satisfy the equation
a2 + a3 = b} + b3, in other word, the power of lower-band and up-band must be
equal; the power allocation between data-component and pilot-component in each
band can be adjusted arbitrary. So, we can achieve constant-envelope transmitting
of the composite signal without introducing inter-modulation products.

In fact, we can take a square wave sequence to replace the pseudorandom sequence
to simplify the CBFH signal generation and receiving, which is equivalent to time
division multiplexing, thus lower-band is transmitted at odd time slot and up-band is
transmitted at even time slot, each of lower-band and up-band is a QPSK modulation
signals, Fig. 4.1 depicts the timing relationship between lower-band and up-band.
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Fig. 4.1 Time slots Q
allocation of CBFH signal
components
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4.2.2 Two Level and Four Level Subcarrier

The foregoing linear complex subcarriers continuous amplitude, in general the
code shape of navigation is square wave or staircase waveform, so we need to
sample the continuous complex subcarriers, and the sample rate must be not less
than 4f,., the sample rates of AItBOC, TD-AItBOC and ACED are
Jse_aunsoc = 4fse = 120 x 1.023MHz, fic_1p-aBoc = 8fsc = 60 x 1.023MHz and
Sfse_acep = 12f;c = 180 x 1.023MH7 respectively. And two kinds of sample rate
will be considered in CBFH, they are f,. cprw_4 = 60 x 1.023MHz and
Jfse_cara_g = 120 x 1.023MHz, their subcarrier can present as follow:

SCk,U(t) = SCk,cos +jSCk,sin
SCk,L(t) = SC4k,cos 7jSCk,sin

Here SCy cos and SCy i, are subcarrier with sample rate of k times of subcarrier
frequency, in this paper, k = 4 or 8. Table 4.1 presents the waveform and con-
stellation of these two subcarriers, from Table 4.1 we know that composite signal
is a 4PSK signals with sample rate of 4 times of subcarrier frequency or a 8PSK
signals with sample rate of 8 times of subcarrier frequency.

4.2.3 Power Spectral Density of Complex Subcarrier

Figures 4.2 and 4.3 depict the power spectrums of complex subcarrier with 4 and 8
times of subcarrier frequency respectively. The red “A” symbol presents the PSD
of up-band subcarrier and the blue “A” presents the PSD of lower-band subcar-
rier, from these two figures we can obtain that when sample rate of subcarrier is
4f.., the power ratio between the power at £f;. and the total power is 81.06 %; and
when sample rate of subcarrier is 8f;.., this ratio is up to 94.96 % which is 13.9 %
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Table 4.1 Waveform of subcarriers and constellation
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more than 4f;. sample rate, and moreover the harmonic component which most
close to center-frequency is at +7f.. In addition, as the increasing of sample rate
of subcarrier, the efficiency of subcarrier will higher and higher, but when sample
rate of subcarrier exceed to 8f;., the increase of efficiency is slower and slower, the
8f,. of subcarrier is realizable, so from the point of power efficiency, 8f;. is a
suitable option of subcarrier sample rate.
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4.3 Power Spectral Density of CBFH Signal

There are two side-band B2a and B2b are contained on BeiDou B2 band and their
center-frequency is 1176.45 and 1207.14 MHz respectively, Each band consist of
data-component and pilot-component, we named it B2a_D, B2a_P, B2b_D and
B2b_P, and the power ratio of four signals is 1:1:1:1, after tedious mathematical
derivation one can obtain the power spectral density (PSD) expression of CBFH
signals with 4f;. sampled subcarrier and 8f,. sampled subcarrier.

1 cos?(nfT.)[1 — cos(@)]

Geprn_a(f) = 20227, cos?(¢)

V2cos? (@) — 2v/2 cos(¢) cos (g)

—V2cos(o) +4(\/§ - 1) cos(%) + 2(2 - \/5)
272f2T, cos*(¢p)

cos?(nfT,)

GCBFH_8 (f ) =

Here ¢ =7nf/2fs, fi is subcarrier frequency, T, is the width of PRN code.
Figure 4.4 shows the PSD of CBFH signals with 4f,. sampled subcarrier and 8f;.
sampled subcarrier and AItBOC signals, From Fig. 4.4 we can get that CBFH
signals with 4f,. sampled subcarrier has the power spectral density very close to
AItBOC signals; and CBFH signals with 8f,. sampled subcarrier has the same
shape with the others, but it has the highest power at £f;., moreover, there is not
harmonic at +3f,. and £5f,.

4.4 Receiver Complexity and Performance Analysis

The receiving of CBFH signal is the same as AltBOC, TD-AItBOC and ACED,
two lobes can be received and processed separately as QPSK(10) signal, its
acquisition tracking and demodulation algorithms are the same as GPS L5C; or
two lobes coherently processed to achieve better performance.
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In respect of the complexity of CBFH signals generation, receiving and pro-
cessing, CBFH with 4f,. subcarrier sample rate has the same complexity as TD-
AItBOC, which less than AItBOC and ACED, the sample rate of subcarrier of
AItBOC is 8f,. and ACED is 12f;., and 12f,. sampled subcarrier is too difficult to
implement. What more important is that the level of CBFH on this situation is 2
levels, and AItBOC and ACED are 4 levels, so when receiving the signals with a
matched waveform, less hardware resources and less power consumption will be
cost by CBFH method. If CBFH with 8f;. subcarrier sample rate, TD-AItBOC will
not be considered here, it has the same subcarrier sample rate as AItBOC, but still
less than ACED; in addition, because the absence of inter-modulation products, so
the subcarrier of CBFH can generate by sample hold device, while the AItBOC
signal and ACED signal generation must be adopt lookup table which is more
complex than sample hold device.

In respect of power efficiency, CBFH with 4f;. subcarrier sample rate has the
same power efficiency as AltBOC, TD-AItBOC and ACED, it is 81.06 %, in other
word, the power loss (consist of the loss of sampled subcarrier and the loss caused
by the introducing of inter-modulation products) is 0.91 dB. When subcarrier
sample rate of CBFH is up to 8f,,, we can obtain that the power efficiency is
94.96 %, the power loss is 0.22 dB which has 0.69 dB decreased than AltBOC,
TD-AItBOC and ACED. So the later of this paper, CBFH with 8f;. subcarrier
sample rate are adopted in analyzing.

CBFH signal has the same power spectral density shape as AItBOC, TD-Alt-
BOC and ACED, so the range performance and the performance of resisting
multipath depend on the power, from the foregoing analysis, CBFH has higher
power efficiency than AItBOC, TD-AItBOC and ACED, so when the total power is
constant, CBFH has the highest power, so CBFH has the best performance.
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Figure 4.5 depicts the Gabor bandwidth [6] of the four methods, we can see that
CBFH has larger Gabor bandwidth than AltBOC, TD-AItBOC and ACED, espe-
cially when the receiving bandwidth is larger than 50 MHz, the Gabor bandwidth
of CBFH is 1 dB more than AItBOC, TD-AItBOC and ACED.

4.5 Conclusion

In this paper, we proposed a CBFH method to achieve dual-frequency multiplexing,
if the power of lower-band and up-band are equal, the power ratio between data-
component and pilot-component at each band can adjust arbitrary with our method,
and it has the same shape of power spectral density as AItBOC, TD-AItBOC and
ACED, at the same time our method has the lowest complexity and highest power
efficiency among CBFH, AltBOC, TD-AItBOC and ACED, moreover, CBFH will
have better range performance and multipath resisting performance.

In a word, CBFH is a feasible candidate modulation scheme of BeiDou B2 band.
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Chapter 5

Navigation Signal Acquisition Method
Based on Multiple DBZP Fusion

Tian Jin, Jianlei Yang, Zhigang Huang and Honglei Qin

Abstract With the upcoming of modernized global positioning system (GPS) and
Galileo, the new generation global navigation satellite systems (GNSS) will use
signals with equal spreading code and bit periods, resulting in a potential bit sign
transition in each primary code period of the received signal segments. The double
block zero padding (DBZP) method and its improved versions overcome the
correlation peak loss caused by bit sign transitions, but 50 % of the correlation
peak energy is lost because it only uses one correlation period accumulation during
two correlation time processing. To solve the problem, an acquisition method
based on multiple double block zero padding fusion (MDBZPF) has been proposed
to reduce the correlation loss by fusing three different DBZP strategies. The the-
oretical and simulated resulted show the proposed method can provide 2-3 dB
acquisition sensitivity improvement compared with the DBZP method, and reduce
the average acquisition time about 5-70 %.

Keywords Navigation signal - Acquisition - Correlation peak loss - Multiple
DBZP fusion - DBZP

5.1 Introduction

To meet the growing demand of navigation and positioning services, tiered codes
and spreading code with the same period as data transition will be introduce in the
GPS modernization and Galileo signal structure design process (such as L1C, L5C,
E10S, E6CS and ES). The bit sign transition could possibly occur in any primary
code period within the received GNSS signals processed in the acquisition stage. If
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traditional methods (such as non-coherent (NCH) method [1], real differentially
coherent (RDF) method [2, 3], complex differentially coherent (CDF) [4, 5] and
double differentially (DDF) [6] method, etc.) are used to perform the correlation,
the data bit transition occurring within an integration time may easily cause the
correlation peak energy loss seriously.

To solve the data transition problems, Lin and Tsui [7, 8] proposed the double
block zero padding (DBZP) method, which uses two consecutive data bit period to
ensure that there is at least one accumulation interval that do not contain data bit
transitions. However, this method requires estimating the most reliable data edge
combination and has high computation complexity. To reduce the computation
complexity, researchers proposed modified double block zero padding (MDBZP)
[9], improved fast modified double block zero padding (FMDBZP) [10] and
improved fast modified double block zero padding (IFMDBZP) [11] methods.
DBZP technology has been successfully applied to the acquisition of GPS L5 and
Galileo E5 [12, 13]. Although the above DBZP methods solve the correlation peak
loss caused by the presence of bit sign transitions, 50 % of the signal power is lost
because it only uses one correlation accumulation during two correlation periods
of processing.

To use more correlation accumulation time, this paper proposes a multiple
double block zero padding fusion (MDBZPF) acquisition method. Theoretical
analyses of DBZP and MDBZPF methods are performed. In order to support the
theoretical analyses, Monte Carlo simulations have been used to evaluate the
performances of the proposed method. The analysis and simulation results dem-
onstrate that MDBZPF method greatly reduce the correlation peak loss compared
with DBZP method, improve the signal detection performance and reduce average
acquisition time (MAT).

5.2 System Model

When code phase and carrier frequency of local replicated signal match with the
incoming signal, the normalized in-phase (/) and quadrature-phase (Q) branches
coherent integrator output can be modeled as [14]

{ Uri = \/(C/No)NeonT.D;R(A%;) sin ¢(nAfiNeop Te) cos(Ad;) + Ny 651)

Uog.i = / (C/No)NeonTeDiR(At;) sin c(nAfiNcon T ) sin(A¢;) + Ng,;

where C/Nj is the carrier to noise ratio of signal, N, is the coherent accumulation
times, 7. is the period of pseudorandom noise (PN) code, i is the epoch, D; is the
data bit, At; is PN code phase estimation error, A¢; is carrier phase estimation
error, Af; is carrier frequency estimation error, R(-) is the auto-correlation function
of pseudorandom noise (PN) code, N;; and Ny, are the noise variance of / and
Q branches respectively, and both of them follow the standard normal distribution.
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Assuming that data bit is not changed during coherent accumulation time, the
detector can be expressed as

F(Afi, Aty) = U, + Ug; = (C/No)Neon TeR* (Ati) sin & (nAfiNenTe). (5.2)

According to (5.2), the detector is a function of Af; and At;. When the PN code
phase and carrier frequency of incoming signal and local replicated signal are
completely matched, Af; =0, At; =0, and the detector F(Af;, At;) reaches the
maximum (C/Ny)NeoT.

If hypothesis Hy and H; represent two circumstances that the signal does not
exist and exist respectively, the probability density function (PDF) corresponding
to Hy and H,; can be written as follows [15]

pOlHy) = sexp(~2)(r20) (5.3)
p<y|H1>:éexp(—”(C/Z“NMTC)IO( WCTNNeTe) (720). (5.4

The false alarm and detection probabilities are as follows

P

fa = €XP <— ‘;) (5.5)
Py = O(V(CIN) oo VV:) (5.6)

where V; is the detection threshold, and Q(«, ) is the first-order Marcum-Q
function. The generalized Marcum-Q function of M order is defined as

00 2 2
O, f) = oc”}—l/ﬁ M exp <_x —;—ac )IMl(ocx)dx. (5.7)

5.3 DBZP Method

The principle of the DBZP method is shown in Fig. 5.1, where D,, D, and D, are
data bits, which equals to +1 or -1, T,,, is the coherent accumulation time,
mT.n(0 <m<1) is the position of data bit transitions. If the incoming signal is
represented as Sp, p, p., the signal have eight possible combinations: S 41 41,
So14+1-15 S—14141 S—1,-141, S—1,-1-1, S+1,-1.41, S+1,-1-1 and Si1 41 -1, Fp,,
Dy, D:(Af;, At;) is the detector corresponding to Sp, p, b, -

In the process of acquisition, since the impact on acquisition performance of the
signal  Soq 1141, S—141-1, S—1,4141, S—1-1,41 is the same as S§_;_j_y,
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Fig. 5.1 Scheme of DBZP s R R R TR T, A S _\_‘_\; E, . (8.67)
method 0,00, -.....a..;-.'.-..-.'-..-L;’b..---.;-..-.i-.'-...-.<..-.'.-.f""«‘» 0.0 (A AT,
I +1 | IO SEE
----- P N

Incoming signal with data bit D,,D,, or D,

Local replica of the PN code with positive data bit

m Local zeros of padding

St1,-1+41, S+1,-1,—1 and S4 41 —1. Therefore, this paper uses the first four signals
as illustration.

DBZP method only uses one data bit interval for accumulation. Letting
NeonT. = Toop in (5.6), the false alarm probability is the same as (5.5), and
detection probability of DBZP method can be obtained as

PP = Q(\/ (C/No)Teon, \/Vz) (5.8)

According to (5.8), the performance of ZP method is not impacted by data bit
transition, but two data bit interval correlation is performed that only uses one data
bit interval for accumulation, and therefore 50 % of the signal power is lost.

5.4 MDBZPF Method
5.4.1 MDBZPF Method Description

In order to overcome correlation peak energy loss, this paper proposed the
MDBZPF method, as shown in Fig. 5.2. For the local replicated PN code, there are
Py 11 (creating one PN code and padding with one PN code period of zeros ahead
of PN code) and Py —; (replicating Py | and the second half part of PN code
with the negative bit) besides the P, in DBZP method as shown in Fig. 5.3.
The local PN code Py, P41 and Py j_; are adopted to correlate with
incoming signal respectively, the corresponding correlation sequence
corry 11(k), corryyo(k) and corry 11 —1(k) can be obtained, where k represent the
k-th correlation value. If the incoming signals are S;; 141 and S_; 1 _1, the
coherent accumulated values corryi (k) + corrg4i(k) and corryi (k) —
corrg 1 (k) contain two data bit interval accumulations. If incoming signals are
S_1+1+1 and S_;_ 41, select the optimum correlation peak from corry o(k) +
corrg 11(k), corriy o(k) — corrg 41 (k), corryio(k)+ corrg 1 —1(k), corryyo(k) —
corrg 1 —1(k) as the final detectors by the optimal function fima(e). Then the
detector Fp, p, p,(Afi, At;) corresponding with Sp, p, p, can be obtained.
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Table 5.1 Attenuation factor of MCSF

Signal type Local PN code

Piio+ Po1 Pi1o+Pot1-1

0<m<1 0<m<0.5 0.5<m<1
St 41,41 1 0 0
So141,-1 1 0 0
S_1 4141 1—m m+3 I-m
S_1-141 m m+ % 3—m

5.4.2 Performance Analysis of MDBZPF Method

According to Fig. 5.2, the coherent integration time is 27, and letting N, = 2 in
(5.6). If the data bit transition occurs at mT,(0 <m < 1), attenuation factors g(m)

will introduced, then the amplitude of detector is reduced to g(m)ZZTcC /Ny from
2T.C/Ny. The attenuation factors are shown in Table 5.1.

According to (5.4), the PDF of detector Fp, p, p, (Af;, At;) when bit transition
occurs at mT.(0<m<1) is

p(y|Hi, g(m),0<m<1)

2
_ % oxp (_ v+ g(m)22TCC/N0> A ( \/yg(m)zz—TC/No) | (5.9)

Consequently, the detection probability can be expressed by

r= Po(y|H17g(m)»0<m<l)dy=Q( g(mszCC/No,W,). (5.10)

t

Based on Table 5.1 and (5.10), Fig. 5.4 shows the detection probabilities by
performing the correlation between S_j 41, S-1-1+1 and Pyig + Po 11
(corresponding  with corryo(k) + corrg11(k) and corryyo(k) — corrg11(k)),
P,10+Po+1.1 (corresponding with corry o(k) + corrg+i —1(k) and corryyo(k) —
corrg 41 —1(k)) respectively. Simulated MBOC (6,1,1/11) of BIC signal [16]
generating by TMBOC mode is used, and false alarm Py, = 1073, carrier-to-noise
ratio C/Ny = 27 dB-Hz.

According to Fig. 5.4, optimal function fypima(®) of S—i 1141 and S_; _; 41 can
be obtained as
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According to Fig. 5.4 and (5.10) the following three equations is established,

Q<\/(1 —m1)22TCC/N0,\/V,) =Q \/<m1 +;)22TCC/N0,\/V, (5.12)

0 \/(mﬁ;)zzTCC/No,\/Vt =0 \/(;mz>22TCC/N0,\/V, (5.13)

[0) \/(%—m3>22TCC/N0,\/_V_, —Q( mngCC/NO,\/‘V‘,). (5.14)

Solving the Egs. (5.12), (5.13) and (5.14), three intersection abscissa values m;,
m, and m3 in Fig. 5.4 can be obtained as follows
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1
m; = —
4
1
mz_i (5.15)
my =
3=

Because m ~ U(0, 1), according to (5.9), (5.11) and (5.15), the PDF of S_; 4 1
and S_; _1 41 can be can be derived as follows

pOY|H1. S-141.41) = P(V[H1, S—1-1.11)
1/4

2
_ /%exp<_y+(1 rrlz)ZTcC/N())IO( y(l_m)ZZTCC/N()) i
1/2
)?2T.C/N, 1\2
—€Xp 0 y m+§ ZTCC/N() dm
1/4
3/4
)?2T.C/N, 3 ?
—exp Iy y Efm 2T.C/Ny | dm
1/2

227 C/N,
7exp( y+m21.C/ 0)10 (x/ym22TCC/No> dm

3/4
(5.16)

For the incoming signal Sy i1+ and S_; i1, local replicated PN code
Pi10 + Po41 is adopted. Putting g(m) = 1 into (5.9), the PDF of Sy 4111 and
S_1+1,—1 can be can be derived as follows

py|H,Si10141) =p(y|H1, S—141-1)
- %exp (— W) Io (\/yZTCC/No). (5.17)

Assuming that the probabilities of Sy 1141, S—1,+1,-1, S—1, 41,41 and S_j _j 41
are 1/4, which can be expressed as

p(Siis141) =p(S-141,-1) =p(S-14141) =p(S-12141) = 7
According to (5.16), (5.17) and (5.18), the PDF of MDBZPF can be obtained as

MDBZPF (y | I_]1 )

(5.18)

p = P(}’|H1aS+l,+17+1)P(S+1.+17+1) +P()’|H1aSfl,+1771)P(Sfl,+1,71)
+p (| Hy, S—1a140)P(S-14141) +Pp[HL St —141)P(S—1,-1.41)-

(5.19)
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The detection probability of MDBZPF can be derived as follows

o0
pHDEZPF _ / POIH )y
\4

— %1//4Q< (l—m)ZZTCC/NO7\/VZ) dm+%l//zQ<\/(m—+%>22—T(z/;o7\/vz> .
0

1/4
3/4 1

/ 2
+%/ Q( G—m> 2TFC/N0,\/Vt> dm-&-%/Q(\/mzZTCC/Nm\/V,)dm
1/2 3/4
+%Q<\/m22TCC/N0,\/V,).

(5.20)

Putting 27.C/Ny = 0 into (5.19) the PDF under hypothesis Hy can be obtained
as (5.3). Consequently, the false alarm probability P}/P**"* of MDBZPF can be
obtained as (5.5).

5.5 Simulation Analysis and Performance Comparison

To assess the performance of the MDBZPF method, Monte Carlo simulation is
performed to the detection probability, the receiver operating characteristic (ROC)
and MAT; and comparisons between MDBZPF and DBZP methods are made. The
simulations use MBOC(6,1,1/11) of B1C signal [16] generating by TMBOC mode
with random data bit transitions and PN code phases. The length of PN code is
10230 chips, and over 10° simulations are conducted.

5.5.1 Detection Probability

In Fig. 5.5 the detection probabilities for DBZP and MDBZPF methods have been
plotted under different C/Ny and false alarmPy, = 107,

From Fig. 5.5, it can be found that under the same detection probability MDBZPF
method has 2-3 dB improvement in sensitivity compared with DBZP method.

5.5.2 Roc

ROC represents the detection probability under different probabilities of false
alarm. Figure 5.6 shows ROC curves of DBZP and MDBZPF.
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From Fig. 5.6, we can see that under certain probability of false alarm, the
probability of detection for MDBZPF method is obviously higher than DBZP
method. The advantage of MDBZPF in ROC curves also proves that it is a better
acquisition method than DBZP method.

5.5.3 Mat

MAT [17] is an important indicator to assess acquisition performance, and the
mean acquisition time of single dwell time search process is defined as

24 (2 = Pa) (NeoaeNa — 1) (1 + kiaPra)

T:Nye
2P,

(5.21)

Tyar =

where P, is the detection probability, Py, is the false alarm probability, T is the
coherent integration time, N, is the non-coherent integration time, N4, is the bins
of code phase search, Ny is the cells of Doppler search, kg, is the penalty factor
associated with a false alarm state, so that kg, T.N,. = 1s.
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Assuming that Doppler range is —5 to +5 KHz, frequency search step is 25 Hz
and code search step is 0.5 chips, frequency search cells Ny = 401 and code
search bins N.yq. = 40920. The MAT values of two methods are shown in Fig. 5.7
under false alarm Py, = 1073,

The MDBZPF method show better performance with MAT reduced by 5-70 %
compared with DBZP method when the two methods used same Doppler search
step.

In the above analysis, the two methods used same Doppler search step. In
practical environment, coherent accumulation time of DBZP method is half of the
MDBZPF method, therefore the Doppler search step of DBZP can set to be two
times of MDBZPF method.

5.6 Conclusions

In this paper, a MDBZPF acquisition method for reducing the correlation peak
energy loss has been presented. The detection probability, ROC and MAT in
MDBZPF have been discussed in MDBZPF method, and compared with DBZP
method. The results show that MDBZPF method will introduce less correlation
peak energy loss. Detection sensibility of MDBZPF is 2-3 dB higher than DBZP,
and reduce MAT by 5-70 %. The proposed method can improve the performance
of signal detection in the present of bit sign transition.
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Chapter 6

Weak Signal Acquisition Performance
for Different Pilot Channel Design
Options

Yingxiang Liu, Huaming Chen, Zhicheng Lv and Feixue Wang

Abstract Pilot Channel without navigation message modulation is added in next
generation GNSS for enhancing the acquisition performance in challenge envi-
ronment. The pre-detection integration time of pilot channel is potential to exceed
the bit width, so the receiver could obtain better acquisition sensibility. However,
the benefit from pilot channel has not been thoroughly analyzed. The equivalent
ideal detector factor is used to compare the performance of different power allo-
cation options of data and pilot channel. The results show that when the data and
pilot channel has the same power, the acquisition sensibility is not better than that
of traditional signal in normal conditions. The conclusion has significance on the
BDS modernized signal design.

Keywords GNSS - Weak signal acquisition - Pilot channel

6.1 Introduction

With the rapid development of satellite navigation technology, the application scope
of GPS has far exceeded the initial design goals. In urban canyons and jungle areas,
the occlusion of buildings and trees make the received signal power much lower than
that in the open area of about 20-30 dB, which is about —150 to —160 dBm [1]. In
traditional global navigation satellite system (GNSS), the coherent integration time
is hard to exceed the navigation data width because of navigation data modulation,
which restricts the application of satellite navigation in weak signal environments.
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In order to improve the availability in weak signal environments, pilot channel
without navigation message modulation is widely used in modernized GNSS. The
pilot channel was initially proposed in Transit navigation system in the 1960s for
the first time, and some scholars also suggested that it could be used in GPS signals
[2, 3]. However, due to the limit of integrated circuits (IC) technique at that time,
navigation receiver is impossible to operate under weak signal environment. If the
signal power is allocated to data and pilot channels, it is impossible to enhance the
sensitivity, but increase the design complexity of the receiver. So the development
of the IC techniques makes the pilot channel widely used in the next generation
GNSS.

The design of pilot channel includes multiplexing techniques and power allo-
cation options. The multiplexing techniques of data and pilot channels could be
categorized into modulated on two orthogonal carriers [4], modulated on single
carrier [5], and modulated on single carrier by time-division data multiplex [6, 7].
Although the implementation of signal acquisition for the three multiplexing
techniques is different, the acquisition performance is the same when the param-
eters are identical. The research for pilot channel acquisition is currently focused
on the combination of data and pilot channel [8], but the acquisition performance
for pilot channel with different power allocation options have not been thoroughly
compared.

The signal model of data and pilot channel with different power allocation
option is given in the paper at first, and then the equivalent ideal detector factor is
used to compare the detection performance. In the end suggestion has been made
according to the conclusion.

6.2 Signal Model

Signal acquisition is essentially a signal detection problem of unknown power,
code phase delay and Doppler frequency. Take the QPSK modulation as an
example, the signal model of data and pilot channel can be expressed as the
following binary hypothesis:

Ho: s(t) = n(t) (6.1)

Hy:  s(t) =/n2Cd(t)cq(t — 1) cos[2n(fy + fa)t + 0o

6.2
+ /(1 = 9)2Cc,(t — 1) sin27(fy + fu)t + Oo] + n(r) 62)
where C represents the total signal power of data and pilot channel, n and 1 — 7 is
the power ratio of data and pilot channel respectively, c,(f) and c,(?) is the ranging
code, 7 is the time delay, f, is the nominal carrier frequency, f; is the Doppler
frequency, 0y is the initial carrier phase, n(f) represents Gaussian white noise, and
its unilateral power spectral density is Ny, so carrier to noise ratio is C/Nj,.
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In the signal model, the secondary code modulation on data and pilot channel is
ignored. This is because under weak signal acquisition the ranging code and
secondary code is always considered as a whole in order to increase the pre-
detection integration time. On that condition, the bit synchronization is completed
while signal is acquired.

Three power allocation options is adopted in modernize GNSS signals, which
are:

Option 1, all the power is devoted on data channel, and n = 1;

Option 2, the power is allocated on the data and pilot channels with the ratio of
1:1, and n = 1/2;

Option 3, the power is allocated on the data and pilot channels with the ratio of
1:3, and n = 1/4.

Option 4, which all the power is devoted on pilot channel and # = 0, is also
analyzed in the paper. Considering, dual frequency receivers could be the main-
stream in the future, the option is theoretically feasible.

6.3 Statistical Detector

In order to reduce the Doppler frequency loss and eliminate the impact of sign
reverse, the segmental coherent integration-video non-coherent integration
acquisition is usually used in signal acquisition, and its implementation structure is
shown in Fig. 6.1.

For the power allocation option 1 and 4, only correlation values of single
channel needs to be calculated, so the correlators is only half that of option 2 and 3
if the total integration time is identical.

Assuming the pre-detection integration time of data and pilot channel is T, and
T,, respectively, and the expression of the correlation values v,[k;] and v,[k,] is

(ki +1)T4

valla] = /k sttty explnf)ds 63)
(k2+l)Tp

vlko] = /kT s(t)c, (1) exp(—j2nfot)dt (6.4)

where k; and k, is the index of the correlation values of data and pilot channels,
which ranges from [0, K; — 1] and [0, K, — 1]. Obviously, the total integration
time of data and pilot channels is identical, so that K,7; = K,T,.

To increase the signal to noise ratio, the correlation values are non-coherently
summed:
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Fig. 6.1 Scheme of segmental coherent integration-video non-coherent integration acquisition
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£Va+ (1=2)V,

where / is the combination coefficient, V, and V,, denote the accumulated corre-
lation values of data and pilot channels.

Obviously, for the option 1 and 4, 4 is 1 and O respectively. The optimum
coefficient for option 2 and 3 is analyzed herein. The correlation values of data and
pilot channels under hypothesis Hy and H; are Gaussian random variables:

Hy: vylk]~N(0,203) (6.6)

vplla] ~ N(o, 2a;) (6.7)

Hi: vk NN(d[kl]alef<“ded+9°)d2”k'ded, 205,) (6.8)
vplla] ~ N(oczef(”fdrp+9°)e72“k2f"T”, 203,) (6.9)

where d[k,] represents the value of d(r) at the time of kT, o and o, is the
magnitude of correlation values of the data and pilot channels, which is

o = @R(r)sinc(nded) (610)

o = %R(r)sinc(nfdﬂ,) (6.11)

where R(7) is the autocorrelation function of the ranging code.
Under the two hypotheses, the real and imaginary parts of the data /pilot

channel correlation values are independent and have equal variances, which are o3
and ag, and the expressions are
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=—T, 6.12
04 4 d ( )
Ny

Under the hypothesis H,, Ivd[k]]I2 and va[kz]l2 are the central )(2 distributed
random variables with degrees of freedom 2, and the mean and variance are

Kao = 203, Hpo = 20,2, (6.14)
JZO = 4037 0'12,() = 40;- (6.15)

Under the hypothesis Hy, v lk]1? and Ivl,,[kz]l2 are the non-central Xz distributed
random variables with degrees of freedom 2, and the mean and variance are

Har = o1 + 205, fyy = % + 20, (6.16)

o5, = 4ot + o, 012,1 = 406%0'5 + 402. (6.17)

If the post-detection integration times K, and K, is large, V,; and V,, can be
approximated as Gaussian variables according to the law of large numbers, and the
statistical detector V is also Gaussian variable because of the independence of V,
and V,, and its mean value and variance are

Hy: o= AKaitgo + (1 — 2)Kp it (6.18)
o5 = PKya + (1 — 2)°K,07, (6.19)
Hy: oy = 2Kapg + (1= DKpu, (6.20)
o1 = Koy + (1 — 2)°K,07,. (6.21)

Therefore, the detection probability of the test statistic is

Py = Q(Q‘1 (P) 22— M) (6.22)

01 01

where P, is the preset false alarm probability, Q(x) is the right tail function, which is

too g 1
0(x) = i \/—z_nexp<—§t2)dt. (6.23)
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By substituting the mean value and variance under the two assumptions into
Eq. (6.20), the detection performance under different coefficient 4 can be obtained.
Since the relationship between the coefficient 4 and the detection performance is
so complex to analytically expressed, the optimal coefficient can only be obtained
by numerical calculation. In the following analysis, the optimal coefficient is used.

6.4 Detector Loss

In order to comparison the detection performance for different power allocation
options of data and pilot channel, the equivalent ideal detector factor is used herein
[9]. The equivalent ideal detector factor of data and pilot channel is

K SNR> K>SNR,

— S 6.24
SNR;+2.3" " SNR,+23 (6.24)

d

where in SNR; and SNR,, is the signal to noise ratio of the detector of the data and
the pilot channels, which is

SNRy; = nC/NoT,R*(t)sinc? (nfy Ty) (6.25)
SNR, = (1 — n)C/NoT,R*(t)sinc? (nfyT,,). (6.26)

Therefore, the equivalent ideal detector factor of the non-coherent combination
of the data and pilot channel is

b 22Dy +24(1 = 2)\/DaD, + (1 — 2)’D,

6.27
P (1=2)7 (6.27)

According to the above equation, the equivalent ideal detector factor for dif-
ferent power allocation options can be obtained, denoted as Di (i = 1-4). The
relative detector loss is defined as

Li== (6.28)

Since the acquisition scheme for options 2 and 3 needs to calculate the cor-
relation values of both data and pilot channels, the total integration time of options
2 and 3 is only half that of options 1 and 4 under the limitation of identical
hardware complexity. Therefore, when calculating the relative detector loss, the
impact of unequal integration time should be considered.
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Fig. 6.2 Detector loss under 1--- -
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6.5 Performance Comparison

The detector loss is related with input carrier to noise ratio, pre-detection inte-
gration time, code phase bias, Doppler frequency error. Since the code phase and
Doppler frequency error is a random variable, in order to simplify the analysis
process, the optimal performance is used for comparison, thus ignoring the loss of
the code phase and Doppler frequency error.

The pre-detection integration time of data and pilot channel can be divided into
two situations:

1. Under the environment of high carrier to noise ratio, the pre-detection inte-
gration time of data and pilot channel is identical and smaller than the bit width;

2. Under the environment of low carrier to noise ratio, the pre-detection inte-
gration time of data channel equals the bit width and that of pilot channel is
larger than the bit width.

In the next generation GNSS, the symbol rate of 100 sps is widely used [4, 5].
Here take the symbol width of 10 ms as an example, when the pre-detection
integration time of data and pilot channel is less than the bit width, the detector
loss for three options is shown in Figs. 6.2, 6.3, 6.4 and 6.5.

From the above analysis results, when the pre-detection integration time is less
than the bit width, the detection performance is identical for options 1 and 4; while
that for option 2 and 3 is far below.

When the carrier to noise ratio is relatively low and the Doppler frequency
uncertainty is small, the pre-detection integration time of pilot channel can exceed
the bit width. The detector loss for three options is illustrated in Figs. 6.6, 6.7, 6.8
and 6.9.

It can be seen from the figure, when the pre-detection integration time is larger
than the bit width, the detection performance for option 4 is much better than that
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Fig. 6.6 Detector loss under
different C/Ny, T,, = 20 ms
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of option 1. And only when the pre-detection time is much longer than the bit
width, the detection performance for option 2 and 3 is better than that for option 1.

In order to achieve the same detection performance, the shortest pre-detection
integration time of pilot channel is shown in Fig. 6.10.

It can be seen from Fig. 6.10, when the carrier-to-noise ratio is 10 dBHz, in
order to achieve the same acquisition performance with option 1, the minimum
pre-detection integration time is 42 ms for option 2, and that for option 3 is 24 ms.
In fact, due to the Doppler frequency uncertainty, the pre-detection integration
time of the pilot channel is difficult to reach 42 ms. Therefore when compared with
traditional data channel, the widely used data and pilot channel with 1:1 power
ratio is difficult to enhance the acquisition sensitivity under weak signal envi-
ronments. When all of the signal power is allocated to the pilot channel, it can
significantly improve the acquisition sensitivity under weak signal environment.
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6.6 Conclusions

This paper analyzes the acquisition performance for different power allocation
options of data and pilot channels. The results show that due to the Doppler
frequency uncertainty, it is almost impossible to improve the acquisition sensi-
tivity under weak signal environment when the power allocation ratio of 1:1 is
adopted; while the acquisition sensitivity could be improved under the ratio of 1:3.

According to the conclusions, in order to improve availability of the BDS
signals in weak signal environments, the power allocation ratio of 1:3 should be
used, or all the energy is devoted to the pilot channel. Considering the dual-
frequency receiver will become prevalent in the future, signal only with pilot
channel is entirely feasible.
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Chapter 7

Tracking and Multipath Performance

Analysis of the MBOC Approximation
by BOC Modulation in Band-Limited

Receiver Channels

Xinhui Lin, Feng Liu, Yiqing Zhang and Lei Zhang

Abstract The MBOC modulation is the main interoperable signal which is adopted
by the modernized GPS L1C and the Galileo E1 signal. It has better tracking and
multipath performance with the respect to BOC modulation, but also brings the
problem that should be required to deal with two different rates of sub-carrier BOC
signals are multiplexed, and require a higher sampling rate and bandwidth of the
front end which increased design complexity of the receiver. In this paper, the
excellent performance of the MBOC signal and the relatively simple receiver
tracking structure of BOC signal is considered, the tracking and multipath perfor-
mance of the MBOC approximation by BOC modulation is analyzed. The impact of
approximate tracking to the typical anti-multipath algorithms such as narrow cor-
relation and Double Delta is researched based on multipath error envelope. The
problem which too many zero crossings of code discriminator S-curve leads to the
deviation of the loop control is analyzed. Focused on a more realistic situation of
limited bandwidth, the multipath performance and tracking accuracy is analyzed.
Simulation results show that the smaller front-end bandwidth, the approximation
performance is closer to a complete tracking. And it can simplify the structural
design of the receiver channel while the tracking performance is not a significant
decrease. The result has a certain reference value for simplifying channel design of
MBOC receiver and reducing the project implementation complexity.
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7.1 Introduction

The MBOC modulation is the interoperable signal which is adopted by GPS and
Galileo, and is used for the modernization of GPS-L1C signal and Galileo-El
signal. MBOC signal is mixed together from the BOC (1,1) and BOC (6,1)
according to a certain proportion. There are two implementations which L1C uses
time division multiple subcarrier TMBOC (6,1,4/33), while E1 uses composite
subcarrier CBOC (6,1,1/11).

Currently, tracking methods for MBOC signal are the use of BOC approximation
and using MBOC complete tracking. When using MBOC signal complete tracking,
the problem of multiplexed use of two different rates BOC subcarrier signal should
be deal with. The high-frequency portion of the MBOC signal require a higher
sampling rate, the wider the bandwidth of the RF front end and a larger amount of
system operation, which increases the complexity of the receiver design. But cur-
rent most miniaturized receivers toward the civilian market often have limited
resources, so the approximate tracking is more suitable to the small size receiver.
Many scholars home or abroad have studied the multipath and tracking perfor-
mance of MBOC and BOC signal [1]. And literature [2] also analyzed capture, the
traditional narrow correlation tracking and interference performance of BOC
approximation of MBOC signal. But the approximation tracking performance in a
limited bandwidth receiver channel and multipath rejection performance when
using Double Delta loop, such articles are relatively rare.

This paper analyzes the tracking and multipath performance of MBOC
approximate by BOC signal. The performance differences based on the multipath
error envelope is compared, and the approximate tracking performance is analyzed
in the limited bandwidth channel which is closer to the actual situation. Simulation
results show that the bandwidth of the receiver front end is smaller, the approxi-
mation performance is closer to a complete tracking, so it is more suitable for the
miniaturized receivers with limited resources.

7.2 MBOC Signal and Features
7.2.1 MBOC Signal

MBOC signal is mixed together from the BOC (1,1) and BOC (6,1) according to a
certain proportion. There are two kinds of implementations of MBOC modulation
which are time division multiple subcarrier Time multiplexed Binary Offset
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Carrier (TMBOC) and composite subcarrier Composite Binary Offset Carrier
(CBOC). Galileo-E10S uses CBOC(6,1,1/11) modulation, GPS-LIC uses
TMBOC(6, 1,4/33) modulation [3].

The new satellite navigation system exist two signal channels—pilot and data,
MBOC (6,1,1/11) will join the pilot channel and data channels power spectral
density as part of its power spectral density, the expression is as follows:

GMBOC(f) :%GBoc(l,l)(f) +%Ggoc(6, 1)(f) (71)
wherein, G_BOC (1,1) represents BOC(1,1) power spectral density, G_BOC (6,1)
represents BOC(6,1) power spectral density.

GPS-L1C use TMBOC to achieve MBOC. Definition is that the data channel
uses BOC(1,1), the pilot channel uses TMBOC(6,1,4/33). The sub-carriers of
TMBOC(6,1,4/33) are synthesized in a manner of time division multiplexing by
are BOC (1,1) and BOC (6,1), i.e., a predetermined length of the chip, the chip in
this group, the position 1,5,7 and 30 is the BOC (6,1), other locations are BOC
(1,1). BOC (6,1) is the proportion of 4/33, the power ratio of pilot and data channel
is 1:3, the formula is expressed as:

1 1 3
GmBoc (6, 1,11) (f) = ZGDm(f) + ZGpilot(f) (7.2)
wherein,
29 4
Gpilot (f) = 33 Ggoc(1,1)(f) + 3 Ggocs, 1) (f)

Gpaa (f) = Ggoci,1) (f)

And Galileo-E1 achieves MBOC using CBOC. CBOC (6,1, 1/11) subcarrier is
based on the power ratio of 10:1 in the time domain based on a weighted super-
position BOC (1,1) and BOC (6,1). The modulation is achieved by configuring
symbols from the four different amplitude levels and is the weight of the composite
amplitude. And then slip up data and pilot, the power of the pilot and data channel
are the same. After the time-domain power spectrum weighted superposition, the
formula is as follows:

1 1 1
GmBoc (6, 17—) (f) = = Gpau(f) + EGpilot(f)

11 2
10 1
:ﬁGBOC(la1)+HGBOC(6;1)(f) (73)

7.2.2 MBOC Characteristics

The power spectral density comparison curve of TMBOC, CBOC, BOC (1,1)
signal is shown in Fig. 7.1. It can be seen that the MBOC spectrum is split into
two symmetrical from the center portion, so that GPS-L1C and Galileo-El
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signals do not overlap in the frequency, which show good compatibility and
interoperability. Compared with the BOC (1,1), MBOC has more high fre-
quency components.

The comparison chart of the BOC (1,1), TMBOC (6,1,4 /33) and a CBOC (6,1,
1/11) autocorrelation function is shown in Fig. 7.2. As shown, correlation peak of
TMBOC and CBOC will have slight differences due to the generation of sub-
carriers in different ways. A narrower and sharper autocorrelation peak curve is
got, which can improve the accuracy of the pseudo-code tracking, and multipath
rejection performance of the algorithm will also be raised.

7.3 Multipath Performance Analysis of Approximation
Tracking Based on Multipath Error Envelope

Compared with the traditional BPSK, autocorrelation function of BOC has a
different so larger than the BPSK signal. Autocorrelation function of BOC class
signal appears secondary peaks, which may lead to false lock, thus requiring
additional consideration of the problem of fuzzy degree eliminate. The perfor-
mance of multipath algorithm applied to BPSK modulation may also have changed
in the BOC signal [4]. Thus this paper, analyzes effect on the classic narrow
correlation and Double Delta of approximation tracking.

The multipath error envelope curve of BOC(1,1) approximation tracking, and
full TMBOC(6,1,4/33), CBOC (6,1, 1/11) tracking for narrow correlation which
spacing width is 0.1 under an ideal unlimited bandwidth conditions is shown in
Fig. 7.3a. It can be drawn from the figure: the trend of approximate tracking and
full tracking is similar; overall tracking error of full tracking is less than
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Fig. 7.2 Correlation function of TMBOC, CBOC and BOC. The black, blue and red curves are
correlation function of TMBOC, CBOC, BOC
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Fig. 7.3 Multipath error of BOC approximate and full MBOC a The black, red, green and blue
curves are multipath error for narrow correlation. b The black, red, green and blue curves are
multipath error for double delta

approximate tracking. Since the BOC signal has a sharper correlation peak, when
multipath chip in the long delay, anti-multipath effects of approximate tracking is
better than traditional BPSK signal. Multipath performance of TMBOC and CBOC
are similar, while the correlation spacing width is smaller, multipath rejection
performance of TMBOC is better than CBOC, because the high frequency com-
ponent makes TMBOC spectrum sharper peaks.

The multipath error envelope curve of BOC(1,1) approximation tracking, and
full TMBOC(6,1,4/33), CBOC (6,1, 1/11) tracking for Double Delta is shown in
Fig. 7.3b. Overall tracking error of full tracking is less than approximate
tracking. Compared with Fig. 7.3a, Double Delta Technology multipath error
magnitude is smaller, and therefore performance of multipath rejection is
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superior than narrow correlation. Especially in the 0.2-0.4 and 0.6-0.8 chip
multipath delay, multipath error envelope of Double Delta is significantly less
than the narrow correlation.

The discrimination curve of BOC(1,1) approximation tracking, and full
TMBOC(6,1,4/33), CBOC (6,1, 1/11) tracking for narrow correlation which
spacing width is 0.1 is shown in Fig. 7.4a. As can be seen from the figure, whether
it is the use of BOC(1,1) approximation tracking or using full MBOC tracking,
discrimination function has a number of zero-crossings, if multipath delay is large,
may cause false lock, so a bump-jumping auxiliary tracking is necessary. From the
graph can be seen, the pulling range of discrimination function is similar for
both the full tracking and approximately tracking. The narrow correlation is about
[—0.1, 0.1]. But the slope of traction the range is greater, which is affected by the
high frequency component, the autocorrelation function of the MBOC is sharper
than the BOC (1,1).

The discrimination curve of BOC(1,1) approximation tracking, and full
TMBOC(6,1,4/33), CBOC (6,1, I/11) tracking for Double Delta is shown in
Fig. 7.4b. The autocorrelation function of BOC and MBOC signal has secondary
peaks, when using Double-Delta technology, should ensure that the interval cor-
relation between the outermost is smaller than the width of the autocorrelation
function peak. Compared to the narrow correlation technologies, BOC (1,1) signal
using Double-Delta technology discrimination function has a greater number of
zero crossing, so the use of assisted verification techniques to avoid false lock is
necessary. Pulling range of the Double Delta technique is smaller, and therefore
the tracking loop stability should be considered.

7.4 The Bandwidth Limited Effect on the Multipath
Performance of Approximate Tracking

Bandwidth limited effect is the important factor of tracking accuracy and multipath
suppression capability in satellite navigation system. Spread spectrum modulation
of satellite navigation signal is infinitely wide based on spectrum theory, but the
bandwidth of the satellite transmitter and receiver reception bandwidth is limited,
with the result that the effect of limited bandwidth. Limited bandwidth will smooth
the peak top of correlation function, thereby weakening the effect of suppressing
multipath loop [5]. The correlation peak of BOC signal in different bandwidth of
the front end is shown in Fig. 7.5

Figure 7.6a is a graph multipath error envelope of BOC (1,1) approximate
tracking the TMBOC (6,1,4 /33) and the full tracking for narrow correlation under
limited bandwidth conditions. Here are the front-end bandwidth using 4 and 14 M,
and will be a comparison between the two. When the receiver front-end bandwidth
is 4 M, the multipath error envelope of approximation tracking and full tracking is
almost identical. The current side bandwidth expanded to 14 M later, the



7 Tracking and Multipath Performance Analysis 77
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Fig. 7.4 Discrimination curve of BOC approximate and full MBOC a The black, red, green and
blue curves are discrimination curve for narrow correlation. b The black, red, green and blue
curves are discrimination curve for double delta
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advantage of sharper correlation peak of full MBOC tracking is manifested,
enhance the inhibitory effect of multipath.

Figure 7.6b is a graph multipath error envelope of BOC (1,1) approximate
tracking the TMBOC (6,1,4/33) and the full tracking for Double Delta under
limited bandwidth conditions. As can be seen, Double Delta technology has better
anti-multipath performance than the narrow correlation technologies. And in
nearly infinite bandwidth 14 M-bandwidth conditions, the full track will have a
greater promotion to multipath performance. After a 4 M front-end filter, multi-
path rejection performance of approximate tracking and full tracking is closer,
because the sharp correlation peak by a smooth.
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black, red, green and blue curves are multipath error for narrow correlation b The black, red,
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Fig. 7.7 Auto correlation of MBOC and cross correlation of BOC and MBOC a The blue and
red curves are auto correlation of TMBOC and cross correlation of BOC and TMBOC. b The
blue and red curves are auto correlation of CBOC and cross correlation of BOC and CBOC

7.5 Approximation Tracking Accuracy Simulation Under
the Bandwidth Limited Condition

Autocorrelation function of TMBOC (6,1,4 /33) signal and BOC (1,1) approximate
correlation function are shown in Fig. 7.7a. Red curve is the correlation using
BOC (1,1) approximate, the problem with power down can be found, can be
calculated by the loss of signal is 1.12 dB.

Similarly, promote it to the CBOC (6,1,1/11) signal, if used BOC (1,1)
approximate CBOC signal, the correlation function is shown in Fig. 7.7b. By
calculating, its SNR loss is only 0.4 dB.
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In order to analyze the limited bandwidth effect on the tracking precision of
approximation MBOC, the effective range of the multipath is analyzed and full
tracking and approximation tracking is compared. If only the way in the case of
multipath, and the correlation distance d = 0.1, in different bandwidth full
tracking and approximate tracking accuracy is shown in Fig. 7.8a, b. From the
figure can be obtained: in the case of wide signal bandwidth, the multipath per-
formance is similar to the unlimited bandwidth, MBOC full advantage can be
tracked reflects about 12 % higher than the approximate tracking accuracy. If the
signal bandwidth is narrow, the effects on approximate tracking and full tracking is

very closer, the smaller the bandwidth, the proximity of the more obvious.
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Through Monte Carlo simulation, tracking accuracy of the BOC approximate
and full MBOC tracking in different bandwidth in the relevant spacing 0.1 is
shown in Fig. 7.9. As can be seen in the context of the smaller receiver front-
end bandwidth, the effect of approximate tracking and full tracking is closer
and larger bandwidth of the receiver front end can reflect MBOC full tracking
advantage.

7.6 Conclusion

This paper analyzes the MBOC signal characteristics and tracking and multipath
performance of the BOC approximate tracking MBOC signal. The results show
that the loss caused by the approximate trace within the acceptable range, and the
multipath performance of the BOC approximate tracking is similar to full MBOC
tracking, and in the context of the smaller receiver front-end bandwidth, the effect
of full tracking and approximate tracking is closer, so this method is suitable for
the most miniaturized receiver.

References

1. Insigler M, Eissfeller B (2003) Comparison of multipath mitigation techniques with
consideration of future signal structures. Proc ION GPS/GNSS 2003:2584-2592

2. Macchi F, Petovello MG, Lachapelle G (2008) Consequences of MBOC approximation by
BOC modulation. In: ION GNSS 21st international technical meeting of the satellite division,
Savannah, GA, 16-19 Sept 2008

3. Hein GW, Wallner S (2007) The MBOC modulation: a final touch for the Galileo frequency
and signal plan. In: ION GNSS, USA, pp 1515-1529

4. Irsigler M (2005) Criteria for GNSS multipath performance assessment. In: Proceedings of the
18th international technical meeting of the satellite division of the institute of navigation,
pp 166-177

5. Kaplan ED, Hegarty CJ (2006) Understanding GPS principle and applications, 2nd edn. Artech
House, Boston



Chapter 8

A Proposed Selection and Allocation
of Spread-Spectrum Code for Compass
B1C Signal

Jue Wang, Yao Wang and Zaixiu Yang

Abstract In the future, BD Satellites Navigation System (Compass) is going to
use BIC signal for compatibility and interoperation with such GNSS as GPS and
Galileo. As an important step in B1C signal design, the design of spread-spectrum
(SS) code involves construction, selection and allocation of the codes. Based on an
analysis of the LI-band pseudo-code characteristics of GPS and Galileo, the
researcher optimally selected 100 SS codes from the optimal codes set of 10,243
bits-long Weil codes using greedy algorithm. With the autocorrelation up to
—31.57 dB and the cross correlation up to —27.44 dB, all these SS codes are
superior to GPS L1C and Galileo E10S pseudo codes in performance. Besides, a
pseudo-code allocation method developed under the minimum ranging error
principle was adopted for rational allocation of the data and pilot branches for the
proposed B1C pseudo codes. The simulation and comparative analysis showed
that the findings were of great significance for the signal design of Compass in the
future.
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8.1 Introduction

BeiDou Satellites Navigation System (Compass) has been providing positioning,
navigation and time services in the Asia-Pacific region. It is planned to possess
global service capacity by 2020 in the future. As the core and the carrier to fulfill
the fundamental functions of a satellite navigation system, navigation signal
system plays a decisive role in the critical performances of navigation system such
as positioning/velocity measurement/time service precision, compatibility, inter-
operability, confidentiality and anti-jamming capability. In July 2009, CNAGA
announced the latest scheme of Compass signal [1], in which B1C signal is the key
to global promotion of Compass in the future, especially the design of SS codes.
The design considerations mainly include (1) construction method (i.e., what
technique or principle to generate the code blocks) (2) optimal selection method
(i.e. how to select the code blocks of good performance from the candidates)
(3) allocation method (i.e., what method to allocate the SS code rationally).

L1 frequency is one of important public service frequencies of GNSS. Both
GPS and Galileo adopt new SS codes at this frequency point and achieve good
performance. B1C signal represents a new generation of civils signal in China, and
the design of its SS code is faced with huge challenges. The researchers selected
optimally 100 SS codes of 10,243 bit length with greedy algorithm under the
selecting rules of balance and correlation. The data and pilot branches were
rationally allocated with the pseudo-code allocation method developed under
minimum ranging-error rule. The results of simulation and analysis show that the
innovative SS code proposed in this paper is one of the optimal schemes for B1C
signal of Compass.

8.2 Characteristic Analyses of Overseas SS Codes
8.2.1 SS Codes of GPS LIC Signal

L1C SS code uses a new design approach and code selection criteria. It adopts
Weil code [2] based on number theory instead of the shift register-based design
scheme, which has better correlated characteristics under the conditions of the
same code length. L1C Weil code takes 10,223 as its prime number and the
inadequate length is achieved by means of filling. The generation method is spe-
cific as follows:

(1) Use the prime number of 10,223 as generation basic number to generate 5,111
Weil codes of 10,223 bits length.

(2) Complement the 10,223 bit-long Weil code by means of insertion in the mode
of 1001011 to generate 52,249,753 code blocks by different insertion
positions.



8 A Proposed Selection and Allocation of Spread-Spectrum Code 83

(3) Select optimally 739 code blocks under the threshold rules of even cross-
correlation —31 dB/odd autocorrelation —28 dB/even cross-correlation —27.2 dB
and odd cross-correlation —26.2 dB.

(4) Further optimize the selection for 420 code blocks and finally selected opti-
mally the even cross-correlation —28 dB/odd cross-correlation —26.5 dB.

8.2.2 SS Codes of Galileo E1 OS Signal

Another new approach was taken in the design of SS code for E1 OS signal, which
is known as storage random code [4]. The code generation method is not closely
associated with mathematical theory anymore. Its design concept is to prestore the
pseudo random code at the transmit and receive ends, which does not require
recalculation on site. The key issues to the design of storage random code were
code selection criterion and computation complexity. Galileo signal designers
proposed the concept of autocorrelation sidelobe and zero correlation interval on
the basis of the original correlation constraint, and used genetic algorithm in
computation.

8.3 Optimal Selection of SS Code for B1C Signal Based
on Greedy Algorithm

8.3.1 Selection of Code Block Sets

The optimal selection of SS codes was purposed to pick up a smaller code blocks
set with better performance from a larger one according to specific performance
measures. The optimal selection method consists of candidate code block sets,
definition of performance measures and optimal selection algorithm. The code
block sets are preferably close to the lower limit of Welch. Many options were
available including Gold, Kasami, Bent and other codes. However, under the
constraint condition of 10,230 code length, Weil code was the one the easiest to
find good correlation performance. Because some other codes require large
numbers of patches or truncations to achieve the length of 10,230 bit, though their
performances might seemingly be better than Weil code. In this process, the
correlation performance usually was lost considerably; as a result, it was hard to
pick up good codes. For this reason, Weil code was finally selected to serve as the
optimal code block set of B1C signal.

There are two prime numbers close to 10,230 in Weil code: 10,223 and 10,243
respectively. The latter is our choice for the former has been used by L1C signal,
as shown in Fig. 8.1. Its construction method and steps are as shown below:
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Fig. 8.1 Comparison of 10223bit/Weil
proposed SS code versus GPS .
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(1) Generate a Legendre sequence L of 10,243 bit length, of which the definition
is the same as the reference document [5], and generate the prime number p =
10,243.

(2) Generate a Weil code blocks set W of 10,243 bit length, in which the code
block W (i,k) = L(k) @ L(i + k), where i represents the index number of Weil
code 1 < i < 5,121 and k represents the element suffix. Give p modular
computation when k = 1...10,243.

(3) Generate a periodic extension sequence set WW of 10,243 X 2 length, where
the code block WW (i) = [W (i) W(i)],1 <i<5,121.

(4) Generate a SS code blocks set C of 10,230 bit length, in which C(i, j) repre-
sents the extraction starts from the jth position of WW(i) and the extracting
length is 10,230 bits, 1 < j < 10,243.

With the above method, traverse all the 5,121 shift differences and 10,243
extracting start points to achieve 52,454,403 combinations, i.e., the same number
of candidate code blocks in Set C. The optimal selection of code blocks is to select
100 code blocks from the candidates to serve as the SS codes of B1C signal.

8.3.2 Performance Measure of SS Codes

Performance measure is the reference and criteria for selecting and evaluating SS
codes. A Number of considerations must be given in the design of performance
measure such as service type, signal environment, transmitting platform, receiver
platform, etc. The designers of GNSS signal structure provide a number of per-
formance measure requirements including randomness, correlation and anti-jam-
ming performance.

For SS code of length L = 10,230 a = (ao,...,a;_1), where a; € {—1,+1},
the performance measures are defined as follows:

Balance measure:

-1
bal(a) = | Zai|
i=0
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Autocorrelation measure:

EvenACF (a; 1) Za it r

OddACF (a;1) = Z Qi — Z a;aiy
Cross-correlation measure:

EvenCCF(a,b; 1) Za bii.

L—1—1 L—1
OddCCF(a,b;1) = Y aibee — Y aibiee

i=0 i=L—1
Maximum line-spectrum measure:
MSL(a) = max(FFT(EvenACF (a))).

Based on a comprehensive analysis of the above-mentioned performance
measures, it is acceptable to classify them into two categories: individual per-
formance measures and combined performance measures. The individual perfor-
mance measures are only related to one code block in the SS code set, e.g.,
balance, autocorrelation function (ACF), etc. The combined performance measures
are related to the entire code blocks set, typically e.g., cross-correlation function
(CCF). In the optimal selection process of SS codes, the code block selections
made on the basis of individual performance measures are classified as linear
complexity, i.e., only N orders of computation are required in selection of N code
blocks. Whereas, the code block selections made on the basis of combined per-
formance measures are far more complicated than linear complexity, e.g., it is
required to traverse CIA\}’ combinations as per Stirling Formula to pick up M code
blocks of optimal cross correlation from N candidates.

n! ~ V2nn (Ey.
e
It is clear that the above computation is of exponential complexity.
In summary of the construction and performance measure of B1C Weil codes,
the design process of B1C SS code is composed of the following steps:

(1) Generated the candidate code block set and generated a SS code block set of
10,230-bit length with the prime number of 10,243 as structural parameter.

(2) An optimal selection was made as per individual performance measures, and
the threshold value of the individual performance measures were defined.
Deleted the code blocks that failed the conditions from the candidate code
blocks set to get N code blocks.
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(3) The optimal selection was made as per combined performance measures. The
code blocks were divided into several groups and each group contained M
code blocks for evaluating as per the combined performance measures. The
optimal M code blocks were picked up.

In the above three steps, the computation complexity at Step (3) was more
complicated than polynomial complexity and up to NP, i.e., it was impossible to
get the result within a finite duration.

8.3.3 Cross Correlation Optimization Based on Greedy
Algorithm

In the optimal selection process of SS codes, it is required to traverse C¥ com-
binations to pick up M code blocks of optimal cross correlation from N candidates.
It is a problem more complicated than polynomial complexity, though the com-
putation is finite. Only the problem of very small scale is solvable within a finite
duration.

Greedy algorithm is an algorithm effective for solution of NP problem. Its
fundamental concept is to divide the computation process into several steps and
make the objective function (performance measure) to the optimum at each step
when downsizing the question. After several rounds of partial optimum compu-
tations, it is possible to get a solution with relatively optimal performance [6]. The
optimization procedure of SS codes with greedy algorithm is as follows:

(1) Initialize the computation. Take N candidate code blocks as input condition
and take the minimization of the maximum sidelobe as the objective function.

(2) Delete unwanted code blocks. Delete 1 code block from N code blocks under
such a rule that the objective function of the rest N—1 code blocks can get the
extremum value. Thus, a size of N—1 candidate code blocks set is acquired.

(3) Repeat Step (2) until the number of the remainder code blocks is M. Output
the remainder code blocks as the final selection result.

8.3.4 Performance Evaluation

Using the above optimal selection methods of SS codes for Compass B1C signal,
100 SS codes of 10,230 bit length (known as CETC100 Scheme) was picked up
after going through construction of Weil codes, optimal selection as per individual
performance measures and optimal selection as per combined performance mea-
sures. A comparison between CETC100 Scheme and GPS L1C Scheme in terms of
the key performance measures was made, as shown in (Table 8.1).
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Table 8.1 CETCI100 codes versus GPS L1C codes

Metrics GPS LIC GPS L1C Ext CETC 100
Number of codes 126 (in dB) 420 (in dB) 100 (in dB)
Even ACF -31.07 -31.07 -31.57
0Odd ACF —28.02 —28.02 -31.57
Even CCF —27.21 —27.21 —27.44
0Odd CCF —26.21 —26.21 —27.40
MSL -31.83 -30.85 -32.07
Fig. 8.2 Max CCF versus 600
Iterations
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In the design of SS codes for Compass B1C signal, the optimization of cross
correlation was the most complex part, which however was resolved with greedy
algorithm as linear complexity. Specifically, set N = 754 and M = 100 as input
parameter and after repeating N—M = 654 times of iterative deletions, the sub-
optimal solution of the cross correlation was worked out. The process of optimal
selection took 38 s totally. The cross-correlation function performance changed
along with the iteration times, as shown in Fig. 8.2.

8.4 Pseudo Code Allocation Under the Principle
of Minimum Ranging Error

8.4.1 Allocation Method

When tracking the data or pilot channel of B1C signal separately, the cross-
correlation interference inside the channel would cause code tracking error. It is
possible to reduce the cross-correlation interference inside the channel by means of
rational allocation of SS codes. Since the pilot signal is introduced in mainly for
the purpose of improving the signal tracking performance, the evaluation criterion
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proposed here for optimization is to assure minimum mean code tracking error
when tracking pilot signal separately.

Assuming that it is required to complete SS code allocation for N data/pilot
channels (i.e., there are a total of 2 N SS code sequences), the data and pilot SS
code families are defined below respectively.

ad:[al az a2N]
ab = (a)"
where, a; (k=1, 2, ..., 2 N) represents the known SS code sequences. It must be

noted that a’ and aP are defined only temporarily for the follow-up analysis. To
know the pairing relationship between optimized data and pilot SS codes, it is
required to figure out the S-curve offsets of all the possible SS code pairs. The
error matrix is defined below:

Bonson = (bj)oyxon = biaS(ad,aP)

bias(al,al) bias(al,az) s bias(al,azN)
biaS((lz, al) bias(az, az) s bias(az, ClzN)
bias(agN, al) bias(azN, az) s bias(azN, (121\])

where (a;, a;) (i, j = 1, 2,..., 2 N) represents the possible SS code pair, i.e., a;
represents data channel SS code and a; represents pilot channel SS code; bias
(a;, a;) represents the absolute value of S-curve offset resulting from cross-correlation
interference inside the channel when tracking pilot signal separately. One SS code
sequence can only be allocated to data or pilot channel; therefore, the principal
diagonal element of B is virtually unachievable.

It is purposed to select the optimal pairing mode of data/pilot so as to assure
minimum code-tracking mean error, which can be converted into minimizing cost

function 5812 | K25 AR

2N 2N,
z= E E v;- bias( al,aj
t#/

where,
Rt I (a,.d,aj.’)
i {0, ﬁiiﬁﬁ(czf,a;)'
The condition restricting the selection of pairing relationship is as follows:

2N

S (itwi)=1,j=1,2, -, 2N.
i=1
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Fig. 8.3 Mean code tracking errors of GPS LI1C signal, a before optimization, b after
optimization

In other words, there is only one element in the ith row or the ith column that is
possible to be selected. In simple words, this optimization is virtually to select N
elements at B so as to assure the sum of their absolute values is the minimum,
though the positions of these N elements are stringently restricted.

Since the value of N is large, it is inadvisable to make the calculation with
enumeration method, for the computational complexity would be excessive. In
fact, the pairing optimization may be regarded as a classical problem in operations
research, i.e., assignment problem. Therefore, this pairing optimization problem
may be solved with Hungary algorithm [8, 9] For the solution process of this
problem, refer to the reference documents [8, 9].

8.4.2 Allocation Results and Analyses

The SS codes of GPS LI1C signal were reallocated with the above-mentioned
method to verify its validity. Before and after the optimization, the code-tracking
mean errors changed at various lead-lag intervals, as shown in Fig. 8.3.

It can be seen that the ranging code errors resulting from the cross-correlation
of GPS L1C SS codes reduced noticeably after optimization. It must be noted that
the code-tracking mean error is considerably susceptible to correlation intervals,
which is mainly caused by the different modulation modes of data and pilot. After
this allocation method was applied to the proposed SS codes of B1C signal, the
allocation scheme of SS sequences was acquired as shown in the table below.
Where, the PRN line shows the SVN of Compass, the Data line shows the SS code
number assigned to data channel and the Pilot line shows the SS code number
assigned to pilot channel after optimization.

Figure 8.4 shows the code-tracking mean errors when tracking the pilot or data
channels separately.
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Figure 8.5 shows the gains of mean code-tracking errors when tracking the pilot
or data channels separately relative to L1C. It is clear that the effect of cross-
correlation interference inside the signal channel to code tracking accuracy is
noticeably less than that to L1C.
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8.5 Conclusion

In a satellite navigation system, all the messages are modulated by means of SS
codes. The well-behaved SS codes may improve the system positioning perfor-
mance, antijamming capability as well as compatibility and interoperability with
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other systems [10]. This paper proposed a SS-code design approach for the B1C
signal of the future-oriented Compass. Detailed analyses were given to the con-
struction method, optimal selection method and allocation method of the
concerned code blocks in addition to a comparative analysis to the SS codes of
GPS LIC signal. The analysis results showed that the SS codes proposed here were
superior to those of GPS LI1C signal in terms of performance, which may be
considered as a candidate proposal for the B1C signal of the Compass.
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Chapter 9

The Performance of Interferometric
Ranging Systems with Hopping
Frequencies in Benign Environment
and Under Partial-Band Jamming

Yue Zhang, Wangdong Qi, Weiheng Dai, Jing Lv and Guangxia Li

Abstract Interferometric Ranging with Hopping Frequencies (IRHF) is a novel
ranging technique with application in anti-jamming navigation and localization
systems. This paper explores the performance of IRHF systems in benign environ-
ments and under partial-band jamming (PBJ) conditions. The outlier probability is
used to evaluate the ranging accuracy of IRHF systems. Employing an approxi-
mation tool called the Union Bound (UB), we derive a formula of the outlier
probability of the maximum likelihood estimator (MLE) with respect to a few
system parameters. Further analysis reveals that the worst-case partial-band jam-
ming for IRHF is full-band jamming. Computer simulations show that the theoretical
result is good enough to predict the performance of IRHF under different conditions.

Keywords Interferometric ranging with hopping frequencies (IRHF) - Partial-
band jamming (PBJ) - Maximum likelihood estimator (MLE) - Union bound (UB)

9.1 Introduction

It is well-known that the Global Navigation Satellite Systems are vulnerable to
jamming. In this paper, we put forward a novel ranging technique called Inter-
ferometric Ranging with Hopping Frequencies (IRHF) [1, 2] to provide a more
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jamming-resilient ranging scheme for navigation systems. Combining Frequency
Hopping Spread Spectrum (FHSS) and a recently appeared technique called Radio
Interferometric Ranging [3, 4], IRHF provides a new approach to creating anti-
jamming navigation and localization systems.

To understand the performance of IRHF, we explore the outlier probability of
the Maximum Likelihood Estimator (MLE) both in environments without inten-
tional interference and under Partial-Band Jamming (PBJ), a major jamming threat
faced by hopping-frequency systems [5].

It is straight forward to describe the ranging accuracy of a phase-based ranging
system for a given set of frequencies in terms of Mean Square Error (MSE) against
measurement errors of phases. IRHF, however, cannot be dealt with in this way
because the set of frequencies employed in a measurement are randomly chosen
from the total available frequencies. The probability of outlier is introduced in this
paper to describe the ranging accuracy of an IRHF system. According to the
method of Union Bound (UB) [6] based on the concept of ‘Average Ambiguity
Function (AAF)’ [7], we obtain a closed-form expression of outlier probability for
the MLE of IRHF in the whole signal-to-noise ratio (SNR) region, under both
benign environments and partial-band jamming. Based on the results above, the
worst-case jamming is proved to be full-band jamming.

The rest of this paper is organized as follows. The system model of IRHF is given
in Sect. 9.2. The ranging performances of IRHF without jamming and with partial-
band jamming are presented in Sects. 9.3 and 9.4 respectively. Section 9.5 gives the
simulation results. We discuss the results and make a few conclusions in Sect. 9.6.

9.2 System Model and Estimator of IRHF

9.2.1 System Model

IRHF requires four nodes A, B, C and D to compose a ranging unit. A and B
transmit sine waves at two close frequencies simultaneously, and two other nodes
C and D measure the phases of the received signals. We denote the signal received
by C or D is

Sxy(t) = ayy cos(2nfx(t — tx) + (pXY) —+ wxy (91)

where X is either A or B, and Y is either C or D. The amplitude, carrier frequency
and the transmitting time is denoted by ayy, fx and #x respectively. The rela-
tionship between the phase shifts ¢y, and the distance dxy from X to Y is
Oxy = dyy. wxy is independent identically distributed (i.i.d) Gaussian White
Noise and wy, ~N(0,Np/2). We denote the SNR as ax, /No.

In order to eliminate the effect caused by time synchronization error, a combi-
nation of the observed phases ¢ = (@ ¢ — @pc) — (@ap — @pp) is used to resolve
distance. The phase combination ¢ is a function of distances between the four nodes
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A, B, C and D. After we get a set of the combined phases from a series of mea-
surements with multiple carrier frequencies, we have the observation that [1, 8]

miz2n£d0+0+n,-(mod27r),i:1,...,M (9.2)
c

where c is the speed of signal propagation, f = {fi,...,fis} denotes the set of M
measurement frequencies, and ® = {¢,, ..., ¢, } is the corresponding estimated
phases with error n;. the distance dy = dap — dac + dpc — dpp is a linear com-
bination of the distances between the four nodes. 0 = 27’”’ (dap — dac — dpc + dpp)
is some constant related to dy. measurement frequencies f are chosen randomly
within bandwidth B. We assume that all frequencies are multiples of the system’s
minimum frequency interval f,;,, then f; = (ko + &;)finin, and N = B/fmin + 1 is the
number of maximum chosen frequencies with kqfni, be the smallest one. The
positive integer k; distributes uniformly in [0, N—1].

In order to describe the estimating error n;, we assume that the samples number
m, decided by hopping rate and sample bandwidth, is large enough to ensure that
the variance of n; equals to the Cramer-Rao Bound [9]. In the sense of statistic we
suppose that all the received signals are with same amplitude ayy = Ao and same
variance of noise Np/2. At this time we have n; ~N(0, 6?) and ¢ = 4N,/ (mA}).

9.2.2 Maximum Likelihood Estimator of IRHF

According to the conclusion that (9.2) is equivalent to the single-tone frequency
estimation model in mid and high SNR [1, 8], we have exp(jp;) = exp(j(2nldy
+0)) + z;, where z is i.i.d Complex AWGN with variance 2¢2. Then the joint
distribution function of output exp(j®) at f with the unknown parameter vector

A = [do,0]" is

psa) = (51) exp [—; (Z (@ =) + ) (b - >>] (93)
i=1

i=1

where  a; = Re(exp(jop;)), b =Im(exp(jop;)), p; =cos(2nldy+6), and
v; = sin(2nld, + 0).
As a result, the MLE of d; is obtained by maximizing the criterion function

V(d) =

i=1

> {explio) exp(—jhéd)}‘ (9:4)

biguous distance of IRHF.
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9.3 Ranging Performance in Benign Environment

The MLE of IRHF is a nonlinear process with a threshold effect [6]. When the
SNR decreases below the threshold point, the MSE of estimator increases sig-
nificantly due to the global errors also known as ‘outlier’ [10]. For IRHF the
ranging accuracy often locates in the region of threshold because of the hopped
frequencies. Similar to the concept of ‘bit error probability’ in the arena of digital
communication, the ‘outlier probability’ plays an important role to describe the
ranging performance of IRHF.

The regions of the parameter space where outliers may occur are identified by
ambiguity function, which is obtained by evaluating the criterion function over the
range of parameter searched when the data is noise free [10]. Furthermore, an
outlier denotes the event that the global maximum in criterion function is outside
the mainlobe area of ambiguity function [6].

The variation of measurement frequencies in IRHF, along with which ambi-
guity functions fluctuate, brings difficulty in analysis. The similar problem occurs
in Random Signal Radars, where ‘Average Ambiguity Function (AAF)’ plays an
important role in describing radar performance [7]. It follows that we define the
AAF of IRHF as the expectation of (9.4) replacing ¢; by (9.2) with noise free that

G(d)=E N sin(n(d — do)=»)

> exp (jznfg(d - d0)> ‘ _ |Msin(n(d — do)") (9.5)

We denote P, as outlier probability. To simplify the evaluation of P,, the AAF
can be discretized at the sidelobe peaks and the criterion function can be evaluated
only at d,, n=0,1,...,N,, where d,s are positions and N, is the number of
sidelobe peaks of the AF. Under this discretization, the P, can be approximated in
the probability of the union of events that one of the sidelobe peaks of AAF is
higher than the mainlobe [6]. With the help of union bound, we have

P~ p, (96)

where p, = Pr[V(dy) <V(d,)], always called ‘pairwise error probability’. d,s are
positions and N, is numbers of the sidelobe peaks. It follows from (9.5) that

and

d, =dy+ (—1)”

N (IN/2] +03) 9.8)
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We now turn to the derivation of the pairwise error probability p,. Let
M .
Yo = Zi:l exp(jn;) (9.9)
M o~ fi .
wn =3 exp (2 do — d,) + i) (9.10)

Then V(dy) = yoand V(d,) = y,. Consequently we have p, = Pr(|yo| — |y.| <0)
= Pr(|)’()|2_|)’n|2 <O>~

Computing p, depends on the distribution of y, and y,,, of which the calculation
is quite involved. it is observed that y,, as well as y,, is the summation of M i.i.d
random variables. In view of central-limit theorem, it is quite enough to guarantee
both yg and y, submit approximately to Gaussian distribution if M > 30, and the
number M in IRHF always meets the requirement.

As a result, considering y, and y, are correlated, we will get p, resorting to
appendix B in [11], only with effort to calculate the means and second order
moments of yy and y,,.

Based on the definition of character function, we have X = E[exp(jx)] = ¢~ /2
if x is submitted to normal distribution. Then some routine computation gives that
the means of yy and y, are

Elyo] = MX

Ely] — MroX (9.11)

While the second order moments are

var[yo] = 0.5M(1 — X?)
var[y,] = 0.5M(1 — |r,|*X?) (9.12)
cov[yo, ya] = 0.5M(r,)*(1 — X?)
where r, = Elexp(j2nt(dy — d,))] is interpreted as the relative sidelobe level of

the nth sidelobe of AAF. Substitute formulas from (9.11) and (9.12) into formula
B-21 of [11], we have

V
1+v

1
pn = 01(a,b) — Iy(ab) exp[—i(a2 + b%)) (9.13)
Here, Q1(:,-) is Marcum’s Q function, Iy(-) is modified Bessel function of the

first kind and order 0. LetAd, =1 — |r, 2 5= 4(X~* —X7?), then v = \/—m;i

a= /52X — A, — AL+ A,S), b= /22X 2 — A, + /A2 +A,S).
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9.4 Capability Against Partial-Band Jamming

Anti-jamming capability of FHSS communication system is always related to bit
error probability [12, 13], which reflects the reliability of communication system.
Similar to bit error probability, the increased outlier probability caused by inter-
ference is suitable to indicate the reliability of ranging system. So next we describe
the anti-jamming capability of IRHF resorting to outlier probability of ranging
under partial-band jamming. The worst-case jamming as well as the minimum
Signal-to-jamming power ratio (SJR) required for certain probability with different
fraction of jamming are analyzed.

9.4.1 Jamming Model

The PBJ considered here is modeled as a zero-mean Gaussian random process with
a flat power spectral density N;/2f over a fraction f§ of total bandwidth B and zero
elsewhere. Let SJR be A(z) /Ny, and the phase estimating error be n}. Then we find
that

(9.14)

L

p N(0, ¢?), if f; is not jammed
i N(0,6% +¢3), if f; is jammed

where 67 = 4N, /(pmA}) and ¢* is denoted in Sect. 9.2. The measurement
frequencies will be jammed with probability f and not jammed with probability
1 — p. So the distribution of 7} is a mixture of two normal distributions. According
to the feature of Mixture Distribution [14, 15], we have the moments of n; that

E[nj] =0 (9.15)
var[n)] = ¢” = B(a* + a7) + (1 — B)o* = a* + Bo; (9.16)
It is reasonable to assume that the system don’t realize whether the measure-

ment frequencies are jammed or not, and substitute all of ¢; back to (9.4) to
estimate distance.

9.4.2 Outlier Probability Under Partial-Band Jamming

We denote P, as outlier probability under partial-band jamming. With the help of
union bound as before, we have
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/o Noo
Po ~ Zn:l Py (917)
where p!, = Pr[V(dy) <V(d,)], d,s are positions and N,, is numbers of the sidelobe

peaks as before. The difference between the benign and the jamming environment
is that the n; of (9.2) turns into n. Let

M .
Vo= Zi:l exp(jn}) (9.18)
M o f .
y, = Zii] exp (]217%((10 —d,) +]n§) (9.19)
Then the key step is to calculate the probability p) = Pr(|yy|<|y,|). By
denoting X' = E[exp(jn})], a simple manipulation based on the moments of Mix-
ture Distribution [14, 15] gives that
X = Be (N2 4 (1 = B/ (9.20)
Clearly the expression of p/, is with the same form as p, that

v

Py = 01(d ) = = lo(a'b) exp[—5(a” +b°)] ©21)
2 — — I+ /A~
where Ay =1—1rl", S =4(X""*-X"2), and V= \/:;—,;:”+i,

a=\/2(2X2 = Ay — AL+ ALS), b= /(X2 — A, + A2+ A,S).

9.4.3 The Worst-Case Partial-Band Jamming

The jammer’s optimum strategy is to select the value of f that maximizes the
outlier probability. Differentiating (9.21) and solving for the extremum with the
restriction 0 < f <1 is a straightforward way, while the calculation is quite
involved.

It is noticed that the outlier probability of IRHF in either benign environments
or jamming circumstances is with the same form, and the role of X’ in (9.21) is
equivalent as X in (9.13). Due to the fact that X is inversely proportional to ¢> and
(9.13) is increasing directly with ¢® as a matter of common sense (9.13) is a
monotone decreasing function of X. Similarly (9.21) is also a monotone decreasing
function of X’. As a result, the minimum value of X’ leads to the worst-case partial-
band jamming. Differentiating X’ with respect of f gives rise to
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The fact 1 + 5% is constantly smaller than N1/ (2m43B) shows that the value of
(9.22) is negative, so X' is inversely proportional to f. It follows that IRHF suffers
from worst-case jamming when f§ = 1, implying full-band jamming. The jammer
has to allocate the power through as large portion of the whole bandwidth as
possible to obtain optimum jamming.

9.5 Simulation Results

To check the accuracy of theoretical approximations in sections above, Mont Carlo
simulations of MLE for IRHF under PBJ is performed in Fig. 9.1. The specifi-
cation of the simulations is as follow. The bandwidth B of transceiver is 15 MHz,
and the minimum frequency interval f;,,;, is 1 kHz. The SJR ranges from —10 to 6
dB, the number of Mont Carlo trials is 10* for each SJR, and in each trial 31
frequencies of measurement are randomly chosen from the available frequencies.
We examine three different scenarios where f§ is 0.4, 0.7 and 1. During all the
simulations the SNR is 20 dB.

It can be seen that the approximation of outlier probability in (9.17) is accurate
in modeling the performance of IRHF under PBJ. Particularly, the expression
(9.13) has also been verified since (9.17) equals to (9.13) when f is 1. It’s notable
that the larger f is, the more outlier IRHF suffers, which is coincident with the
analysis in Sect. 9.4.2.
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Fig. 9.2 Capability against
partial-band jamming of
IRHF
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On the other hand, the ranging system is able to fight against jamming by
adjusting signal emitting power. With the same specification as in Figs. 9.1 and 9.2
illustrates the minimum SJR for IRHF to reach certain outlier probability of 1074,
1073, 1072 and 10~" with different values of . The evaluation is based on (9.17)
and (9.21). It is apparent from Fig. 9.2 that in order to maintain the same precision,
larger SIR is demanded if f§ is increasing. In addition, larger SJR leads to higher
precision with £ fixed.

9.6 Conclusion

This paper investigates the performance of IRHF, a novel ranging technique in
constructing anti-jamming navigation systems, in Benign Environment and under
Partial-Band Jamming. We have derived the approximated formulas of outlier
probability with respect to some system parameters such as SNR, SJR, bandwidth,
and the number of measurement frequencies. Then with the evaluation method of
anti-jamming capability for ranging system proposed here, we have got a crucial
result that the worst-case PBJ for IRHF is full-band jamming.

Theoretical expressions, be in very good agreement with the simulation results,
provide basic of system analysis and parameters design for constructing anti-
jamming navigation systems in practice.
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Chapter 10

Optimized Asymmetric Dual-Frequency
Constant Envelope Multiplexing
Technique

Jiayi Zhang, Zheng Yao and Mingquan Lu

Abstract In next generation GNSS signal design, the increasingly various
services draw a strong demand to the technique of multiplexing, among which the
dual-frequency constant envelope multiplexing is one of the hottest issues and has
been attracted great attention from researchers and system builders. ACE-BOC is a
recently proposed technique, which allows the multiplexing of four or less arbi-
trary signals into a composite signal with constant envelope. In this paper, an
optimization based low-complexity simplification is made for ACE-BOC. To meet
the design requirements and constraints of BeiDou satellite navigation system
(BDS), a typical implementation for B2 band is provided by using the optimized
ACE-BOC. Analyses show that the optimized ACE-BOC achieves superior
tracking performance to other representative dual-frequency CEM such as AItBOC
and TD-AItBOC, and has equal or lower complexity in the implementation of
signal generating. The optimized ACE-BOC provides a competitive alternate for
BDS B2 signal with good performance on both transmitter and receiver.

Keywords Constant envelope multiplex - Optimization - Low complexity -
Dual-frequency - Navigation signal design

10.1 Introduction

In signal design of the next generation GNSS, in order to provide users with
diversified services with different receiving strategies and accuracy requirements,
the technique of multiplexing multiple binary spreading signals on two adjacent
frequencies into a constant envelope integral signal has been attached increasing
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attention. The dual-frequency constant envelope multiplexing (CEM) provides a
viable design frame for the BeiDou satellite navigation system B2 band, where
BDS plans to broadcast two QPSK signals located at B2a (1176.45 MHz) and B2b
(1207.14 MHz) respectively, with different services carried on each of the two
frequencies [1]. Distinct advantages can be obtained when utilizing the dual-
frequency CEM in B2 band. In term of the transmitters, the constant envelope of
composite signal ensures the share of amplifier chain on generator of B2a and B2b.
In term of the receivers, the dual-frequency CEM signal can be treated jointly as a
wideband signal, bringing potential for significant performance boost in the future.

In terms of the dual-frequency CEM, alternate binary offset carrier (AItBOC) is a
representative technique, allowing the multiplexing of four signals into an integral 8-
PSK signal [2], which has been adopted by the Galileo ES and already in operation.
TD-AItBOC [3] is a variant of AlItBOC, in which data and pilot components are
modulated with different binary offset carrier and combined in time-division (TD)
multiplexing, thus reducing the complexity of signal generator by TD switching
circuits. However, both AItBOC and TD-AItBOC require the input to be four signals
with equal power, while in the modern GNSS signal design, higher power in pilot
components are preferred for the promotion in tracking performance [4]. To counter
these limitations, asymmetric constant envelope binary offset carrier (ACE-BOC)
multiplexing [5, 6, 8] is proposed recently, which is prominent in the flexibility,
allowing the combination of four or less signals with different modulation and
arbitrary power allocation. However, the required driving clock rate of original
ACE-BOC is relatively high for the digital circuit implementation. Due to the
particularly strict demand in stability and reliability for hardware equipped on the
payload of satellite, system builders tend to adopt the multiplexing techniques with
lower complexity on the premise of operating performance.

In this paper, simplification method is proposed for ACE-BOC. The optimi-
zation based mathematical model of the signal as well as the generating approach
is provided. Then, according to practical request of BDS B2 signal design, a
specific implementation is presented by the optimized ACE-BOC. Performance are
analyzed including the multiplexing efficiency, complexity and the inherent code
tracking performance and compared with other dual-frequency CEM techniques.
Results show that, the optimized ACE-BOC is applicable with a low driving clock
rate in the multiplexer, while maintain the adjustability of the power distribution of
services. The work in this paper provides an engineering facilitated improvement
for the original ACE-BOC, which can be referred as a distinctive and competitive
multiplexing solution for BDS B2 signal.

10.2 Decomposed form of ACE-BOC Multiplexing

ACE-BOC multiplexing is utilized to combine four or less composing signals into
an integral signal with constant envelope. Considering multiplexing four binary
baseband spreading signals, denoted by sy, 514, Sy and s, into a dual-frequency
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split-spectrum signal, in which s;; and sy are modulated on the upper sideband
with in-phase and quadrature-phase respectively, while s;, and s, are modulated
on the lower sideband with in-phase and quadrature-phase respectively. Signals
can be allocated with arbitrary power, denoted by Py, Pr, Pyo and Prg
respectively. In addition to the four signals, inter-modulation (IM) components are
modulated in the ACE-BOC composite signal, which are derived as sy; =
SUQSLISLQ EUQ = SuISLISLQ> ELI = SurSuQSLQ and ELQ = SurSuQSLi-

In order to ensure the four signal sy, Si;, Syp and s;, are modulated to its
corresponding frequency and phase, every baseband signal as well as the IM
should be modulated with a complex subcarrier. The decomposed expression of
ACE-BOC signal [6] can be written as

sace-goc(t) =sur(t)[scs—ur(t) + jscs— ur(t — Tse /4)] + Jsuo(t)[ses— vo(t) + jscs - vo(t — Tse /4))
+su(t)[ses—1(t) — jses—ui(t — Tie/4)] + szo(t)[ses—1o(t) — jses—1o(t — Toc/4)]
+ Sur(t)[scp— v (1) +jscp—ur(t — Toe/4)] + Svo(t)[scp - vo(t) + iscp—vo(t — Tse/4)]
+501(t)[scp—11(t) — jscp— it — Toe/4)] + i510(1)[scp - 10(t) — jscp—ro(t — Tsc/4)]
(10.1)

where scs_yr, scs—rr, scs—yg and scs_pp are real subcarriers for useful signal
components. scp_yr, Scp—rr, scp—yg and scp_yp are real subcarriers for IM terms.

10.3 Optimized Asymmetric Dual-Frequency CEM

10.3.1 General Optimization of Dual-Frequency
Multiplexing

Not all subcarriers set can ensure the multiplexed signal to have a constant
envelope. Except for the constraint of constant envelope, there also involves that
the received power and relative phase of different components should be consistent
with the design, and minimum the power loss induced by multiplexing. In this
aspect, it is reasonable to simplify the original ACE-BOC by optimizing of the
subcarrier set under the mentioned constraints.

For illustrative convenience, the derivation below is based on a typical and
application promising power allocation of the dual-frequency multiplexing, as
shown in Fig. 10.1a, that the pilot power is r times of the data power, and the
upper and lower sideband are asymmetrical, denoted service Type I. The opti-
mized ACE-BOC can be easily generalized and applied in other situations, as
shown in Fig. 10.1b, c.

Under the power constrains of Type I, the number of different subcarriers in the
signal generation of (10.1) is reduced from 8 to 4, with two subcarriers scgy, scsg
are modulated to signal components and scp;, scpp for IMs.
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Fig. 10.1 Spectral sketches of three typical service types for BDS B2 signal. a Type 1. b Type II.
¢ Type Il

The precondition of the simplification of ACE-BOC is that the subcarriers in a
cycle should have less number of time slots than original ACE-BOC, and every
slot is equal in length. In theory, the number of segments in a subcarrier cycle
should be any multiples of 4, it is reasonable to assume it 8 for instance. Then 8
variables are used to describe a subcarrier, each lasting for Ty./8. Following
analysis will prove that the 8 variables can be further simplified in some special
cases of constraints.

10.3.2 Constructing the Optimization

In this work, the design of the optimized ACE-BOC is equivalent to an optimi-
zation problem. This subsections will develop the constraints and objective
function to a solvable numerical optimization problem, which can be used in
implementation design for the optimized ACE-BOC.

Firstly, the constraints of phase relationship of the input components can be
derived from the Fourier series of subcarrier. In order to satisfy the phase
orthogonality between received signals on channel I and Q, the subcarrier in a
cycle should be symmetric to Ty./2. And in order to modulate most power to the
main lobe of the spectrum and minimum the useless high-ordered harmonics, the
subcarrier should satisfy sc(r) = —sc(t — Ty /4) in every half cycle. So far, the
number of subcarrier values is reduced to 2 for each components.

Secondly, the constraint that the multiplexed signal should have constant
envelope is developed by using the tool of inter-modulation construction (IMC)
[7], which describes the relation between the modulation phase and the subcarrier
value for CEM of N signals as below.

exp(iO(1)) = SC(1) (10.2)

In (10.2),Sis a 2" order Hadamard matrix, enumerating all the 2" combination
for N signals, C(¢) is complex subcarriers vector for the corresponding signal term,
and ©O(r) provides the modulation phase. By expanding the matrix expression in
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the two dimensions of input state and time, one can get 16 x 8 quadratic equality
constraints with variables of subcarrier values. Constant envelope is achievably
ensured by these equations after duplicates removal and simplification.

The third constraint is that the received power of components should be as
designed, for instance, the power ratio of pilot to data should be r for Type I. It can
be easily implemented by constraining the average power of the corresponding
subcarrier.

Finally, the objection of CEM design is to maximum the proportion of useful
power in the total transmitting power, characterized by multiplexing efficiency.

4 2

Z E{TfTsCEM dt}
n=1 yo

n= (10.3)
where A is the amplitude of multiplexed signal, the numerator is the sum of the
average output of correlator for the four composing signals. In this work, dis-
cussion of the optimization is under the generally adopted non-matched receiving
[8], that separately processes the 4 components as BPSK signals. With replica of
local subcarrier 5(¢) = exp(=j2nfit), one can derive the object by using (10.3).

So far, the optimization problem is totally expanded, where xﬁ,’,) stands for the
value of the mth time slot of the subcarrier sc ..

max  (x")? + (592 + v2(2 - V2) (i 4 P59
s.t. ngI) = xgpl)
50 o)

x5+ () = 1/16

(1s1) _xsm)z —1/4

50 PO gy

V) G ") = 174

() + (@)% = () - (59 =0
)

(10.4)

(5Q)

>0,x >0,x7>0,x (Q)

>0, (P') >0, xg”@ >0

The quadratic optimization problem can be solved by either analytical deri-
vation or numerical method, such as sequential quadratic programming (SQP).
Given the input power allocation of four or less signals, implementation for the
optimized ACE-BOC can be obtained by solving the optimization problem,
showing the flexibility inheriting from of the original ACE-BOC.
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10.4 Typical Case of Implementation

By using the optimized ACE-BOC technique, specific implementation schemes
under typical power allocation can be provided. Also, promising application are
analyzed based on the characteristic of the service type.

A representative service type for dual-frequency CEM is the previous men-
tioned Type I, as shown in Fig. 10.1a, where two QPSK are set symmetrical to the
central frequency, while the pilot power is > times of the data power. As accepted,
increasing the power of pilot components helps improving the tracking accuracy
and robustness, thus enhancing the performance in extreme environments, such as
low SNR and complex multipath. Type I reflects the current trend of new and
modern GNSS signal design and is of good application prospects among the dual-
frequency multiplexing schemes. The implementation presented below provides a
multiplexing solution for BDS B2 civil signal.

By using the optimized ACE-BOC, we can derive the complete design for the
Type 1 and BDS B2, with Pgyy_;: Ppoa—1: PB2b7Q : PBZan =1:1:3:3,
including subcarrier value in Table 10.1, LUT for phase state in Table 10.2 and
the corresponding phase in (10.5). The subcarrier waveform is shown in Fig. 10.2
and the Fresnel Plot of modulation phase is shown in Fig. 10.3.

o) = [01, 0, 5~ 0 g—elr where 0; = 0.2371 (rad), 0> — 0.3208 (rad)
0 (k), k=1....5

T—0(k—5), k=6,...10

T4 0k —10), k=11,...15

2 — 0k —15), k=16,...,20

0 (k) =

(10.5)

From both Fig. 10.2 and Table 10.2 we can see that the implementation derived
from the optimized ACE-BOC requires a driving clock rate of 8f;. in generator
while the implementation of Type I give by the original ACE-BOC in [6, 8]
requires a driving clock rate of at least 12f;.. In this aspect, the optimized ACE-
BOC decreased the clock rate by 33.3 %, which facilitates the implementation of
signal generator in stability and reliability.

The implementation of the optimized ACE-BOC can also be generated under
arbitrary power allocation of the input components, which needs slight adjustment
to the optimization proposed in this paper. The typical service Type II and Type
III, as shown in Fig. 10.1b and c, are also implemented by using the optimized
ACE-BOC, which cannot be listed here due to the space limitation. Evaluation of
the optimized ACE-BOC under the three types in Fig. 10.1 are provided in the
following section.
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Table 10.1 Look up table for phase state for Type I with Py : Ppoa—1 : Ppab—0 : Proa—0 =

1:1:3:3

sur 1 1 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1
SL 1 1 1 1 -1 -1 -1 -1 1 1 1 1 -1 -1 -1 -1
suo 1 1 -1 -1 1 I -1 -1 1 I -1 -1 1 1 -1 -1
SLo I -1 I -1 I -1 I -1 I -1 1 -1 I -1 I -1
ir,  Index k of phase state ©(r)

0 4 20 20 16 5 8 2 15 5 12 18 15 6 10 10 14
1 3 10 20 17 5 9 1 5 15 11 19 15 7 10 20 13
2 13 10 20 7 5 9 1 5 15 11 19 15 17 10 20 3
3 14 10 10 6 15 8 2 5 15 12 18 5 16 20 20 4
4 14 10 10 6 15 18 12 5 15 2 8 5 16 20 20 4
5 1320 10 7 15 19 11 15 5 19 5 17 20 10 3
6 3 20 10 17 15 19 11 15 5 19 5 7 20 10 13
7 4 20 20 16 5 18 12 15 5 2 8 15 6 10 10 14

The mapping from states & to the transmitting phase ® (k) is given in (10.5). The time index iz, is
given by ir, = integer part[8f;.(r mod Ty.)], with ir, € {0,1,2,3,4,5,6,7}

Table 10.2 The optimized ACE-BOC subcarrier values for Type I in the first half cycle, while
the other half can be obtained by even-symmetry

Time slot 1 2 3 4

481; sinf; + 1 sin 0, —sin 6, —sinf; — 1
450; cosf + 1 cos 0, —cos 0, —cost; — 1
4PI; sinf; — 1 sin 0, —sin 6, —sinf; + 1
4PQ; cos ) — 1 cos 0, —cos 0, —cos0; +1

0, = 0.2371 (rad) ~ 13.5845 (deg), 6, = 0.3208 (rad) ~ 18.3805 (deg)
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10.5 Performance Analyses
10.5.1 Multiplexing Efficiency

Dual-frequency CEM enables various receiving methods for different users. In
terms of consumer electronics products, such as handheld receivers, they prefer to
receive one of the two sideband of the wideband signal and use QPSK-like pro-
cessing. In terms of high accuracy receivers, the wide front-end bandwidth allows
dual-band signals received simultaneously, bringing better performance in tracking
accuracy and anti-multipath along with wideband signal.

In the non-matched receiving, local replica 5(¢) = exp(%27nf,t) is selected.
The non-matched multiplexing efficiency shows the receiving performance of
most of the wideband B2 receivers. While in the matched receiving, local replica is
the same multi-level subcarriers as used in signal generation. The multiplexing
efficiency obtained in this way shows the upper bound of the potential performance
of the signal. As the technique of receiving and processing improves, it will be
achieved in the future by taking advantage of the higher harmonics in multi-level
subcarrier.

Table 10.3 shows the multiplexing efficiency of the optimized ACE-BOC under
matched receiving and non-matched receiving. From Table 10.3, we can see that
the multiplexing efficiency of Type I and Type I is slightly lower than the
AItBOC and the original ACE-BOC, while further discussion on the tracking
performance will show that it is still competitive among the existing multiplexing
techniques. The Type II is higher than the two existing CEM techniques in both
matched receiving and unmatched receiving.
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Table 10.3 Multiplexing efficiency of the optimized ACE-BOC in Type I, Type II and Type III,
along with AItBOC and the original ACE-BOC Type I for comparison, where > =3

AlItBOC Original ACE-BOC Optimized ACE-BOC

Type 1 Type II Type III

Matched receiving 0.8536 0.8720 0.8017 0.8796 0.8146
Non-matched receiving 0.8106 0.8106 0.7557 0.8353 0.5515

10.5.2 Tracking Performance

Tracking accuracy is an essential performance indicator for satnav system.
Leaving enough potential for tracking accuracy is one of the guideline of new and
modern GNSS signal design. The tracking performance can be evaluated by the
Cramer-Rao Lower Bound (CRLB) of code-tracking error [9].

Cerp = BL(IQ 70.;5;BL2T) (10.6)
(2m)"apn 5% Boms

where By is the one-sided equivalent rectangular bandwidth of code-tracking loop,

T is the integration time, f3,,, is the root mean square (RMS) bandwidth, g, is the

proportion of the pilot power and # is the multiplexing efficiency. It should be

noted that (10.6) is based on the tracking of pilot components.

Figure 10.4 shows the LB of code-tracking error in matched receiving and non-
matched receiving with C¢/Nj from 25 to 45 (dB-Hz). The power allocation is as
Type I for the optimized and the original ACE-BOC with ﬁ2 = 3. It should be
noted that in the simulation results, pure pilot components are used in the simu-
lation of tracking.

From Fig. 10.4 one can see that the tracking error of the optimized ACE-BOC
is slightly worse than original ACE-BOC, but have notable advantage over Alt-
BOC and TD-AItBOC in both matched and non-matched receiving. Observation of
Fig. 10.4 shows that the tracking error variance of the optimized ACE-BOC and
the original ACE-BOC maintain a constant ratio of 1.07, while the ratio of the
optimized ACE-BOC to the AltBOC and TD-AItBOC is 0.72 in the non-matched
receiving. That means, utilizing the optimized ACE-BOC, BDS B2 will obtain
effectively reduction in the tracking error. With the same transmitting power,
compared with AlItBOC, the optimized ACE-BOC will bring BDS B2 users a
1.46 dB improvement in tracking threshold.
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10.5.3 Complexity of Implementation

Considering the BDS B2 civil use, the dual-frequency CEM signal has a code rate
of f. = 10.23 MHz and subcarrier rate of f;. = 15.345 MHz. The optimized ACE-
BOC has 8 segments of equal length in a subcarrier cycle, requiring a clock rate of
8f;c = 120 x 1.023 MHz, which is same as AItBOC. However, the original ACE-
BOC requires a clock rate of 12f;,, = 180 x 1.023 MHz or more. As a result,
optimized ACE-BOC requires only 66.7 % or lower driving clock rate than the
original ACE-BOC, and has the same implementation complexity with AltBOC.

In terms of the interoperability, the optimized ACE-BOC can be received like
QPSK, without hardware change of existing receivers for GPS L5 and Galileo ES.
While TD-AItBOC needs a switching unit in receiver, leading to additional
complexity for multi-system user device.

10.6 Conclusion

Based on the constraints and requirements of BeiDou navigation satellite system
on B2 band, this paper proposes an optimization based general dual-frequency
constant envelope multiplexing technique for arbitrary no more than four signals,
which can be seen as a low-complexity method of ACE-BOC. Design philosophy,
optimizing process and generation approach are presented. Aiming at the BDS B2
civil use, based on the proposed technique, a distinctive multiplexing service type
is proposed with both the implementation schemes and performance analyses.
From the analysis results one can see that while maintaining the advantage of high
flexibility in power allocation design, the optimized ACE-BOC counters the dis-
advantage of high clock rate in the generation of the original ACE-BOC and
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achieves significant performance advantage than AItBOC and TD-AItBOC in pilot
receiving. This paper provides a practical and competitive solution for BDS B2
signal.
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Chapter 11
Performance Evaluation of Interoperable
Signals on B2 Band

Su Chengeng, Tang Zuping and Meng Yinan

Abstract Interoperability has become an important trend among future global
satellite navigation systems. As the interoperable signal options proposed on B2
band, this paper evaluated AltBOC, TD-AItBOC and ACED in aspects of ranging
accuracy, sensibility, Time to First Fix (TTFF), anti-interference performance,
anti-multipath performance, multiplexing efficiency, cross correlation property and
complexity. It can be a reference for COMPASS signal design.

Keywords Interoperability -+ GNSS - Signal structure - Performance evaluation

11.1 Introduction

Interoperability means without significant increment of using cost, better service
can be enjoyed for users who use signals from multiple satellite navigation systems
than for those who use signals from single system. Nowadays, interoperability has
become a key factor in frequency selection, signal design, negotiation and coor-
dination issues for each satellite navigation system.

According to current situation of signal design, the interoperability work on L1/
El and L5/ES a bands has been realized for GPS and Galileo which share the same
center frequency and spectrum structure, their difference exists in modulation
method, PRN code and message structure; the interoperability of GPS and QZSS
has reached the maximum degree on L1, L2 and L5 bands: the center frequency,
spectrum structure, modulation method, PRN code, message structure and satellite
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numbers are basically the same while several message parameters are different;
GLONASS is developing the work of future modernized signal design on L1 and L5
bands actively for the purpose of interoperability considering the center frequency
of its civil signal is different from other systems. It’s seen that the emphasis of
interoperable signal design will be focused on L1/B1 and L5/E5/B2 bands for each
system. The level of interoperability among those systems is also different, con-
sidering the cost of interoperable receiver is most sensitive to carrier frequency and
front-end bandwidth, same carrier frequency and front-end bandwidth is taken as
the basis of interoperability. Interoperability has been fully considered for COM-
PASS system on B1/L1 and B2/L5 bands by sharing the same frequency point and
similar spectrum structure and front-end bandwidth with the interoperable signal of
GPS and Galileo, different levels of interoperability can be met by designing
modulation method, PRN code and navigation message flexibly.

AltBOC modulation method proposed by CNES is used by Galileo system on
ES5 band which ingeniously realizes the constant envelope multiplexing of four
signals [1]. AItBOC is also a derivation of BOC modulation in which different
PRN code can be modulated for its upper and lower lobes respectively, this
method makes two signals able to be transmitted with single power amplifier; for
the receiver, AltBOC signal can be either received independently to achieve the
performance of BPSK signal or received jointly as large bandwidth signal with
both side lobes to achieve its maximum tracking accuracy and anti-multipath
performance.

Self-innovative modulation methods TD-AItBOC [2] and ACED [3] are also
proposed by the native scholars. In a chip-by-chip time division way, at any time
TD-AItBOC has to transmit only two signal components and thus constant
envelope multiplexing can be realized without adding product components. ACED
makes the power ratio of pilot and data components adjustable, it’s a breakthrough
in signal power ratio assignment which is unadjustable for AItBOC.

Using modulation method similar to AItBOC on B2 band is beneficial for the
interoperability with GPS and Galileo systems and the flexibility of receiver
configuration, it takes the development of future ultra wide band high accuracy
receiver into consideration and meets the demand of high positioning accuracy
scenarios such as urban vehicle accurate navigation, geodesy in complicated
environment, civil aviation, etc. In this paper the performance of the three inter-
operable signal options on B2 band are preliminarily analyzed, more discussion on
this subject is expected to be seen.

11.2 Interoperable Signal Schemes on B2 Band

The core task of the interoperable signal design on B2 band is the design of
constant envelope multiplexing method in which way B2a and B2b signals can be

broadcasted in the same center frequency, existing multiplexing methods include
AItBOC, TD-AItBOC and ACED.
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11.2.1 AltBOC

Baseband signal of AItBOC(15, 10) modulation method of which the subcarrier
frequency is 15.345 MHz can be mathematically expressed as following expres-
sion [4]. B2a and B2b signals can be received independently according to the fact
that they can be regarded as two separate QPSK(10) signals centering their carrier
frequency at 1176.45 and 1207.14 MHz respectively.

1
spa(t) = NG (SB2a_data + JSB2a_pitor) [SCB2-5(t) — jscrr-s(t — Tsc.2/4) |+

1 . .
—— (SB2b_data + JSB26_pitor) [sCB2-5(1) + jscpa—s(t — Tsc.p2 /4) ]+
2V2
1 - e .
—— (SB2a_data + JSB2a_pitor) [sCB2-p(t) — jscra—p(t — Tscp2/4) |+
2V2
| . < .
—— (Sb2v_data + JSB26_pitor) [sCB2-p(t) + jscra—p(t — Tsc.p2/4)]
2V2
where the dashed signal components Sgxq daras SB2a_pitors SB2b_data a0 Sg2p_pitor
are the product signals according to the following equations
SBZa_data = SBZa_pilotSBZb_dataSBZb_pilot
SB2b_data = SBZb_pilotSBZa_dataSBZa_pilot
SBZa_pilot = SBZa_dataSBZb_dataSBZh_pilot

SBZb_pilot - SB2b_dataSBZa_dataSBZu_pilot

The parameters scpy—s and scpy—p are the signal and product components of the
four level subcarrier:

0 7
SCBQ,S(I) = Z ZAS(i)stc,gz/S (t — iTSC732/8 — lTSC’BQ)
I=—00 i=0
00 7
SCBz_P(t) = Z ZAP(i)pTSC.Bz/S (I - iTSC‘32/8 — ZTSC’BQ)
I=—00 i=0
where p,. /s (¢) is given by
. 1 0§t<Tsc,32 8
Pric /8 (1) = {0 others /

where the coefficients AS; and AP; are according to Table 11.1.
The subcarrier waveform for a duration of one cycle is shown in Fig. 11.1.
The baseband complex signal Sg,(7) of AItBOC can be described as an 8-PSK
signal equivalently. The corresponding constellation diagram is shown in Fig. 11.2.

SBz(t):exp<jgk(t)) with k(f) € {1,2,3,4,5,6,7,8).
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Table 11.1 AItBOC subcarrier coefficients
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Fig. 11.2 Diagram of the Q
8-PSK phase state of AItBOC
signal
£ Spy ()

11.2.2 TD-AltBOC

The data components and pilot components of upper and lower band are trans-
mitted with time divided mode for TD-AItBOC(15, 10) modulation, its timing
relationship is shown in Fig. 11.3.
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Fig. 11.3 Transmission
timing relationship of TD-

AItBOC signal components Upper

band

B2b_data

B2b_pilot B2a_pilot

The baseband signal of TD-AItBOC(15, 10) can be mathematically expressed as

s(t) =[Sp2a_dara(t) + Sp2a_pitor ()] [SCha.cos (t) — jSChasin ()]
+ [SBZb_data(t) + SBZb_pilot(t)] I:SCBZ,COS(I) +jSCBZ,sin(t):|

where SCp; cos(f) and SCp; 4in(?) are sine subcarrier and cosine subcarrier respec-
tively and they are defined as following equations, frequency of these subcarriers
fsc_p2 are both 15.345 MHz

SCBZ,cos(t) = Sign(COS(ZHfsc_th))
SCp in(t) = sign(sin(2nfsc_pot))

It’s worth noting that B2a and B2b signals can be regarded as two separate
BPSK(10) signals with the carrier frequency at 1176.45 and 1207.14 MHz
respectively when they are solely received, for each BPSK(10) signal the corre-
sponding data components and pilot components are time division multiplexed.

The baseband complex signal sg,(7) of TD-AItBOC(15, 10) can be described as
a QPSK signal equivalently, its phase state is shown in Table 11.2.

InTable 11.2 Tis the subcarrier cycle which equals to 1/fsc >, when current time
slot corresponds to odd numbered chip, we have S, = Sg2y_yura a0d Sy, = Sp2b_daras
otherwise wehave S, = Sg2, pitor a0d S, = Spop piter- The waveform described in solid
line corresponds to in-phase component and waveform in dashed line corresponds to
quadrature component.

11.2.3 ACED

The power ratio of pilot to data components of upper band or lower band is
adjustable for ACED, the output of ACED multiplexer can be expressed as a
12-PSK signal when pilot to data power ratio is set to 3:1
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5i(t) = exp (jgk(t))

where k(¢) € {1,2,3,4,5,6,7,8,9,10, 11, 12}, the constellation diagram is shown
in Fig. 11.4.

The normalized power spectrum density curves of these three modulation
methods are shown in Fig. 11.5, it can be observed that the spectral shape of these
three modulation methods are basically the same within the transmission band-
width, therefore their performances in ranging accuracy, anti-interference and anti-
multipath are also basically the same. Considering the power assignment of
ACED(15, 10) is different from AItBOC(15, 10) and TD-AItBOC(15, 10), their
performances in carrier tracking, demodulation (which further affects the TTFF)
and application complexity will show diversity, the following part will focus on
the analysis of such performances.

11.3 Performance Evaluation of Interoperable Signals
on B2 Band

11.3.1 Ranging Accuracy

The Gabor bandwidth of the three modulation methods and single side band signal
is shown in Fig. 11.6 where we can find out that the Gabor bandwidth of AltBOC,
TD-AItBOC and ACED are equal in the transmission bandwidth of 71.61 MHz,
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Fig. 11.5 PSD curves of three modulation methods
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Fig. 11.6 Gabor bandwidth of three modulation methods
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Fig. 11.7 Cramer-Rao lower bound

which means their performance in code tracking accuracy is the same. For
receiving bandwidth less than 51.15 MHz a rapid raise of Gabor bandwidth value
can be observed with the increment of receiving bandwidth, while for receiving
bandwidth between 51.15 and 71.61 MHz the raise of Gabor bandwidth is rela-
tively slow. Therefore, for the receiving of B2 signal with double side band, a
relatively high ranging accuracy can be achieved when only main lobes are
retained; Gabor bandwidth of single side band signal is far less than double side
band, but it’s equivalent to BPSK signal for the receiving process, this makes
single side band receiving suitable for users sensitive to cost because of the low
demanding of cost and power.

The Cramer-Rao lower bounds and code tracking mean square error of EMLP
loop for the double side band receiving of the three modulation methods and for
the single sideband receiving are shown in Figs. 11.7 and 11.8 respectively, where
the receiving bandwidth for double side band receiving is 51.15 MHz and for
single side band receiving is 20.46 MHz. As analyzed above, the Cramer-Rao
lower bounds and code tracking mean square error of EMLP loop for AltBOC,
TD-AItBOC and ACED are equal, while the code tracking mean square error for
single side band receiving is always greater than double side band signal. When
CNR is 46 dB-Hz, code tracking mean square error for double and single side band
receiving is 0.01 and 0.07 m respectively.
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Fig. 11.8 Code tracking MSE of EMLP loop

11.3.2 Sensitivity

11.3.2.1 Acquisition Threshold

When receiving bandwidth is set to 50 MHz, the in-band power of the three
methods takes up 77 % of total power. When only pilot channel is acquired, for
AItBOC and TD-AItBOC, the in-band power of pilot channel takes up 39 % of
total power, for ACED, that value is 58 %. In that assumption, ACED is better
than AItBOC and TD-AItBOC in acquisition performance for both single side
band and double side band receiving.

11.3.2.2 Tracking Threshold

Figure 11.9 shows the thermal noise jitter of the three modulation methods in different
tracking modes where coherent integration time is 1 ms, bandwidth of carrier tracking
loop is 15 Hz. Due to the fact that thermal noise jitter of carrier tracking is only
determined by power assignment if for the same coherent integration time and
tracking loop bandwidth, thermal noise jitter of carrier tracking of AItBOC and
TD-AItBOC in Fig. 11.9 is the same, joint tracking can lead to better tracking per-
formance considering only half power is assigned to pilot channel; the pilot to data
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Fig. 11.9 Carrier thermal noise jitter and carrier tracking threshold of three modulation methods

Table 11.3 Carrier tracking

. Power ratio Threshold
threshold for different power
ratio Carrier tracking threshold (dB-Hz)
Pilot only Jointly
1:1 26.4 25.3
1:3 24.5 24.5

power ratio for ACED method is 3:1, so the thermal noise jitter of joint tracking and
pilot-only tracking is similar. Table 11.3 gives out the tracking threshold values
corresponding to the situation when thermal noise jitter of carrier tracking is 15°, for
pilot-only and joint tracking, the tracking threshold corresponding to 1:3 power ratio
is 1.9 dB and 0.8 dB lower than 1:1 power ratio respectively.

11.3.2.3 Demodulation Threshold

Demodulation threshold is irrelevant to modulation method and single or double
side band receiving, it’s only related to the power ratio of data component and
information rate, more power ratio of data component means lower bit error ratio
for the same CNR; higher information rate means higher bit error ratio for the
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Table 11.4 Demodulation

. Power ratio Information rate
thresholds for different power
ratio and different 50 bps 100 bps 500 bps
information rate 1:1 25.6 28.6 35.6
1:3 28.6 31.6 38.6
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Fig. 11.10 TTFF performance when information rate is 50 bps

same CNR. The demodulation thresholds corresponding to the situation when bit
error ratio is 107> for the power ratio of 1:1 and 1:3 are given in Table 11.4, where
information rate is 50, 100 and 500 bps respectively, coding length is 2 and coding
gain is 7 dB. It’s seen that demodulation threshold for the power ratio of 1:3 is
3 dB higher than 1:1.

11.3.3 Time to First Fix

In the same way as the study of carrier tracking threshold and demodulation
threshold in last section, the Time to First Fix (TTFF) performances of different
methods in various CNR are shown in Figs. 11.10, 11.11 and 11.12 where
TD-AItBOC is not included because its TTFF performance is the same as AltBOC.
Assume that the navigation message structure is similar to that of GPS L1C signal
[5], the TTFF value for ACED is 18 s when information rate is 50 bps, for the
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information rate of 100 and 500 bps, the TTFF will be 9 s and 1.8 s respectively;
CNR can be increased by means of coherent integration if the CNR of received
signal is lower than demodulation threshold, the increment is 10 log(n) dB for
n times of coherent integration. A significant improvement of TTFF can be made
by setting the power ratio 1:1 rather than 1:3 especially for the case of high
information rate where large numbers of coherent integration times are needed for
the power ratio of 1:3. For server cases with remarkable rise and fall of CNR, the
improvement of CNR by coherent integration will be much worse and no longer
obey the rule of 10 log(n) dB.

11.3.4 Anti-interference Performance

The anti-interference capacities of the three modulation methods are shown in
Fig. 11.13 where we can conclude that they share the same anti-interference
capacity and have the same performance in anti-interference.

11.3.5 Anti-multipath Performance

The multipath error envelopes and average multipath errors of the three modula-
tion methods on B2 band are shown in Figs. 11.14 and 11.15 respectively. It’s seen
that their multipath error envelopes and average multipath errors are the same,
therefore they share equivalent anti-multipath performance.

11.3.6 Multiplexing Efficiency

Multiplexing efficiency for AItBOC and ACED signal is 81.06 %, while for
TD-AItBOC the multiplexing efficiency is 100 %. Therefore TD-AItBOC owns
higher multiplexing efficiency and lower multiplexing loss.

11.3.7 Cross Correlation Property

According to statistical results, the mean square values of cross correlation
functions of the three modulation methods are the same, but the maximum cross
correlation values of AItBOC and ACED are lower because the phase division
method they use makes the distribution of cross correlation values more concen-
trated. The maximum cross correlation value of TD-AItBOC signal is 2.3 dB
higher than AItBOC and ACED signal because time division multiplexing makes
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Fig. 11.15 Average multipath errors of three modulation methods

its code length half of the latters under the premise of the same code cycle.
Considering that the code rate of B2 signal is 10.23 MHz and the spectral sepa-
ration coefficient is quite low (lower than —70 dB/Hz), the effect of multi-address
interference is much lower than noise, the influence of the difference of cross
correlation property on multi-address performance will appear only when the CNR
of multi-address signal is higher than 60 dB-Hz.

11.3.8 Complexity and Power Dissipation

11.3.8.1 Complexity

Because of the time division method in TD-AItBOC modulation, a hardware time
division module is necessary in both satellite signal generation and signal
receiving process; the sampling rate of signal generation in baseband is
60%1.023 MHz. For AItBOC method, the receiving of its single side band signal is
simple because it’s equivalent to QPSK signal; the sampling rate of signal gen-
eration in baseband should reach 120%1.023 MHz. The receiving complexity of
ACED signal is same to AltBOC signal; for the case when power ratio is 1:3, the
sampling rate of signal generation in baseband is 180%1.023 MHz which is more
demanding for satellite implementation.
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11.3.8.2 Power Dissipation

There’re many factors can affect the power dissipation, we’ll analyze from the
perspective of digital processing part in receiver because the RF front-end is uni-
versal for them. This paper takes two parameters into consideration: necessary
logical resource numbers and operation times in process of receiver’s reference
signal generation for matched receiving and single side band receiving respectively.

1. Matched receiving

TD-AItBOC, AItBOC and ACED are equivalent to 4PSK, 8PSK and 12PSK
modulation respectively, the reference waveforms of TD-AItBOC signal can be
generated by I, Q logical operation circuits where 4 logical operations are needed
in each subcarrier cycle, the necessary number of logical resources and operation
times is comparatively low; the generation of AItBOC and ACED reference signal,
which is usually realized by phase look up table, is implemented by computation
method where large number of logical resources and operation times are needed.
For the method of phase look up table, the table size of TD-AItBOC is 32 bits
which is accessed 4 times per subcarrier cycle, an extra time division switch is
needed where the switchover operates once per chip duration; the table size of
AltBOC is 384 bits which is accessed 8 times per subcarrier cycle; the table size of
ACED is 768 bits which is accessed 12 times per subcarrier cycle; the switchover
of state and accessing of look up table is the main source of power dissipation in
above process, we also have that the power dissipation of time division switchover
is less than look up table accessing, so the demanding of logical resource numbers
and power for TD-AItBOC, AlItBOC and ACED is in ascending order.

2. Single side band receiving

AlItBOC and ACED signal in single side band receiving mode is equivalent to a
QPSK signal while for TD-AItBOC it’s equivalent to a time division QPSK signal,
so the reference signal generation of these three methods can be realized by the
logical operation of in-phase and quadrature channels. An extra time division switch
is still needed for TD-AItBOC signal, but it requires quite few logical resources and
power dissipation; on the other hand, there is only half time that the signal state of
correlator’s in-phase or quadrature channel may change in the process of time
division signal, the power dissipation of logical unit will be much less if its state keep
the same instead of changing forward, therefore both channels of TD- AItBOC
receiver are in low power dissipation state for half time, which, ensures the power
dissipation of TD-AItBOC receiver lower than AItBOC and ACED.

11.4 Conclusion Remarks

According to the evaluation results, AltBOC, TD-AItBOC and ACED modulation
methods can meet the requirement of interoperability with Galileo and GPS on B2
band, they present similar performance in ranging accuracy, anti-interference and
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anti-multipath. Taking AltBOC signal as a reference, the advantage of TD-AItBOC
signal is the high multiplexing efficiency, low complexity, low power dissipation
and its self-innovative property, but it requires time division processing module and
shows worse cross correlation property under server conditions; the advantage of
ACED is the flexible pilot to data channel power ratio assignment, self-innovative
property, better acquisition and tracking performance comparatively, but it shows
the weakness in demodulation performance and time to first fix, and the complexity
is high for satellite signal generation.

References

1. Ries L, Lestarquit L, Armengou-Miret E et al (2002) A software simulation tool for GNSS2
BOC signal analysis [C]. In: Proceeding of ION GPS 2002,24-27 Sept 2002, Portland,
pp 2225-2239

2. Tang Z, Zhou H, Wei J et al (2011) TD-AItBOC: a new COMPASS B2 modulation. In:
CSNC2011 electronic proceedings

3. Yao Z, Lu M (2013) ACED multiplexing and its application on BeiDou B2 band. In:
CSNC2013 electronic proceedings

4. European Space Agency Galileo Joint Undertaking (2006) Galileo open service signal in space
interface control document (OS SIS ICD) [S]

5. Betz JW, Cahn CR, Dafesh PA et al (2006) L1C signal design options. In: ION NTM 2006



Chapter 12
PRIS: A Novel Complex Sequence
Construction Method
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Abstract Unexceptionally, modern global Navigation Satellite System (GNSS)
adopt Direct Sequence Spread Spectrum (DSSS) signal structure, in which, cor-
relation property of Pseudo Random Noise (PRN) code play an important role of
affecting its rejection performance to Narrow Band Interference (NBI) and Mul-
tiple Address Interference (MAI). In order to mitigate the cross-correlation per-
formance degradation due to tiered code construction, this paper proposes a new
method for constructing complex sequence of GNSS civil signal. Based on any
primary sequence of length L, Pseudo Random Initiate State (PRIS) transformation
is used to construct a complex sequence of length NL, and a feasible generator
scheme is presented. Simulation and analysis results shows, the acquisition
complexity of PRIS sequence is similar to tiered code, and the correlation property
of PRIS sequence is 4-5 dB better than tiered code, which approaches the per-
formance of random sequence of length NL. The proposed method is applicable to
civil GNSS signal designing, and is helpful to improve the receiving performance
in challenge environment without distinct additional complexity, which will be
attractive to GNSS users around the world.
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12.1 Introduction

Unexceptionally, modern global Navigation Satellite System (GNSS) adopt Direct
Sequence Spread Spectrum (DSSS) signal structure, in which, correlation property
of Pseudo Random Noise (PRN) code play an important role of affecting its
rejection performance to Narrow Band Interference (NBI) and Multiple Address
Interference (MAI). Code Length, the first parameter should be decision in GNSS
PRN code design, usually is hard to decision. With longer code length, property of
both Auto Correlation and Cross Correlation will be better, but complexity of code
acquisition will inevitably increase. With shorter code length, faster acquisition is
met, but good correlation property is missing, which is harmful to improve
acquisition sensitivity in challenge environment.

PRN code with short code length is applied in traditional GPS C/A signal and
repeats 20 times within single data bit duration [1], which causes three main
drawbacks. Firstly, short code gives bad correlation protection, a strong signal
from one satellite can crosscorrelate with the codes that a receiver uses to track
other satellites,which may block reception of weak signals in challenge environ-
ments. Secondly, additional bit synchronization has to be established before data
recovery. Thirdly, navigation signal’s PSD with line spectral characteristic makes
it vulnerable to narrow band interference. Therefore, two improvements are made
in the process of GPS modernization [2] and Galileo signal [3] design. Firstly,
longer primary code, code lengths chosen by GPS are generally 10,230, and for
Galileo, its shortest code length [4] is 4,092. Secondly, introduction of secondary
code, aiming at removing ambiguity of bit synchronization and smoothing signal
spectra. Secondary codes as long as 1,800 chips are adopted in GPS L1C pilot
channel [2], which makes the length of composite code reach 1.8414 x 10”. To a
certain degree, composite code with tiered structure adopted by modernized GNSS
signal has taken both code correlation property and acquisition complexity into
consideration [5].

However, there is still degradation of performance for tiered composite code
compared with PRN code which has the same code length. For a long period of
time, this has been considered as the unavoidable expense for the trade-off
between performance and cost. Now comes the question: can this expense dra-
matically been lowered? As the answer to such question, this paper presents a new
PRN code family named PRIS sequence, which attempt to eliminate the hardness
to tradeoff between acquisition complexity and correlation performance. Based on
the original sequence of length L, using a special transformation name PRIS, can
generate PRIS sequence of length NL. It has attractive characters, in acquisition
complexity, PRIS sequence is similar to tiered code, and in correlation property,
PRIS sequence is much better than tiered code and approach the performance of
random sequence of length NL. If PRIS sequence is applied in civil GNSS signals,
receiving performance in challenge environment could be dramatically improved
without distinct additional complexity, which will be attractive to GNSS users
around the world.
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12.2 Problem Description

Primary code and secondary code, the chip width of which equals the repeated period
of primary code, are composited to tiered code in modernized GNSS signal. Sec-
ondary code can be viewed by receiver as a certain data sequence which performs
similar to navigation message modulation. Due to the modulation of secondary code,
repetition period of PRN code becomes longer, spaces between spectra lines become
closer, better cross-correlation property is presented and thus improve the GNSS
signal’s rejection performance to NBI as well as multi address performance.

However, cross-correlation property of tiered code composed by primary code
with the length of L and secondary code with the length of N is significantly
degraded compared with PRN code with the length of NL. Figure 12.1 shows the
correlation property of tiered code and random code respectively, where the pri-
mary code of tiered code is a Gold sequence with the length of 1,023 bit, and the
length of secondary code is 1,000 bit; code length of random code is 1,023,000 bit.
According to correlation statistical characteristics, correlation properties of tiered
has degraded 4-5 dB compared with random code.

In addition, tiered code plays an unsatisfactory role in code tracking performance.
Because of the strict periodicity of primary code and that different satellites using the
same code rate and primary code length, primary code phase differences of different
satellite signals change slowly. In realistic receiver system, coherent integration
period is usually set to be a primary code period, which means the influence of multi
address interference to correlator output is determined by cross-correlation property
of primary code. So, strong coherence exists between neighboring coherent inte-
gration output amplitude when receiving navigation signals with tiered code, the
code tracking bias caused by multi address is difficult to filter out.

12.3 PRIS Sequence
12.3.1 Definition

PRIS is a composite sequence which can be composed based on arbitrary PRN
code sequence. Assume there is a PRN code sequence c, with the length of L, a
PRIS with the length of NL can be constructed as follow

PRIS(C()) = [Cklack27~~-ckN] (121)

where {c,,i = 1---N} represents sequences obtained by cyclic shifting original
sequence ¢y by k; bits, i.e.

Co(l+ki) 0<I<L—k;

where k; € {0,1, .. ,%Q)IT { coll+ki—L) L—k<I<L (12.2)
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Fig. 12.1 Contrast of correlation property between tiered code and random code, a cross-
correlation function, b cross-correlation statistical characteristics

It’s clearly seen that PRIS sequence is composed of N sub-sequences which are
generated by the same original sequence, the only difference among different sub-
sequences is their initial phase. So, this is how the sequence gets its name: Pseudo
Random Initial State (PRIS) sequence.

12.3.2 Generation Method

General generation method of PRIS sequence is shown in Fig. 12.2, where fc
represents basic sequence generation clock, the frequency of which equals to the
navigation signal code rate.

For the convenience of PRIS sequence generation, original sequence and
pseudo initial phase sequence can be based on shift register. For the explanation of
PRIS sequence generation, we choose Gold sequence as the original sequence and
m sequence as the pseudo random initial phase to compose the PRIS sequence
which is named Gold-m-PRIS sequence. The generation schematic diagram of
Gold-m-PRIS sequence is shown in Fig. 12.3.

PRIS sequence in Fig. 12.3 can be described by three generator polynomials, an
initial state and phase selection relation logic, their definitions are as follows

G =1+ a171X + a1,2X2 —+ -4 aL,X’ (123)
G2 =1 + a2’1X + 612’2X2 + -4 azl’,Xr (124)
Gy=1+ a371X + 113_’2X2 + -+ a37RXR (125)

S = 831532833 S3 R—-153R- (12-6)
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PRIS code

Where G1 and G2 are the generator polynomials corresponding to original Gold
sequence with the order r, which makes the maximum sequence length 2" — 1; G3
is the generator polynomial corresponding to m sequence with the order R, which
makes the maximum sequence length 2% — 1; S3 is the initial phase of m sequence.
Gold sequence is controlled and generated by clock with frequency fc equals to
code rate, every L clock periods a reset is operated, by which the states of two
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register groups C1 and C2 are set as the current state of m sequence resister. Which
means, when the L + 1zh rising edge arrives,

C1,1C12C13 "+ Cly = C3,1C32C33 "+~ C3r (12.7)

M sequence is controlled and generated by clock with frequency fc/L, i.e. it will
update once for each Gold sequence period, and it will be reset for each N times of
update, the initial state of register group C3 is defined by S3. Which means, when
the N + 1¢h rising edge arrives

C371C3’263‘3 e C3,R = S371S3‘2S3‘3 . -S3$R. (128)

For the convenience of determining the initial state of original sequence, the
order R of m sequence should be selected obeying

R>r and 2R—1>N. (12.9)

When R # r, the specific mapping of the initial state of the reset original
sequence and the m sequence register state can be user-defined.

12.4 Performance Analysis

For the purpose of comparing the performance of tiered code and PRIS code
family, we choose GPS C/A code as the common original sequence with the length
of 1,023 bit, the length of composite code is 1,023,000 bit.

12.4.1 Auto-Correlation Property

Figure 12.4 compares the auto-correlation property of tiered code, PRIS code and
random code. From (a) it’s shown that for almost every case, the side lobes of PRIS
sequence are far less than tiered code. An insight of auto-correlation function
property is shown in (b) where the phase difference is below 11,000 code chips.
Recalling the fact that PRIS code and tiered are generated based on the same original
sequence, this makes their auto-correlation property mainly determined by auto-
correlation function of the original sequence and the amplitude tends to decrease
linearly when code phase difference is less than original sequence code length. When
code phase difference is equal to or greater than original sequence code length, the
auto-correlation function of PRIS sequence presents a noise-like property similar to
random code, whereas for auto-correlation function of tiered code significant peaks
appear in integral multiple positions of original sequence code length. The main
reason can be explained as: primary code sequence of tiered code is repeated peri-
odically, when the code phase difference is an integral multiple of primary code
length, auto-correlation property is totally determined by secondary code since the
primary code is perfectly related.
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Fig. 12.4 Comparison of auto-correlation property, a normalized ACF (complete), b Normalized
ACF (detail), ¢ Statistical probability

For the three code sequences, statistical probability of auto-correlation side lobe
amplitude is shown in Fig. 12.4c, where the ordinate means the probability of
auto-correlation side lobe exceeding the corresponding amplitude given by
abscissa. It can be seen that for PRIS sequence, the probability of appearing
relatively large side lobes is far less than tiered code which is beneficial for weak
signal acquisition. The auto-correlation property of PRIS sequence still shows a
great distance compared with random code since its auto-correlation property is
mainly determined by original sequence when code phase is less than L.

12.4.2 Cross-Correlation Property

Figure 12.5 compares the cross-correlation property of tiered code, PRIS code and
random code. The complete cross-correlation function curves of three sequences
are shown in (a). It can be seen that the maximum cross-correlation amplitude is
much greater than PRIS sequence and random code. Partial property of cross-
correlation function given in (b) show that cross-correlation amplitude of tiered
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code fluctuates significantly, while for PRIS sequence and random code it repre-
sents a noise-like property with flat amplitude. The probability of code sequences’
normalized cross-correlation value exceeding certain amplitude is given in (c).
From the probability statistical curve we can tell that cross-correlation property of
PRIS sequence is almost the same as random code and outperforms tiered code,
the greatest cross-correlation value of PRIS sequence is 4-5 dB lower than tired
code. To sum up, the code isolation degree of PRIS sequence is better than tiered
and that guarantees PRIS sequence better multi address performance.

12.4.3 Acquisition Complexity

Complexity of PRN code acquisition varies with different realization mode sig-
nificantly. For the fair comparison of code sequence’s influence on acquisition
complexity, we take total the number of possible PRN code phases as the
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evaluating index. Assume that no prior information about PRN code phase is
offered to user, receiver has to search every possible code phase, and larger search
space means higher acquisition complexity.

For tiered code, the number of possible primary code phase is L, and for
secondary code, this number is N, the possible number of composite sequence
code phase is L + N because of the strict timing relationship between primary and
secondary code. For PRIS sequence, the number of possible original sequence
code phase is L, initial phases of original sequences will change for N original
sequence periods, but the discipline of change is known to receiver as prior
information, so the possible number of code phase is also L 4+ N. For random
code, the number of possible code is equal to the code length N*L.

We can conclude that acquisition complexity for PRIS sequence and tired code
is similar and that means PRIS sequence is easier to acquire than long random
sequence. It’s worth mention that existing acquisition methods are no longer
suitable for PRIS sequence considering its original code sequences don’t show up
by simply repeating itself.

12.4.4 Code Tracking Performance Simulation

As mentioned in Sect. 12.2, for tiered code, slowly changing code tracking bias
occurs in situation of multiple access interference which is difficult to filter out
because of the simple repetition of primary code, thus code tracking performance
becomes degraded. By means of simulation, this section compares the code
tracking performance of PRIS sequence and tiered in presence of strong multiple
access interference.

The simulation results of code tracking performance in situation of weak signal
and strong MAI is shown in Figure 12.6. Following assumptions are made for the
simulation: signal processed is from pilot channel (no data bit modulation), carrier
frequency is 1575.42 MHz, modulation method is BPSK(1), front-end bandwidth
is 2 MHz, CNR is 30 dB-Hz, multiple access signal power to desired signal power
ratio is 30 dB, Doppler shift between multiple access signal and desired signal is
1,000 Hz, coherent integration time is 1 ms, original sequences for PRIS sequence
and tiered sequence are both GPS C/A code, length of composite code is 1,023,000
bit.

According to the simulation results, a lock-lose is observed for navigation signal
with tiered code at the 5th second of our simulation, while navigation signal with
PRIS sequence is able to keep tracking steadily. By furthermore analysis we can
explain the reason for the lock-lose of tiered code tracking: the code phase difference
of multiple access signal and desired signal changes with the rate of 0.65 chip/s, the
cross-correlation amplitude of multiple access signal and desired signal may exceed
auto-correlation amplitude of desired signal when the code phase difference appears
to be the position causing large cross-correlation amplitude, in this situation, code
tracking loop will lock on the undesired cross-correlation peak and gradually get
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fooled away due to the slip of code phase difference. Let’s reconsider signal with
PRIS sequence, cross-correlation amplitude won’t keep a high value because the
original sequence code phase of desired signal and MAI is always changing pseudo
randomly, the behavior of MAI is closer to noise and won’t lead to such fooling
away problem.

12.5 Conclusion

In this paper we proposed a new PRN code named PRIS sequence, and provided a
realization method for a specific instance. PRIS sequence archives the desired
properties of civil signal, i.e. favorable cross-correlation property and low acqui-
sition complexity. In auto-correlation property, the probability of appearing large
auto-correlation side lobe for PRIS sequence is far less than tiered code; in cross-
correlation property, the maximum cross-correlation of PRIS sequence is 4-5 dB
lower than tiered code and reaches the level of random code; in acquisition
complexity, PRIS sequence is similar to tiered code and far less than random code
if for the same code length. Code tracking performance simulation shows that
PRIS sequence offers more robust tracking performance than tiered code. PRIS
sequence can be an optimized scheme for civil navigation signal.
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Chapter 13

Application of Neural Network Aided
Particle Filter in GPS Receiver
Autonomous Integrity Monitoring
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Abstract According to the measurement noise feature of GPS receiver and the
sample impoverishment problem with the basic particle filter, an improved particle
filter based on neural network algorithm is proposed. Using back-propagation (BP)
neural network to adjust the particles with too high and too low weight, firstly, the
larger weight particles are respectively splitted into two smaller weight particles.
Then, abandoning the particles with very small weight, and adjust the particles
with smaller weight by using the neural network. Therefore, the diversity of the
sample particles is improved. The improved particle filter algorithm is combined
with the likelihood ratio method for GPS receiver autonomous integrity moni-
toring (RAIM). By using the likelihood ratio as a consistency test statistic to
achieve the fault detection, satellite fault detection is undertaken by checking the
cumulative likelihood ratio of system state with detection threshold. By taking
advantage of the relationship in statistical values between the total cumulative
likelihood ratio and partial cumulative likelihood ratio, the number of fault satellite
can be determined. Based on the real GPS raw data, the simulation results dem-
onstrate that the improved particle filter under the conditions of non-Gaussian
measurement noise can effectively detect and isolate fault satellite, and improve
the performance of fault detection.
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13.1 Introduction

With the development of the global navigation satellite system (GNSS) and the
growth of user performance requirements for GNSS service, for safety-critical
applications of GNSS, such as aircraft and missile navigation systems, it is to be able
to detect and exclude faults that could cause risks to the accuracy and integrity, so
that the navigation system can operate continuously without any degradation in
performance. Because it needs a long time for satellite fault monitoring to alarm
through controlling the satellite navigation system itself, usually within 15 min to a
few hours, that can’t meet the demand of air navigation. As a result, to monitor the
satellite fault rapidly in the client part, namely the Receiver Autonomous Integrity
Monitoring (RAIM) has been researched a lot [1, 2].

Currently, RAIM algorithm includes two categories: one is to the snapshots
algorithm use the current pseudorange observation, the other is the RAIM algo-
rithm based on kalman filter. The snapshots algorithm mainly has Parity space
method, the sum of least Squares of the Error (SSE) method, etc. [3]. In recent
years, fault diagnostic method based on kalman filter has been widely used in
nonlinear system fault diagnosis. And this algorithm requires measurement noise
obey Gaussian distribution, and the actual measurement noise is difficult to strictly
obey Gaussian distribution, the performance of the algorithm will downgrade
much [4]. Because GNSS measurement error does not follow a Gaussian distri-
bution perfectly [5], the kalman filter approach has to use an inaccurate error
model that may cause performance degradation. Particle filter algorithm can better
be suitable to any non-linear, non-Gaussian systems. And the algorithm has no any
restrictions to the system process noise and measurement noise. The optimal state
estimation can be easily gotten [6]. Therefore, compared to the kalman filter, the
particle filter is more suitable for non-linear, non-Gaussian system in fault
detection, navigation and positioning applications [7, 8]. But basic particle filter
exists the degeneracy phenomenon and the sample impoverishment problem.

In order to solve these problem,the BP neural network algorithm is melted into
basic particle filter. This paper describes the basic principle of the particle filtering
algorithm and the particle filter algorithm based on neural network weights to
adjust the for fault detection, establishes the GPS RAIM model and verify the
validity of the algorithm through the measured GPS data.

13.2 BP Neural Network Aided Particle Filtering
Algorithm

13.2.1 Basic Particle Filter Algorithm

Particle filters can deal with nonlinear/non-Gaussian dynamic systems as well as
linear/Gaussian systems.
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Let’s consider the dynamic state space model below:

X =fi(Xi—1,vi-1)
Z = hi(Xy, ny)

where x; is a state vector, z; is an output measurement vector, f{., .) and A(., .) are
state transition function and measurement function respectively. v;_ is the process
noise vector independent of current state, and n; the measurement noise vector
independent of states and the system noise.

The basic principle of particle filter algorithm can be described as follows. First,
based on the priori conditional distribution of system state vector the state space
generate a group of random samples, these samples called particles, then based on
the measurement value adjust constantly the particle weight and position of the
particle distribution, modified initial priori conditional distribution. The algorithm
is a recursive filtering algorithm, commonly used to handle non-gaussian and
nonlinear systems state and parameter estimation [9].

A common problem of particle filter is the degeneracy phenomenon. A suitable

measure of degeneracy of the algorithm is the effective sample size ]Veﬂ-.

where wj is the normalized weight.

Resampling particle filter can suppress weight degradation, but it introduces
other problems, for example, the particles will be no longer independent and so on.
And the particles that have high weights are statistically selected many times. This
leads to a loss of diversity among the particles as the resultant sample will contain
many repeated points. This problem, which is known as sample impoverishment, is
severe in the case of small process noise.

13.2.2 BP Neural Network Combined with Particle Filter

ANN (Artificial Neural Networks) is a neural network simulation of animal
behavior algorithm for parallel and distributed information processing, and the
essence of this algorithm is to process information by adjusting internal connec-
tions among a large number nodes weight. BP neural network includes two aspects
that are forward signal transmission and error back propagation, the topology
model consists of input layer, hidden layer and output layer [10].

BP neural network algorithm is combined with basic particle filter, too high and
too small weight particles can be adjusted to avoid the high-weight particles
repeatedly sampled, and make low weight particles move to higher weight area,
increasing the probability of being sampled, replacing the simple choice of
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re-sampling. The detailed steps of weight adjusting particle filter based on neural
network (NNWA-PF) can be described as the following.

Step 1

Step 2

Step 3

Step 4

Step 5

Step 6

Initialization. According to the priori probability p(xg), the initial

particles {xf)}?il are generated,and each particle weight is 1/Ng
Weight updatation. At k time, according to the weight calculation
formula to update the weights of particles, and normalized weights

ol = o p(@lxi)p (xixi 1)
* ! q(x;c‘xf):k—hz()ik)

Ny
i i
Wy = W Ewk

i=1

According to the particle weight, the particles are classified. Setting the k
moment, particle weight classification threshold can be calculated by the
following formula

7i:1727"",Nv

A= sort(&),i, Eu,%, e (I)Q’)
ogr(k) = A (round <N3/3))

If the particle x} weight is less than the weight of classification threshold,
that is c‘o};<w,h,.(k), then the particles are classified as the low weight

. . . Y .
particle classification set, namely, {x;{} 1:L1' Other else, the particles are

classified as the high weight of particle set, namely {xﬁ }ZZ \» When there
are N + Ny = N,.

Weight splitting. Considering the high weight classification set of particles
{xﬁ }2/21 In the high weight particle set, the number of g(¢ < Np) too large
weights particles splits into two smaller, weights halved particles. The total
number of particles become large from NtoN + g = N, + Ny + g, in
order to keep the total number of particles unchanged, abandoning low
weight classification particle set {x}< }?[:LI , from small to large values of the

q(g < Np) weights and the corresponding particle
Weight adjustment. After weights splitting step, the original weight

matrix W becomes W. According to weight, by BP neural network
adjustment, the number of q particles is taken from the matrix W

After splitting weights and weights adjusted particle set, a new set of
particles{ic}:, (D}: }fvzl is attained. Calculating the normalized importance
weights and effective number of particles, if the effective number of
particles is less than the threshold value, that is Neﬁr <Ny, then the new

. ~i — 7 Ns . . .
set of particles {x}(,w}(}izl re-sampling operation to obtain a set of

. . i —iNs .
particles after re-sampling {x}{, w}c}[:‘l. Otherwise, go to step 7
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N“ . .
Step 7 State estimation. Xy = > @}.X}
i=1

Step 8 State prediction. Using the state equation f predict unknown state
parameters X}, namely xi | = f (&, v),i = 1,2, -+, N,
Step 9 Time k =k + 1, go to Step 2.

13.3 Neural Network Aided Particle Filter for GPS RAIM

Fault detection means the failure of the system being monitored, and the fault
isolation refers to classifying the type of system failure. GNSS RAIM must have an
integrity monitoring system that contains two functions: 1) detection and exclusion
of satellite faults and 2) estimation of the uncertainty of the position solutions. The
system calculates decision variables and compares these to thresholds that have
been set to satisfy the integrity requirements for the desired operation. If any
decision variable exceeds the threshold, then the system concludes that the corre-
sponding measurement has a fault, and excludes the detected fault.

The GPS dynamic system model is as follows:

Xk = Fr—1Xk—1 + w1
where, X = [ry, 1y, 12, Aé}T is three dimensional position and GPS-receiver clock
offset, and F is a transition matrix which in the static case is an identity matrix
[11]. The data of satellite coordinates (sf(, sj,, sé), pseudo-range pi and time error
A is got from the GPS receiver.

The problem of fault detection consists of making the decision on the presence
or absence of faults in the monitored system. The GPS RAIM approach is
designed. The failures to be detected affect only a subset of the system mea-
surements. A reference system unaffected by failures is required for the GPS
RAIM approach, which monitors the state estimate of GPS receiver [12, 13].

According to the coordinates (7, ry, r;) of the receiver, generate the initial set
of N particles {x4(i):i = 1, 2, ...N} for main PF particle from the prior probability
density function(PDF) p(xp),and the auxiliary PFs particles {xé(i):i =
1,2, ..., N}, x4@4) = xg(i) for i=1,2,...,N. The main PF processes all m
measurements (m is total number of measurements), while the auxiliaries, process
subset of measurements (m-1 measurements).

Repeating the following steps for each time k:

(1) State prediction. The particles of {x’g(i):i =1,2,..N} and {x§@i)i =
1, 2, ..., N} are introduced into the system state equation, using the formula
(1) to obtain particles predicted values Xe_1.(0) and x{y_, (D).

(2) Calculate the particles weight. Take the predicted values of the particles
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x‘,?.k,lA(i), x{x—1.() and the i-th satellite position coordinates st sj,, si and the
time error AJd, and so on into the system measurement equation to obtain the
predicted i-th satellite pseudo-range value p*'. Take the p”* and pseudo-range
measurement value p’ into the weight calculation formula and normalize them
to obtain the normalized particle weights @ (i) and @] (i).

(3) Likelihood evaluation. On receipt of the measurement yk, the likelihood of the
predictive state samples from the main PF are evaluated as.

d)}i’(i) =p(n |x‘,?‘k_1 (9)

While the likelihood of the predictive state samples from the auxiliary PFs can
be expressed as the following.

(I)Z(l) = p(Zk|xZ|k_] (l))

(4) LLR calculation. LLR Sf(q) is computed by equation as follows.
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(5) Decision function. Decision function for FD defined as the following equation:

fr=  max max S¥(q)

k—U+1<j<kl1<q<Q

(6) Fault detection.
If Bx > 7 (the decision threshold value is 7), the fault alarm time is set to
t, = t and jump to step (6), if f; > 7, then no fault, go to step (7).

(7) Fault isolation. In k > ¢,, remove the accumulated LLR Q satellites largest
subset of the satellite, namely g = arg  max SZ (k > 1,) formula.g as failed

satellite number, determining a failure satellite number of the satellite, the
satellite in turn, can be isolated from the measured value.

(8) Status update. The importance weight a)f(i) of the predictive state samples
{xﬁk_li(i):i =1, 2, ..., N} from the main PF and w{(i) of the predictive state

samples {x{;.;.(0):i = 1,2, ..., N} from the auxiliary PFs are calculated as
follows:
A Cbll?(l) q /(- 6)2(1)
a)k (l) = N ) O‘)k(l) = N
> (j) > ()
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The samples {x’,?(i):i =1, 2, ..., N} for the main PF and {x{(i):i =1, 2, ..., N}
for the auxiliaries are obtained by resampling (X Gii=1,2,...,N} and
{xlx_1():i =1, 2, ..., N} respectively. The particles of particle filter are
updated.

13.4 Simulation Test and Results Analysis

Numerical simulations on GPS positioning illustrate the FDI performance of the
proposed approach for GPS integrity monitoring.

13.4.1 Experiments Conditions

The experimental raw observation data are obtained by GPS receiver N220, the
observation data including the satellite receiver position location information and
pseudorange values. During the period of this experiment, there are 6 satellites
used for PVT solution, the number of the satellite is 3, 15, 18, 19, 21, 26
respectively, and the corresponding pseudorange value can be expressed as
Y = (31, ¥2, ¥3, Y4, Vs, Ye)- At the same time, the RCB-4H receiver monitors that
the satellite is working normally. In order to simulate the fault when a satellite is
failure, whether the algorithm could detection effectively, some error is inten-
tionally added.

According to Banach fixed point theorem, an arbitrary n-dimensional to
m-dimensional mapping can be achieved by a three-layer BP network, so a hidden
layer BP neural network structure is selected. The initial weight of BP neural
network is the state value of small weight particles, the initial input is the weight of
small particles, neural network learning step length is 0.05, the number of neurons
is 6, the incentive function is 1/(1 + e~ %), the system observation equation is
chosen as the learning sample function, the study process will be finished when the
total error is less than 0.005.

13.4.2 Simulation Results and Analysis

To verify the feasibility and effectiveness of NNWA-PF algorithm used in GPS
RAIM, firstly, without fault condition, the measurement data which contains no
error has been applied in RAIM approach. The experimental results are shown in
Figs. 13.1 and 13.2.

Figures 13.1 and 13.2 show respectively the decision function curve and
accumulated LLR curve of NNWA-PF algorithm and PF algorithm FDI method
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under nominal condition. As can be seen from Fig. 13.1, the decision function
value of FDI method based on NNWA-PF exist smaller fluctuations. The decision
function value of FDI method based on PF exist bigger fluctuations, which is
obviously larger than NNWA-PF. If the fluctuation range of decision functionf;is
too large, it may trigger an alarm when the system has not reached the alarm
actually, thereby increase the probability of false alarm. For the selected alarm
threshold, the system false alarm probability of FDI system using NNWA-PF
algorithm is less than the FDI system using PF.

The simulation results based on NNWA-PF algorithm and basic particle filter
algorithm used in RAIM are s