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Preface

China’s BDS Navigation Satellite System (BDS) has been independently
developed, which is similar in principle to global positioning system (GPS) and
compatible with other global satellite navigation systems (GNSS). The BDS will
provide highly reliable and precise positioning, navigation and timing (PNT)
services as well as short-message communication for all users under all-weather,
all-time, and worldwide conditions.

China Satellite Navigation Conference (CSNC) is an open platform for
academic exchanges in the field of satellite navigation. It aims to encourage
technological innovation, accelerate GNSS engineering, and boost the develop-
ment of the satellite navigation industry in China and in the world.

The 5th China Satellite Navigation Conference (CSNC 2014) is held on May
21–23, 2014, Nanjing, China. The theme of CSNC 2014 is BDS Application—
Innovation, Integration and Sharing, which covers a wide range of activities,
including technical seminars, academic exchange, forum, exhibition, lectures, as
well as ION panel. The main topics are as:

1. BDS/GNSS Navigation Applications
2. Satellite Navigation Signal System, Compatibility and Interoperability
3. Precise Orbit Determination and Positioning
4. Atomic Clock Technique and Time-Frequency System
5. Satellite Navigation Augmentation and Integrity Monitoring
6. BDS/GNSS Test and Assessment Technology
7. BDS/GNSS User Terminal Technology
8. Satellite Navigation Models and Methods
9. Integrated Navigation and New Methods

The proceedings have 171 papers in nine topics of the conference, which were
selected through a strict peer-review process from 479 papers presented at CSNC
2014.
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We thank the contribution of each author and extend our gratitude to 165
referees and 36 session chairmen who are listed as members of an editorial board.
The assistance of CNSC 2014’s organizing committees and the Springer editorial
office is highly appreciated.

Jiadong Sun
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Chapter 1
Preliminary Results of Tropospheric
Wet Refractivity Tomography Based
on GPS/GLONASS/BDS Satellite
Navigation System

Xiaoying Wang, Ziqiang Dai, Li Wang, Yunchang Cao
and Lianchun Song

Abstract Up until the end of October 2012, the Chinese BeiDou navigation
satellite system (BDS) had launched 16 satellites, and then started providing
formal operation services for China and surrounding regions from the beginning of
2013. It is of theoretical and practical significance to do research on Tropospheric
wet refractivity tomography based on BeiDou system. The simulation experiment
is conducted based on the ephemeris obtained from two line elements (TLE) and
SDP4 model, Shenzhen-Hongkong GNSS network and standard atmosphere. The
multiplicative algebraic reconstruction techniques (MART) are used to solve
tomography equations to obtain tropospheric wet refractivity field. The results
show that for the Shenzhen-Hongkong area the tomography precision has not
improved obviously by the signals fusion of GPS/GLONASS/BeiDou, and the
tropospheric wet refractivity field can be obtained with high precision based purely
on the BeiDou system when GPS/GLONASS become unavailable due to certain
factors.
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Keywords BeiDou � Wet refractivity tomography � Algebraic reconstruction
techniques

1.1 Introduction

Water vapour plays an important role in the atmospheric process and climate
research. The GNSS technology provides a new means for detection of atmo-
spheric water vapor. With the features of a real-time continuity, all-weather
conditions and high precision, it can provide water vapour for the need of the
weather prediction model. It is a pity that although the precision of the precipitable
water vapor (PWV) above the GNSS receives can reach 1–2 mm [1], unfortunately
it is still in its innovation for perfect 4D water vapour tomography [2]. The primary
cause is that the number of on-orbit satellites is limited, the spatial structure
between satellites and stations is weak and the effective SWDs are not enough to
obtain the 4D tropospheric water vapor field.

Up until the end of October 2012, the Chinese BeiDou navigation satellite
system (BDS) had launched 16 satellites, and then started providing formal
operation services for China and surrounding regions from the beginning of 2013.
The conditions for water vapor tomography has been mature based on the BDS
system, but so far there has little research on atmospheric water vapor detecting
based on BDS system yet [3]. This paper gives the preliminary results of the
tropospheric wet refractivity tomography based on GPS/GLONASS/BDS system,
using multiplicative algebraic reconstruction techniques (MART) iteration method
and simulation data from Shenzhen and Hongkong (SH) GNSS network.

1.2 Data and Method

Experimental data are selected from the SH GNSS network with a latitude range of
22�12’–22�36’ and a longitude range of 113�53’–114�17’ as shown in Fig. 1.1.
There are totally 15 stations, including 4 stations (Nanshan, Zhuzilin, Jianyi and
Shatoujiao) in Shenzhen and 11 stations in Hong Kong.

The simulation experiment is based on the ephemeris obtained from two line
elements (TLE) and SDP4 model, the SH GNSS network and the standard
atmosphere. The simulation data is from 0:00 to 24:00 on July 1, 2013 (UTC).

During the data processing, equal to 3 % of the ZWD is the error of the ZWD,
and the SWD error with elevation is set to rZWD � sin a�1. A unified 50 % system
error is added to the true value of wet refractivity field as initial value for iteration.

4 X. Wang et al.



There are four voxels in east-west direction with 10 km per voxel. So is in the
north-south direction. There are 16 voxels in each layer. The height of the tro-
popause is set to 10 km and 500 m per layer. Thus there are totally 20 layers in the
vertical direction and altogether 320 voxels.

Details for MART can be seen in Bender et al. [4]. The paper proposes two
improvements for MART, one is that the Gaussian constraint is realized to update
the value of the voxels not penetrated by any SWD, the other is that two new
parameters of Bias and RMS, calculated from the result of all the voxels, are
adopted to evaluate the precision of the tomography results of the whole grid,
whereas the existing d and r parameters can only evaluate the precision of the
voxels penetrated by SWDs. The Bias and RMS parameters are calculated as
shown in Eqs. (1.1) and (1.2),

Bias ¼ 1
n

Xn

i¼1

ðNwk
i � NwiÞ ð1:1Þ

RMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
n� 1

Xn

i¼1

Nwk
i � Nwif g � Biasð Þ2

s
ð1:2Þ

In the above equations, Nw denotes voxel wet refractivity; n denotes the total
number of voxels and k denotes the kth iterations.

Fig. 1.1 Geographic
distribution of the SH GNSS
network
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Fig. 1.2 The change of a d,
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1.3 Results

The simulation results, from 12:00 to 12:30 on July 1, 2013 (UTC), respectively
based on BDS system, GPS system GLONASS(GNS) system, BDS ? GPS sys-
tem, and BDS ? GPS ? GNS system, are shown in Fig. 1.2. During the simu-
lation time the information such as the number of valid SWDs penetrating out of
the top of the grid and that of voxels penetrated by SWDs in three modes are
shown as Table 1.1. Figure 1.2 and Table 1.1 show that the precision of tropo-
spheric wet refractivity based on purely BDS system (only 14 satellites are used) is
superior to that based on the other four modes, and the signal fusion of
multi-navigation systems has no contribution to the precision improvement of
tropospheric wet refractivity.

In order to make the conclusion more convincing, Fig. 1.3 gives the results for
simulation time from 00:00 to 24:00 on July 1, 2013 (UTC). The d, r, Bias and
RMS on the 100th iteration are given in Fig. 1.3a–d respectively. The tomography
process in conducted per half an hour, and there are 48 samples in one day.
Figure 1.3 gives the same conclusions to the Fig. 1.2, indicating that for the SH
network, in most of the time, no matter based on the precision parameters d and r,
or on the Bias and RMS, the pure BDS system can achieve the best tomography
precision.

Table 1.1 Statistic results of different modes (the simulation time and iterations are same to that
in Fig. 1.2)

mode BDS GPS GNS BDS ? GPS BDS ? GPS ? GNS

Total number of SWDs 9,000 11,172 11,244 20,172 31,416
Valid number of SWDs 2,772 2,920 2,624 5,692 8,316
Number of voxels

penetrated by SWDs
305 313 310 313 314

d (mm) -0.1 -0.3 -0.5 0.1 0.5
r (mm) 0.6 2.8 2.1 2.6 3.4
Bias (mm) 1.1 1.1 1.4 1.0 1.3
RMS (mm) 3.8 4.3 4.0 4.5 4.7

1 Preliminary Results of Tropospheric Wet Refractivity Tomography 7
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1.4 Conclusion

From the simulation experiment based on the ephemeris obtained from two line
elements (TLE) and SDP4 model, Shenzhen-Hongkong GNSS network and
standard atmosphere, we can see the good prospect of BDS system used in the
atmospheric research. It is promising that the tropospheric water vapor tomogra-
phy based on the BDS system will be comparable to or better than that based on
the GPS or GLONASS systems with its continuous satellite constellating in 2010
for China area, which is of great significance for Chinese ground-based BDS
meteorology.
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Chapter 2
Analysis of Polar Ionospheric Scintillation
Characteristics Based on GPS Data

Lijing Pan and Ping Yin

Abstract Ionospheric scintillation is one of the important factors that affect the
performance of satellite navigation system, so ionospheric scintillation monitoring
has been drawn more attention. Based on ionospheric scintillation monitoring data
at South Pole station in Antarctica, we are able to investigate ionospheric scin-
tillation characteristics over there. Through analyzing scintillation data of
354 days at this site in the year of 2011 we can estimate the statistical occurrence
rate of phase scintillation and amplitude scintillation. The temporal, diurnal,
monthly and seasonal variations of the characteristics of ionospheric phase scin-
tillation have been studied, as well as the correlation between phase scintillation
and geomagnetic disturbance index (Kp). Statistical results show that phase
scintillation activities are more pronounced than amplitude scintillation activities
at South Pole. The Antarctic ionospheric scintillation were relatively quiet and the
phase scintillation index (Sigma phi) with Sigma phi[0.3 took place infrequently
only with the occurrence rate of is 0.14 % throughout the year. The occurrence
rate of phase scintillation in March, April, September and October is higher than
that in other months. The highest occurrence rate is in April and October and the
lowest in January. In April, September and October, phase scintillation mainly
appeared on the 12–18 UTC, and the different intensities of phase scintillation
have a similar time variation characteristics. As shown in the results, higher kp
always correlates with stronger phase scintillation.

Keywords Ionospheric scintillation � Antarctica � Statistical analysis � GPS �
Sigma phi
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2.1 Introduction

The region between 60 and 1,000 km above the Earth’s surface, known as the
ionosphere, is produced by ionizing radiation. When radio waves propagate
through ionosphere, they are refracted, reflected, scattered and absorbed resulting
in the loss of energy. Various scales of irregular structures in ionosphere can cause
the satellite navigation systems, such as the global positioning system (GPS)
signals fluctuate, which is referred to the ionospheric scintillation. Ionospheric
scintillation will make greatly influence on the tracking performance of the
satellite navigation receivers. It will lead to signal interruption when ionospheric
scintillation has a severe interference on communication and the radio broadcast.
When the problem gets more serious, it even affects the positioning accuracy and
reliability of the satellite navigation system [1]. With the extensive application of
space-based satellite communications and navigation systems, the effects of ion-
ospheric scintillation on ground-air communication systems can be effectively
avoided or reduced by carrying out monitoring of the ionospheric scintillation.
Therefore, monitoring the ionospheric activity and obtained the change law of
ionospheric activities are of great significance.

The electron density and Total Electron Content (TEC) of the ionosphere are
constantly changing over time and space, so the real-time monitoring is very
difficult. By means of the scintillation data measured by the GPS receiver, it is
possible to study the characteristics of ionospheric scintillation. Generally, scin-
tillation activity can be roughly divided into three zones: the high latitude regions,
low latitude regions and the regions between low latitude regions and high latitude
regions [2]. It is shown that the ionospheric scintillation predominates at high
latitudes and low latitude equator zone [3]. The ionosphere structure in the low-
latitude equatorial regions is unstable due to the magnetic equator Rayleigh-Taylor
instability over night, which makes the low-latitude equatorial region become one
of the strongest area of the world’s scintillation activity [4, 5]. Polar regions
connect the Earth geographic pole with geomagnetic pole. The polar ionosphere
which has a special physical form and mechanism, connects directly the Earth’s
magnetosphere and interplanetary space. Occurrence rate of scintillation is high in
the polar region. So the research of ionospheric scintillation is more and more
important [6, 7].

Currently ionospheric scintillation monitoring mostly focuses on low-latitude
equatorial regions, and the scintillation data measured at high latitudes is very
little. Foreign study of ionospheric scintillation start early, for a lot of research for
the ionospheric scintillation, Hunsucker and others to achieve the ionosphere and
its influence on the radio waves propagation to do the research; Spogli waiting for
polar ionospheric scintillation research. In this paper, statistical analysis of iono-
spheric scintillation in Antarctic is made with 3,000,000 data samples over
354 days in 2011. The observed data is taken by a scintillation receiver in the
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South Pole Station in Antarctica. The statistical characteristics of ionospheric
scintillation in Antarctica region, obtained in the study, will make a certain
foundation for a better understanding of ionospheric phase scintillation in this
region and for making a model in the future.

2.2 Data and Analysis

Scintillation data for this study is obtained by a scintillation receiver GSV4004
installed in the Antarctica South Pole station (geographic latitude of -90�/mag-
netic latitude of -74�, geographic longitude 0�). GPS satellites signals have two
L-band carrier frequencies, i.e., L1 (1,575.42 Hz) and L2 (1,227.6 Hz). The
GSV4004 receiver can receive 11 GPS satellite signals. The main purpose of
GSV4004 is to collect ionospheric scintillation data, TEC data of all visible sat-
ellites and output data, etc. GSV4004 receiver output two kinds of data, One is a
kind of parameter data, computing good S4, sigma phi namely; Another kind is the
original data; In this paper, the parameter data [8].

In research of ionospheric scintillation, measure of scintillation intensity index
is the amplitude scintillation index S4 and phase scintillation index sigma phi. S4
index is defined as standard deviation of the average of the normalized signal
intensity. The index reflects the change in the intensity of the signal amplitude. It is
calculated once per minute, which is calculated as

S4 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S2

Ih i � SIh i2

SIh i2

s

where, SIh i represents the signal intensity average value. The S4 index in the
analysis is the elimination of surrounding noise, which is the correction value of
S4. When ionospheric scintillation enhances, S4 index will increase. When S4
index is equal to 1, it is considered as saturation of scintillation in this time.
Traditionally, S4 \ 0.3 is a weak scintillation, and S4 [ 0.6 is the strong
scintillation.

Sigma phi is defined as the standard deviation of the carrier phase in radians.
The parameter is obtained by the power spectral density of the carrier phase, which
represents the phase change of the satellite signal severity level caused by iono-
spheric scintillation. The equation is:

sigmaphi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Eð/2Þ � Eð/Þ2

q

where, / is the carrier phase, Eð/Þ is expectation of /, outputted by GSV4004
with interval of 60 s.
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2.3 Results and Discussion

Using the data in the year of 2011 from South Pole station, the temporal, monthly
and seasonal variations of the statistical characteristics of ionospheric phase
scintillation have been studied. Analysis of the occurrence rate between amplitude
scintillation and phase scintillation is made. The correlation between phase scin-
tillation index and Kp index is studied in this region. According to the previous
experience, the minimum elevation GPS satellites is limited to 20� in order to
reduce the effects of multipath and other low-elevation effects.

In this paper, according to previous experience about high latitudes ionospheric
scintillation observations, actual observations in Antarctica and 2011 as solar
activity low activity, the scintillation of sigma phi \0.3 is considered as weak
phase scintillation, sigma phi [0.3 for the strong phase scintillation.

Table 2.1 shows the intensity of the different phase and amplitude of occur-
rence rate in year. The occurrence rate is defined as the ratio of the number of
scintillation greater than a specified value in period of time to the number of all
scintillation during the same period. As can be seen in the table, the phase scin-
tillation is stronger than the amplitude scintillation. Hence, we focus on analyzing
the characteristics of the phase scintillation in the following sections.

2.3.1 Monthly Variations of Phase Scintillation

Figure 2.1 illustrates the monthly occurrence rate of various levels of phase
scintillation in the year 2011. As can be seen from the preliminary results of the
measured data, scintillation in the year 2011 is mainly weak phase scintillation
with sigma phi \0.3, and strong phase scintillation with sigma phi [0.3 has a
lower occurrence rate. As can be seen from the figure, scintillation has obvious
seasonal variation characteristic and has a peak in spring and autumn, and has a
lower rate in winter and summer. The lowest occurrence rate is in January. In
February and March, scintillation significantly increases and has a peak in April.
The occurrence rate is low in May and June. In September, October, scintillation
significantly enhances and get the maximum. Phase scintillation at different
intensity has a good consistency.

Table 2.1 Occurrence rate
of various levels of sigma phi
and S4 of 1 year

Rate Sigma phi (%) S4 (%)
Level

0–0.1 94.14 97.58
0.1–0.2 5.15 2.34
0.2–0.3 0.57 0.09
0.3–1 0.14 0
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2.3.2 Temporal Variations of Phase Scintillation

Figure 2.2 shows the occurrence rate of sigma phi [0.2 with UTC time from
January 2011 to December 2011. The axis represents the phase scintillation
occurrence rate. Can be seen from the figure in March to may, From September to
November blink rate significantly stronger than the June to August, December to
February, March to May, From September to November sigma phi [0.2 twinkle
incidence peak appeared in UTC 12–18 UTC in this period of time.

2.3.3 Relationship Between Scintillation Index and the Kp

3-hr Kp index can be used to represent the intensity of geomagnetic disturbances.
In order to study the correlation between geomagnetic disturbances and scintil-
lation index in Antarctica, we use 2011 kp value that we obtain from SPIDR
database [9] to analyse.

The relationship is analyzed among geomagnetic activity index Kp, ionosphere
phase scintillation and occurrence rate of phase scintillation. We all on January to
November 2011 Kp value processing, take a day of Kp is greater than a maximum
of five data, as the days of ionospheric disturbance index of Kp, from all the Kp
value in the statistical data of Kp is greater than 5, and will get Kp’s statistics and
the corresponding time of sigma phi [0.3 strong flicker frequency and the cor-
responding flashing incidence trend of correlation analysis. The Kp index and
phase scintillation have a good relationship in the Antarctic generally. Six rep-
resentative days from statistics date of kp[5 are selected to draw the figure of the
Kp and phase scintillation with UTC time to do a specific analysis, as shown in
Fig. 2.3.

In Fig. 2.3, the histogram plots the change of Kp values with time. The axis is
UTC time and the axis is the Kp value. The other plots are the temporal variation
of phase scintillation. The axis is the value of sigma phi. The circle represents
values of sigma phi of the satellite in that time. As can be seen from the figure,
large Kp always corresponds with severe phase value scintillation. It is interesting
to note that October 25, strong phase scintillation took place with Kp up to 7.3,
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Fig. 2.2 Variability of the occurrence rate of the phase scintillation with sigma phi [0.2

Fig. 2.3 The relationship between the sigma phi and Kp
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however, on September 26 with Kp no more than 7, phase scintillation seems to be
more stronger. The underlying mechanism will be our future work (Table 2.2).

2.4 Conclusion

By analyzing GPS scintillation data of 354 days in the year of 2011 at South Pole
in Antarctic, a preliminary statistics in Antarctic is made about ionospheric
scintillation characteristics and correlation between geomagnetic activity index
and phase scintillation index. The results show that phase scintillation is obviously
stronger than amplitude scintillation in this region. In 2011, phase scintillation is
dominated with weak scintillation of sigma phi \0.3, and the occurrence rate of
sigma phi [0.3 is very low, which is the consistent with findings of Spogli et al.
[10] research in polar ionospheric scintillation.

Phase scintillation of 0.1\ sigma phi\0.2 and 0.3\ sigma phi\1 has a signif-
icant seasonal variation. The lowest occurrence rate is in January. In February,
March, scintillation significantly enhances and peak occurs in April. The occurrence
rate of May and June declines. In September, October, scintillation significantly
enhances and attaches to the maximum. Scintillation occurred mainly in
1,200–1,800 UTC and this research conclusions are consistent with Spogli et al.
[10], Li et al. [11], Gwal and Jain [12].

There is a good correlation between phase scintillation index and Kp. The
greater the value of Kp is, the more severe phase scintillation will be. But there is a
particular case which is mentioned above, it will be carried out in subsequent
Antarctic ionospheric scintillation monitoring and further study.

Acknowledgements In this paper, the data provided by the University of Bath, Professor
Mitchell’s research group, supported by the United States Siena College. The author is grateful to
them. The funding for this issue was provided by the State Department of Education returned
Scientific Research Fund.

Table 2.2 The relationship between the sigma phi and Kp

Day 4/2 14/2 1/3 11/3 29/4 28/5 29/5 4/6 5/6 5/8
Kp 5.7 5.3 5.3 5.7 5.3 6.3 5.3 5.3 6.3 7.7
Sigma phi [0.3 16 5 55 13 36 60 13 5 30 39
Rate % 0.15 0.05 0.50 0.12 0.33 0.56 0.12 0.05 0.28 0.36
Day 6/8 9/9 10/9 17/9 26/9 27/9 29/9 24/10 25/10
Kp 6.3 5.7 5.7 5.3 6.3 5.7 5.7 7 7.3
Sigma phi [0.3 25 78 12 176 295 17 4 45 13
Rate % 0.23 0.73 0.11 1.64 2.79 0.16 0.04 0.42 0.12
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Chapter 3
Study on Onboard Engine Thrust
Estimation Based on GNSS Precision
Orbit Determination Technology

Chen Shanshan, Yue Fuzhan, Jiang Yong and Li Dongjun

Abstract Electric propulsion technology which has the advantages of high spe-
cific impulse, small thrust becomes the preferred way of space exploration in
future. To ensure the safety and effectiveness of electric propulsion technology
applications, the assessment of its performance is needed. The GNSS technology is
now used for orbit determination, time service and so on, and it can be used for
onboard thrust estimation. The paper gives the thrust model first. Then it gives the
method to estimate the thrust for low and circle satellite orbit and the workflow
using GNSS precision orbit determination Technology. At last, the simulation is
made to analyse the semi-major axis variation under the thrust in the velocity
direction. The result of Grace real time orbit and precision orbit is also give to
prove the validity of the method in paper. The paper puts forward a suggestion that
the real time orbit determination technology can be used for onboard engine thrust
rapid assessment.

Keywords Precision orbit determination � GNSS � Electric thruster � Real time
orbit determination

3.1 Introduction

In order to shorten the time to reach the planet or star and carry more scientific
observation instruments with less propellant in space exploration, we need to find a
more efficient propulsion technology than rocket engine. Electric propulsion
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technology research and development and its application has attracted the attention
of space powers. Electric thruster which can repeat the start and has high specific
impulse, small thrust, light weight and long life characteristics, has been used on
many satellites. For example, Boeing Company has delivered eighteen satellites
for military and commercial satellite applications [1] used the electric thruster.
Currently electric propulsion technology is mainly used to keep track position, and
when the satellite main propulsion system is invalid, electric propulsion will play
an important role in the transfer orbit, such as the U.S. Air Force ‘‘Advanced
Extremely High Frequency satellite’’-1 (AEHF-1) and the Japanese ‘‘Hayabusa’’
for asteroid detection and so on.

Electric propulsion technology is the preferred way forward for the future of
space exploration. In order to ensure the effectiveness of its use, pre-test is needed
to be carried out to evaluate its performance. The paper use the precision orbit
determination technology with spaceborne GPS dual frequency data to complete
the engine thrust Estimation. The paper gives the Engine thrust estimation prin-
ciple first, and the method to estimate the thrust for low and circle satellite orbit.
Then the simulation data and GRACE-A [2] data is used to verify the validity of
the method. Engine thrust Estimation based on GNSS precision orbit determina-
tion can get high accuracy, but it do not have real-time characteristic. So the paper
puts forward a suggestion that the real time orbit determination technology can be
used for onboard engine thrust rapid assessment at last.

3.2 Engine Thrust Estimation Principle

3.2.1 Mathematical Model of Electric Thruster

In general, the equation of satellite motion [3] in the inertial coordinate system can
be described by the following equation:

€~r ¼~ag þ~ang þ~aemp ð3:1Þ

where,~r represents the position vector of the satellite center of mass,~ag represents
the sum of the acceleration caused by conservative forces on satellites, ~ang rep-
resents the sum of the acceleration caused by non-conservative forces on satellites,
~aemp represents empirical acceleration. Aside from the natural forces discussed
above, the motion of a spacecraft may also be affected by the action of onboard
thruster system. Despite the variety of satellite thruster system, the thruster model
can be described using impulsive thrust model and constant thrust model [4].

1. Impulsive thrust model: the thrust duration is small as compared to the orbit
period, so the thrust change with time can be approximated as a function of the
pulse function (equal to impulse multiplied the Dirac-d function). Satellite
motion may conveniently be treated as instantaneous velocity increments.
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2. Constant thrust model: the thrust duration is long and even comparable to the
orbit period. The equation of satellite motion can be described by the following
equation:

€~r ¼~ag þ~ang þ~aemp þ~aE ð3:2Þ

where, ~aE represents the acceleration caused by thrust forces.
Electric thruster has high specific impulse, small thrust and other characteris-

tics. Typical ion propulsion thrust is 20–40 mN with propellant consumption of
0.8 mg/s. The thrust acceleration is expressed as follows:

~aE ¼
~FE

m
¼ FE~eE

m0 1þ _m
m t

ffi � ð3:3Þ

where, FE represents engine thrust, m represents satellite mass, _m represents the
propellant consumption, m0 represents the satellite initial mass, t represents the
thrust duration. Consider electric propulsion engine propellant consumption is
relatively small than the mass of the satellite, so we can ignores the satellite mass
change during the maneuver. The thrust acceleration is expressed as follows:

~aE ¼
FE~eE

m
ð3:4Þ

3.2.2 Electric Thrust Estimation Principle and Precision
Analysis

3.2.2.1 Orbit Semi-major Axis Changes Under the Tangential
Perturbation

Under the two-body problem, the trajectory of the satellite is an ellipse which can
be descripted using six orbital elements. But the satellite actually is affected by the
sun and moon gravity perturbation, atmospheric drag and so on which makes the
orbital elements change with time. The orbit semi-major axis changes [5] as
follows:

da

dt
¼ 2

n
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� e2
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2e cos f þ e2

p
U ð3:5Þ

where, a, e, n, f respectively represent the satellite orbit semi-major axis, eccen-
tricity, satellite mean motion, true anomaly, U represent the satellite perturbation
in the tangential direction component. While n satisfy the following relation:
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n2a3 ¼ l ð3:6Þ

where l represent the constant of Earth gravitation. Taking the (3.6) into (3.5), we
obtain:

da

dt
¼ 2a

ffiffiffi
a
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lð1� e2Þ

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2e cos f þ e2

p
U ð3:7Þ

Formula (3.7) shows that, the engine thrust along the velocity direction will cause
changes of the satellite orbit semi-major axis over time and the rate of change also
is the function of orbital eccentricity, semi-major axis and true anomaly.

3.2.2.2 Model Simplification of Circular LEO Orbit

First, the eccentricity of the orbit nearly circle is approximately zero, formula (3.7)
can be simplified to:

da

dt
¼ 2Uffiffiffiffiffiffiffiffiffiffi

l=a3
p ð3:8Þ

In this case, semi-major axis change is only in relation with the engine thrust
and semi-major axis and its partial derivative to the semi-major axis is as follows:

o

oa

da

dt

� �
¼ 3U

ffiffiffi
l
p

ffiffiffi
a
p

ð3:9Þ

When the orbit semi-major axis changes Da, its impact on the rate of change of the
semi-major axis measured by the following formula:

o
oa

da
dt

ffi �
� Da

da=dt
¼

3U
ffiffiffi
a
p

Da=
ffiffiffi
l
p

2U=
ffiffiffiffiffiffiffiffiffiffi
l=a3

p ¼ 3Da

2a
ð3:10Þ

When consider the semi-major axis of the LEO satellite is 500 km and Da is
20 km, the impact above is less than 0.44 %. So we can consider the semi-major
axis is a constant in the semi-major axis change computation and the constant can
be substituted by the mean satellite semi-major axis am. The change of the orbit
semi-major axis by time during Dt is as follows:

Da ¼ 2Uffiffiffiffiffiffiffiffiffiffiffi
l=a3

m

p Dt ð3:11Þ
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Then the engine thrust can be estimated by the follows:

FE ¼
m

ffiffiffiffiffiffiffiffiffiffiffi
l=a3

m

p

2Dt
Da ð3:12Þ

The relationship between engine thrust estimation precision and semi-major axis
precision is as follows:

rFE ¼
m

ffiffiffiffiffiffiffiffiffiffiffi
l=a3

m

p

2Dt
rDa ð3:13Þ

3.2.3 Electrical Thrust Estimation Based on GNSS Precision
Orbit Determination

The problem of electrical thrust estimation has became the semi-major axis
determination problem, then we can make it by orbit determination technology.
With the development of GNSS technology, GPS receiver is mounted on a wide
range of low-orbit satellites for real-time and precision orbit determination [6].
The workflow to estimate the electrical thrust based on GNSS observation data is
as follows:

1. According electric current or voltage of spaceborne electric thruster we divide
the GNSS data into the data before maneuver and the data after the maneuver;

2. Use the data before maneuver and the data after the maneuver for precision
orbit determination;

3. Integrate the two orbit into the whole maneuver arc;
4. Compare the two orbit and estimate the engine thrust.

3.3 Simulation of Electric Thrust Effect and Analysis
of the Orbit Determination Result

The following first simulate the semi-major axis change under the electric thrust of
40 mN in 790 kg, 500 km orbit altitude of the satellite. Then the dual-frequency
GPS data of GRACE-A is used for precision orbit determination to validate the
feasibility of the estimation method.

3 Study on Onboard Engine Thrust Estimation 23



3.3.1 Impact of Electric Thrust on Satellite Orbit

First it simulated a 500 km nearly circle orbit of a satellite whose mass is 790 kg.
Then the 40 mN thrust along the velocity direction is added at different time and
different lasting time. The compare between the initial and changed orbit is as
follows (Figs. 3.1, 3.2, 3.3).

Figure 3.2 shows that, semi-major axis change with time under the thrust is
approximately linear relationship. Figure 3.3 shows that the change rate of semi-
major axis change becomes faster over time; the change rate of semi-major axis
change is variety at different added time of thrust; the change rate of semi-major
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axis is approximately a constant value in short time such as 10 min. The rela-
tionship between engine thrust estimation precision and semi-major axis precision
is as follows:

rFE ¼
m

ffiffiffiffiffiffiffiffiffiffi
l=a3

p

2Dt
rDa ¼ 0:0073rDa ð3:14Þ

3.3.2 Estimation Accuracy of the Electrical Thrust Based
on Dual-Frequency GPS Precise Orbit Determination

GRACE (Gravity Recovery and Climate Experiment) program is cooperated by
NASA and the German DLR. The project has two 220 km away from the nearly
circular orbit satellites. In July 2010, GRACE-A satellite orbit altitude is about
460 km. Using the GPS dual-frequency observation data for precise orbit deter-
mination, location accuracy and the corresponding semi-axis precision are shown
in Figs. 3.4 and 3.5.

The precise orbit accuracy of GRACE-A using dual-frequency data is
5.183 cm. Semi-axis precision is 2.839 cm and the max semi-axis error is 9.13 cm,
so the corresponding thrust estimation precision is respectively 0.296 and
1.33 mN. To a 40 mN thruster the relative precision is 0.74 and 3.33 %.

The calculating results of GRACE-A data shows, when using GPS dual-fre-
quency observation data to estimate the thrust of a 40 mN electric thruster, the
calibration accuracy can reach 1 %.
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3.4 Feasibility Using Real-Time Orbit Determination
Method for Orbit Control

Precision orbit determination method for electrical thrust estimation can get high
accuracy, but do not have the real-time characteristics. The real time orbit
determination technology using Kalman arithmetic can estimate satellite state in
real time, and it can be used for electric engine thrust Estimation. The GRACE-A
result using real time determination algorithms are shown in Figs. 3.6 and 3.7.
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Figure 3.7 shows that, the filter converges to a stable level of precision an hour
later. The orbit accuracy is 1.3 m and semi-axis accuracy is 0.64 m. To a 40 mN
thruster the relative precision is approximately 2 %.
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3.5 Summary

The method of engine thrust estimation based on the GPS precision orbit deter-
mination technology was proposed and proved with GRACE-A data in this paper.
The result showed that the method used in 40 mN engine thruster could reach 1 %
accuracy in nearly circle LEO satellite. The paper also gives the result of real time
orbit determination which has the semi-axis accuracy of 1 m after 1 h filtering.

As the satellite orbit determination is a nonlinear problem, the EKF filter need a
long convergence time. Then the use of more advanced filter such as UKF may
shorten the time needed for thrust rapid assessment. And also we can add the
engine thrust to the filter state vector in order to realize the real time estimation of
the electric engine thrust.

References

1. Chi H (2012) The new trend of full electric engine satellite and commercial communication
satellite. Space Explor 7:P40–P42

2. Chen J (2007) On precise orbit determination of low earth orbiters. PHD thesis, Tongji
University, Shanghai

3. Liu L (2000) Spacecraft orbit theory. National Defence Industry Press, Beijing
4. Yang J (2009) Aerospace dynamics and control. China Aerospace Press, Beijing
5. Liu L, Hu S, Wang X (2006) Introduction of astrodynamics. Nanjing University Press, Nanjing
6. Wang J (1997) GPS precision orbit determination and positioning. Tongji University Press,

Shanghai

28 C. Shanshan et al.



Chapter 4
Implementation of GNSS Attitude
Determination Receiver

Xiang Ao, Xiaowei Cui and Gang Liu

Abstract In this paper a specialized GNSS attitude determination receiver is
implemented using homologous RF platform, the receiver uses identical RF cir-
cuits which are driven by the same one crystal oscillator, so it has a better cor-
relation between different signal paths. Receiver baseband signal processing is
divided into Master RF signal path and Slaver RF signal path. The Master RF
signal path completes acquisition and tracking task and the Slaver RF signal path
deals with measurements extraction. Different from the traditional independent
receiver, carrier phase measurements are extracted independently from the Master
signal path. So a unique filter could be used to smooth observed measurements in
order to enhance the overall performance and output higher accuracy carrier phase
measurements. Higher accuracy of carrier phase measurement will improve the
possibility of the success of ambiguity search. Therefore attitude determination
receiver has a higher processing performance. Meanwhile the receiver’s mea-
surement extraction accuracy is independent from the Master RF signal path, so it
can be measured at the time that the Master RF signal path entering the tracking
state and the receiver can output measurements as short as possible. When inte-
grated with the INS, attitude determination receiver not only provides position,
velocity, but also outputs attitude information. Moreover, INS provides reference
attitude information to assist determining carrier ambiguity, so attitude determi-
nation receiver has a better performance in the robustness in harsh environments.
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Dynamic experiment is carried out where the GNSS attitude determination
receiver and the INS are mounted on a car. The navigation results show that the
receiver has a better carrier phase output capacity, and provides more information
in the subsequent attitude determination.

Keywords Attitude determination � Homologous RF platform � Carrier phase
measurement

4.1 Background

The attitude determination from GNSS signal is to calculate the relative distance
between two or more antennas and then convert to the attitude angle, by using
carrier phase difference algorithm. When GNSS antenna is located at both the two
ends of the platform, one can calculate the baseline vector and then convert to the
attitude angle. Presently, multiple GNSS OEM boards are used to generate carrier
phase observations independently, based on which carrier phase difference algo-
rithm is used to calculate the attitude angle. The method separates the receiver
design from the carrier algorithm, thus reducing the overall performance.

Based on the considerations above, researchers [1–3] have proposed homolo-
gous RF platform which take advantage of the correlation between each RF signal
path and combine the receiver design with the carrier difference algorithm to
achieve a better performance of the attitude determination. This paper implements
an attitude determination receiver based on homologous RF platform and verifies
its performance.

4.2 Attitude Determination Receiver

4.2.1 Receiver RF

Homologous RF attitude determination receiver shares the same oscillator for
frequency synthesizing, frequency down-conversion and AD sampling, thus the
RF front-end processing module has the same information processing character-
istics. The receiver RF structure [2] is shown in Fig. 4.1.
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4.2.2 Signal Model

GNSS signal on the L1 band can be expressed in (4.1) at the receiving end.

SL1 tð Þ ¼
ffiffiffiffiffiffiffiffi
2PC

p
C t � sð ÞD t � sð Þ cos 2p fRF þ fdð Þt þ uRFð Þ ð4:1Þ

After down-conversion, we can get:

SIF tð Þ ¼ 1
2

ffiffiffiffiffiffiffiffi
2PC

p
C t � sð ÞD t � sð Þ cos 2p fIF þ fdð Þt þ u

IF

� �
ð4:2Þ

As GNSS signal power is quite weak, it is necessary to use coherent integration
operation in the baseband signal processing, thus obtaining a higher spreading
gain. Assuming the input signal is continuous, pre-detection integration results are
expressed as:

Ik ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 C=N0ð ÞTc

p
sinc pDfkTcð ÞR Dskð ÞD cos pDfkTc þ Dukð Þ þ gI;k

Qk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 C=N0ð ÞTc

p
sinc pDfkTcð ÞR Dskð ÞD sin pDfkTc þ Dukð Þ þ gQ;k

ð4:3Þ

where k represents the k-th channel RF path; C/N0 is the signal carrier to noise
ratio, Dfk is the Doppler frequency of the local signal, Duk is the phase error of the
receiver with a local signal, R is the autocorrelation function of the spread spec-
trum signal, D is the current navigation message symbol and g is the coherent
integration noise.

4.2.3 Model Analysis

The signal processing for homologous RF attitude determination makes use of
Mast RF signal path and Slaver RF signal path. The Master RF signal path is

Antennas

Pre-Amplifiers correlators

CPU

Mixers Filters

Oscillator

Synthesizer

Digital Clocks

AD

Fig. 4.1 Receiver RF structure
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responsible for signal acquiring and tracking while the Slave RF signal path is
responsible for extracting the measurements by using differential carrier phase
discriminator. Pre-detection vector of each RF path is expressed as:

rk ¼ Ik þ jQk ¼ Akej pDfkTcþDukð Þ ð4:4Þ

Multiply the Master RF Pre-detection vector r1 with conjugate of the Slaver RF
Pre-detection vector r2:

r1r2 ¼ A1A2ej p Df1�Df2ð ÞTcþ Du1�Du2ð Þð Þ ð4:5Þ

The differential carrier phase measurements can be expressed as:

Du21 ¼ p Df2 � Df1ð ÞTc þ Du2 � Du1ð Þ ð4:6Þ

As each RF signal path uses the same local carrier phase and pseudo-code
phase, differential phase measurements can be expressed as:

Du2 � Du1 ¼ uIF2 � ulocð Þ � uIF1 � ulocð Þ
¼ uRF2 � umix2 � ulocð Þ � uRF1 � umix1 � ulocð Þ
¼ uRF2 � uRF1ð Þ � umix2 � umix1ð Þ
¼ uRF2 � uRF1ð Þ � Dumix

ð4:7Þ

where RF1 represents the Mast signal path, RF2 represents the Slaver signal path;
Du is the phase difference between the received signal and the local signal; uloc is
the local signal phase, uIF is the IF signal phase, umix is the mixer signal phase,
Dumix is the constant time delay of the output phase caused by the different of
master-slave radio mixer paths.

The observation of differential carrier Doppler can be expressed as:

Df2 � Df 1 ¼ fIF2 þ fd2 � flocð Þ � fIF1 þ fd1 � flocð Þ
¼ fRF2 þ fd2 � fmix � flocð Þ � fRF1 þ fd1 � fmix � flocð Þ
¼ fd2 � fd1ð Þ
¼ Dfd

ð4:8Þ

where fIF is the IF frequency; fd is the relative motion Doppler frequency; floc is the
local signal frequency; fRF is the Satellite Carrier Frequency; fmix is the mixer
frequency.

Considering the different line delay from the mixer input to the RF signal, as
well as the mismatch in the length of signal processing path, the baseband output
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for each phase of the differential RF channel contains a line delay deviation,
therefore the differential carrier phase observations can be expressed as:

Du21 ¼ p fd2 � fd1ð ÞTc þ uRF2 � uRF1ð Þ � DumixþDulineð Þ
¼ pDfdTcþDuRF � DN21 � Dubias

ð4:9Þ

Therefore the absolute deviation of the carrier phase of each antenna can be
expressed as:

Lu ¼ pDfdTcþDuRF ¼ Du21þDN21þDubias ð4:10Þ

where Dfd represents the Doppler difference between the two antennas and the
satellite motion component; DuRF represents the relative absolute phase deviation
of two antennas at the satellite distance; Du21 represents differential carrier phase
measurements between the Master RF signal path and the Slaver RF signal path;
DN21 represents the initial ambiguity; Dubias represents the mismatch carrier
phase.

As can be seen from Eq. (4.10), in order to recover the absolute distance
between the two antennas, it is necessary to obtain the three observations
(Du21, DN21, Dubias). Phase difference Du21 is the output of the differential carrier
phase discriminator. The initial ambiguity DN21 can be searched by integer least
squares method. Mismatch phase Dubias related to the current work environment,
and it is a constant value when the environment has determined. At the start initial
vector can be used to calculate the mismatched phase, which will then be used as a
fixed offset compensation for each satellite.

4.2.4 Signal Loop Design

The measurement extraction of homologous RF attitude determination receiver is
different from that in the independent receiver, where the Master RF signal path
acquires and tracks the signal and the Slaver RF signal path correlate the carrier
and the spread code derived from the Master RF signal path, and then extract the
carrier phase measurement by differential carrier phase discriminator.

For traditional receiver, the full carrier phase measurements output need to
verify the current message bit status, which can be implemented by the navigation
frame synchronization process.

For Homologous RF attitude determination receiver, the Master RF signal path
and the Slaver RF signal path make correlation with the same carrier and the
spread code. The carrier phase measurements output is regardless of the local
carrier frequency and phase, and the carrier phase measurements are independent
of the Master channel loop. When the Master channel loop detects a signal and
adjusts the frequency and pseudo-code to the correct point, full differential carrier
phase measurements can be obtained as output, which needs only 50 ms.
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4.3 Baseline Solution

The raw carrier phase measurement output of the Homologous RF attitude
determination receiver is the differential carrier phase of the different antenna in
the same satellite. The observation equation of the various antennas and satellite
are provided,, where the Master RF signal path (label 1) is used as a starting point,
the Slaver signal path (label 2) linearized at the same point, the difference between
the stations linear observation equation is obtained:

kDu j
21 ¼ �kDN j

21 þ Dqj0

21 þ A jX21 þ Dubias þ De j
u ð4:11Þ

where j represents satellite label; Du j
21 represents differential carrier phase mea-

surements; DN j
21 represents initial ambiguity; Dqj0

21 represents linearized different
distant; Aj represents line of sight Matrix; X21 represents baseline vector; Dubias

represents carrier phase mismatch of different RF signal path; De j
u represents the

noise carrier phase measurement.

4.3.1 Baseline Solution Model

As can be seen from Eq. (4.11), the carrier phase differential solution model

mainly deal with the three parts: the initial ambiguity DN j
21, the baseline vector X21

and the phase mismatch Dubias.
The observation equation can be written in the form of a matrix

Lu ¼ AX þ BN þ BLbias ð4:12Þ

where Lu represents carrier phase linearized observation vector; B represents
ambiguity coefficient matrix; Lbias represents phase mismatch vector, the same
value (Dubias) for each satellite.

If the current baseline vector is known, the current satellite ambiguity param-
eter equation can be written as:

B N þ Lbiasð Þ ¼ Lu � AX ð4:13Þ

At this moment the float ambiguities can be calculated. And then by using the
integer ambiguity characteristics, one can determine the current ambiguity N and
the carrier phase mismatch Dubias.

If the current ambiguity is known, the current baseline vector and the phase
mismatch equation can be written as:

Lu � BN ¼ AX þ BLbias ð4:14Þ
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Since Lbias share the same value (Dubias) for each satellite, it can be set as the
4th parameters to complete the baseline vector solving, and finally obtain the
baseline vector and phase mismatch.

If the current ambiguity phase mismatching is known, the current baseline
vector parameter equation can be written as:

Lu � BN � BLbias ¼ AX ð4:15Þ

At this point the baseline vector can be solved.
Based on carrier phase observation Eqs. (4.13)–(4.15), there are three processes

under the homologous RF attitude determination receiver for Baseline Solution.
Firstly, based on Eq. (4.12), a double difference equation can be established to

calculate the current baseline vector and the double difference ambiguity. Then
based on Eq. (4.13), single difference ambiguity N and initial phase mismatch
Dubias can be calculated. Finally, based on Eq. (4.14), Kalman filter can be
designed to complete baseline vector and phase mismatch solution.

The first two processes mentioned above are mainly for initialization process,
the third process is for receiver working state, and the finally process filtering
algorithm determine the accuracy of receiver and harshness of the operating
environment.

4.3.2 Baseline Filter Equation

Independent receiver phase measurements filtering algorithm is implemented by
the realization of phase-locked tracking, which is correlated with the accuracy of
the output phase measurements. The differential carrier phase measurements
extraction in homologous RF attitude determination receiver is independent to the
Master channel tracking loop. So the filters can be designed separately to complete
the processing of observations. Considering the case that, with compensate of
constant bias, the differential carrier phase measurements of various satellites have
single difference integer ambiguity characteristics. From this aspect, it could
design a single satellite observations vector Kalman filter completed smoothing
measurements and estimated baseline vector. Kalman filter state vector can be
taken: baseline vector and the rate of baseline vector and carrier phase mismatch.
Baseline vector uses a constant velocity model; while the carrier phase mis-
matching uses a first-order random walk model.

The Kalman filter state equation is:

X̂kþ1ð�Þ ¼ Fkþ1
k X̂kðþÞ

Pkþ1ð�Þ ¼ Fkþ1
k Pkþ1ðþÞFkþ1 T

k þ Qkþ1
k

ð4:16Þ
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where X represents state vector; Fkþ1
k represents state transition matrix; Pk+1

represents state covariance matrix; Qkþ1
k represents system model noise.

State vector:

X ¼ rT vT kubias

� �T ð4:17Þ

State transition matrix:

Fkþ1
k ¼

I3�3 T3�3 0
0 I3�3 0
0 0 1

2
4

3
5 ð4:18Þ

where rT represents baseline vector; vT represents the rate of baseline; kubias

represents phase mismatch in distance.
The Kalman filter measurement equation is:

X̂kðþÞ ¼ X̂kð�Þ þ KkZk

PkðþÞ ¼ I � KkHkð ÞPkð�Þ

Kk ¼ Pkð�ÞHk HkPkð�ÞHT
k þ Rk

� ��1

ð4:19Þ

where Hk represents measurement update matrix; Zk represents new measurement
vector; Rk represents measurement noise covariance matrix.

And the measurement update matrix is:

Hk ¼ An�3 0n�3 1n�1½ � ð4:20Þ

where n represents the number of satellites; An93 represents line of sight Matrix;
1n91 represents unit vector.

Mew measurement vector Zk is extracted by de satellite differential carrier
phase measurements Du.

Zk ¼ Lu � BN � HkX̂kþ1ð�Þ ð4:21Þ

where Lu represents linearized observation vector (calculated by the difference
carrier phase measurements); B represents ambiguity coefficient matrix; N repre-
sents single difference integer ambiguity.

4.3.3 Noise Performance Analysis

In the vehicle attitude determination by using GNSS receivers, the primary kind of
error comes from the noise in the carrier phase measurement, including loop
tracking error, multipath error and oscillator noise. For independent receiver’s
attitude measurement system, each of which directly affect the error of the carrier
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phase measurements, thereby affecting the attitude measurement accuracy. In
terms of the homologous RF attitude determination receivers, the carrier phase
observations are extracted directly from the loop, making the modulation of error
different form the independent receivers.

The Homologous RF attitude determination receiver uses a vector Kalman
filter, where the baseline vector motion model is considered in the filtering of
carrier phase measurements. Which the accuracy of carrier phase measurements
are higher than the independent receiver. Baseline vector is obtained directly
through the carrier phase measurements, single satellite multipath error impact on
baseline vector became weaken. In addition Homologous RF attitude determina-
tion receiver using the same RF circuit configuration, oscillator common noise
mode could completely eliminated in the carrier phase different process. Oscillator
differential noise mode in constant value is set as a state vector Kalman filter, and
the first order differential noise component as a filter in the random walk model,
the remaining high order differential noise component will affect the accuracy of
carrier phase measurements.

4.4 Experiment

There is a car Experiment using the Homologous RF attitude determination
receiver. The receiver use two piece of MAX2769 to receive GPS L1 C/A signal
shares the same oscillator. In the experiment, the Master antenna is mounted on the
front portion of the experiment car and the Slaver antenna is mounted on the rear
of the car. Trying to keep the line in the middle of the car, and the baseline
distance is approximately 1.55 m. Also there are two IMU system on the roof of
the car, both gyro drift accuracy are 30�/h. IMU1 is an independent inertial nav-
igation system, synchronization with the receiver for analysis and post processing;
IMU2 is a combination navigation system which integrates a Novatel board, and it
is used for comparison with the attitude determination verification.

Experimental car and raw data output from the Master antenna single point
positioning tracing point of post-processing shown in Fig. 4.2.

Satellite Chart show shown and the entire experiment process observation
satellite signal quality in Fig. 4.3.

It can be seen, the observation in a poor environment, there are tall building
around road blocking satellite signal, and the lower elevation angle of the satellite
frequent loss of lock. Most of time there are only four or five satellite in sight for
measurements, sometimes there are only three satellites for measurements.

There are three static state points in this experiment, which keep about 15 s. In
Fig. 4.4, there are two static state point output yaw angle enlarged, and it can be
seen that the Homologous RF attitude determination receiver has 0.3� error.
Considering the harsh environment and only 4–5 satellites for most of the
observation time, the Homologous RF attitude determination receiver has better
yaw angle accuracy.
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Fig. 4.3 Satellite chart and signal quality

Fig. 4.2 Experimental platform and tracing point

Fig. 4.4 Attitude receiver output yaw angle

38 X. Ao et al.



IMU2 integrated navigation system, which integrates with the Novatel receiver
that outputs pseudorange and pseudorange rate for deeply combine navigation. It
has being verified that IMU2 integrated navigation system output angle error is 1�.

Figure. 4.5 shows that the difference between two yaw angles is within 2�.
Which has been compensated for misalignment angle between the two systems,
and the system time is about its accuracy 2 ms. Considering the poor environ-
mental of observations, the correction of the output the basic yaw angle can be
verified for the two systems.

4.5 Conclusions

Experiment results show that the homologous RF attitude determination receiver
has a better accuracy in attitude measurement and stronger ability in working in
harsh environments.

References

1. Parkinson BW, Spilker JJ (2006) Global positioning system: theory and application, 2 edn.
American Institute of Aeronautics and Astronautics,Inc., Washington, DC

2. Cohen CE (1992) Attitude determination using GPS. PhD thesis, Department of Aeronautics
and Astronautics, Standford University

3. Keong JH (1999) GPS/GLONASS attitude determination with a common clock using a single
difference approach. In: ION GPS 99 conference, Nashville, 14–17 Sept

Fig. 4.5 Difference between two yaw angles

4 Implementation of GNSS Attitude Determination Receiver 39



Chapter 5
Application of Geo-image to Vehicle
Navigation

Yibo Si, Fengjuan Wu and Lei Deng

Abstract Geo-image navigation is a new type of navigation. It’s based on the
geographical image as its main background data and the digital map as its sup-
plemented background data. It provides users with intuitive, rich navigation
background information, thereby enhancing the navigation visual effect. The paper
shows the concept and characteristics of geo-image navigation. To improve the
response speed, the organization of geo-image data in server–side of the dynamic
application which relying on network is be studied. In order to improve the display
efficiency, the data acquisition and display of the client are researched. The study
can be ensuring real-time demand of navigation.

Keywords Geo-image � Vehicle navigation � Dynamic scenes expression

5.1 Geo-image Concept and Characteristics

Vehicle Navigation System utilizes map as data base. Vehicle positioning, navi-
gation and search functions must be achieved by matching with the map. Cur-
rently, Vehicle Navigation System uses mostly a digital map, which is
characterized by simple, small amount of data, but there are obvious shortcomings.
First, traditional digital map navigation uses simple two dimensional point, line,
plane to describe object, which is abstract and broad; however, its visual effect is
relatively poor, monotonous, and boring. In addition, users will find it difficult to
recognize the map with the actual environment. Second, due to long operating
cycle and low efficiency, the traditional digital map is not able to meet the needs of
the rapid development of the modern city. Compared to traditional GIS that relies
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highly on two dimensional descriptions, Geo-image has the advantage of high
practicality, and display the true geographical landscape. It is a huge technology
innovation.

Geo-image navigation, based on geography image as main background data and
digital map as assisted background data, is a new type of navigation. Navigation
related geographic information search, path planning, navigation tips and other
functions are operated in a scene of image background. The application of Geo-
image is the trend of navigation technology. Geo-image navigation fully represents
the advantages of image and vector, has a short update cycle and timeliness strong
advantage, overthrows the traditional map navigation application, and brings a
brand-new visual enjoyment.

5.2 Geo-image Dynamic Application Mode

Studying the trend and history of vehicle navigation system, the first generation
products have been developed to the second, and is being rapidly transited to third
[1]. Network based new navigation mode and the use of multi-layer structured
‘‘server and client’’ is an essential feature of the third generation of navigation
system. The system consists of three parts: navigation data centre, user terminal
and communication network. The navigation data centre is the ‘‘server’’ of the
entire system which is responsible for the distribution and process of navigation
information. With the support of current internet technology, it achieves naviga-
tion service such as management of navigation geographic data, distribution of
information, and so on. The user terminal is the ‘‘client’’ that can download data
from the ‘‘server’’ through live internet, so users are able to access live data and to
receive various supports of the centre. The mobile communication network and
etc. is the main transmission medium of navigation information. It provides
communication service for the dynamic application, and acts as the channel of data
transmission.

5.3 Navigation Data Storage at Server Terminal

In navigation applications, in order to improve system response speed, real-time
and high-speed call and display need to manage the geo-image storage effectively
by using multi-resolution image pyramid model and image blocking. The specific
methods are: first, use Mercator projection to transform images; second, divide the
transformed images equally; then, process the image data by using the hierarchical
pyramid method. The whole process is shown in Fig. 5.1. Combined with the
Multi-source remote sensing image data, it helps determine the data sources of
multi-level gird image, as shown in Table 5.1.
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Based on geographic divided area, Navigation Layer (12th to 18th layers) stores
high-resolution image data in corresponding server group. It uses network topol-
ogy structure to calculate the distance between nodes based on IP address and is
able to select closer local data storage server, in order to avoid resource shortage or
connection delay.

Index server is a ‘‘bridge’’ connected navigation geographic data server to user.
When the user sends data requires to the index server (spatial query dimensions,
the required resolution image layers or path planning result, etc.), the index server
traversal tile four-tree-index, and build tile coding. Then, it retrieves result from
Data Server IP Chart, and determines the address of the target server.

5.4 Navigation Data Acquisition Process

During navigation, users must interact with the server to obtain the required data.
The process for requiring data is as follows: (1) users send a calculation request to
the routing server (or via user terminal automatically); (2) based on the path
planning results (or based on screen size to calculate required data tiles), users
send a data ‘‘request’’ to the server; (3) index server locates the garget data server
via ‘‘index’’ and sends a scheduling request to the target server; (4) data server
reads the corresponding data and sends it directly to the user; (5) user now can
‘‘download’’ and display the data.

Protection Layer Tile

Fig. 5.1 Space divide process of Geo-image

Table 5.1 Multi-level grid tile resolution

Layer number Width and height
(pixel)

Tile resolution
(m/pixel)

Map scale (take
96dpi for example)

Data sources

12th floor 1,048,576 38.2185 1:144,447.93 SPOT-4
13th floor 2,097,152 19.1093 1:72,223.96 SPOT-4
14th floor 4,194,304 9.5546 1:36,111.98 SPOT-5
15th floor 8,388,608 4.7773 1:18,055.99 SPOT-5
16th floor 16,777,216 2.3887 1:9,028.00 IKONOS
17th floor 33,554,432 1.1943 1:4,514.00 IKONOS
18th floor 67,108,864 0.5972 1:2,257.00 World view
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5.4.1 The Adaptive Switching Strategy for Multi-resolution
Images

Before sending requests to the server, users need to specify the resolution of image
in which can meet the navigation requirements as well as to determine the spatial
dimensions.

Elements of transportation are core geographic information in geo-image
navigation. The navigation function must base on road information network.
General design and production of digital navigation map should be set up
according to requirements of different scales to finish cartographic layers and
cartographic generalization. For example, intercity navigation map only need a
smaller scale to include main city roads such as city, provincial, and national
highways and other elements including main residential areas and road service
facilities in which the roads pass through. However, for city navigation, a larger
scale is needed to include detailed road network and POI information [2]. Cor-
responds to geo-image navigation, high-resolution images have unique advantages
in areas with complex environments in which surroundings, intersections, or POI
are examined meticulously. In less environmental complex areas, such as on
highways where speed is relatively high and surrounding environment is less
relevant, low resolution images can satisfy its navigation needs. In addition,
switching resolution manually may distract the attention of the driver and thus
affect safety.

The adaptive visualization operation of navigation information depends on the
user’s operation behaviors. These behaviors can be discriminated and described to
extract a set of adaptive trigger conditions. By setting up the rules for switching,
users can request images of different scales from the server automatically to
achieve adaptive switching purposes [3]. The rules are as followings.

1. Roads are divided into four levels according to vehicle capacity, as shown in
Table 5.2.

2. The scales and resolutions of navigation geographic data and images for each
level are shown in Table 5.3.

3. Route is calculated via two-way search method [4]. Calculations are based on
the distance between the place of departure and the destination, as shown in
Table 5.4.

Table 5.2 Road
classification

Road level Description

Level 1 High grade roads (highways, national highways)
Level 2 Provincial roads
Level 3 Inter-county roads and city roads
Level 4 Passable roads (street roads)
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4. When the place of departure and/or the destination are not in the computing
layer, the computing layer will increase one layer by one layer until reaching
the corresponding node. This node is used as a starting point to compute the
nearest node in lower layer, and the cycle goes on until the calculation is
completed.

5.4.2 Multi-scale Scenes Expression Strategy

To ensure the efficiency of the interactive response, it is necessary to reduce the
amount of data involved in the processing of the scene to a minimum without
affecting display quality of the scene details. It has been proved that organizing
and scheduling scene data according to the rules of human visual cognition is an
effective method. The organization and schedule of scene data are largely
dependent on the organization of the scene detail levels and the schedule among
data at all levels associated with the viewpoint.

During the navigation process, viewpoint of the user is usually used as the
frame of reference. That is, when the user moves, the relative position of the
viewpoint on the map remains unchanged and the map takes ‘‘incremental loading,
dynamic delete’’ strategy for display. According to human visual habits, region
close to the range of vision and consistent with the direction of the travel is of the
most concern to the user, whereas the distant region does not require careful
judgment. The three-dimensional perspective principle states that using the
viewpoint as a starting point, the range of vision increases gradually toward the
viewing direction and as objects become more distant they appear smaller and
more virtual. Using this as a basis, the field of view can be divided by region to
build realistic visual scenes, as shown in Fig. 5.2.

Table 5.4 Path planning
results and road level

Distance (km) Instructions Road level

[500 Interprovincial Level 1
100–500 General equal to a Provincial

administrative area
Level 2

50–100 General equal to a city
administrative area

Level 3

\50 General within the city Level 4

Table 5.3 Road level and
navigation data layer

Road level Vector map scale Image LOD layer

Level 1 1:250,000 12
Level 2 1:100,000 13, 14
Level 3 1:25,000 (or 1:50,000) 15, 16
Level 4 1:10,000 (or 1:5,000) 17, 18
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Drawing from three-dimensional multi-scale modeling, the user terminal can
display by regions. Use the most commonly used navigation terminal, 400 9 800
resolution, as an example. As shown in Fig. 5.3, rectangles represent terminal
devices and the arrows (approximately 1/6 on the screen) represent the locations of
the user. The multi-scale scenes expression strategy refers to using a variety of
image resolutions to reconstruct the scene within a single navigation scene. High-
resolution images are used for close-range and low-resolution images are used for
median- and long-range in order to decrease the amount of exchanged data and
refresh frequency while increase visual effects at the same time. During naviga-
tion, refresh frequency for close-range images are higher than that for median- and
long-range images, and the volume of downloaded data is smaller than using
single-scale scene method.

In Fig. 5.4, a real navigation case is used to illustrate how the multi-scale scenes
expression strategy works. Both horizontal and vertical screen display modes are
shown. First, route planning belongs to level 4 roads. Single-scale scene method uses
18th navigation layer image to display across all regions. Using multi-scales scene
method, navigation layer images decreases by two layers for each region displayed.
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Table 5.5 shows the comparison between single-scale scene method and multi-
scales scene method of both horizontal and vertical screen display modes by
required data blocks, amount of downloaded data, and display effects.

Fig. 5.4 A real Geo-image navigation case

Table 5.5 Comparison: single-scale and multi-scales display

Scene scale Screen mode Number of data tiles Data loaded (kB) Display effect

Single-scale Horizontal screen display 18th floor:8 112 Figure 5.5
Vertical screen display 18th floor:8 111 Figure 5.6

Multi-scales Horizontal screen display 18th floor:4 71 Figure 5.7
16th floor:3

Vertical screen display 18th floor:4 77 Figure 5.8
16th floor:2
14th floor:2

012310020210033032 012310020210033023012310020210033033 012310020210033022

Fig. 5.5 Horizontal scene data loaded and display of single-scale

5 Application of Geo-image to Vehicle Navigation 47



The multi-scales scene expression strategy has higher display efficiency. A low-
resolution tile contains a wider range. The amount of downloaded data is smaller
than a full image of higher resolution because lower resolution images require a
smaller amount of data than high-resolution images do. Moreover, the refresh
frequency is relatively low and thus reduces the burden of display on the user’s
terminal. In terms of display effects, this strategy meets user’s requirements that
close-range images are displayed with higher visual quality than long-range
images by presenting more distant objects smaller, which is more in line with
human visual perception.

0

012310020210033032 012310020210033033

012310020210033031 012310020210033030

Fig. 5.6 Vertical scene data loaded and display of single-scale

0123100202100333 0123100202100332 0123100202100323

Fig. 5.7 Horizontal scene data loaded and display of multi-scales
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5.4.3 Progressive Transmission Strategy

Progressive transmission is a method in which the image profile data is transferred
first before the details of the image are sent and data is decoding while transferring.
This method overcomes diamonds effect due to transmission in line and high
compression ratios that traditional image compression technology has. Images
begin to decode and appear before data transfer is complete, and therefore
improves the transmission efficiency and enhances system adaptability. It is par-
ticularly applicable to a wireless communication network environment.

Progressive transmission is based on multi-resolution image data organization
of the binary tree model [5]. The model is shown in Fig. 5.9. First, organize multi-
resolution image data according to the principle of resolution halved. That means,
a level’s resolution is a half of its parent level. That means, a level’s resolution is a

0123100202100001231002021001

Fig. 5.8 Vertical scene data loaded and display of multi-scales
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Fig. 5.9 Multi-resolution structure of Geo-image data based on binary-tree model
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half of its parent level. In this way, divide the image into N level parts according to
the network transmit bandwidth. The lower bandwidth means the bigger N. After
finishing the multi-resolution image data organization in level, the image can be
composed in reverse combination. Namely, the k ? 1 level’s image data Pðkþ1Þ0
and Pðkþ1Þ1 can make the k level’s image data Pk1. In this way, the whole image
comes back to the initial state. Using the principle of half decreasing multi-scales
scene method, navigation layer images decreases by two layers for each region
displayed.

According to the request of the user, the data server searches the relative image
tiles, make them into a binary tree model, and transmit progressively. The user
terminal displays as soon as it received the data. This course is the reverse process
of hierarchical organization of Multi-resolution image data and reduce the user’s
waiting time. Suppose that there is a piece of image tile with 1 m resolution which
have a 32K amount of data. It will be transmitted by 5 times according to binary-
tree model, Table 5.6 shows the amount of data transmitted and display resolution
every time.

When network condition is not optimal (wireless signal or speed is smaller than
certain thresholds), there are two application conditions of progressive
transmission:

1. During navigation, roads and surround POI are of the main concern to the user,
and objects in long-range are less of a concern. For example, on the border
areas of city and countryside, many objects and features along the road require
careful judgment and thus high-resolution images should be used. On the other
hand, for farmland and scattered residential buildings in the far distance,
contour information would be enough. Therefore, a buffer zone can be set up
based on the typology and attributes of the roads. That is, using the road as a

Table 5.6 Example:
progressive transmission
based on binary-tree model

Transmission times Transmission
data (kB)

Display
resolution (m)

1 2 16
2 2 8
3 4 4
4 8 2
5 16 1

Table 5.7 Transmission case
on 16th floor image in some
area

No
road buffer

Inside
road buffer

Outside
road buffer

Tile data 64 24 40
Amount (kB) 596 296 75

Note The image outside the road buffer is divided into two
levels, and just transmit the 1st time’s data, namely 1/4 initial
data amount, the same as the resolution
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reference and expanding a certain range on both sides of the road as the buffer
zone, high-resolution images are used within the buffer zone and low-resolution
images are used outside the buffer zone. The vector information of image tiles
is used to identify the priority: tiles belong to the buffer zone are transferred

Fig. 5.10 Real application case: progressive transmission on road buffer zone. a Raw Geo-image
mosaic of 16th floor. b Low-resolution Geo-image mosaic of 16th floor. c Raw Geo-image
mosaic within the road buffer zone. d Low-resolution Geo-image (progressive transmission)
mosaic outside the road buffer zone. e Geo-image mosaic of Client display
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with the desired resolution; tiles outside the buffer zone are transferred using
the progressive transmission strategy. According to the network condition, only
one or a few levels of resolution images are transferred.
A real case is illustrated to show how it works, as seen in Table 5.7 and
Fig. 5.10.
As can be seen, the use of a buffer zone to categorize data transmission can

effectively reduce the amount of data transferred while does not affect navigation
quality.
2. When the tiles have the same priority, estimated transmission time for both

progressive transmission and single tile (raw data) transmission will be cal-
culated by the system (represented by T1 and T2). Progressive transmission is
adopted first if T1 [ T2. Under this method, if network transmission speed is
relatively high, transmission may start from a certain level of resolution in the
middle range rather than from the highest level.
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Chapter 6
A Correlate-Based GPS Multipath Time
Delay Estimation Algorithm

Jian Li, Wenyi Wang, Dan Lu, Lu Wang and Renbiao Wu

Abstract Multipath effect of signals is one of the main causes of the global
positioning system positioning error. Although the differential technology can
improve the positioning accuracy of navigation system. However, due to the ref-
erence station and the user’s geographical location is different; Differential GPS
(DGPS) system still does not eliminate multipath effects of the satellite signal. The
conventional narrow correlator method can reduce positioning error. But it assumes
that the bandwidth of channel is unlimited. It can not be met in practice. That is its
limitations. In this paper, we consider the characteristics of GPS signal model and
the multipath effect In GPS system. We introduce a least-squares iterative multi-
path super-resolution (LIMS) delay estimation algorithm and propose a multipath
signal delay estimation algorithm based on correlation model on this basis. The
algorithm takes the correlation output of received signal correlates and the local
C/A code as the model, estimates the direct signal and the multipath signal delay
accurately in the condition of signal delay is unknown. As can be seen from the
simulation results, the multipath interference suppression algorithm we propose
outperforms the traditional narrow correlator method and LIMS algorithms.

Keywords Global Positioning System � Multipath effect � Time delay estimate

6.1 Introduction

Navigation satellite system is a star base radio navigation system which takes
satellites as a beacon, can provide all-weather, high precision of 3D position,
velocity and time information. So that it makes safe and convenient for the global
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land, sea, air and other kinds of military and civilian users. American spent heavily
to build and maintain the Global Positioning System (Global Positioning System,
GPS). GLONASS was developed by Russian Global Navigation Satellite System
(Global Navigation Satellite System, GLONASS). Chinese Beidou Satellite
Navigation System (Beidou Navigation Satellite System). Europe’s Galileo Posi-
tioning System (Galileo Positioning System, Galileo) plan. Japan decided to
develop a quasi zenith Satellite System (QZSS) and India had the approval of India
regional Navigation Satellite System (IRNSS) major projects. Above examples
show that Satellite Navigation and Positioning System Occupies the important
position in the field of military or civil [1, 2].

Now the GPS chip was already embedded in the cell phone to realize the posi-
tioning function. China’s Beidou satellite navigation system played an indelible role
in the rescues of WenChuan earthquake because of its peculiar characteristics of
short message. Therefore, Satellite navigation has been an indispensable part of
daily life. However, the positioning systems above, will suffer all kinds of inter-
ference from the outside world inevitably, which affect their positioning accuracy.
The most significant is the multipath interference. As we know that multipath effect
takes most part in the global positioning system (GPS) precision positioning error.
The multipath effect is caused by the multipath transmission of satellite signal, that is
to say, the receiver antenna received more than just the direct signal and all kinds of
medium around once or multiple reflected signals. The reflection signals interfere
the direct signal, which makes the observation value deviates from the true value,
thus the interference caused time delay effect [3].

The multipath suppression methods commonly are used by changing the
receiving antenna and data processing. The method based on antenna can inhibit
the multipath signals come from the ground, but it can’t work for multipath signals
from the top of the antenna. Signal processing methods often have two kinds, one
kind is the most common is narrow correlator technology, but narrow correlator
method assumes that the channel wireless wide, however, it can not meet in
practice [4, 5]. The second way is multipath estimation methods, that is, to detect
the multipath signal and estimate the parameters of each multipath signal com-
ponents. We are mainly interested in signal time delay estimation generally, then
according to the parameters of multipath which are estimated, to fix the received
composite signal and restore the direct signal. The main methods are the least
squares estimation, maximum likelihood estimation and Bayes estimation methods
[6–9]. In this paper, we introduce a kind of multipath time delay estimation
method and put forward a new method on the basis of it. The main idea of new
method is to circular relate the received signal and the local C/A code, then use
signal separation method to estimate the interested signal time delay.
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6.2 System Model

In order to analyze conveniently, this paper consider using a single reflection path,
when there are multiple paths, this method works similarly. When there is only a
multipath signals for receiver. We can get

yðtÞ ¼
X2

p¼1

apcðt � spÞdðt � spÞejxpðt�spÞ

þ eðtÞ
ð6:1Þ

Among them, d(t) is the navigation message, the value is ±1 in satellite naviga-
tion, c(t) is C/A code of satellite signal, e(t) is receiver thermal noise. a1, s1, x1 is
direct signal amplitude, time delay and frequency respectively. a2, s2, x2 is the
multipath signal amplitude, time delay and frequency. In convenience of analysis,
we regardless of the navigation message, and assume that the frequency of direct
signal and multipath signals are equal, both are xd. Then the received signal is

yðtÞ ¼
X2

p¼1

apcðt � spÞeixdðt�spÞ

þ eðtÞ
ð6:2Þ

First, make circular correlation between c(t) and y(t), and samples the related
results in {0, Ts, …, (N - 1)Ts}, so that, we can get

pðnÞ ¼
X2

p¼1

aprðnTs � spÞ þ wðnÞ ð6:3Þ

Among them, N are the sample points, and Ts is sample interval.
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6.4

wð1Þ ¼ 1
Ti

ZTi

0

eðtÞc�ðt � 1Þdt ð6:5Þ

r(s) is auto correlation function of C/A code, Tc is the period of C/A code. w(n) is
the output of the related samples between e(t) and c(t). Ti is the integration time.
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6.3 Multipath Signal Suppression

6.3.1 LIMS Multipath Estimation Method

The main idea of LIMS (Least-Square-Based Iterative Multipath Super-Resolution
Technique) algorithm [10] is to consider the autocorrelation function of GPS C/A
code is the triangle. So we can use C/A code autocorrelation function to fit the real
correlation function. Then we will get the amplitude and time delay estimation.
Nonlinear least squares cost function of LIMS algorithm is written as

fa; tg ¼ arg min
a;t
jjGp�GAðtÞajj2

¼ arg min
a;t
jjGp�GðBða; tÞtþ bða; tÞÞjj2

ð6:6Þ

where, G is a nonsingular albino noise matrix. G ¼ C�
1
2; C is the covariance

matrix of the noise vector.
C½ �k;j¼

Ti

N0
E wk�1w�j�1

n o
¼ rððk � jÞTsÞ ð6:7aÞ

ð1ffi k; jffiN)

½AðtÞ�nþ1;mþ1 ¼ rðnTs � tmÞ
ð6:7bÞ
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XM�1

m¼0
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b (6.7e)

where, p is correlator output sampled at N lags {0, Ts,…, (N - 1)Ts}. m is the

number of the signals. a ¼ ½a0; . . .; aM�1�T ; t ¼ ½½t0; . . .; tM�1�T ; is the signal
amplitude and delay which is ready for estimation respectively.
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The first formula of (6.6) is a least squares cost function about a. When a is
known and B(a, t) and b(a, t) can be seen as the approximate constant in a small
time period, so that the second formula of (6.6) the is a least squares cost function
about t. To solve the two least squares cost function and get the iterative equation
obtained by using the gradient descent method.

am ¼ am�1 þ cÂðtm�1Þ � p̂� Âðtm�1Þam�1

ffi �
ð6:8Þ

tm ¼ tm�1 þ b � real B̂
Hðam;tm�1Þ � p̂� Âðtm�1Þam

ffi �n o
ð6:9Þ

ÂðtÞ ¼ GAðtÞ; p̂ ¼ Gp; B̂ða; tÞ ¼ GBða; tÞ: c, b is step size of the two equation
respectively. realð�Þ is to get the real part of the vector. We can get the estimation
value of amplitude âm and time delay t̂m:

6.3.2 Correlate-Based Multipath Signal Estimation
Algorithm

LIMS algorithm considers that the GPS C/A code of autocorrelation function is the
triangle shape. So we can use it to fitting the real correlation function, and finally
estimate the time delay and amplitude through the two least squares cost function.
The downside of this approach is that the initial value of the demand is stricter. At
the same time the two iteration steps are hard to choose so that the time delay
estimation accuracy is not very high. The new multipath estimation algorithm
mentioned below can estimate the amplitude and latency of the direct signal and
multipath signal one-time. And the resulting estimate error will be smaller than the
LIMS algorithm.

We can be seen from expression (6.3), the correlate output includes time delay
and amplitude information. So we can consider using this correlate model to get
the time delay and amplitude estimation through the adoption of WRELAX
method. The specific process is as follow.

Using the discrete Fourier transform to the expression (6.3) correlate output can
be obtained

PðkÞ ¼ RðkÞ
X2

p¼1

apejxpk þWðkÞ ð6:10Þ

Among them, P(k), R(k) and W(k) are the result of the discrete Fourier transform of
p(n), R(n) and w(n) respectively. xp ¼ �2psp

�
NTs; Ts is the sampling frequency.

So we can get the nonlinear least squares cost function of the time delay estimation
and the amplitude estimation.
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C1 fx̂p; âpg2
p¼1

ffi �
¼

XN=2

k¼�N=2

PðkÞ � RðkÞ
X2

p¼1

apejwpk

�����

�����

2

ð6:11Þ

By minimizing the cost function C1ðfx̂p; âpgÞ can obtain the unknown
parameters estimation. But for the unknown parameters fx̂p; âpg; the cost function
is a nonlinear least squares. Here we use WRELAX method to obtain the
parameter estimation.

aðxpÞ ¼ ejxpð�N=2Þ; ejxpð�N=2þ1Þ; . . .; ejxpðN=2�1Þ
h iT

ð6:12Þ

P ¼ ½Pð�N=2Þ;Pð�N=2þ 1Þ; . . .;PðN=2� 1Þ�T ð6:13Þ

R ¼ diagfRð�N=2Þ;Rð�N=2þ 1Þ; . . .;RðN=2� 1Þg ð6:14Þ

So the cost function above can be converted to

C1 fx̂p; âpg2
p¼1

ffi �
¼

XN=2

k¼�N=2

P�
X2

p¼1

apRaðxpÞ
�����

�����

2

ð6:15Þ

We assume that fx̂q; âqg2
q¼1;q6¼p has been estimated, so we can get

Pp ¼ P�
X2

q¼1
q6¼p

aq½RaðxpÞ� ð6:16Þ

Use (6.16) into the cost function, and can get

C2 fx̂p; âpg2
p¼1

ffi �
¼

XN=2

k¼�N=2

Pp � apRaðxpÞ
�� ��2 ð6:17Þ

And minimize the cost function C2 and the estimated value of the x̂p and âp

respectively.

x̂p ¼ arg max
xp

aHðxpÞR�Pp

�� ��2 ð6:18Þ

âp ¼
aHðxpÞR�Pp

�� ��

Rk k2
F

�����
xp¼x̂p

ð6:19Þ
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where ð�ÞH stands conjugate transpose, and ð�Þ� stands the complex conjugate norm
and k�kF stands Frobenius norm.

The step of amplitude and time delay estimation fx̂p; âpg2
p¼1 as follow:

Step 1: We assume there is diameter signal only that is to say p = 1. Then and
calculate (R * P) according the expression (6.18), then find maximum
position of the result of fast Fourier transform (FFT), so that we can get a
rough idea of time delay estimation. And we use MATLAB fminbnd
function to make a coarse search for this rough time delay in a certain
range and get more accurate time delay estimation. FFT points can be as

an integer power of 2 through zero padding. And estimate fx̂p; âpg2
p¼1

through the expression (6.18), (6.19).
Step 2: We suppose there are two signals, use the fx̂1; â1g and R get from step

one and minus the first signal according to the type (6.16), then get the
second signal P2. Then using P2 and R can get the second signal esti-
mation value fx̂2; â2g. Then recycling and using fx̂2; â2g and R accord-
ing to type (6.16) minus the second signal to estimate P1 again. Then
estimate fx̂1; â1gagain and again by using P1 and R. Repeat the process
until the convergence, so that you can calculate the estimate value

fx̂p; âpg2
p¼1. With type xp = -2psp/NTs we can work out the signal time

delay estimation ŝp.

6.4 Numerical Results

Using GPS simulator generates a direct signal of satellite and a multipath signal,
sampling frequency is 20 MHz, intermediate frequency is 1.25 MHz, DLL loop
noise bandwidth is 2 MHz. Signal-to-noise ratio SNR range for -24 to -16 dB.
Then we compare conventional wide relevant methods, the traditional narrow-
band algorithms, LIMS time delay estimation algorithm and this paper algorithm
about the time delay estimation error.

When multipath signals relative to the direct signal delay is 700 ns, which were
about 0.7chip, the multipath signal amplitude attenuation is 0.3 times that of the
direct signal. The direct signal time delay estimation error as the change of signal-
to-noise ratio SNR curve by using LIMS estimation algorithm this paper promoted
estimation algorithm, the traditional narrow-band relevant methods (spacing
d = 0.1chip) and conventional wide relevant methods (spacing d = 1chip). As
shown in Fig. 6.1, it can be seen that with the increase of signal-to-noise ratio
SNR, the time delay estimation error of four algorithms tend to decrease. So we
can prove that reducing the correlator spacing method can improve the estimation
error, suppress the influence of multipath signal. And the algorithm in this paper is
obviously better than the LIMS time delay estimate algorithm and traditional
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narrow-band related algorithm on the estimation error. So it demonstrates that the
algorithm in this paper has a better multipath suppression performance.

When signal-to-noise ratio SNR = -20 dB, as shown in Fig. 6.2, the multipath
signals relative time delay are in different situations. Conventional wide relevant
method (spacing d = 1chip), narrow band correlation method (spacing
d = 0.1chip), LIMS time delay estimation algorithm and the algorithm in this
paper on time delay estimation error. We also can be seen from the picture that the
narrow correlator can inhibit multipath within a certain range, reduce the multipath
time delay error. Based on the related characteristics of the pseudo random code, if
the times delay of multipath signal relatives to the direct signal beyond the time of
a chip, as long as the direct signal locked by phase-locked loop and irrelevant with
the local code, multipath effect can be ignored. So the multipath effect on the
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receiver mainly in a chip. We can be seen from Fig. 6.2, when the multipath delay
in 0.1–1chip, the algorithm in this paper is better than LIMS time delay estimation
algorithm and narrowband related algorithm and has a small signal time delay
estimation error. It can estimate the direct signal delay more accurately, so as to
reduce the influence of the multipath signal to a receiver positioning error.

Figure 6.3 shows in a larger range of signal-to-noise ratio, the comparison of
the LIMS time delay estimation algorithm, the algorithm in this paper and the CRB
industry. The CRB is unbiased estimation of lower bound, can be used as a
standard which can decide the performance of a estimation algorithm is good or
not. We can see by the picture, the algorithm in this paper compared with LIMS
time delay estimation algorithm is more close to the CRB, that is to say it has the
better estimation performance. But the deficiency is that the algorithm still has a
certain distance estimation error against the CRB, we still need to continue to
improve the accuracy of estimation, and this will be done at the next step [11].

6.5 Conclusion

According to the characteristics of the GPS multipath signal model, analyzes the
LIMS time delay algorithm and its performance and puts forward a new algorithm
based on the related multipath signal model. It relates the received signal and the
local produce C/A code signal through the receiver, and then we can get the direct
signal time delay estimation by the mind of signal separation estimated. Seen from
the simulation results in this paper, the algorithm in this paper is superior to the
LIMS and narrowband related algorithm on the multipath suppression
performances.
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Chapter 7
Based on BeiDou (COMPASS) Build
the Environmental Protection Services
System of Hainan Marine Fisheries
Production Safety

Yubo Lv, Jianfeng Xu, Linhao Xu and Chengye Qi

Abstract Integrating of existing Hainan Province vessels dynamic management
information system, to build the environmental protection services system of
Hainan marine fisheries production safety, making direct services to all types of
marine fishery production safety environment thematic services and products,
through the BeiDou system sends real-time to the majority of maritime operations
fishing boats and fishermen in the hands, enhancing the overall security environ-
ment marine fisheries production support capabilities. The system uses technolo-
gies of BeiDou, GIS, network communications, etc., to achieve the dynamic
vessels monitoring, producing marine forecast and warning products, forecast and
warning message intelligent publishing, initiative to provide accurate early
warning for the marine fisheries production safety management, which can
effectively reduce marine disasters caused personnel and property damage.
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7.1 Demand of the Environmental Protection Services
System of Hainan Marine Fisheries Production Safety

Our country is a Marine power, Marine fishery occupies an important position in
the Marine economy of our country. According to incomplete statistics, there were
all kinds of marine fishing vessels of about 310,000, more than 1,000 various types
of fishing ports, aquaculture area of over 1,500 ha, more than 800 million people
engaged in fishing. Statistics show that in 2011 the total marine production in
Hainan Province reached 612 billion yuan, accounting for 27 % of the province’s
GDP, fishery economic output, value added amounted to 29.5 billion yuan and
18 billion yuan, marine and fisheries economy has become an important pillar of
the national economy in Hainan Province.

Marine fisheries production safety is related to the vital interests of the fish-
ermen, and is also highly concerned about the levels of government. After years of
construction, Hainan has now set up a dynamic management information system,
which covers the province’s 6000 medium-sized ocean vessels, realized the
Marine fishery ship dynamic monitoring and comprehensive management of Ha-
inan province provide effective guarantee for safe production of fishery and play an
important role in fishing boat shelter, emergency, command scheduling.

National marine sector plays an important role in the marine environment
observation forecast and marine disaster warning released, the majority of fish-
ermen and fishing are important clients marine warning newspaper work [1]. Aim
at the south sea fisheries Forecast and warning failed to business, not unified and
not timely forecast source, how will the Marine department station reported
Forecast and warning content integration into the existing fishing vessel dynamic
management information system, the active for Marine fisheries production safety
management to provide accurate warning, is of great significance to reduce
disaster losses.

7.2 System Construction Goal

The environmental protection services system of Hainan marine fisheries pro-
duction safety is the national Marine fisheries production safety environmental
protection service system of provincial node system, is a important component.

The environmental protection services system of National marine fisheries
production safety construction goal is to build the country, the sea area and the
provincial level three-fies system, fusing the Marine station reported Forecast and
warning information that is closely related to fisheries production safety, to
implement the dynamic monitoring of fishing boat fishing port and aquaculture
area, Marine environmental protection services, auxiliary decision-making func-
tions for Marine fishery production, to improve our country’s Marine fishery
environment comprehensive guarantee ability, effectively reduce the economic
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loss and casualties in Marine fishery production, promote the healthy development
of China’s Marine fishery production [1].

The environmental protection services system of Hainan marine fisheries pro-
duction safety to ensure the safety of fishery production oriented, with Marine
forecasting service in fishery production as the main line, real-time positioning by
fishing boats, Marine project station reported Forecast and warning, communication
network technology integration, building the environmental protection services
system of Hainan marine fisheries production safety that can cover Hainan key
fishing waters [2]. This system integration has built Hainan sea fishing vessel
dynamic management information system, based on existing Marine environmental
forecasting expand and deepen the service, and fishermen fishing areas and fishing
ports to make direct services in the fisheries production safety of the Marine
environment project service products, in real time to the sea fishing boats and
fishermen, improve environmental protection to the safety of fishery production
ability.

7.3 System Architecture Design

The environmental protection services system of national marine fisheries pro-
duction safety adopts the country, area, the provincial level three-fies system of the
network structure design, connection between nodes at all levels (Fig. 7.1) [1].

Environmental protection services system of Hainan marine fisheries produc-
tion safety join hands with has been built in Hainan province of Marine fishing
vessel dynamic management information system, this system can be made of fine
station reported an alert products sent to the fishing boat through the BeiDou
system, realized the ocean station reported an alert products can truly for the
purpose of service for fishermen. System works such as Fig. 7.2.

System design divided into multiple function relatively single software mod-
ules, each do its independent task, through the message, network, file to data
exchange, to access and upload ship static data, dynamic position data, station
reported Forecast and warning product, to production and upload station reported
warning products. System composition such as Fig. 7.3.

7.4 The Main Construction Contents

7.4.1 Marine Forecast and Warning Products Produced
and Pushed

Marine forecast and warning products produced module is based on GIS visuali-
zation technology, realizing fine mesh wind, wave and other marine forecast and
warning products of Hainan’s coastal waters produced, and through standard
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interface of network transmissing software, upload it to the National Marine
Environmental Forecasting Center, South China Sea Forecasting Center, sharing
resources of forecast and warning product data.

7.4.1.1 Data Acquisition

Producing of fine mesh wind, wave and other marine forecast and warning
products of Hainan’s coastal waters, is based on the large surface products issued
by the National Marine Environmental Forecasting Center, and the fishery prod-
ucts issued by the South China Sea Forecasting Center, release these two products
at the same time every day, then via the storage middleware and file transfer
software, finally, the data stored in the database of this systems. Warning Pro-
duction and Releasement module via proxy module can be automatically or
manually downloaded products to the local. Large surface forecast and warning
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products use SHAPE file formats, for easy handling, fishery forecast and warning
products converted to XML file formats. The process as shown in Fig. 7.4.

7.4.1.2 Fine Wind and Wave Warning Products Production

System implements two ways of forecasting and warning products production: split
sea area product mode and hand-painted mode. First mode is based on the fishery
products issued by South China Sea forecasting Center, split it and create initial
fishery forecasting and warning product of Hainan Province, then make manual
adjustments to produce a final fishery forecasting and warning product; Hand-
painted mode is drawing levels contour of the waves height or surface wind power
on GIS charts, through the exact algorithm to calculate the wave height or wind
power of each fishery, generating Hainan fishery forecast and warning products.

The effect of Hand-painted mode such as shown in Fig. 7.5.
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7.4.1.3 Forecast and Warning Products’s Publishing and Transferring

The forecast and warning products produced by this system stored in the form of
EXCEL file and upload it to the server, the file preprocessing module package and
make three copies, one for file storage program for its parsed into the library, the
other two are uploaded to the National Center and the South China Sea Area
Center by the data transfer middleware, with processes as shown in Fig. 7.6.
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7.4.2 Display the Marine Forecasting and Warning Products

Marine forecast and warning products display in the integrated display platform
module. Platform supports forecast and warning products of shape format super-
imposed on electronic chart. Including chart display, forecast and warning
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products superimpose, fishing target display, sends the getting ship’s position
commands, sends forecast and warning SMS, statistics ship online rate, statistics
issued instructions etc. functions.

7.4.2.1 A Variety of Chart Display and Fishing Boat Display

The system supports S57 format and SHAPE format charts display, and supports
display strategy of multi terminal fusion in fishing target display specification
formulated by Ministry of Agriculture.

Under the S57 format chart, the effect of vessels target display shown in
‘‘Fig. 7.7 Fishing boat display in S57 format chart’’.

7.4.2.2 Forecast and Warning Products Overlay Display

The system supports two types of products superimposed on the GIS map: large
surface products issued by the National Center, fishery products issued by Sea
Area Center and the Provincial station, large surface warning products for the
SHAPE format, fishery products for the EXCEL format.

Large surface forecast and warning products display as shown in Fig. 7.8.
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Fig. 7.7 Fishing boat display in S57 format chart

Fig. 7.8 Large surface wave warning product overlapping display
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7.4.2.3 Forecast and Warning Messages Produced and Pushed

The system get the dynamic position of fishing vessels through BeiDou, analyzing
the type of forecast and warning product, the level and range to achieve release
forecast and warning messages based on location intelligence capabilities.

For forecast and warning products the affected fishing can be analyzed in dif-
ferent grades or wind waves grade range, for fisheries forecast and warning prod-
ucts, can be analyzed the affected fishing vessels within range of user-selected.
According to the results, the system intelligence generates detailed report warning
messages, and through the BeiDou system will send warning messages to the
fishing boats and fishermen reported the hands of real-time, effective pre-disaster
warning, to protect the safety of fishermen production operations.

7.4.3 System Performance Monitoring

7.4.3.1 Network Status Monitoring

Collected using protocols such as SNMP routers and other network equipment
network connection status in different colors respectively connect and disconnect
status. Target acquisition can be configured in the form of configuration files
stored locally, read the software for the next start. For network anomalies in log
mode records to the database.

7.4.3.2 Data Transfer Monitoring

The push process of various types of data visualization monitoring, logging and
exception handling the abnormal of document reads and transfer status. By collecting
data upload middleware components, data processing log analysis d-ata storage
member, including data collection compression, network transmission, data anal-
ysis, the time information storage, the information is normal or not, and the number
of information data processing, data transmission queue information on HMI,
histogram, curves and other forms displayed to the attendant.

7.4.3.3 Server Running Status Monitoring

Through Windows programming interface, access to the specified server and
running related processes, including CPU usage, memory usage and so on. And
processing server can be configured as a file is saved to the local time for the
software to read the next start. When the process is abnormal, through pop-up
dialog, playback duty prompted alarm sounds. Create a table in the database
corresponding to record abnormal process alarm time occurs, the target machine IP
address, the alarm process name, etc., for use in future queries.
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7.5 Application

The National environmental protection services system of marine fisheries pro-
duction safety in June 1, 2012 entered operational phase of trial operation, July 3,
2013 by the National Oceanic overall acceptance. Since the system operational test
run collected information on all installed fishing BeiDou satellite positioning
terminal of Hainan, and a variety of marine warnings on packets of information
sent to the affected vessels in the marine fisheries production safety has played a
significant role. During the 2013 typhoon affected departments make use of the
system sending promptly report warning messages to vessels, effectively reducing
staff because of the typhoon disaster and may cause property damage.

As of October 31, 2013, the systematic collection of information on vessels
fishing in Hainan 6143, which matches the terminal has reported 6120. Form 2012
June 1 to October 31 nodes collect and South China Sea Area Center, National
Center sends a dynamic ship’s position daily as Fig. 7.9 Ship’s position daily
collection and sending curve.

Fig. 7.9 Ship’s position daily collection and sending curve

Fig. 7.10 Distribution and reception of forecast and warning products
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One of the system since June 1, 2012 to October 31, 2013 to receive the
National Marine Environmental Forecasting Center production of sea surface
wind, wave warning report 1904, which forecast 1399, alarm 505, making 521
typhoon warning. By the Hainan Marine forecast surf forecast produced refined
products 11,344, fine sea surface wind forecast products 11462 (Fig. 7.10).

7.6 Conclusion

By using BeiDou system to send the SMS of the marine environment report
warning to the hands of fishermen to achieve a marine disaster early warning,
which can effectively reduce property damage and casualties caused by tolls. The
system is developed to achieve the integration and full use of existing resources,
goals, both to tap the potential of the BeiDou system in the marine fisheries sector
disaster early warning, but also for future expansion into other industries played a
good role model, is the Big Dipper in the civil try an innovative application areas.
The system will continue to deepen the subsequent increase forecast and warning
products, such as the type and extension of the forecast period will be extended to
the forecast and warning service levels in coastal cities and counties in Hainan
Province, to expand the scope of services to provide a more comprehensive
environmental protection services for the marine fisheries production safety.
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Chapter 8
Quasi-Real Time Determination of 2013
Lushan Mw 6.6 Earthquake Epicenter,
Trigger Time and Magnitude Using 50 Hz
GPS Observations

Meng Li, Dingfa Huang, Li Yan, Weifeng Chen, Hua Liao,
Tie Gu and Na Chen

Abstract 50 HZ Global Positioning System (GPS) high rates data of 8 Continual
Operation Reference System (CORS) sites nearby Lushan are used to analyze the
earthquake trigger time, epicenter and magnitude. All sites position time series on
N, E directions are resolved with the track software, and horizontal accuracy can
reach to 2 cm at least. Horizontal position time series analyses show that the
earthquake mainly affects QLAI, SCTQ, YAAN sites, the horizontal peak ampli-
tudes can reach to 50 mm, the maximum instantaneous velocity can reach to
72.36 mm/s and the maximum instantaneous acceleration have reached to
105.9 mm/s2. Analyzing the position time series by the method of S transformation,
the arrival time of seismic wave is estimated. With seismic wave arriving time and
coordinates of three sites which are first detecting the seismic wave, the earth-
quake’s epicenter and trigger time can be fast determined by three-dimensional
search method. Moreover, the earthquake magnitude can also be estimated by
horizontal peak amplitudes from the sites using the regression method. These
suggest exiting GPS infrastructure could be developed into an effective component
of earthquake assessment.
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8.1 Introduction

The 20 April 2013 Lushan earthquake with the magnitude of Mw 6.6 occurred on
the southern segment of the Longmen Shan fault in Sichuan, China. Nearly 200
persons were killed and the economic loss was reached to 170 billion yuan. Once a
destructive seismic event occurs, the magnitude determination, the nucleation
location, and the seismic event trigger time will be essential for earthquake relief.
However, to estimate a reliable and rapid measurement of the magnitude of an
earthquake is a challenge, especially for earthquake magnitude is above 8.0
(M [ 8) [6].

As the technique High-rate GPS whereby positions are estimated at a rate of
once per second or higher using the high-precision phase observations of the GPS.
In addition, comparing to seismometers, GPS has the unprecedented advantage on
estimating the position time series without titling, saturation. Using GPS on
seismology has become a new subject, GPS seismology [5]. This new subject
springs up at the beginning of the 21th century, Developed only in the last few
5 years, and this technique has been widely used to determine the time-dependent
surface displacements induced by the 2008 Wenchuan earthquake in Sichuan of
China [9, 12], the 2010 Mw 8.8 Maule Megathrust Earthquake of Central Chile
[4], and the 2010 Mw 7.2 El Mayor-Cucapah earthquake [2, 13]. Many researchers
have pointed out the need for 10-sps GPS (or even higher sampling rate) data in
seismology studies. Several 10-sps GPS seismograms from the 2009 earthquake in
L’Aquila, Italy (Mw 6.3) have been used to study strong ground motions and
earthquake source mechanisms [1].

Since the CORS’ sites of Sichuan, China have integrity and precisely recorded
the data through Lushan earthquake occurred, we mainly investigate the potential
usage of high rates GPS in earthquake relief by this case in our study.

8.2 Data Processing and Horizontal Movement
Characteristics

The raw observation data from Crustal Movement Observation Network of China
and Seismological Bureau of Sichuan Province have recorded the detailed ground
motion through Lushan Earthquake. All the receivers of CORS sites are Trimble
Net8 and the receiver antennas are TRM59800. The geographical location of the
CORS sites have been shown as Fig. 8.1.

Epoch-to-epoch processing of the very high rate GPS data (VHRGPS) has been
described to analyze the quasi real time displacements of CORS stations in
Sichuan during the Lushan earthquake. We use the teqc software provided by
UNAVCO (http://www.unavco.org/) and the runpkr00 software provided by
Trimble company covert the 50 Hz Trimble T02 data to rinex data, and then the
high sampling rate data (50 Hz) were processed using the TRACK software of
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GAMIT developed at MIT. The LC combination and IGS precise orbits, and apply
a smoothing filter on the backward solution to estimate the atmospheric delays
using the whole 24 h data and fix any non-integer biases to a constant value.
Because TRACK computes a relative position with respect to a fixed reference
station, we choose to use the same for all moving sites.

Since the site JIGE of our CORS network is far enough from the epicenter, the
surface wave which shake this station arrives late enough so that the first 200 s are
unaffected by this motion, we picked it as the base station. The JIGE site is
calculated for check the motion of PENX whether the site has been affected by
Lushan Earthquake. In general, it is difficult to assess the accuracy of HRGPS.
Some low frequency biases related to atmosphere drift or satellite configuration
changes may show, depending on the length of the baseline to the reference
station. This does not affect the co-seismic step since it is an almost instantaneous
displacement, but renders difficult the chase for pre-seismic or rapid post-seismic
signal.

The linear terms of CORS sites deformations have been treated as useless noise
and therefore removed. Velocity, acceleration of CORS sites motion have been
calculated by signal and double differential of the position time series, respectively.
The detailed horizontal displacement, velocity and acceleration time series have
been shown by Figs. 8.2, 8.3 and 8.4. Since the accuracies of vertical position time

Fig. 8.1 Location of the CORS sites (Beach ball represents focal mechanism was provided by
USGS, yellow Five-pointed star was the epicenter location provided by Chinese Seismological
Bureau, yellow circle was the epicenter calculated in this paper, JIGE is the reference station)
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Fig. 8.2 The variety of site displacement during Lushan earthquake

Fig. 8.3 The variety of site velocity during Lushan earthquake

Fig. 8.4 The variety of site acceleration during Lushan earthquake
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series are not good, speared from 4–5 cm, we ignore the vertical displacements
during Lushan Earthquake. The statistical table (Table 8.1) mainly shows the
impaction of sites movement caused by earthquake. With carefully processed time
series, the huge difference between different sites have been described below: the
sites QLAI, SCTQ and YAAN nearby the epicenter are most activity, and peak
displacement amplitudes of these sites have reached as high as 50 mm. Comparing
to the rest sites, CHDU peak displacement amplitude on N direction is the biggest,
which have reached 31 mm, and the peak accelerate has reached 105.9 mm/s2, on E
direction at QLAI site. However, GPS accelerate result would be quite smaller than
accelerometer’s result because of the ground resistance. While, comparing to dis-
placement time series, the acceleration time series enlarge the impaction of
earthquake, from which we can check the arriving time and lasting time of seismic
wave more easily.

8.3 Analysis of Lushan Earthquake

8.3.1 Arriving Time of the P Wave

When the surface wave of a moderate-magnitude earthquake is treated as some
kinds of energy from the model of point source, we can check it from the sites’
acceleration time series. To check the arriving time of seismic wave (usually were
treated as P wave), the method of S transform has been used. As a time–frequency
distribution, S transform was developed in 1994 for analyzing geophysics data
[10, 11]. In this way, the S transform is a generalization of the short-time Fourier
transform (STFT), extending the continuous wavelet transform and overcoming
some of its disadvantages. The improvement is the modulation sinusoids are fixed
with respect to the time axis; this localizes the scalable Gaussian window dilations
and translations in S transform. Moreover, the S transform doesn’t have a cross-term

Table 8.1 The impaction of site movement caused by earthquake

Site Epicentral
distance (km)

Peak amplitude (mm) Peak velocity (mm/s) Peak acceleration (mm/s2)

N E N E N E

CHDU 123 31.23 20.04 33.99 25.11 43.4 35.2
LESH 113 14.86 14.99 12.14 15 23.1 20.4
PIXI 112 15.99 14.87 18.33 13.79 24.5 19.9
QLAI 56 55.8 53.04 58.91 72.36 59 105.90
RENS 126 16.16 20.76 15.45 13.78 26.6 24.1
SCTQ 29 51.6 24.05 49.75 37.53 86.70 58.7
YAAN 21 42.38 48.72 43.64 42.18 69.8 82
ZHJI 195 19.07 15.66 16.43 15.58 25.2 20.5
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problem and yields a better signal clarity than Gabor transform. In our study, we
used a fast S Transform algorithm invented by Brown in 2010. It reduces the
computational time and resources by at least 4 orders of magnitude. The S transform
function is showed as below:

Sðs; f Þ ¼
Z1

�1

hðtÞwðs� t; f Þ expð�2piftÞds ð8:1Þ

xðs� t; f Þ ¼ fj jffiffiffiffiffiffi
2p
p exp

�f 2ðs� tÞ2

2

 !
ð8:2Þ

In the equation, the h(t) represents the raw time series, x(s - t, f) represents
Gaussian window function, t, f, s represent time, frequency, time scale factor
using in the Gaussian window respectively.

In our experiment, we focus on the points at detect the energy of acceleration
changing and the arriving time of P wave. The threshold value choosing is based
on the method from document [11]. We find the result perform better by using S
transform of these sites nearby Lushan epicenter comparing to the sites far away.
That is mainly because when the epicentral distance is increased, the energy of P
wave is getting less, which will cause the arriving time difficult to distinguish. We
just list the figures of sites QLAI, SCTQ and YAAN, which have been showed
from Figs. 8.5, 8.6 and 8.7. Since the arriving time of P wave at N direction and E
direction is not the same, we employ a simple variable (horizontal displacement)

which is defined as dS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dN2 þ dE2
p

to describe the movement characteristics,
and the S transform has also been used at the acceleration of horizontal dis-
placement to get the P wave arriving time. The first arrival time of seismic wave
deriving from acceleration have been showed in Table 8.2.

From Table 8.2, we could find the P wave first arrive at YAAN site, the lag time
for the seismic wave to CHDU is about 26 s. The differential time between YAAN
and CHDU is very short but quite valuable. It can be definitely affirmed that the
high rates GPS also have a huge potential usage in mainland early earthquake
warning.

8.3.2 Rapid Epicenter Estimate

Crowell et al. [3] investigated the epicenter estimation only using the GPS data.
They demonstrated that it is possible to estimate earthquake epicenter solely using
GPS data. Utilizing high rates GPS to hypocenter location determination is a new
approach which should be helpful. The classic method of determining hypocenter
location attributes to Geiger and various linear methods based on it, such as the joint
hypocenter determination, simultaneous structure and hypocenter determination,
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Fig. 8.5 The co-seismic frequency-domain on acceleration of QLAI site
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Fig. 8.6 The co-seismic frequency-domain on acceleration of SCTQ site
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relative location technique, and double-difference location algorithm. By using the
classic approach state above, at least four well geographic distribution sites’
location coordinates are needed to invert the accurate hypocenter location. While,
in our study, in order to determine the hypocenter fast and precisely, we use a
geometry approach of searching in three-dimension to check the appropriate point
source. An equation which using a least-squares fitting algorithm to invert the
hypocenter location and the seismic event start time have been established as
below:
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Fig. 8.7 The co-seismic frequency-domain on acceleration of YAAN site

Table 8.2 The arrival time of seismic wave deriving from acceleration

Sites The offset time of acceleration (s)

N E Average Horizontal displacement

CHDU 217.74 216.02 216.88 216.24
LESH 227.2 225.62 226.41 228.92
PIXI 226.76 223.46 225.11 228.34
QLAI 193.22 192.24 192.73 192.46
RENS 224.18 222.74 223.46 221.1
SCTQ 191.34 193.28 192.31 191.7
YAAN 190.98 190.52 190.75 190.8
ZHJI 233.32 234.94 234.13 235.4
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f ðT0;N0;E0;U0Þ ¼ min
Xn

i¼1

d2
i ð8:3Þ

di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðNi � N0Þ2 þ ðEi � U0Þ2 þ ðUi � U0Þ2

q
� vðti � T0Þ ð8:4Þ

where ti is the seismic P wave arrival time at site i, Ni, Ei, Ui is the coordinate of
site i, T0, N0, E0, U0 represent the seismic event trigger time and the coordinate in
NEU components respectively.

Once three sites have detected the seismic wave, the equation would have a
unique solution which can be treated as the initial point source location and
seismic event time. However, as the epicentral distance increased, the weight
factors of the other sites shall be down because of the uncertainty of P wave
velocity. Here, for quasi real-time determine the hypocenter location position, we
invert the initial seismic location position and nuclear time just by using three sites
at which P wave is first arriving. Since YAAN site have first detected the P wave,
we take it as the origin center point. A range of 2� on latitude and longitude out of
the center point, and 30 km depth has been chosen. To search for the optimal
hypocenter location, we take Eq. (8.3) as the judgment rule. The search steps of
horizontal direction is set at 1�, 0.5�, 0.1�, 0.01� respectively, and the depth step is
set at 5, 1, 0.5, 0.1 km respectively. After the optimal grid searching, an appro-
priate location position has been determined as the position of (30.04N, 103.05E),
at the depth of 16.7 km, and the initial seismic event time as GPS Time 183.71 s.
If added 16 leap seconds from 1982, covert to Beijing time it is 8:02:47.71. The
seismic P wave velocity is about 7.11 km/s to YAAN site, 7.02 km/s to SCTQ site,
and 7.01 km/s to QLAI site respectively. Therefore, the average spread speed is
7.05 km/s, quite confirms to the seismic P wave’s characteristics. The spread time
to the three sites is 4.11, 6.71 and 9.05 s respectively.

8.3.3 Magnitude Inversion

As high rate GPS data can provider with a high signal-to-noise ratio (SNR) and
precisely determine the peak horizontal displacement, but not sensitive to the P
wave. We just investigate the surface wave magnitude derived by GPS. A general
form for surface wave magnitude scales can be defined as [8]:

M ¼ logðA=TÞ þ a logðDÞ þ b ð8:5Þ

where A is the peak displacement (including the N E U component) caused by the
seismic waves, T is the dominant period of the measured waves, a is the coefficient
correction for epicentral distance, and b is a constant. The logarithmic scale is
usually used because the seismic wave amplitudes of earthquakes vary enormously.
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Recent studies have shown that the displacement waveforms derived from high-
rate GPS data are consistent with those measured by strong-motion records [2, 13].
Thus, no matter if the displacement waveforms are measured by a seismometer or
by GPS, the empirical relation-ship Eq. (8.5) is appropriate for magnitude esti-
mates based on far-field surface waves. Gutenberg (1945) deduced an empirical
relationship between peak displacement, distance and magnitude by utilizing the
strong-motion [7]. He used an empirical regression method to resolve the coeffi-
cient correction a and constant b by the amplitude of surface waves from a set of
earthquakes that occurred in California, namely

M ¼ logðAÞ þ 1:66 logðDÞ þ 2:0; ð8:6Þ

Here, which is different from Eq. (8.5), A is the peak horizontal displacement
derived from surface waves in units of micrometer, D is the epicentral distance in
units of degree. M is the magnitude. We use the empirical relationship to build a
magnitude evaluate figure, as shown in Fig. 8.8 (Table 8.3).

Fig. 8.8 Relationship
between peak horizontal
displacements and epicentral
distance

Table 8.3 Magnitude statistic of sites derived from the surface wave

Sites Peak displacements (mm) Epicentral distance (degree) Magnitude

CHDU 31.17 0.98 6.48
PIXI 27.41 0.89 6.36
QLAI 57.69 0.27 5.82
RENS 21.31 0.96 6.30
SCTQ 51.16 0.30 5.85
YAAN 49.31 0.32 5.87
ZHJI 21.13 1.51 6.62
Regression 6.18
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8.4 Conclusion Remarks

Study shows that 50 Hz GPS measurements have the potential usage on seismic
relief, the epicenter, trigger time can be determined quickly about 60 s. Magnitude
size also could be determined within nearly 300 s. The searching result of epi-
center location is quite close to USGS’ results (as shown in Fig. 8.1), and the
seismic event start time is 1.71 s less. While, the magnitude determining is dif-
ferent from the announce result of China Seismological Bureau. Especially when
the epicentral distance is below 0.5�, the magnitude size estimate is lower
apparently. We consider that it may be caused by the assuming empirical equation
developed by Gutenberg is not quite suitable in Sichuan, China, from which we
consider the GPS observation shall be built at a new equation for magnitude
determine.

Dense VHRGPS networks will be very helpful to detect significant variations in
the seismic wave propagation, that could be related to rupture dynamics or other-
wise hidden geologic heterogeneities and as an earthquake magnitude is bigger, the
outcome will be better observed. We find although the seismic wave first arrive
YAAN site, the site coordinate time series which impacted most intensity is QLAI
site. The phenomena could relate to the hidden geologic heterogeneities.

Acknowledgements The authors hereby acknowledge with thanks to the financial supporting
from National Natural Science Foundation of China (no. 41374032), National Hi-Tech Research
and Development Program (863) (no. 2012AA12A209) ,and a grant from Spark Program of
China Seismological Bureau (No. XH12039). The thanks are also extended to Sichuan Seis-
mological Bureau for the supporting of GNSS CORS observations.

References

1. Avallone A, Marzario M, Cirella A, Piatanesi A, Rovelli A, Di Alessandro C, D’Anastasio E,
D’Agostino N, Giuliani R, Mattone M (2011) Very high rate (10 Hz) GPS seismology for
moderate-magnitude earthquakes: the case of the Mw 6.3 L’Aquila (central Italy) event.
J Geophys Res Solid Earth 116:B2305

2. Bock Y, Crowell BW, Kedar S, Melgar Moctezuma D, Squibb MB, Webb F, Yu E, Clayton
RW (2010) Observations and modeling of the Mw 7.2 2010 El Mayor-Cucapah Earthquake
with real-time high-rate GPS and accelerometer data: implications for earthquake early
warning and rapid response, vol 1, p 5

3. Crowell BW, Bock Y, Squibb MB (2009) Demonstration of earthquake early warning using
total displacement waveforms from real-time GPS networks. Seismol Res Lett 80:772–782

4. Delouis B, Nocquet J, Vallée M (2010) Slip distribution of the February 27, 2010 Mw = 8.8
Maule Earthquake, central Chile, from static and high-rate GPS, InSAR, and broadband
teleseismic data. Geophys Res Lett 37:L17305

5. Larson KM (2009) GPS seismology. J Geodesy 83:227–233
6. Larson KM, Bilich A, Axelrad P (2007) Improving the precision of high-rate GPS. J Geophys

Res Solid Earth (1978–2012) 112
7. Gutenberg B (1945) Amplitudes of surface waves and magnitudes of shallow earthquakes.

Bulletin of the eismological Society of America, 35(1): 3-12

8 Quasi-Real Time Determination of 2013 85



8. Richter CF (1935) An instrumental earthquake magnitude scale. Bull Seism Soc Am 25:1–32
9. Shi C, Lou Y, Zhang H, Zhao Q, Geng J, Wang R, Fang R, Liu J (2010) Seismic deformation

of the Mw 8.0 Wenchuan earthquake from high-rate GPS observations. Adv Space Res
46:228–235

10. Stockwell RG (2007) Why use the S-transform. AMS Pseudo Differ Operators Partial Differ
Eqn Time Freq Anal 52:279–309

11. Stockwell RG, Mansinha L, Lowe RP (1996) Localisation of the complex spectrum: the S
transform. J Assoc Explor Geophysicists 17:99–114

12. Yin H, Wdowinski S, Liu X, Gan W, Huang B, Xiao G, Liang S (2013) Strong ground motion
recorded by high-rate GPS of the 2008 Ms 8.0 Wenchuan Earthquake, China. Seismol Res
Lett 84:210–218

13. Zheng Y, Li J, Xie Z, Ritzwoller MH (2012) 5 Hz GPS seismology of the El Mayor-Cucapah
earthquake: estimating the earthquake focal mechanism. Geophys J Int 190:1723–1732

86 M. Li et al.



Chapter 9
Simulations and Analysis of BeiDou
Navigation Satellite System
(BDS)-Relectometry Delay-Doppler
Maps for Vegetation

Xuerui Wu and Shuanggen Jin

Abstract Global Positioning System-Reflectometry (GPS-R) is a new promising
technique, which uses the reflected signals of the GPS constellation to remotely
sense the geophysical parameters of the ocean and land surface. Some initial
results were obtained from GPS-R in ocean surface characteristics and soil
moisture, while, vegetation sensing is paid attention recently. With the develop-
ment of Chinese independent Beidou Satellite Navigation System (BDS), it will
play a key role in positioning, navigation and timing as well as potential appli-
cations of BDS-Reflectometry (BDS-R), e.g. vegetation monitoring using the
Delay-Doppler Map (DDM) of BDS-R. Therefore, it is extremely necessary to
simulate the vegetation BDS-R DDM maps. Z–V model is a commonly used GPS-
R scattering model and its applications include the sea wind, oil slick and soil
moisture. In this paper, it is the first time for vegetation DDM simulations from
BDS-R, while the vegetation scattering properties are simulated using the modified
Bi-mimics model, which can be used to calculate any transmit and receive
polarization combinations, assuming that the received power is coming from the
first Fresnel zone. The theoretical simulations of DDM are helpful for the further
BDS-R vegetation parameters retrieval, and some discussions and analysis are
further given.
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9.1 Introduction

GNSS-Reflectometry (GNSS-R) was first proposed by Martin-Neira in the early
1990s for altimetry measurement [1]. In the following years, its applications were
extended from mesoscale ocean [2] to land surface [3] as well as snow/ice remote
sensing [4, 5]. As for the land scenario, soil moisture and vegetation characteristics
study are the main purposes [3]. With the development of Chinese independent
BeiDou Navigation Satellite System (BDS), it will play a key role in positioning,
navigation and timing as well as potential applications of BDS-Reflectometry
(BDS-R), e.g. vegetation monitoring using the BDS-R DDM maps. Z–V scattering
model was first developed by Zavorotny and Voronovich in 2000 for ocean wind
remote sensing [2], which is commonly used for DDM simulations. An efficient
algorithm of ZV model was proposed in 2009 for the resource computation con-
sideration (both time and memory) [6]. At present, GNSS-R delay-doppler maps
simulations commonly use the Z–V model, such as DDM simulations of ocean
wind and oil slick [7]. As for land part, the reflected signal waveform was initially
modeled by Masters [8] using Z–V model. KA-GO model was used for soil
scattering calculations. However, the Delay Doppler Map simulations of vegeta-
tion analysis are still not yet.

This paper focuses on the vegetation DDM simulations using modified Z–V
model from BDS-R. The Bi-mimics model [9] is used for vegetation scattering
calculations and then Z–V model is used for DDM waveform simulations [2]. In
Sect. 9.2, the Bi-mimics model is described and the Z-V model is presented in
Sect. 9.3. Initial simulations results are given in Sect. 9.4. And finally, some
discussions and conclusions are given in Sect. 9.5.

9.2 Bi-mimics Model

As for GNSS-R remote sensing, GNSS constellations are the source of transmitted
signals and the corresponding receiver collects the reflected signals, which form a
typical bistatic/multi-static radar working mode. The bistatic scattering model
Bi-mimics [9] is adopted in our work to calculate vegetation scattering characteristics.

9.2.1 Basic Formulations

The Bi-mimics model is a bistatic forest scattering model [9], which is based on the
first order radiative transfer MIMICS (Michigan Microwave Canopy Scattering)
model [10]. The canopy structure is modeled as crown layer and trunk layer over a
dielectric ground surface. Assuming that Ii and Is are the incident intensity and
scattering intensity, respectively and ðhi;uiÞ and ðhs;usÞ are the corresponding
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incident and scattering angles, the first-order fully polarimetric transformation
matrix T is used to relate Ii and Is.

Isðhs;usÞ ¼ Tðhs;usÞIiðhi;uiÞ ð9:1Þ

T is given in terms of the extinction and phase matrices, which are calculated by
the average modified Mueller matrices. Note that there are eight scattering
mechanisms in this model. Contributions from layers of crown, trunk and ground
amount to the final scattering.

9.2.2 Wave Synthesis

As for GNSS-R remote sensing, the transmitted signals are the Right-Hand
Circular Polarization (RHCP) polarization, which is different from the original
linear polarizations used in conventional microwave techniques. Therefore, we
need to make it possible for the circular polarization calculation using Bi-mimics
model [9–11].

As we know, the Bi-mimics model is a fully polarimetric model. The bistatic
scattering cross section for any combinations of transmit and receive polarizations
can be achieved by Eq. (9.2)

rrt wr; vr;wt; vtð Þ ¼ 4p~Yr
mMYt

m ð9:2Þ

where M is the Muller matrix by a 4 9 4 real matrix, see Eq. (9.3–9.5), ~R is the
transpose of R, as shown in Eq. (9.5), and Yt

m and Yr
m are the modified Stokes

vectors in Eq. (9.6).

M ¼ ~R�1WR�1 ð9:3Þ

W ¼

SvvS�vv SvhS�vh SvvS�vh SvhS�vv
ShvS�hv ShhS�hh ShvS�hh ShhS�hv
SvvS�hv SvhS�hh SvvS�hh SvhS�hv
ShvS�vv ShhS�vh ShvS�vh ShhS�vv

2
664

3
775 ð9:4Þ

R ¼

1 1 0 0
1 �1 0 0
0 0 1 1
0 0 �j j

2

664

3

775 ð9:5Þ
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Yt
m ¼

1
2 1þ cos 2wt cos 2vtð Þ
1
2 1� cos 2wt cos 2vtð Þ

sin 2wt cos 2vt

sin 2vt

2

664

3

775 Yr
m ¼

1
2 1þ cos 2wr cos 2vrð Þ
1
2 1� cos 2wr cos 2vrð Þ

sin 2wr cos 2vr

sin 2vr

2

664

3

775 ð9:6Þ

where ðwr; vrÞ are the orientation and ellipcity angles for transmitted signals and
ðwt; vtÞ are the corresponding angles for the received signals.

Using the above mentioned wave synthesis technique, the scattering coefficients
of any combination polarization can be achieved. In this paper, RR and RV
polarization of Aspen [10] is selected, and only two single scatters are needed,
branch and trunk.

9.3 Z–V Model

9.3.1 Scattering Geometry

To simplify our analysis and focus on the problem itself, we do not care about the
curvature of the Earth. We should define the coordinate system at first. The specular
point is at the origin of the system, Z-axis is vertical and the x-y plane is the plane
tangent to the surface. The scattering geometry is depicted in Fig. 9.1. The h0 and h
are the height of the transmitter and receiver, and c is the elevation angle.
~Rt is the position from transmitter to the origin of the system. ~Rr is the position

from the receiver to the origin of the system.~Rsp is the position of the specular point.

~Rt ¼ ~i ~j ~k
ffi � 0

h0 cot c
h0

2

4

3

5 ~Rr ¼ ~i ~j ~k
ffi � 0

�h cot c
h

2

4

3

5 ~Rsp ¼ ~i ~j ~k
ffi � 0

0
0

2

4

3

5

ð9:7Þ

R0;sp is the distance from transmitter to the specular point. Rsp is the distance from
the receiver to the specular point.

R0;sp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h0 cot cð Þ2þ h2

0

q
; Rsp ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h cot cð Þ2þ h2

q
ð9:8Þ

9.3.2 Z–V Model

The final form of GNSS-R scattering model is shown in the Eq. (9.9). Essentially,
it’s the integral form of bistatic radar equation.
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The scattered power is determined by four zones. The first one is the equi-range
zones or Fresnel Zone decided by the triangular function, it is a series of elliptical
areas with the transmitter and receiver as foci, their interaction with the ocean
surface thus forming equi-range. The second one is the Doppler zone determined
by the correlation function S, it is a series of hyperbolic curves. The reflected
surface roughness is related to the glistening zone. And the function of G is used to
define the effective coverage area of the antenna. The final integral region is
defined by the above four functions.

As for the ocean part, its roughness scale is comparable or larger than the
incoming wavelength, there is a large glistening zone and it may extend several
delays away from the specular point. Therefore, not only the quasi-specular
scattering component contribute to the aggregate GPS scattering signals, but also
the diffractions scattering or Bragg scattering exerts an important role for the
finally received waveform.

However, as for land scenario, its roughness scales are well below L-band
wavelength, and it does not own a glistening zone, therefore only the coherent part
of specular directions are contributed to the overall received GNSS reflected
signals. The final contribution to the received GPS signals were thought to come
from the first Fresnel Zone. That is to say, only the first elliptical contributed to the
final received signals. Here we thought vegetation is uniform in this elliptical area,
we use a specular scattering coefficient to represent the total scattering coefficients.
And it is calculated by the modified Bi-mimics model.

The final form of Z–V model [2] is shown in Eq. (9.9).

Y sð Þj j2
D E

¼ T2
i

Z
D2 ~qð ÞK2 s� R0 þ Rð Þ=c½ �

4pR2
0R2

ffi S fD ~qð Þ � fc½ �j j2r0 ~qð Þd2q ð9:9Þ

where Ti is coherence time. As for the low gain antenna, D is assumed to be unity
here (D = 1). Ambiguity function v is approximated by the triangular function K

s

z 

X 

BDS-R

BDS

y 

Fig. 9.1 Scattering geometry
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(also known as pseudorandom code autocorrelation function) and the Doppler
filter function S,

v ds; dfð Þ ¼ K dsð ÞS dfð Þ ð9:10Þ

where ds ¼ s� R0;sp þ Rsp

ffi �
=c and df is the Doppler shift due to motions of

transmitter and receiver. As for ocean part, intrinsic motions of the surface should
be considered. But as for land surface, it is static and there is no need for the
consideration of intrinsic surface motions.

df t0 þ sð Þ ¼ fD t0 þ sð Þ ¼ ~Vt � ~m� ~Vr �~n
ffi ��

k ð9:11Þ

where ~Vt and ~Vr are the velocities of transmitter and receiver, ~m and~n are the unit
vectors the incident wave and scattered wave. As for the Doppler shift function S,
it is depicted in the following equation,

s Dfð Þ ¼ v 0;Dfð Þ ¼ sin pDfTið Þ
pDfTið Þ e�piDfTi ð9:12Þ

As for the triangular function, when Ds is equal or smaller than sc, it is

approximated as 1� Dsj j
sc
; otherwise, it is 0.

K Dsð Þ ¼ v Ds; 0ð Þ � 1� Dsj j
sc
; Dsj j � sc

0; Dsj j[ sc

�
ð9:13Þ

We have pointed out that only the scattered signals coming from the first
Fresnel Zone contribute to the final GNSS-R scattering power. Therefore, we need
not integrate as in the ocean part. And the final form of Z–V model is simplified.

9.4 Simulations and Results

This section will give the simulations specular scattering of Aspen and its DDM.
As for airborne GNSS-R flight, the commonly incident angles vary between 5� and
45�. Theoretical and experimental data have proven that V polarization is more
compatible for the reflected signals. Azimuth angle effects is not considered here
and us ¼ ui ¼ 0	. That is to say, the incident wave and the scattered wave are in
the same plane.

We can see from the simulations (Fig. 9.2) that the co-polarization RR is larger
than the cross one RV. For the incident angles vary from 5� to 45�, the differences
of scattering coefficient are about 4.4–7.2 dB.
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The Figs. 9.3, 9.4 give the DDM of Aspen, where hi ¼ 20	 (Fig. 9.3) and
hi ¼ 40	 (Fig. 4). The normalized power at hi ¼ 40	 is larger than hi ¼ 20	 and
the power at RR pol is larger than at the RL pol. As the delay increases, the power
increases. But it increase sharply when delay is small (0–1). The magnitude of the
power is comparable to the theoretical simulations, which use the basic bistatic
radar equation [12].
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Fig. 9.3 Normalized power
versus time delay hi ¼ 20	
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9.5 Conclusions

GNSS-R is a new promising remote sensing technique, particularly in land surface
applications due to its L-band working frequency, which is a better bandwidth for
penetration and suitable of soil moisture and vegetation monitoring. In this paper,
the DDM is the first simulated using the Z–V model for the land surface, here
vegetation as an example. The Bi-mimics is used for the calculations of vegetation
scattering coefficient. DDM of RR and RV pol at the specular directions are
simulated. The results show that DDM forms in the land surface are very different
from the ocean surface, whose glistening zone is much larger than the land surface.
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Chapter 10
Ionospheric Anomalies During the March
2013 Geomagnetic Storm from BeiDou
Navigation Satellite System (BDS)
Observations

Rui Jin, Shuanggen Jin and Xuelin Tao

Abstract Earth’s ionosphere disturbances triggered by the geomagnetic storm
usually affect the propagation of radio electromagnetic wave. The mid-geomag-
netic storm occurred in March 2013 with Dst index of up to -132 nT, which may
disturb signal tracking and positioning results of Global Navigation Satellite
Systems (GNSS). Unfortunately, LOS TEC series derived from GPS observations
contain the ionospheric horizontal gradient information due to the satellites’
movement. Geosynchronous Earth orbit (GEO) satellites of BeiDou navigation
satellite system (BDS) give us an opportunity to detect ionospheric variations
without horizontal gradient of electron density affection. In this paper, the Beidou
stations’ data provided by multi-GNSS experiments (MGEX) from IGS are the
first time used to analyze the geomagnetic storm effects on Beidou navigation
system (BDS) and ionospheric anomalous behaviors during 15–21 March 2013.
The total electron content (TEC) variations are investigated during this geomag-
netic storm using carrier phase measurements from BeiDou GEO satellites in B1
and B2. Dramatic TEC decrease is observed at the main storm and then increases
gradually. Hourly TEC scintillation enhances greatly in the next hours of Storm
Sudden Commencements (SSC). Although geomagnetic storm effect is global and
regional, anomalies difference also can be detected by BDS-GEO TEC
observations.

Keywords BDS � Total electron content � Geomagnetic storm � Ionospheric
behaviors
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10.1 Introduction

As we know, Earth’s ionosphere is dispersive medium. Phases and amplitudes of
electro-magnetic wave will be disturbed during its propagation in the ionosphere.
Basing on the refraction principles, the dual-frequencies observation of Global
Navigation Satellite Systems (GNSS) can be used to monitor the Earth’s iono-
sphere [1–3]. After the recent decades development, GNSS ionosphere monitoring
has been become one of the most important GNSS applications. Comparing to
traditional ionosphere detection, GNSS ionosphere monitoring has better tempo-
ral-spatial resolution. Up to now, GNSS ionosphere monitoring has two approa-
ches through GNSS observations. One is the Earth’s ionosphere total electron
content (TEC) modelling from ground-based GNSS observations, another way is
used by the space-borne GNSS radio occultation. Since 1998, International GNSS
Services (IGS) has been continually providing Global TEC maps derived from
global consciously operating GNSS stations’ data [4, 5]. Regional TEC models
with high temporal-spatial resolution has also been built up using GNSS dual-
frequencies data with the advent of dense GNSS network, such as continuous GPS
network in Japan (GEONET) [6]. The ground-based GNSS derived TEC models
not only play an important role in error correction of GNSS positioning, navigation
and timing (PNT), especially for single-frequencies users, but also are a reliable
source for the study of large and middle scale ionospheric variations. What’s more
GNSS ionospheric TEC has been the important input of international reference
ionosphere model (IRI) [7, 8]. The GNSS ionosphere study mainly focuses on
anomaly analysis of TEC along the GNSS signal travelling light of sight (LOS),
such as ionospheric effects of solar activities, geomagnetic storms, earthquakes,
tsunami, ballistic missiles and some other natural and artificial events [9–13]. Most
of GNSS TEC models used for ionospheric delay correction can work well during
quiet days, while its precision will be decreased on disturbed days due to the
ionospheric effects caused by the events mentioned above. Therefore, on one hand,
GNSS ionospheric monitoring can improve ionospheric delay correction of elec-
tro-magnetic wave propagation. On the other hand, it has great potentials in
disaster warning and space weather motoring.

Usually, the LOS TEC from GPS is used for small scale ionospheric anomaly and
rapid change analysis. Unfortunately, LOS TEC series derived from GNSS obser-
vations contains the ionospheric horizontal gradient information due to the satellites’
movement. It is difficult to divide the TEC variations at one pierce point accurately in
Earth Centered Earth Fixed coordinate system (ECEF). Geosynchronous orbit
(GEO) satellites of BDS give us an opportunity to detect ionospheric variations
without horizontal gradient of electron density affection. In this paper, we analyze
the rapid ionospheric behaviours and responses to the geomagnetic storm happened
in March 2013 using BDS data from multi-GNSS experiment (MGEX). In Sect.
10.2, the sub-storm in March 2013 is introduced and BDS-GEO TEC estimates are
given. Section 10.3 shows the ionospheric effects detected by BDS GEO observa-
tions during this geomagnetic storm. And Sect. 10.4 is the summary and conclusions.
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10.2 Geomagnetic Storm in March 2013 and BDS-GEO
TEC Monitoring

A moderate geomagnetic storm occurred in the middle of March in 2013.
Figure 10.1 shows the Dst, AE and Ap index variation in March 2013. Dst and AE
data is provided by World Data Center (WDC) for Geomagnetism, Kyoto (http://
wdc.kugi.kyoto-u.ac.jp/). Dst index released by WDC is derived by the observa-
tions of geomagnetic field horizontal component H getting from magnetic obser-
vatories, Hermanus, Kakioka, Honolulu, and San Juan, which are located around
the 20�S and 20�N where are sufficiently far from the auroral and equatorial
electrojets. Dst index is a good indicator for the disturbance of mid-latitude and
near-equatorial geomagnetic field. AE index is extracted from the magnetic field
horizontal component observed by 10–13 magnetic observatories located in
auroral zone in the northern hemisphere, which reflects the magnetic field variation
in the auroral region as the result of electric currents flowing in the high-latitude
ionosphere. Ap index presented in Fig. 10.1 is provided by GeoForschungsZen-
trum (GFZ) (http://www.gfz-potsdam.de/). Ap index is a linear scale from Kp
index, which is derived from magnetic field horizontal field components observed
by 13 subauroral magnetic stations. As shown in Fig. 10.1, the main disturbances
of Dst, AE and Ap index appear on March 17. The Earth’s magnetic field is
disturbed dramatically in the near-equatorial, mid-latitude and auroral regions. The
peak value of Dst index is up to -136 nT. This event is a moderate geomagnetic
storm according to NOAA space weather scales.

Here we intend to use BDS-GEO TEC to analyze the ionospheric effects. Three
MGEX BDS tracking stations are used (Table 10.1). All of these BDS stations
have a good view for BDS GEO satellites.

The TEC along the signal propagation path can be derived from BDS dual-
frequencies observations using Eq. (10.1). Here high-orders of refraction index
and path differences in two bands are ignored [14].

TEC ¼ f 2
1 f 2

2

40:28 f 2
1 � f 2

2

� � ðL1 � L2 þ constLÞ ¼
f 2
1 f 2

2

40:28 f 2
2 � f 2

1

� � ðP1 � P2 � constPÞ

ð10:1Þ

where f stands for signal frequency, L and P stand for BDS carries phase and
pseudorange measurements, constL and constP are constant items for one contin-
uous observation arc, such as clock error, instrument biases, ambiguity (only for
constL) and multipath effects. Based on the thin shell ionosphere assumption, TEC
can be converted to vertical TEC using the simple cosine mapping function as
follow [15]:

vTEC ¼ TEC � cos arcsin
R sin z

Rþ H

� �� �
ð10:2Þ
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where R is the radius of Earth, z is zenith distance of signal path at the ionospheric
pierce point, and H is the thin shell ionosphere height. Usually the height is set as
300–500 km that is the maximum electron density height of F2 layer. Here the
height of 350 km is used. We use carrier phase observations to get TEC values
because of its higher precision when compared to pseudorange observations. The
relative location between BDS stations and BDS GEO satellites almost do not
change. GEO satellites will be available permanently for BDS stations when the
satellites and tracking stations are operating normally. For one continuous arc, the
constant item in Eq. (10.1) will not change (ignore the measurement error of
carrier phase observations). It can be removed by adding the difference between
the TEC series derived from global ionosphere map (GIM). The ionospheric
effects of moderate geomagnetic storm occurred in March 2013 will be analyzed
using BDS-GEO TEC in next section.
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Fig. 10.1 Dst, AE and Ap
index variations during
March in 2013. The Dst and
AE index data are provided
by WDC center, while Ap
index is provided by GFZ

Table 10.1 Basic information of the 3 chosen MGEX BDS stations

Station name Latitude/� Longitude/� Height/m Receiver Country

cut0 -32.00 115.50 24.0 Trimble NetR9 Australia
gmsd 30.56 131.02 142.6 Trimble NetR9 Japan
jfng 30.52 114.49 71.3 Trimble NetR9 China
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10.3 Results and Discussion

Figure 10.2 shows the TEC time series derived from C01 (GEO-1) satellite’s dual
frequencies carrier phase observations on band B1 and B2 at MGEX cut0 station
during the geomagnetic storm in March 2013. The location of cut0 station is
shown in Table 10.1. BDS C01 is on the Earth-synchronous orbit with 140�E. The
IPP is located at 29.7�S, 118.1�E. In quiet days, for one fixed point in ECEF, TEC
values vary at about a constant with small floating amplitude at the same epoch of
adjacent days. In general, one point TEC variation at same epoch of days is
floating quasi-random around a constant in short period. So it is reasonable to use 2
times of standard deviation of previous 5 days corresponding TEC value as the
anomaly threshold. When the TEC values are out of the 2 times standard deviation
range, we thought the ionospheric anomaly occurs. As shown in Fig. 10.2 (left),
the blue line is the upper boundary that is the sum of mean value and 2 times
standard deviation of the same epoch observations of 5 days before the current
day. And the red line is the lower boundary that is the difference of mean value and
2 times standard deviation. The boundary lines are incomplete during March
15–17, which is caused by lacking observation on corresponding epochs. The
green line stands for the TEC variation from March 15 to March 21. The black
dash line is the Storm Sudden Commencements (SSC) released by International
Association of Geomagnetism and Aeronomy (IAGA). Dramatic TEC decrease
can be found after the SSC and then increase gradually. This trend contains the
effect of solar radio flux variation caused by Carrington rotation whose period is
nearly 27 days. However it will not cause a sudden decease in normal condition. It
is clear to see that the TEC value is out of the 2 times standard deviation from the
SSC to the early of March 18. The difference of TEC values and its upper and
lower threshold and the radio between the difference and mean values of pervious
5 days are shown on the right panel of Fig. 10.2. The negative anomalies can even
be up to about 20 TECU, which is approximately 60 % of the mean value of
previous days.

Figures 10.3 and 10.4 for stations gmsd and jfng are similar with Fig. 10.2.
These two stations are almost located on the same latitude line. Their anomaly
amplitude is similar with about 5 TECU (10–20 %). The anomalies mainly occur
on 1–2 days after the SSC. Comparing to quasi conjunction IPP observed by cut0–
C01, the anomaly amplitude is much smaller. In general, the ionospheric effects of
geomagnetic storm in March 2013 is negative anomalies occurring on 1–2 days
after the SSC, while the anomalies amplitudes is difference at different locations.

Figure 10.5 is the hourly standard deviation of the detrended TEC rate (TECU/
min) at these three IPPs from March 15 to March 21. Comparing to the same time
of pervious and next days, hourly TEC scintillation enhancement in the several
hours after SSC can be seen, especially for IPP (29.8�S, 118.1�E) observed by
cut0–C01. For IPP (29.8�S, 118.1�E), the enhancement starts from UT 8–20.
For the other two IPPs, the enhancement is mainly occurring at UT 10–13.
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The upper and lower boundary is derived from the same epoch of 5 days observations before the
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Fig. 10.3 MGEX station gmsd TEC anomalies during the geomagnetic storm in March 2013
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As shown in Fig. 10.5, during UT 1–6, the hourly standard deviation is higher than
other periods and its difference between adjacent days is also much larger, which
may be related to the local time variation.

10.4 Summary and Conclusions

This paper is the first time to use BDS-GEO observations to analyze the iono-
spheric effect of a moderate geomagnetic storm. Since the location of GEO sat-
ellites and the BDS tracking station in ECEF almost do not change, it provides us a
unique opportunity to measure continuous TEC variations at one point without
TEC horizontal gradient caused by IPP’s variation. Three MGEX BDS stations
cut0, gmsd and jfng are used to study the TEC variation in Asia/Pacific region
during the storm. The results show that TEC values decrease dramatically after the
SSC and increase gradually during the recovery phase of the storm. Obvious
anomalies mainly occur during 1–2 days after the SSC, especially for the IPP
(29.8�S, 118.1�E) whose negative anomalous peak value is even up to about 20
TECU on March 17. The anomaly amplitude is much difference at different lati-
tudes. Not only the absolute TEC values are disturbed corresponding to the SSC,
but also the hourly standard deviation of the rate of TEC is varied in the next hours
of SSC.

As BDS is under construction without many continuous operating tracking
stations up to now, BDS GEO TEC monitoring is just at beginning stage. However
it has its own advantage for Earth’s ionosphere sounding due to its quasi-persistent
observation geometry. With the increase of the number of BDS tracking stations,
more and more one point TEC series can be obtained with a high time resolution.
BDS-GEO TEC monitoring will be greatly contribute to the Earth’s ionosphere
research, and even become a sensitive detector of ionospheric disturbance in Asia/
Pacific region.

0 5 10 15 20

SSC

MGEX_station: jfng
Prn : C01

St
d 

of
 d

et
re

nd
 T

E
C

 (
T

E
C

U
) 

Hour of Day ( UT )

 

 
Mar−15
Mar−16
Mar−17
Mar−18
Mar−19
Mar−20
Mar−21

8 13 18 23 4 8 13 18 23 4

0

0.05

0.1

0.15

Hour of Day ( LT )

0 5 10 15 20

SSC

MGEX_station: gmsd
Prn : C01

St
d 

of
 d

et
re

nd
 T

E
C

 (
T

E
C

U
) 

Hour of Day ( UT )

 

 
Mar−15
Mar−16
Mar−17
Mar−18
Mar−19
Mar−20
Mar−21

0

0.05

0.1

0.15

Hour of Day ( LT )

0 5 10 15 20

St
d 

of
 d

et
re

nd
 T

E
C

 (
T

E
C

U
) 

Hour of Day ( UT )

8 13 18 23 4

0

0.05

0.1

0.15

Hour of Day ( LT )

SSC

Prn : C01

Mar−15
Mar−16
Mar−17
Mar−18
Mar−19
Mar−20
Mar−21

SSC

MGEX_station: cut0
Prn : C01

Mar−15
Mar−16
Mar−17
Mar−18
Mar−19
Mar−20
Mar−21

Fig. 10.5 Hourly standard deviation of the detrended TEC rate at MGEX statiosn cut0 (left), jfng
(middle) and gmsd (right) with C01 (GEO-1). The bottom x-axis stands for the Universal Time
(UT) while the top x-axis stands for local time corresponding to the IPP location

10 Ionospheric Anomalies During the March 2013 Geomagnetic Storm 103



References

1. Hoffmann-Wellenhof B, Lichtenegger H, Collins J (1994) GPS: theory and practice, 3rd edn.
Springer, New York

2. Jin SG, Luo O, Park P (2008) GPS observations of the ionospheric F2-layer behavior during
the 20th November 2003 geomagnetic storm over South Korea. J Geodesy 82(12):883–892.
doi:10.1007/s00190-008-0217-x

3. Jin SG, Wang J, Zhang H, Zhu WY (2004) Real-time monitoring and prediction of the total
ionospheric electron content by means of GPS observations. Chin Astron Astrophys
28(3):331–337. doi:10.1016/j.chinastron.2004.07.008

4. Mannucci AJ, Wilson BD, Yuan DN, Ho CH, Lindqwister UJ, Runge TF (1998) A global
mapping technique for GPS-derived ionospheric total electron content measurements. Radio
Sci 33(3):565–582

5. Schaer S (1999) Mapping and predicting the Earth’s ionosphere using the global positioning
system. Geod-Geophys Arb Schweiz 59:59

6. Otsuka Y (2001) A new technique for mapping of total electron content using GPS network
in Japan. Doctoral dissertation, Kyoto University

7. Hernández-Pajares M, Juan JM, Sanz J, Orus R, Garcia-Rigo A, Feltens J, Krankowski A
(2009) The IGS VTEC maps: a reliable source of ionospheric information since 1998.
J Geodesy 83(3–4):263–275

8. Bilitza D, McKinnell LA, Reinisch B, Fuller-Rowell T (2011) The international reference
ionosphere today and in the future. J Geodesy 85(12):909–920

9. Liu JY, Lin CH, Chen YI, Lin YC, Fang TW, Chen CH, Hwang JJ (2006) Solar flare
signatures of the ionospheric GPS total electron content. J Geophys Res: Space Phys 111(A5)
(1978–2012)

10. Kumar S, Singh AK (2011) GPS derived ionospheric TEC response to geomagnetic storm on
24 August 2005 at Indian low latitude stations. Adv Space Res 47(4):710–717

11. Occhipinti G, Rolland L, Lognonné P, Watada S (2013) From Sumatra 2004 to Tohoku-Oki
2011: the systematic GPS detection of the ionospheric signature induced by tsunamigenic
earthquakes. J Geophys Res Space Phys 118(6):3626–3636

12. Liu JY, Tsai YB, Ma KF, Chen YI, Tsai HF, Lin CH, Lee CP (2006) Ionospheric GPS total
electron content (TEC) disturbances triggered by the 26 December 2004 Indian Ocean
tsunami. J Geophys Res Space Phys 111(A5) (1978–2012)

13. Ozeki M, Heki K (2010) Ionospheric holes made by ballistic missiles from North Korea
detected with a Japanese dense GPS array. J Geophys Res Space Phys 115(A9) (1978–2012)

14. Li ZH, Huang JS (2005) GPS surveying and data processing. Wuhan University Press, China,
Wuhan (in Chinese)

15. Datta-Barua S, Walter T, Blanch J, Enge P (2008) Bounding higher-order ionosphere errors
for the dual-frequency GPS user. Radio Sci 43(5)

104 R. Jin et al.

http://dx.doi.org/10.1007/s00190-008-0217-x
http://dx.doi.org/10.1016/j.chinastron.2004.07.008


Chapter 11
Earth Rotation Parameter Estimation
from GNSS and Its Impact on Aircraft
Orbit Determination

Lihua Wan, Erhu Wei and Shuanggen Jin

Abstract Earth rotation parameters (ERP) play a key role in connecting the
International Celestial Reference Frame (ICRF) and the International Terrestrial
Reference Frame (ITRF). Furthermore, high precision orbit determination and
positioning need the precise ERPs, while ERPs are closely related the geophysical
fliud mass redistribution and geodynamics. In this paper, global uniformly dis-
tributed 75 IGS stations with more than 60 sites tracking GPS+GLONASS
simultaneously are selected to estimate Earth Rotation Parameters. Accuracy and
method to improve ERP from only IGS stations in and neighboring China are also
analyzed in order to provide the reference for BeiDou ERP estimation. The results
show that the precision of Polar motion (PM) estimated from daily GPS and
GLONASS observations can be achieve at the precision of 0.066 and 0.157 mas,
respectively and the precision of length of day (LOD) can achieve at 0.0283 and
0.0289 ms when compared to IERS C04 solutions, respectively. The precision of
PM and LOD from regional stations with daily GPS (GLONASS) observations are
better than 0.178 mas (0.365 mas) and 0.0291 ms (0.0360 ms), respectively. The
precision of PM and LOD from combined GPS+GLONASS are better than
0.153 mas and 0.0292 ms. In addition, the impact of ERP error on aircraft orbit is
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furthermore discussed. The impact on the LOD is greater than the PM. The orbital
error can respectively reach 1, 1 and 0.1 m in X, Y and Z direction with 0.5 mas
error in PM and 0.5 ms error in LOD.

Keywords ERP � GNSS � Aircraft orbit � Variance components estimation

11.1 Introduction

Earth Rotation Parameters (ERPs) consist of Polar motion and Length of Day as
well as Precession and Nutation, which play a key role in the transformation
between ICRF and ITRF. Up to now, several Precession and Nutation Model have
been built, e.g. IAU1976 precession, IAU 1980 Nutation, IAU 2000, IAU 2000A
and IAU 2006. With the accumulation of more geodetic observation data and the
improvement of measurement precision, the new precession and nutation model
will be constructed with higher precision. The accuracy of the coefficient of IAU
2006 model is achieved with up to 1 las at J2000.0 [1], which is good enough to
realize high precision of coordinate transformation, so ERPs of Polar motion and
Length of Day are the most important parameters to limit the current accuracy of
conversion between the two coordinate frames.

The first international organization that aimed at determining ERPs is Inter-
national Latitude Service (ILS), which renamed International Polar Motion Ser-
vice (IPMS) later. However, due to the limitation of classic optical technologies
and instruments, the accuracy of polar motion was about 1 meter. International
Time Bureau (BIH) used the Doppler observation data in 1972 and the accuracy
was improved to 50 cm [2]. Later the Very Long Baseline Interferometry (VLBI)
and Satellite Laser Range (SLR) techniques were used gradually to determined
ERP and the relevant precision was improved to 10–20 cm. In 1988, IPMS was
replaced by International Earth Rotation Service (IERS) that brought GPS
observation to calculate ERP in 1994. Up to now, IERS has used the VLBI, LLR
(Lunar Laser Ranging), SLR, GPS and DORIS (Doppler Orbitography by
Radiopositioning Integrated on Satellite) observation data to estimate ERPs with a
precision of sub-centimeter [3]. A number of estimates and studies on ERP have
been conducted from different technologies such as GPS, VLBI, SLR [4–6]. With
the development of Global Navigation Satellite Systems (GNSS), the number of
International GNSS Service (IGS) tracking stations is increased rapidly. As a
result, we have massive GNSS observation data that make possible to calculate
ERPs with high precision and high temporal resolution [7]. This paper mainly uses
observation data from global uniformly distributed GPS and GLONASS stations to
determine ERPs, which are assessed with comparing to the IERS C04 solutions.
Furthermore, the impact of ERP errors on aircraft orbit is analyzed and discussed.
In addition, ERPs are determined by GNSS data only from regional IGS tracking
stations in China and its surrounding areas. Method to improve the precision of
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ERP calculated by only regional GPS data is also analyzed in order to test ERP
estimate with BeiDou regional navigation system with a limited tracking stations
at this stage.

11.2 Principle of ERP Determination and Its Impact
on Orbit

11.2.1 Principle of ERP Determination

As it is well known, the observation equation of GNSS satellites is related to the
polar motion and rotation, so the ERPs can be determined using GNSS observa-
tion. The vector of observation (~q) from station to satellite can be expressed by the
state vector of satellite (~r) and the position vector of station P (~rP) in the celestial
reference system as follows [8, 9]:

~q ¼ f ð~r; _~r;~rPÞ ð11:1Þ

where _~r is the derivative of~r. The vector~rP in the inertial coordinate system thus can
be expressed by the position vector~rP0 of station in the terrestrial reference system as:

~rP ¼ PNRW~rP0 ¼ PðtÞR1ðDeÞR2ð�Dw sin e0ÞR3ð�hGMÞR1ðypÞR2ðxpÞ ð11:2Þ

where P, N, R and W are the matrix of precession, nutation, earth rotation and polar
motion, respectively. The parameters of polar motion (xp; yp) and LOD (replaced by
Earth rotation angle h) are included in the matrix W and R, respectively. De and Dw
are precession and nutation. Linearized to one order, Eq. (11.1) can be rewritten as:

~q ¼ f ð~r; _~r;~rPÞ ¼ f0ð~r; _~r;~rpÞ þ
of

oxp
xp þ

of

oyp
yp þ
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oh
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oh
h

ð11:3Þ

where f0ð~r; _~r;~rÞ is the approximate value calculated by initial ERPs and of=o~rp is
related to the type of observation and expressed by Eq. (11.2). Ignoring the micro

items,
o~rP

oxp
,
o~rP

oyp
and

o~rP

oh
can be deduced according to Eq. (11.2) as follows:

of

o~rp
¼~r �~rp

~q
ð11:4Þ
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where hg is the Greenwich Apparent Sidereal Time (GAST) and can be expressed as:

hg ¼ GAST ¼ 2p½GMSTðUT0Þ þ ð1þ kÞUT1� þ Dw cos n ð11:8Þ

GMSTðUT0Þ ¼ ð24110:54841þ 8640184:812866T þ 0:093104T2

� 6:2� 10�6T3Þ=86400
ð11:9Þ

UT1 ¼ UTC þ ðUT1� UTCÞ0 þ hðt � t0Þ ð11:10Þ

The T is the Julian century of observation epoch. ð1þ kÞ can be calculated at a
given T . ðUT1� UTCÞ0 is the value of ðUT1� UTCÞ at epoch to. Assuming n
satellites with observing by m stations and substituting Eq. (11.4)–(11.7) into Eq.
(11.3), we can acquire the error equation set as:
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ð11:11Þ

where P is the matrix of weight and other items are expressed as follow:
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Thus according to least-square method, we can determine the value of ERP and
assess its precision:

X ¼ BT PB
ffi ��1

BT Pl
ffi �

¼
Xi¼k

i¼1

BT
i PiBi

 !�1Xi¼k

i¼1

BT
i Pili ð11:12Þ

Q ¼ r2
0

Xi¼k

i¼1

BT
i PiBi

 !�1

ð11:13Þ
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r2
0 ¼

VT V

n� t
ð11:14Þ

where ðn� tÞ, V , r0 and Q are the degree of freedom, residual error, unit weighted
variance and coefficient matrix, respectively.

11.2.2 Impact of ERP on Orbit Determination

Geocentric Celestial Reference System (GCRS) is a good quasi-inertial reference
frame with its axis fixed, so the orbits of the satellites or spacecraft are estimated in
the coordinate system. And then coordinates of satellites are converted to the
International Terrestrial Reference System (ITRS) using the Earth Orientation
Parameters. The transformation equation can be expressed as Eq. (11.2). Trans-
formation matrix P and N can be calculated according to IAU2000A model with a
maximum error less than 0.2 las [10], which equals to 2.6 cm for navigation
satellite orbit. So the orbital errors caused by nutation error and precession error
are often ignored. However, the orbital error caused by the changes in polar motion
and length of day may reach tens of centimeters or even meters which should be
considered in the determination of aircraft orbit or autonomous navigation.
Omitting complicated derivation, Eq. (11.15) can represent the orbital error
affected by ERP errors. More information can be referred to [11, 12].

DX
DY
DZ

2
4

3
5 ¼

Y 0S � Dhþ Z 0S � DXp

�X0S � Dh� Z 0S � DYp

�X0p � Y 0S � Dh� Y 0p � X0S � Dh� X0S � DXp þ Y 0S � DYp

2
4

3
5

¼
Y 0S � Dhþ Z 0S � DXp

�X0S � Dh� Z 0S � DYp

�X0S � DXp þ Y 0S � DYp

2
4

3
5 ð11:15Þ

where DXp, DYp and Dh are the error in polar motion and the error in Earth rotation
angel calculated by LOD. (X0s, Y 0s, Z 0s) represents the coordinate of satellite in
inertial system. X0p � Dh and Y 0p � Dh are micro items which can be ignored.

11.3 GNSS Data Processing and Result

11.3.1 ERP Determination from Global Distribution
GNSS Stations

In this paper, 75 IGS tracking stations with global uniform distribution are selected
and more than 60 stations can track both GPS and GLONASS. ERPs are deter-
mined for 60 days (January 1 to March 1, 2013) using GPS and GLONASS
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observations. Double-difference mode from Bernese GPS Software is chosen
during the data processing with strong constraint of orbit elements and solar
pressure. Apart from ERPs, troposphere parameters, stations coordinates and clock
error are estimated simultaneously. Other models or strategies are used, including
the quasi ionosphere free (QIF), IAU 2000 Precession/Nutation, IERS 2000 sub-
daily polar model, OT_CSRC ocean tide file, FES2004 ocean loading correction.
Differences of experiment results with respect to IERS C04 solutions at the same
time (UTC 12:00:00) are showed in Fig. 11.1. Table 11.1 gives the precision
statistic results.

Fig. 11.1 Differences of global experiment results w.r.t IERS C04 solutions

Table 11.1 Statistics results of global GNSS estimated ERPs w.r.t IERS C04

Polar motion in X/mas Polar motion in Y/mas Length of day/ms

|Max| STD |Max| STD |Max| STD

GPS 0.2172 0.0655 0.1877 0.0627 0.0946 0.0283
GLONASS 0.5017 0.1473 0.4777 0.1571 0.0886 0.0289
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According to the results, it is clear to see that ERPs estimated from GPS
observations are much better than those from GLONASS observations in polar
motion. The two results are compared with IERS C04. The standard deviations are
0.065 mas and 0.150 mas, respectively. However, the two results present a certain
relationship with a similar trend and their precisions are the same in LOD
(0.0283 ms and 0.0289 ms). Due to correlations with the orbital elements, LOD is
not directly connected to GNSS observations. But it’s possible to estimate the drift
in UT1-UTC through adding a constant value to UT1 and adapting the ascending
nodes of the satellite orbits by a corresponding value without affecting the ranges
between stations and satellites [13]. In addition, satellites orbits are fixed with the
precise ephemeris from IGS products and we chose the same baselines during
processing the GPS and GLONASS data, which may be responsible for the cor-
relation between the two results in LOD.

11.3.2 ERPs Estimated from Regional Distribution Stations

In order to analyze the accuracy of ERP from regional distribution stations, 18
stations in China and its surrounding areas are chosen for testing (from Jan 1 to
May 31). These stations are bjfs, bjnm, chan, guao, kunm, lhaz, shao, tnml, twtf,
urum, wuhn, alic (Australia), hyde (India), kit3 (Uzbekistan), nuts (Singapore),
pert (Australia), pimo (Philippines), ulab (Mongolia). The results from regional
GPS observations are compared to IERS C04, and the differences are shown in
Fig. 11.2.

ERPs are also estimated from regional 11 stations with simultaneously tracking
GLONASS (bjfs, bjnm, lhaz, urum, wuhn, alic, hyde, kit3, nuts, pert, ulab). In
addition, variance components estimation is used to estimate ERPs from combined
GPS+GLONASS observation. Results are compared to the IERS C04 and the
differences are shown in Fig. 11.2. Table 11.2 gives the precision statistic of the
results from regional observation.

The results show the precision of ERPs from regional stations is lower than that
from global stations, especially in polar motion. It’s not only related to the number
of stations, but also the distribution of stations plays a important role. However,
the ERP has been improved dramatically by combined GPS and GLONASS. The
combined results has been improved by 15.9 % (xp), 13.6 % (yp) and 0.0 % (LOD)
when compared to the result from only GPS. It’s more significant when compared
to the result from GLONASS with 51.5 % (xp), 58.1 % (yp) and 19.7 % (LOD). So
we can conclude that combined method improves the ERP precision with respect
to both GPS and GLONASS alone, which is a good reference when estimating
ERPs from regional BDS navigation system observations.
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11.3.3 Impact of ERP Error on Aircraft Orbit Determination

In order to analyze the impact of ERP error on aircraft orbit, ERP values of different
precision are used to determinate the orbit of aircraft. Because the impacts from
ERP are mainly reflected in the coordinates transformation between ICRF and
ITRF, so this paper main focus on this session. Figure 11.3 shows the orbital error
of GPS satellites with 0.5 mas error in polar motion and 0.5 ms error in LOD with
respect to precise ephemeris from IGS products on September 1, 2013. As shown in
Fig. 11.3, ERP has more impact on X and Y direction than Z direction. Although
the maximum error is less than 10 cm in Z direction, the error in X and Y direction
can reaches to 100 cm. In addition, the orbit is more easily affected by LOD than

Fig. 11.2 Differences of regional experiment results w.r.t IERS C04 solutions

Table 11.2 Statistics result of regional experiment estimate w.r.t IERS C04

Polar motion in X/mas Polar motion in Y/mas Length of day/ms

|Max| STD |Max| STD |Max| STD

GPS 0.5945 0.1356 0.4928 0.1775 0.1006 0.0291
GLONASS 0.8331 0.2350 1.2101 0.3651 0.1109 0.0361
GPS+GLONASS 0.4954 0.1140 0.4421 0.1529 0.1016 0.0292
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polar motion which can be interpreted by Eq. (11.15). Because the orbit errors in X
and Y direction are caused by LOD and polar motion parameters, however, the orbit
error in Z direction is caused only by polar motion parameters. According to the
further study, in order to satisfy requirement of centimeter-level accuracy for
navigation satellite orbit determination, the error in polar motion should be less than
0.05 mas and error in LOD must be less than 0.01 ms, and the orbit error will be
less than 2 cm in every X, Y or Z direction in this case.

11.4 Conclusions

Continuous GNSS observations can be used to estimate the ERPs of high precision
and high temporal resolution. In this paper, ERP are estimated using GNSS
observation in different cases and some conclusions can be drawn.

1. Precision of polar motion can be improved dramatically with more stations and
better distribution of stations. However, precision of LOD can’t be improved
much only by increasing the number of stations.

2. Due to correlation with the orbital elements, LOD is not directly related to
GNSS observations. But UT1-UTC can be acquired by adding a constant to
UT1 with a certain correlation.

Fig. 11.3 Errors of orbits due to the effect of ERP error
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3. Precision of ERPs estimated from regional GNSS stations is relatively low but
can be improved by combined multi-system observations. Combined
GPS+GLONASS results in polar motion are improved by 15 % with respect to
GPS alone and by 50 % with respect to GLONASS alone.

4. LOD has more effects on satellite orbit than polar motion. In order to satisfy
requirement of centimeter-level accuracy for orbit determination of navigation
satellite, the error in polar motion should be less than 0.05 mas and the error in
LOD must be less than 0.01 ms.
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Chapter 12
Fusion Positioning of BDS/GPS Based
on Variance Component Estimation
and Its Application for Geodetic
Control Network

Yifan Jing, Anmin Zeng and Tianhe Xu

Abstract Beidou Satellite Navigation System (BDS), developed by China, is an
independent satellite navigation system, which is recognized as one of the four
major Global Navigation Satellite System (GNSS) in the world. Now, BDS has a
constellation of fourteen navigation satellites and the regional satellite navigation
system of BDS has been constructed. The system can provide high quality services
in China and its surrounding areas, and is extending into global. In this paper, the
current status of BDS and GPS is introduced at first. And then, the algorithm of
high precision fusion positioning with combination of BDS and GPS is studied
based on variance component estimation. Finally, a GNSS geodetic control net-
work is performed as an example, which contains eight points with corresponding
baselines ranged from 40 to 200 km. It is proved that, combining BDS and GPS
data can present better results than that of any single navigation system using the
proposed algorithm and the accuracies of position are better than 1 cm.
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12.1 Introduction

Beidou Satellite Navigation System (BDS) as one of the four Global Navigation
Satellite Systems (GNSS) in the world, developed by China independently, is
recognized as the third satellite navigation system that can provide positioning
service, besides GPS (USA) and GLONASS (Russian). At present, BDS is
available for users in China and its surroundings to access to high quality services
for positioning, navigating, timing and short message communication. The point-
positioning precision of BDS has basically reached the same level as GPS [1].

The same problem that influences the precision of positioning and navigation
for every GNSS, including BDS, is the number of visible satellites. It is inevitable
in application when no enough visible satellites can be available due to the lim-
itation of constellations. Therefore, using more navigation satellites and realizing
multi-GNSS data fusion is urgent. It is very significant to study on fusion posi-
tioning of BDS/GPS for enhancing the positioning precision in China and pro-
moting the application of BDS.

In terms of multi-GNSS data fusion, there are many studies especially in the
combination of GPS and GLONASS [2, 3]. With the development of BDS, a lot of
related experiments and researches come out [1, 4–6]. Most of them are focused on
applications in relative positioning under single and short baseline mode. Yet,
there is no result reported on BDS/GPS geodetic control networks with middle and
long baselines.

In the field of geodetic data fusion, many achievements in theory and appli-
cation have been made [7]. These studies mainly focus on kinematic multi-sensor
navigation systems, such as integrated navigation system based on federated filter
[8], adaptive integrated navigation based on static and dynamic filter [9] and
integrated navigation by using variance component estimation of multi-sensor
measurements [10].

In this paper, our main aim is to test the positioning performance of BDS under
current constellation and the performance of BDS/GPS fusion positioning in
geodetic control networks. Status of BDS and GPS is introduced and compared at
first, and then two types of BDS and GPS fusion models are presented. The fusion
algorithm based on variance component estimation is given in details and a
practical GNSS network is performed as an example to verify the validation of the
proposed algorithm. Finally, some analysis and summary are given.

12.2 Comparisons Between BDS and GPS

GPS is the second generation of the U.S. satellite navigation system and it is the
most widely used system in the world. With the increasing development of the
satellite navigation industry, many countries have developed their own systems
(including global system and regional system). GPS is no longer the only choice
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for users and its application market is facing a huge challenge. To maintain its
dominant position, U.S. government began to modernize GPS in the 1990s, which
include the following main measures: cancelling Selective Availability (SA)
policies, increasing civil signals, and launching new-generation satellites [11]. The
accuracy of civilian GPS navigation and positioning service already has a great
improvement, and its quality will become better and better along with the process
of modernization.

Chinese satellite navigation system, known as BDS, is developing rapidly.
According to the three-step development strategy [12], the verification system
(Beidou I) and the regional satellite navigation system (first stage of Beidou II) has
been completed. The global satellite navigation system (second stage of Beidou II)
is being constructed. Currently, five geostationary earth orbit (GEO) satellites, five
inclined geostationary earth orbit (IGSO) satellites and four medium earth orbit
(MEO) satellites are working in orbits of BDS. The system already has capabilities
in precise positioning and navigation and will be improved in the construction
process further. Meanwhile, it is proved by simulation experiments that the
amounts of visible satellites for GNSS users will increase by 50 % when the final
BDS constellation with 35 satellites is completed, which will have a great con-
tribution to the quality of global PNT (Positioning, Navigation and Timing) ser-
vice [13].

Characteristics of BDS and GPS are compared in Table 12.1 [14, 15].

12.3 Methods of BDS/GPS Fusion Positioning

The combination of BDS and GPS can be divided into two modes [7, 16]: one is a
combination based on the original observations and the other is based on the
baseline solution.

12.3.1 Fusion on the Original Observation Level

The algorithm that realizes BDS/GPS fusion on the original observation level is
similar to the one used in a single system. The observation equations of pseudo
range and carrier phase need to be extended to form total equations that contain
observations of BDS and GPS. And then, error equations, normal equation and
solutions will be gained based on the principle of least squares.

The basic normal equation can be described as [4]

DaB bB 0
DaG 0 bG

ffi � dX
DrNB

DrNG

2
4

3
5 ¼ DrLB

DrLG

ffi �
ð12:1Þ
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where B and G represent BDS and GPS; dX is the coordinate correction; D is the
single-difference operator and Dr is double-difference operator; N is the integer
ambiguity vector; L is the observation vector; a and b is coefficient matrix cor-
responding to dX and DrN.

Fusion methods based on original observation can make good use of data from
the two systems and it is effective to eliminate the ionosphere delay using different
frequency data. The difficulty and key issue of the method is how to unify coor-
dinate and time datum to achieve the conversion of CGCS2000 and WGS84, and
the conversion of BDT and GPST [3]. In addition, problems of weighting for
different system observations need to be considered.

12.3.2 Fusion on the Baseline Solution Level

The step of fusion algorithm based on baselines is as following: BDS and GPS
make their own baseline solutions and then they are regarded as virtual observa-
tions to build a new error equation. The process is essentially combined using
co-adjustments of BDS and GPS.

Compared to fusion of original observations, the fusion of baseline solutions is
easier without coordinate transformation between BDS and GPS. The reason is
that CGCS2000 and WGS-84 can be maintained at a consistent of several centi-
metre levels [17], this difference can be ignored in the fusion of baseline solutions.
In this mode, the main contribution of multi observation data on positioning is
improved and it is useful in geodetic control networks.

Weight determination of baseline solutions of BDS and GPS is similar to that
when fusing various geodetic observations [7, 18]. There are many related algo-
rithms in which the most commonly used one is based on variance component

Table 12.1 Comparisons of characteristics between BDS and GPS

GPS BDS (under construction)

Constellation 24MEO 27MEO+3IGSO+5GEO
Orbit number 6 3 (MEO)
Orbit altitude 20,200 km 21,528 km (MEO)

35,786 km (IGSO)
35,786 km (GEO)

Orbit inclination 55� 55� (MEO, IGSO)
Cycle 11 h 58 min 12 h 50 min
Carrier frequency L1:1,575.42 MHz B1:1,561.09 MHz

L2:1,227.60 MHz B1-2:1,589.74 MHz
L5:1,176.45 MHz B2:1,207.14 MHz

Communication system CDMA CDMA
Time system GPST BDT
Coordinate system WGS-84 CGCS2000
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estimation. Since the precision of BDS and GPS data is different, in such case,
adjusting variance factors by variance component estimation is effective for bal-
ancing the contribution of different type observation on navigation and positioning.

12.4 BDS/GPS Fusion Positioning Based on Variance
Component Estimation

The Helmert estimation is one of the types of variance component estimation [19].
The principle of BDS/GPS fusion positioning based on Helmert variance com-
ponent estimation can be described as the following.

The observation vectors of BDS and GPS are assumed to be Li (i = 1, 2) and
the corresponding error equations can be written as

V1 ¼ A1X̂ � L1

V2 ¼ A2X̂ � L2

�
ð12:2Þ

where X̂ is a m 9 1 parameter vector needed to be estimated; Vi is residual vectors
corresponding to Li; Ai is ni 9 m design matrices corresponding to Li and ni is
number of observation of the ith type.

The prior weight matrices of Li are assumed to be Pi. Since L1 and L2 are
obtained by two different systems, BDS and GPS, they are independent from each
other. That is

covðD1;D2Þ ¼ 0 ð12:3Þ

where Di is the observation error vector. Pi is determined by

Pi ¼
X�1

Di

ð12:4Þ

The combined design matrix and the combined prior weight matrix can be
described as

A ¼ A1

A2

ffi �
P ¼ P1

P2

ffi �
ð12:5Þ

And the combined normal matrix and sub normal matrix corresponding to Li

can be written as

N ¼ ATPA Ni ¼ AT
i PiAi ð12:6Þ

An approximate Helmert estimator of the variance component can be expressed
as [20]

r̂2
i ¼

VT
i PiVi

ni � trðN�1NiÞ
ð12:7Þ
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where r̂2
i is the variance factor.

Finally, the solution of fusion positioning is

X̂ ¼
X2

i¼1

AT
i

~PiAi

 !�1 X2

i¼1

AT
i

~PiLi

 !
ð12:8Þ

where ~Pi is weight matrix adjusted by Helmert estimator, which is known as

ePi ¼ r̂2
i

X�1

Di

ð12:9Þ

If some outliers occur among observations, then the robust estimation can be
involved in the Helmert variance component estimation by using the equivalent
weight [21].

12.5 Computation and Analysis

A practical GNSS network is performed as an example, which contains eight
stations with one fixed station (No.1). The distribution of stations is illustrated in
Fig. 12.1. Compatible receivers of BDS/GPS were used and each four sets of BDS
and GPS data were collected during February 1st to 4th, 2013. Every set contains
56 independent baselines. The baselines length in this GNSS network is from 40 to

Fig. 12.1 Distribution of
stations
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200 km. Each set of data has high precision baseline solutions and the average
residuals are less than 0.01 m. The baseline solutions are regarded as no outliers.

The following four schemes are performed:

Scheme A: least squares using BDS data;
Scheme B: least squares using GPS data;
Scheme C: least squares using BDS and GPS data;
Scheme D: Helmert’s variance component estimation using BDS and GPS data.

Results in Table 12.2 show the mean values of absolute difference between the
estimated value and the reference of four sets and their RMSs. The mean RMS
values of four sets in the station-origin coordinate system (ENU) are presented in
Table 12.3.

From the results, the following conclusions can be drawn:

(1) The results of BDS solution with least squares estimation, the average absolute
error of points is less than 0.05 m and the average RMS is 0.03 m. It is due to

Table 12.2 Comparison on mean deviation and RMS of four schemes

Schemes Mean deviation
in B vector (m)

Mean deviation
in L vector (m)

Mean deviation
in H vector (m)

RMS_B
(m)

RMS_L
(m)

RMS_H
(m)

A 0.0105 0.0267 0.0396 0.0123 0.0290 0.0518
B 0.0019 0.0038 0.0056 0.0024 0.0049 0.0069
C 0.0023 0.0049 0.0063 0.0030 0.0064 0.0078
D 0.0018 0.0037 0.0052 0.0023 0.0050 0.0066

Table 12.3 Comparison of RMS among four schemes for eight points

Points Schemes RMS_E
(m)

RMS_N
(m)

RMS_U
(m)

Points Schemes RMS_E
(m)

RMS_N
(m)

RMS_U
(m)

1 A 0.0000 0.0000 0.0000 5 A 0.0169 0.0167 0.0421
B 0.0000 0.0000 0.0000 B 0.0039 0.0026 0.0039
C 0.0000 0.0000 0.0000 C 0.0036 0.0041 0.0043
D 0.0000 0.0000 0.0000 D 0.0037 0.0028 0.0032

2 A 0.0324 0.0125 0.0726 6 A 0.0172 0.0105 0.0391
B 0.0057 0.0023 0.0050 B 0.0047 0.0039 0.0028
C 0.0075 0.0026 0.0070 C 0.0055 0.0038 0.0061
D 0.0060 0.0021 0.0037 D 0.0047 0.0034 0.0030

3 A 0.0259 0.0084 0.0131 7 A 0.0352 0.0104 0.0813
B 0.0009 0.0023 0.0067 B 0.0020 0.0014 0.0101
C 0.0032 0.0021 0.0062 C 0.0064 0.0017 0.0128
D 0.0010 0.0021 0.0060 D 0.0025 0.0012 0.0098

4 A 0.0217 0.0133 0.0549 8 A 0.0248 0.0149 0.0203
B 0.0032 0.0014 0.0078 B 0.0029 0.0027 0.0080
C 0.0042 0.0028 0.0088 C 0.0053 0.0047 0.0055
D 0.0031 0.0018 0.0076 D 0.0034 0.0031 0.0061
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that the constellation is still incomplete and hasn’t as many satellites as GPS.
Furthermore, because of using GPS solutions as reference of comparison, there
may be systematic deviations between reference and the results of BDS.

(2) The results of combing BDS and GPS solution by least squares are no better
than single GPS solutions. It is caused by the unreasonable weight determi-
nation between BDS and GPS data.

(3) The results of combing BDS and GPS solution using Helmert variance com-
ponent estimation are more effective than the other three schemes and the
average absolute error of points is less than 0.01 m. It proves that variance
component estimations are more reasonable in the combination of baselines
solutions of BDS and GPS.

12.6 Conclusions

Fusion positioning of BDS and GPS with baselines solutions gets a better per-
formance than any single navigation system under the condition of determining the
relative weight reasonably. It is good for the improvement of solutions of geodetic
control networks. Now, BDS is still under construction and cannot provide as
many satellites as GPS, which influences the positioning precision. When BDS is
finally completed, the constellation will be optimized and the positioning precision
will be improved further. It can be concluded that the performance of fusion
positioning of BDS and GPS will also be enhanced further.
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Chapter 13
Test and Analysis of Interference Effects
on Dual Frequency GNSS Receiver

Feng Li, He Huang, Haiqiang Yang, Hong Liu, Min Liu
and Haisong Jiao

Abstract High accuracy GNSS receivers generally eliminate ionospheric delay
by adopting dual or multi frequency error correction model to obtain desirable
positioning results. However, dual-frequency GNSS receivers also face with radio
frequency interference (RFI) in actual application, especially in complicated
electromagnetic environment. In this paper, the analysis of carrier to noise ratio
(C/N0) and standard deviation of positioning in interference was introduced, and a
test on the actual performance of a typical dual-frequency GPS receiver in inter-
ference at the two working frequencies was presented. The test results showed
that: as the intensity of interference increased, the C/N0 of signal descends obvi-
ously, thereupon the pseudo-range measurement precision for viewed satellites
declined, leading to the loss of positioning accuracy. DGPS carrier phase mea-
surement was recommended under interference condition in this article. By the
carrier phase differential approach, the measurement error caused in the course of
RFI was eliminated, and better results can be achieved if the number of satellites
viewed is favorable.

Keywords Interference � Dual-frequency � Pseudo-range positioning � Carrier
phase differential

13.1 Introduction

High accuracy GNSS receivers generally eliminate ionospheric delay by adopting
dual or multi frequency error correction model. A dual-frequency receiver could
eliminate more than 90 % error caused by ionospheric delay [1], obtain desirable
and required positioning results in accurate navigation, precision positioning, map
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surveying, etc. However, dual-frequency GNSS receivers also face radio fre-
quency interference (RFI) during the application in complicated electromagnetic
environment. Under the impact of deliberate or unintentional interference, the
performance in signal acquisition and tracking degrades, or even worse, the
receiver loses lock with carrier signals, leading to less reliable surveying results as
a result.

There are a number of studies on the performance of GPS receivers, mostly
single frequency receiver, in interference; many researches have presented mainly
focus on the signal processing. For example, Su et al. testified the feasibility
of deliberate interference on GPS, introduced the frequency characteristics of
jamming signal. Results showed that GPS signal can be jammed by deliberate
interference, even if the interference is sine wave signal [2]. Feng et al. [3] studied
the jamming frequency characteristics of receiver further. Zhou et al. has analyzed
pseudo-range measurement accuracy and performance of DLL/PLL in interference
mainly focus on the receiver signal processing. Results showed that the influence
of interference is to increase the internal noise, and to reduce the value of C/N0,
eventually lead to the loss of accuracy [4, 5]. Jiao and Dou carried out studies
mainly focused on the anti-jamming effectiveness evaluation of GPS receivers
[6, 7].

In this paper, a test on the actual performance of a typical dual-frequency GPS
receiver in RFI at two center frequencies was presented, the impact of interference
on pseudo-range positioning accuracy and the causes of the error were analyzed.

13.2 Analysis of the Impact of Interference on Receiver

• Carrier to Noise Ratio

In the signal processing, the signal quality of GNSS receivers was indicated as
carrier to noise ratio (C/N0).The carrier to noise ratio density under the condition
of jamming is as follow [8].

C=N0½ �eq¼
1

1
C=N0
þ J=S

QRc

ð13:1Þ

C/N0 for the carrier to noise density without interference. J/S is a ratio for the
jamming power. RC for basic code rate of pseudo random noise (PRN). Q for the
adjustment coefficient of spread spectrum gain.

Formula (13.1) showed that the C/N0 of signal will decline as the interference
occurs, and signal acquisition, carrier tracking, data demodulation will deteriorate
simultaneously.
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• The Standard Deviation

The standard deviation was used to depict the measurement precision of the
receiver. According to Ref. [6], standard deviations of pseudo-range measurement
and carrier phase measurement were functions of C/N0. Pseudo-range measure-
ment deviation and carrier phase measurement deviation are as follows [6]:

q2
pr ¼ D2 BDLL2d2

C=N0
2ð1� dÞ þ BID4d

C=N0

ffiffiffiffi

ffiffiffiffi ¼ D2 BDLL4d2ð1� dÞ
C=N0

þ BDLLBID8d3

ðC=N0Þ2

ffiffiffiffiffi

ffiffiffiffiffi ð13:2Þ

D for code length, BDLL for noise bandwidth of DLL; d for the distance between
front correlator and the real-time correlator, BID for the noise bandwidth of inte-
grate and dump filter.

rdr ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BPLL

C=N0
þ BPLLBID

2ðC=N0Þ2

 !vuut k
2p

� �
ð13:3Þ

BPLL for noise bandwidth of PLL; BID for noise bandwidth of integrate and dump
filter. k for the wavelength of the carrier.

In interference, the value of C/N0 is much larger than BDLL, BID and BDLL, thus
formula (13.2) and (13.3) will be simplified as follows.

q2
pr � D2 BDLL4d2ð1� dÞ

C=N0

ffiffiffiffi

ffiffiffiffi ð13:4Þ

rdr �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BPLL

C=N0

� �s
k

2p

� �
ð13:5Þ

Interference will increase the thermal noise of the GPS receiver, making pseudo-
range measurement error and carrier phase measurement error increased.

13.3 Test of the Impact of Interference on Pseudo-range
Measurement

To study the variation of pseudo-range measurement accuracy in interference, a
HP8642 signal generator was used as jamming resource, sending out sine wave
signal, which arrived at the antenna of GPS receiver. Meanwhile we use a spec-
trum analyzer to monitor the intensity of interference.

Test object was a NovAtel RT2 dual-frequency GPS receiver, yields accuracies
of 10 m (SEP).
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13.3.1 Impact of Interference at L1 Frequency
on Pseudo-range Measurement

Firstly, we send jamming signal at L1 frequency (1,575.42 MHz), increased
jamming power 1 dB each time step-by-step until navigation signals were com-
pletely shielded, observed the positioning accuracy and stored satellites observa-
tion for data processing.

13.3.1.1 Pseudo-range Positioning Accuracy

Results showed that the serial of pseudo-range point positioning error can be
divided into three stages (Fig. 13.1):

• In the interval [-106 dBm, -97 dBm], the variation of pseudo-range point
positioning error was kept within 10 m, the impact of jamming can be ignored.

• In the interval [-96 dBm, -87 dBm], the serial of position error showed that
the receiver was influenced by jamming for a certain extent, and there came out
same outliers in pseudo-range positioning data.

• Error became even larger as the increasing signal density. When the jamming
power reached -82 dBm, the receiver was out of service.

Fig. 13.1 Curve variation of pseudo-range positioning error in the interference at L1 frequency
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13.3.1.2 Analysis

On the basis of formula (13.4) and (13.5), C/N0 and standard deviation were key
indicators of GPS receivers; therefore they were extracted from observation data
for analysis.

From Figs. 13.2 and 13.3 we can see that:

Fig. 13.2 Curve variation of carrier to noise ratio (C/N0) of L1 and L2 carrier in the interference
at L1 frequency
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• The C/N0 of L1 signal declined relatively slowly and the C/N0 of L2 signal
hardly decreased while jamming power was less than -97 dBm, the standard
deviations were stable.

• Then in the interval [-96 dBm, -82 dBm], the C/N0 of L1 signal showed an
evident downward trend and the C/N0 of L2 signal began to fluctuate, the pseudo-
range measurement standard deviations of both L1 and L2 signals became larger
simultaneously. When the jamming power was larger than -82 dBm, the quality

Fig. 13.3 Curve variation of pseudo-range measurement standard deviation of L1 and L2 carrier
in the interference at L1 frequency
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of two carrier signals deteriorate, and the standard deviations were out of normal
range.

In the process of point positioning, firstly dual-frequency GPS receivers finish
the acquisition of the coarse acquisition code (C/A), then C/A code will guide the
acquisition of the precision code (P) to realize frame synchronization; the tracking
of P code still need C/A code for synchronization. Therefore, when the impact on
the receiver could not be eliminated, the L2 carrier signal would be affected
evidently as the C/N0 of L1 carrier signal declined.

13.3.1.3 Pseudo-range Differential Measurement

According to spatial correlation of the error caused through signal propagation
within short distance, pseudo-range differential measurement calculate position of
the rover station on the principle of relative position by receiving pseudo-range
correction (PRC) and range rate correction (RRC) given by the reference station.
Figure 13.4 showed the variation of pseudo-range differential measurement
accuracy in the interference at L1 frequency.

In the interval [-134 dBm, -90 dBm], pseudo-range differential position error
was kept within 6.5 m. As interference power increased, observed satellites of the
rover decreased thereupon, the pseudo-range differential measurement accuracy
became deteriorated.

Interference was not the common source of error, it merely affected the rover
station, and thus the correction for the interference was not given by the reference

Fig. 13.4 Curve variation of pseudo-range differential measurement error in the interference at
L1 frequency
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station. However, results showed the error was eliminated after data processing if
observed satellites were enough for pseudo-range differential.

Analysis found that the Impact of interference is similarly to the effects of
signal masking, will reduce the number of satellites, make the distribution of
satellites worse and reduce the value of position dilution of precision (PDOP),
lower measurement accuracy. Therefore, the conclusion is pseudo-range differ-
ential measurement approach will improve the quality of position if the number of
viewed satellites is favorable, otherwise the error can not be eliminated.

13.3.2 Impact of Interference at L2 Frequency
on Pseudo-range Measurement Accuracy

Then, we adjust the jamming signal frequency to 1,227.60 MHz, increased signal
intensity step-by-step, the test results are as follows.

13.3.2.1 Pseudo-range Pointing Accuracy

• In the interval [-85 dBm, -72 dBm], the variation of pseudo-range positioning
accuracy kept within 20 m, the effects was relatively small.

• The error increased rapidly as the increasing of jamming power, the maximum
error was over 200 m. Nevertheless, the receiver was able to keep tracking
satellites in the whole process. The receiver came back to normal soon after the
jamming signal stopped (Fig. 13.5).

Fig. 13.5 Curve variation of pseudo-range positioning error in the interference at L2 frequency
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13.3.2.2 Analysis

• The quality of L2 carrier signal deteriorated rapidly, the variation of its C/N0

showed an evident trend in the interval [-85 dBm, -72 dBm]; while L1 carrier
signal was not affected from beginning to end (Fig. 13.6). The standard devi-
ations were basically consistent with the C/N0 value.

Fig. 13.6 Curve variation of carrier to noise ratio (C/N0) of L1 carrier and L2 carrier in the
interference at L2 frequency
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• As the density of jamming signal continuously increased, the value of C/N0 and
standard deviations of L2 signal became larger simultaneously (Fig. 13.7).

Dual-frequency receivers correct pseudo-range measurement error by using the
following mathematical model [8]:

q0 ¼ qf 1 � dqf 1 ¼ qf 1 � dqf 1 � dqf 1

� � f 2
2

f 2
1 � f 2

2

� �
ð13:6Þ

Fig. 13.7 Curve variation of pseudo-range measurement standard deviation of L1 carrier and L2
carrier in the interference at L2 frequency
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q0 for the real distance from satellite to the rover. qf1 and qf2 for pseudo-range
measurement value of L1 and L2 carrier. dqf1 and dqf2 for pseudo-range mea-
surement deviation of L1 and L2 carrier. f1 and f2 for the frequency of L1 and L2
carrier.

In the interference at L2 frequency, pseudo-range measurement by L1 signal
was not affected, qf1 and dqf1 were not affected by interference, so the loss of
pseudo-range measurement accuracy was due to the variation of dqf2 in the
interference at L2 frequency.

13.3.2.3 Pseudo-range Differential Measurement

After data processing, the error was eliminated with the correction given by the
reference, while C/N0 of L1 carrier was not affected by the interference, its cor-
responding observations were normal, error can be eliminated in the process of
differential, and therefore the measurement accuracy was actually improved. The
conclusion is that we can get reliable measurement results by using pseudo-range
differential in the case of less demanding precision (Fig. 13.8).

13.4 The Verification of the Phase Differential Scheme
on Error Elimination in Interference

There are two types of differential positioning algorithms: pseudo-range and
carrier phase. Under the conditions of short baseline, the results based on the
double difference of the carrier phase are two grades higher than those based on
pseudo-range differential, therefore the carrier phase differential scheme plays a
dominant role in higher accuracy applications.

On the analysis hereinabove, the influence of interference is to increase the
internal noise, and to enlarge measurement error; however the error caused by
thermal noise in phase-locked loop is much smaller than that in the code tracking
loop. Thus error caused in the interference can be eliminated based on the double
difference of the carrier phase.

13.4.1 Carrier Phase Differential Measurement
in the Interference at L1 Frequency

The variation of phase differential measurement showed that when jamming power
was less than -86 dBm, the position derivation was within 5 cm. As the intensity
of interference increased, satellites which can be observed by the rover reduced,
and precision of measurement deteriorated (Fig. 13.9). It is concluded that the
quality of the differential positioning solution generally decreases with the number
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of satellites which can be simultaneously viewed by both the reference and remote
station receivers. As well, the quality of the positioning solution decreases if the
distribution of satellites in the sky is not favorable.

13.4.2 Carrier Phase Differential Measurement
in the Interference at L2 Frequency

By Using carrier phase scheme, the error caused in interference was eliminated
effectively, the overall position deviation kept within 3 cm in interval [-85 dBm,
-72 dBm]. As the intensity of interference increased, there appeared several

Fig. 13.8 Curve variation of pseudo-range differential measurement error in the interference
at L2 frequency

Fig. 13.9 Curve variation of carrier phase differential error in the interference at L1 frequency
(left) and number of satellites participated in differential (right)
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outliers, who can be identified through comparison and statistic. Therefore the
phase differential scheme is helpful to improve the accuracy in interference
(Fig. 13.10).

13.5 Conclusion

Test showed that when the interference is at two working frequencies of dual-
frequency GPS receivers, it may affect the performance of receivers, make the
noise of signal, which was amplified after received, increased, lower the accuracy
of delay lock loops (DLL) and Phrase Locked Loops (PLL).

When the L1 carrier was jammed, the carrier to noise ratio (C/N0) of both L1
and L2 carrier signals declined simultaneously, the deviation of pseudo-range
measurement for satellites increased, and the number of satellite viewed decreased,
the accuracy of pseudo-range positioning and pseudo-range differential measure-
ment would be affected eventually. By the carrier phase differential scheme, the
impact of RFI was eliminated for a certain extent; yet, the reduction of viewed
satellites would lead to the loss of measurement accuracy.

In the interference at L2 frequency, the receiver was able to keep tracking L1
signals, its pseudo-range differential measurement results were not influenced,
however the pseudo-range pointing error increased obviously. With the help of
carrier phase differential algorithms, we can eliminate error in the interference at
L2 carrier frequency.

Fig. 13.10 Curve variation of carrier phase differential error in the interference at L2 frequency
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In practical application, it is recommended that the monitoring of RF signals in
GNSS frequency domain should be enhanced, and frequency protection in appli-
cation area be implemented if possible. Measurement in the complex electro-
magnetic environment should be avoided; or anti-interference means be adopted if
required in jamming. In interference environment, make sure enough observation
data was stored, and process data by using DGPS carrier phase differential
approach to acquire desirable measurement results.
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Chapter 14
Study on the Personal Information
Anonymization Method for the Releasing
of Navigation Data

Jiannan Gao, Rendong Ying, Peilin Liu and Wenxian Yu

Abstract In this paper we give a quantitative calculation of personal information
anonymization in the released navigation data based on the information theory.
Individual personal information privacy index is defined and calculated based on
the Markov chain model. The simulation of special state model shows that the
proposed algorithm can be used to evaluate the ambiguity of different individuals
from the navigation data. The simulation is based on Markov chain model, while
the proposed personal information privacy metric algorithm does not depend on
the motion model, one can apply it to other more accurate individual motion
models and provide a quantitative basis for the personal information anonymiza-
tion for the releasing of navigation data.

Keywords Navigation � Information privacy metri �Entropy � Information theory �
Markov model

14.1 Introduction

Along with the development of mobile communication technology, satellite nav-
igation technology and data mining theory, the mobile services based on the
location information develop rapidly in recent years. Personal location information
is used in different areas and provides customers with convenient and efficient
information services including traffic analysis and optimization, mall pedestrian
flow analysis, advertising, etc.
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However, numerous utilizations of location-based services (LBS) also bring
privacy and security issues. Once the personal location information is stolen, it is
likely to cause the leakage of behavioral patterns, hobbies, living habits and other
information, more likely to cause personal security threats. Therefore, LBS
information privacy protection is becoming the hotspot and trends of the theo-
retical study of LBS currently. Most of the existing algorithms based on k-anon-
ymous technologies meet the needs of location information privacy protection of
single query users, while for continuous query users, those technologies do not
work well because from the analysis of the trajectory, some privacy can still be
revealed. When additional ancillary information is provided, it is readily to
identify an individual. Therefore, resulting in the leakage of personal privacy.

There are already some trajectory information anonymization technologies
including personalized k-anonymous technology [1], the silent period technology
[2], the PRIVE method [3] and MOBIHIDE method [4]. SP. Li puts forward the
anonymity measurement based on entropy theory [5].

In this paper, a new anonymity measurement is proposed, which is based on the
changing of entropy of trace data with time. Besides by utilizing the Markov
motion model, personal information anonymization problem during the navigation
trajectory information dissemination is also studied in this article.

14.2 Problem Description

The scenes of this study are described as follows. Given a known initial location
data of target A, and a target movement trajectory, how to avoid associating target
A and the moving trajectory?

An example of application is that a large shopping mall, manager of the mall
needs to optimize the layout of the shops by the analysis of the moving trajectory
of customers in the store. But the customer does not want the shopping mall to
associate their personal information with their trajectory, namely: the shopping
mall can get the trajectory data, but is not able to identify the customers.

From a practical point of view, at some specific locations of a shopping mall,
such as the elevators with video camera or the cashier section, the identity and
location of customer can be known simultaneously. Therefore, to avoid this kind of
information binding, the navigation information at these locations should be
masked. Suppose that at time 0, the location of individual target is C0, in order to
avoid the association between the published trajectory data and the target, one
need to eliminate the trajectory data between the time 0 and T. The question is:
what’s the minimal value of T. In the following section we will discuss the
mathematic model that defined the ambiguity index with the change of time T.
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14.3 Mathematic Model

We define the ambiguity of trajectory data and individual goals from the per-
spective of probability. Assume that at time T, there are M people (M [ 1) at the
position u. the probability distribution of the identity of the person appearing at
this moment and this position can be used to infer his identity. This probability is a
function of T, u and the individual identity m, as:

pðm; T ;uÞ ð3:1Þ
where m = 1, 2,…, M represent the identity of each person and u is the location an
identity can appear. So for different individual m, the variation or flatness of its
probability pðm; T ; uÞ can be used to evaluate the ambiguity of each individual. In
view of the information theory, the ambiguity can be evaluated by the entropy,
namely:

hðT ; uÞ ¼ �
X

m
pðm; T; uÞ log pðm; T ; uÞ ð3:2Þ

The entropy h(T; u) reaches the maximum when p(m; T, u) is constant for
different m, i.e. each identity looks the same from the point of view of probability.
Since the entropy h(T; u) is a function of time T, therefore, it represents the level of
personal information anonymization during the navigation trajectory

Considering the actual situation, the customers will not always linger in one
area, and with the increase of T they will eventually leave the area, which means
that for large enough T,

X
m

pðm; T ; uÞ\1 ð3:3Þ

In order to make the definition of ambiguity in the formula (3.1) meaningful, it
is necessary to ‘‘normalize’’ entropy, which gives the definition of the ‘‘informa-
tion privacy metric’’ as below:

gðT; uÞ ¼ � 1
a

X
m

pðm; T ; uÞ log
pðm; T; uÞ

a
ð3:4Þ

where a ¼
P

m pðm; T ; uÞ is the normalization factor. For in the scenarios of
M individuals, the maximum of gðT; uÞ is logM.

In order to find the relationship between gðT ; uÞ and T or u, we need to cal-
culate the probability pðm; T ; uÞ. In order to define the following motion model we
first discretize the time and denote each time step by integers (n = 0, 1, 2,…).
Then the first-order Markov chain model is selected as the simplified motion
model for individuals. An example of the model is shown in Fig. 14.1.

In the state transition model shown above, each state represent a location,
therefor 5 locations (uk, k = 1, 2, 3, 4, 5) are considered in the model. Among
these locations, u5 is special, which represents the case that customers leave the
mall and don’t come back, namely ‘‘absorbing state’’. In this model the position
vector of all the identite u(n) at any moment only depends on the position at
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former moment u(n - 1) with the transfer probability matrix of the Markov chain
model. Numbers on the arrows of the figure represents the probability from one
location to another location, which is also the state transition probability. Consider
the case when there is only one person in the store, denote p(n) the probability that
this person at time n in each position in the map, thus resulting in the state
transition equation below:

pðnÞ ¼ pðn� 1ÞH ð3:5Þ

where the matrix H is the state transition probability matrix. Corresponding to the
example shown in Fig. 14.1, the value of H is given by:

H ¼

0:2 0:4 0:4 0 0
0:3 0:2 0 0:4 0:1
0:4 0 0:6 0 0
0 0:6 0 0:4 0
0 0 0 0 1

2

66664

3

77775
ð3:6Þ

Based on state transfer formula, and the probability distribution of the initial
position p(0), the probability p(n) of every individual’s potion at any time n can be
achieved from the above model, namely:

pðnÞ ¼ pð0ÞHn ð3:7Þ

Denote

pð0Þ ¼ ½ 0 � � � 0 1 0 � � � 0 �
ith

ð3:8Þ

the initial probability vector that individual m in position ui at the initial moment,
thus the jth element of p(n) representing the probability of individual m appear at
position uj at the time n, namely p(m, n, uj) in the formula 3.1. So calculate the

u1 u2

u3 u4

u5

0.2
0.4

0.40.40.4

0.4

0.2 1

0.1

0.3

0.6

0.6

Fig. 14.1 Markov model of
personal motion position
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formula 3.4 and get the personal information anonymization degree function g(n,
ui), and decide whether to release trajectory information at time n according to the
proximity of the function and the maximum possible values.

14.4 Model Simulation

The simulation is based on Markov motion model assumptions and state transition
matrix. Here is the simulation. Suppose that there are four people at the initial
moment, respectively in the four position u1–u4. With the passage of time, the
information privacy metric is showed in Fig. 14.2.

The ‘‘information privacy metric’’ function in the figure increases with the
increasing time n, reflecting the phenomenon of the gradually rising of the diffi-
culty to judge corresponding individual from the location information.

The three diagrams (Figs. 14.3, 14.4, 14.5) are given respectively: (1) At initial
time two persons are in u1 and the other two are in u2; (2) At initial time one
person is in u1 and the other three are in u2; (3) At initial time four persons are all
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in u2. The diagram shows that ‘‘privacy metric’’ function of g increases with the
concentration at initial time, which reflects the fact that at the initial moment the
more concentrated the people are, the more difficult to distinguish different indi-
viduals by the trajectory.

14.5 Conclusion

In this paper we discuss the method to evaluate the extension of personal infor-
mation anonymization during the navigation trajectory based on Markov chain
model. Besides, this paper defines a function of ‘‘personal information privacy
metric’’ based on the information entropy. With this function, the degree of
association between data and personal information can be evaluated quantitatively,
and the degree of personal information privacy is shown to be function of time and
can be calculated with the person motion model. A Markov chain motion model
based simulation is given in this paper, which shows the change of ambiguity of
person with time and initial locations. The Markov chain model in the simulation
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is a simplified model, for more accurate individual motion models, it is necessary
to analysis large amount of trajectory informations, which will be the future work
of this paper. The calculation method of ‘‘personal information privacy metric’’
proposed in this paper can be readily extended to other motion models to get more
accurately evaluation result, and it provides a quantitative basis for the personal
information anonymization in the publication of navigation data.
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Chapter 15
A BDS Observation Preprocessing
Method Considering the Influence
of Frequent Clock Jump

Min Wang, Hongzhou Chai, Zongpeng Pan and Haifeng Zhu

Abstract Because of frequent clock jump introduced by the BDS receiver, the
continuity of observation series is broken and the validity of slip detection process
is undermined. After analyzing the impact mechanism of clock jump on cycle slip
detection, a clock jump detection and repairing method is proposed. Validated by
real BDS data, this method can effectively recover the consistency of pseudorange
and phase observation and therefore avoid frequent ambiguity re-initialization,
which leads to better and more stable precise point positioning solution with BDS
observation.

Keywords Receiver clock jump � BDS � Cycle slip

15.1 Introduction

Cheap crystal oscillator provides the internal time reference of most surveying
GNSS receiver. Due to the poor stability of such kind of oscillator, the receiver
clock offset grows fast. To synchronize the receiver and GPS time reference, the
receiver has to adjust the internal clock offset to keep it within a certain limitation.
The clock jump is the abrupt clock value added to receiver clock offset to control
its variation range [3].

When the receiver clock offset is introduced, the continuity of corresponding
raw observation series or time tag is broken. If the clock jump happens on both the
phase and pseudorange observation, the consistency of them remains. However,
when it only happens on pseudorange observation, the consistency of phase and
pseudorange observation is broken. As a result, the clock jump may be mistakenly
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detected as cycle slip by phase and pseudorange combination method. Different
from cycle slip, the clock jump influences every satellite observation of the same
epoch. If the clock jump left undetected, the positioning result will be re-initialized
frequently and the accuracy and reliability of positioning result can no longer be
guaranteed [6]. Unfortunately, we find that frequent millisecond level clock jumps
are not rare in observations output by some current BDS/GPS receivers.

In this paper, a BDS preprocessing method that is resistant to clock jump impact
is introduced. By using virtual phase observation composed of raw phase obser-
vation, the second-order ionosphere delay is canceled to improve the accuracy of
clock jump detection. Validated by real BDS observation, this method can
effectively repair the frequent millisecond level clock jump and prevent its
influence on cycle slip detection. After preprocessing BDS observation with this
method, the frequent re-initialization of ambiguity parameter can be avoided,
which lays a good foundation for further positioning estimation.

15.2 Classification of BDS Clock Jump

The clock steering mechanism varies between different receiver manufacturers.
However, according to its influence on time tag, pseudorange and phase obser-
vation, the receiver clock jump can be classified as four types defined in
Table 15.1 [4].

All the BDS data used in this paper are collected by COMPASS Experimental
Tracking Network (CETN) established by the GNSS Research Center, Wuhan
University. All the stations of CETN are equipped with UR240 dual-frequency
BDS/GPS receivers manufactured by Unicore Communications Incorporation.
Even though the receiver types of all the stations are the same, the firmware
version may vary, which results in different clock offset steering mechanism.
Therefore, the clock jump behavior of same type receiver may be different.

As shown in Fig. 15.1, the B1 phase observation series of LASA station in day
of year (DOY) 93, 2013 has a smooth variation trend, meanwhile the pseudorange
observation abruptly jumps nearly every 1,500 s. The corresponding clock offset
value derived with pseudorange observations resets at exactly same epoch of
observation jump. When the receiver clock offset value reaches ±0.5 ms, a 1 ms
abrupt clock jump is introduced to keep the absolute value of clock offset within
0.5 ms. Because the value jump that happens to pseudorange observation does not
occurs to phase observation, it is a type 3 clock jump illustrated in Table 15.1.

Different from the clock steering method within receiver used in LASA station,
as illustrated in Fig. 15.2, both the phase and pseudorange raw observation of
HRBN station in DOY 93, 2013 are adjusted to leave a room for the type four
clock jump. The frequent clock jumps cause a sawtooth signature of the obser-
vation. After analyzing observations from all the CETN stations, we find that

148 M. Wang et al.



except for LASA and HRBN station, the type two and four millisecond level clock
jump exist in some other stations. In this paper, we focus on handling those types
of clock jump.

Table 15.1 Four types of
clock jump

Type Time tag Pseudorange Phase

1 Jumpy Smooth Smooth
2 Jumpy Jumpy Smooth
3 Smooth Jumpy Smooth
4 Smooth Jumpy Jumpy
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Fig. 15.1 B1 pseudorange and phase observation and corresponding receiver clock offset series
of C01 satellite for LASA station
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15.3 Influence of BDS Observation Clock Jump on Cycle
Slip Detection

The influence of clock jump on cycle slip detection depends on the type of clock
jump. In general, the raw GNSS pseudorange and phase observation can be rep-
resented as Eqs. (15.1)–(15.3):

UiðtÞ ¼ gðtÞ � IiðtÞ þ kiN
j
iðtÞ þ eU;i ð15:1Þ

PiðtÞ ¼ gðtÞ þ IiðtÞ þ eP;i ð15:2Þ

gðtÞ ¼ qðtÞ þ c � dtrðtÞ � c � dtsðtÞ þ TðtÞ ð15:3Þ

where UiðtÞ and PiðtÞ are i frequency phase and pseudorange observation at epoch
t separately, g(t) includes satellite-to-station geometry distance and other fre-
quency-irrelevant delay like receiver antenna phase center offset and troposphere
delay, dtrðtÞ is receiver clock offset, dtsðtÞ is satellite clock offset, TðtÞ is tropo-

sphere delay, IiðtÞ is second-order ionosphere delay for frequency i, N j
i ðtÞ is

ambiguity for satellite j and frequency i, eU;i and eP;i are the corresponding phase
and pseudorange observation noise separately.

For duo-frequency observation, the ionosphere delay on different frequency can
be converted using following relationship:

I2ðtÞ ¼ cI1ðtÞ ð15:4Þ

where c ¼ f 2
1

f 2
2
, fi is the frequency value for frequency i.

In general, the cycle slip detection uses certain type of cycle slip detection
observation computed with raw observation. The cycle slip is detected by checking
the time difference of cycle slip detection observation. Most cycle slip detection
methods eliminate or decrease other observation series variety influence like
satellite-station geometry distance and satellite clock offset by observation com-
bination or time difference. Different combinations of raw observation e.g. iono-
sphere residual method, geometry-free method and MW combination method may
output different cycle slip detection result [9]. Moreover, single cycle slip detec-
tion observation has certain insensitive cycle slip, so it is wise to use different
observation combinations for cycle slip detection simultaneously.

Depend on the selection of cycle slip detection observation, the cycle slip
detection methods also have different sensibility to clock jump. For example, when
applying geometry-free method to cycle slip detection for a duo-frequency
receiver, corresponding cycle slip detection observation is composed as Eq. (15.5):

DLGF ¼ DU1 � DU2 ¼ DN1 � DN2 þ eGF ð15:5Þ
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where, D is time difference operator, eGF is corresponding geometry-free combi-
nation noise. Only phase observation is used in this combination and receiver
clock has been eliminated, so clock jump will cause no trouble to this cycle slip
detection method.

For another common cycle slip detection method MW combination method, the
cycle slip detection observation is computed as followings:

DLMW ¼ kwðDN1 � DN2Þ þ Dgsum þ eMW ð15:6Þ

Dgsum ¼ DgU � DgP ð15:7Þ

where kw is wavelength of widelane combination, DgU and DgP are the time
difference of gðtÞ for phase and pseudorange observation separately, Dgsum is the
sum of those two items, eMW is noise of MW combination observation. Type one
and four clock jump will do no harm to cycle slip detection because the jump value
caused by clock jump is eliminated by combination process. In general, the Dgsum

value should be around zero. However, when type two and three clock jump
happen, because the consistency of phase and code observation is broken up, the
Dgsum value series will have an abrupt jump, which makes the clock jump mis-
takenly detected as cycle slip.

The Fig. 15.3 demonstrates the MW combination cycle slip detection result
without clock jump detection for LASA station in DOY 93, 2013. For cycle slip
detection, the cycle slip tag one represents there is a cycle slip detected and zero
represents normal observation. All the clock jumps have been detected as cycle
slips. Different from cycle slip, the clock jump occurs to all the observations at
same epoch. The false cycle slip detection result will cause frequent initialization
of ambiguity parameter and influence the result stability and accuracy in further
processing. Because the MW combination is sensitive to type two and three clock
jump, it needs to detect and repair clock jump firstly to improve the correctness
and reliability of cycle slip detection [1].
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Fig. 15.3 Cycle slip detection result using original MW combination for LASA station
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15.4 BDS Data Preprocessing Method Immune
to Clock Jump

Guo [3] pointed out that the receiver clock jump has two basic characteristics.
Frist, the same amount of steep jump value contributed to receiver clock jump can
be seen in all satellites observations of the same epoch. Second, for millisecond
level clock jump, the value of clock jump is an integer number by millisecond. The
general idea of our method is to exploit these two characteristics to distinguish
clock jump from cycle jump and repair them correctly.

15.4.1 BDS Clock Jump Detection Method

For our observation reprocessing method, two virtual phase observation are built

firstly, the virtual phase observation for frequency i is L�ji [8]:

L�j1 ¼ ð1þ aÞL1 � aL2

¼ gðtÞ þ I1ðtÞ þ ð1þ aÞk1N j
1ðtÞ � ak2N j

2ðtÞ
ð15:8Þ

L�j2 ¼ bL1 � ðb� 1ÞL2

¼ gðtÞ þ I2ðtÞ þ bk1N j
1ðtÞ � ðb� 1Þk2N j

2ðtÞ
ð15:9Þ

where, a and b are conversion coefficient, a ¼ 2
c�1, b ¼ 2c

c�1. After conversion of
Eqs. (15.8) and (15.9), the sign of ionosphere delay in virtual observation is same

as that of pseudorange observation. When L�ji minus corresponding pseudorange,
the second-order ionosphere delay and its influence on clock jump detection can be
mitigated.

After acquiring the virtual phase observation L�ji , the clock jump detection

observation Sj
iðtÞ can be formed as Eq. (15.10):

Sj
iðtÞ ¼

DPj
i � DL�ji

cS

¼ �DNs þ Dgþ eS

cS

ð15:10Þ

where cS is the unit conversion coefficient form meter to millisecond,

cS ¼ c� 103, c is the speed of light, DNs is the time difference of L�ji ambiguity,
Dg is other frequency-irrelevant delay that has not been eliminated, eS is clock
jump detection observation noise. Because the second-order ionosphere delay is
eliminated during the combination process, the abrupt change of ionosphere delay
like ionosphere scintillation will not influence the clock jump detection. Moreover,
when clock jump happens, all the clock jump detection observations at same epoch
will have a sudden jump and we can make use of this character to distinguish cycle
slip from clock jump.
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Every clock jump detection observation at certain epoch should be checked
with following equation:

Sj
iðtÞ

ffiffiffi
ffiffiffi\k1 ð15:11Þ

k1 is the detection threshold, k1 ¼ 10�3 c� 3r, r reflects the noise level of
detection observation, the value is 3–5 m [4]. If the Eq. (15.11) is met, then
Eq. (15.12) will be used to test if all satellites are influenced.

n ¼ Na ð15:12Þ

where, n is the number of clock jump detection observation meeting Eq. (15.11),
Na is the number of the valid clock jump detection observation at certain epoch.

To confirm there is a clock jump in current epoch, other two detection value h1

and h2 have to be checked [2]:

h1 ¼
arctan(q1=q2Þ

2p
ð15:13Þ

q1 ¼
Xn

sinðSj
iðtÞÞ ð15:14Þ

q2 ¼
Xn

cosðSj
iðtÞÞ ð15:15Þ

where, h1 is the fractional part of clock jump detection observation. The compu-
tation method is initially come up by Gabor and Nerem to compute the fractional
cycle bias (FCB).

Other detection observation h2 is used to test if all the clock jump detection

observation Sj
iðtÞ can be reasonably rounded to same integer. Equation (15.16) tells

the definition of h2:

h2 ¼
Xn

i¼2

Si � round(S1Þj j ð15:16Þ

where S1 is the first detection observation and n is the number of observations at
current epoch. When all the two conditions in Eq. (15.17) are satisfied, the exis-
tence of clock jump can be confirmed.

h1\k2

h2\k3

�
ð15:17Þ

The values of two detection threshold k2 and k3 should reflect the noise level of
pseudorange observation and account for the reliability of detection results. In this
paper, the k2 is set as 10-5 ms and k3 ¼

ffiffiffiffiffiffiffiffiffiffiffi
n� 1
p

� k2, n is the number of valid clock
jump detection observation.
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When a clock jump is detected, we should first determine the size of clock jump
and then try to repair it. Through test of Eq. (15.17), all the clock jump detection
observation can be rounded to same integer value. Because the clock jump has
integer value characteristic, we can acquire the exact value of clock jump value M
by simply round the first clock jump detection observation S1 to its nearest integer:

M ¼ round(S1Þ ð15:18Þ

After determining the value of clock jump, the consistency of phase and
pseudorange observation can be recovered by add the clock jump value to original
phase observation [5].

L
_

¼ LþM � cS ð19Þ

15.4.2 BDS Data Reprocessing Scenario

An effective BDS observation preprocessing method has to consider insensitive
cycle slip of different cycle slip detection observation and to arrange the order of
different preprocessing procedure accordingly. If possible, both the clock jump and
cycle slip should be detected and repaired to avoid their influence on further data
processing.

Figure 15.4 shows the preprocessing data flow come up by this paper, every
observation of same epoch is looped over. Firstly, the geometry-free combination
observation that is insensitive to clock jump is used to detect obvious blunder and
cycle slip. And then the observations will be detected for clock jump with the
method proposed in Sect. 15.3. When there is a clock jump detected, the phase
observation will be adjusted to recover the consistency of phase and pseudorange
observation. At last, the MW combination will be used to detect the remaining
cycle slip which is insensitive to geometry-free combination. Because clock jump
has been detected and repaired, the reliability of cycle slip detection procedure is
improved.

15.5 Results and Analysis

Figure 15.5 shows the comparison of MW combination observation series for
station LEID before and after clock jump detection. The blue and red curves
represent original and repaired MW combination observation series separately.
The LEID station also belongs to CETN mentioned in Sect. 15.2. Because frequent
clock jumps undermine the consistency of pseudorange and phase observation,
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the blue original MW combination observation series decrease by a constant step-
wise value introduced by clock jump and the steadiness of MW combination is
lost. After applying clock jump repairing, the red repaired MW combination series
can keep stable, which means no clock jump will be detected as fault cycle slip any
more.

To test the preprocessing method proposed by this paper, we compare this
method with the common preprocessing method that does not consider the influ-
ence of clock jump. Kinematic precise point positioning (PPP) method is carried
out to test the influence of different preprocessing scenario on final positioning
results. In our experiment, first preprocessing scenario just uses geometry-free
combination and MW combination for cycle slip detection. The second scenario
uses the preprocessing method introduced in Sect. 15.4. Other estimation config-
urations are identical between two scenario. The cut-off angle is set as 10� and the
position state is modeled as Gauss white noise [7]. The BDS satellite precise
ephemeris is provided by GNSS research center, Wuhan University.

As illustrated in Fig. 15.6, without clock jump repairing, the phase observations
for LASA station in DOY 93, 2013 are detected as cycle slip about every 20 min,
which leads to frequent re-initialization of ambiguity. The positioning result
cannot converge at all and the average positioning accuracy is only at meter level.

The Fig. 15.7 demonstrates that after clock jump detection and repairing, the
positioning accuracy of LASA station is improved. The clock jump repairing
process can make the MW combination steadier and not interrupted by clock jump.
The frequent re-initialization is avoided, so after the convergence period, the
positioning accuracy can keep within 30 cm at most of time.

Comparing the positioning result of Figs. 15.6 and 15.7, we can safely conclude
that the clock jump detection and repairing procedure is necessary for specific
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GPS/BDS receivers. Only after mitigating the influence of clock jump on cycle
slip detection, the reliable and accuracy positioning results can be expected.

15.6 Conclusions

An effective data preprocessing scenario is a precondition for further observation
processing and utilizing. In this paper, to avoid the influence of frequent clock
jump on cycle slip detection and improve the positioning accuracy, an observation
preprocessing method that resistant to clock jump is come up. After detecting and
repairing of clock jump, reliability of the cycle slip detection is guaranteed, which
lays a good foundation for positioning estimation.
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Fig. 15.6 Kinematic PPP positioning result before clock jump repairing for station LASA
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Limited by observation data volume we collected, the method proposed by this
paper mainly focus on duo-frequency observation preprocessing. Further research
will study adapting this method for triple-frequency observation preprocessing.
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Chapter 16
Analysis of Precipitable Water Vapor
(PWV) Data Derived from Multiple
Techniques: GPS, WVR, Radiosonde
and NHM in Hong Kong

Biyan Chen and Zhizhao Liu

Abstract Water vapor is a highly variable component in the atmosphere and plays
a key role in many atmospheric processes. Accurate measurement of water vapor
is vital for improving the predictability of regional precipitation, weather and
visibility, especially for highly moist metropolis like Hong Kong. In this paper, we
analyze precipitable water vapor (PWV) data in Hong Kong derived from four
techniques, i.e. radiosonde, water vapor radiometer (WVR), Global Positioning
System (GPS) and numerical weather prediction (NWP)’s non-hydrostatic model
(NHM) during a period of approximately 6-month. Radiosonde observations have
a low temporal resolution and the observation interval is usually 12 h. The quality
of WVR PWV measurements is affected by rainy weather. GPS can provide PWVs
at a relatively high temporal resolution, but the vertical resolution is poor. NWP’s
NHM is developed based on sophisticated physical and numerical models. The
Hong Kong Polytechnic University (PolyU) and Hong Kong Observatory (HKO)
collaborate to perform three-dimensional (3D) water vapor modeling using PWV
data derived from multiple techniques including GPS, WVR and radiosonde, with
an aim to assimilate 3D water vapor data into NWP being run at HKO. This will
allow the improvement of weather forecasting capability in Hong Kong. However,
it is important to understand the quality and characteristics of the water vapor data
obtained from various techniques prior to data assimilation. We analyze the cor-
relation and comparison results of the four water vapor observation techniques. It
is found that the correlation coefficients between PWVs from GPS, WVR, NHM
and radiosonde data are 0.979, 0.983 and 0.975, respectively. Moreover, the
correlation coefficients between NHM and GPS, NHM and WVR, WVR and GPS
are 0.975, 0.962 and 0.968, respectively. Intercomparison results indicate that
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water vapor data derived from these four techniques have very good agreements
with each other, with root mean squares error (RMS) ranging from 2.474 to
4.259 mm. Among the four techniques, we find that WVR and radiosonde water
vapor observations have the best agreement, with a bias and RMS error of 0.176
and 2.474 mm, respectively.

Keywords Water vapor � Precipitable water vapor (PWV) � Global positioning
system (GPS) � Water vapor radiometer (WVR) � Radiosonde � Non-hydrostatic
model (NHM)

16.1 Introduction

Water vapor is a key atmospheric greenhouse gas and makes a great contribution
to many atmospheric processes such as the cloud formation, hydrological cycle
and radiative balance [1–3]. Knowledge of water vapor variations is essential for
regional weather forecasting and global climate study. Precipitable water vapor
(PWV) is an important parameter that can directly reflect the content of water
vapor in the atmosphere [4]. Accurate estimates of PWV can improve the pre-
dictability of rainfalls and thunderstorms, thereby reducing the impacts caused by
these short-term severe weather events. This is especially significant for a highly
populated and at the same time highly humid city as Hong Kong. However, PWV
is highly variable in space and time. It is a big challenge to obtain accurate water
vapor information with high spatial and temporal resolution by using a single type
of instrument or technique alone.

In the past few decades, many techniques have been developed to measure the
water vapor in atmosphere. Among them, the most traditional water vapor obser-
vation technique is the radiosonde. Radiosonde provides the longest archive of water
vapor data and has been employed as a major source to study the long-term tropo-
spheric water vapor trend [5–7]. In addition, since the radiosonde can measure PWV
with an accuracy of a few millimeters, it is often used as an accuracy standard to
evaluate the performances of other water vapor sensors [8, 9]. Unfortunately, subject
to sparse spatial distribution of radiosonde stations and low temporal resolution
(usually only twice launches of balloon daily), water vapor data derived from
radiosonde is difficult to meet the demand for short-term weather forecasting.
Another accurate technique to retrieve atmospheric water vapor is water vapor
radiometer (WVR) that is often used to calibrate wet tropospheric delay for geodetic
observations such as very-long-baseline interferometry (VLBI) [10, 11]. A great
advantage of WVR is that it can make observations with a much higher frequency
(e.g. 15 min) at various elevations and azimuths [12]. However, during conditions of
rainfalls, due to the detrimental effect of liquid water drops on the optics, the
brightness temperatures will be in error, resulting in unreliable PWV measurements
[8, 13, 14]. Obviously, this shortcoming restricts its applications in monitoring water
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vapor variations for a region like Hong Kong where rain is often encountered. GPS
technique has successfully demonstrated its ability to retrieve PWV with both high
spatial and temporal resolutions. This technique, GPS or GNSS meteorology, was
first published in Bevis et al. [4]. Subsequently, many studies have worked on water
vapor retrieval from GNSS data and research results show that GNSS-derived PWV
can reach an accuracy of few millimeters [8, 14–18]. Nevertheless, PWV estimated
from GNSS data represents only the integrated water vapor above a certain station,
and vertical distribution information of water vapor is poor. Another approach to
obtain high spatial resolution water vapor data is to use numerical weather prediction
(NWP) models. By processing and analyzing weather observation data with com-
puter models, NWP is able to forecast the future weather state [19, 20]. NWP is
developed based on complicated physical models and it has been evidenced that
assimilation of water vapor data from other independent sensors into the NWP can
improve the capability in severe weather phenomena forecasting [21, 22].

Many studies have been made to compare the measurements of PWV obtained
from multiple techniques. For example, Niell et al. [8] did a systematic study on
the comparison of water vapor data derived from radiosonde, WVR, GPS and
VLBI. Their research showed that PWV obtained from these four techniques
agreed within 1 mm. Li et al. [23] compared water vapor data obtained by
radiosonde, GPS and moderate-resolution imaging spectroradiometer (MODIS)
and they indicated that the MODIS PWV products should be calibrated before
being utilized in tropospheric wet delay correction for geodetic observations such
as interferometric synthetic aperture radar (InSAR). By using PWV measurements
collected by GPS, radiosonde and WVR at several sites in Canada and Alaska
during an 8-year period, Bokoye et al. [24] revealed that the root mean square
(RMS) of the differences among these three techniques was about 2 mm . Ning
et al. [14] conducted comparisons of water vapor data derived from observations
made over a 10-year-long period by VLBI, WVR, radiosonde and the reanalysis
product of the European Centre for Medium-Range Weather Forecasts (ECMWF).
They found that the zenith wet delay (ZWD) derived from GPS, VLBI, WVR and
ECMWF agreed within 7 mm. Vázquez et al. [25] assessed the quality of GPS
derived PWV with respect to radiosonde and NWP data. Liu et al. [3] compared
the water vapor products from radiosonde, MODIS and Aerosol Robotic NETwork
(AERONET) sunphotometer at Hong Kong region. PWV derived from 6 years of
AERONET agreed well with radiosonde with a RMS error of 2.89 mm. Their
study also indicated that MODIS products are not suitable for the short-term
weather forecasting since they have a low temporal resolution.

The Hong Kong Polytechnic University (PolyU) is in collaboration with the
Hong Kong Observatory (HKO) to perform three-dimensional (3D) water vapor
modelling using PWV data from multiple techniques including a network of GPS
receivers, WVR and radiosonde instruments, with an ultimate goal to assimilate
the 3D water vapor data into the NWP that is daily running at HKO. At the Hong
Kong Polytechnic University, a PWV real-time monitoring system (PWVRMS)
has been developed and in automated operation since 19 April 2012. This
PWVRMS analyzes the GPS/GNSS data collected from the Hong Kong Satellite
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Positioning Reference Station Network (SatRef). SatRef is a GPS/GNSS network
of 12 stations that are managed and operated by the Lands Department, the
Government of Hong Kong Special Administrative Region (HKSAR). The
PWVRMS can provide PWV information of each station with a temporal reso-
lution of 10 min [26]. However these GPS water vapor data have not been eval-
uated using collocated radiosonde data. The previous PWV comparison had a large
distance separation between GPS station and radiosonde station [26].

For this study, one GPS receiver was installed nearby the radiosonde station at
King’s Park, Hong Kong in June 2013. The test is designed so that a GPS-
radiosonde collocation water vapor observation system can evaluate the GPS-
derived PWV accuracy using radiosonde data. The PWV comparison of this
collocation system is valuable to provide a realistic accuracy assessment of a large
amount of real-time water vapor data obtained from the PWVRMS system, which
are used in 3D water vapor modeling. The 3D water vapor data are planned to be
assimilated into the NWP being run at the Hong Kong Observatory in the future. It
is expected that the assimilation of 3D water vapor into NWP will allow the
improvement of weather forecasting capability in Hong Kong. However, it is
important to understand the quality and characteristics of the water vapor data
obtained from various techniques prior to their assimilation into NWP.

In this study, the PWV derived from NWP’s non-hydrostatic model (NHM),
WVR, radiosonde and GPS in Hong Kong over a 6-month-period (June to
November 2013) are analyzed. This research aims to evaluate the quality of water
vapor data obtained from multiple sensors with an aim to prepare the water vapor
data assimilation into the NWP conducted in Hong Kong Observatory’s daily
operations. This will be particularly beneficial to the short-term weather fore-
casting in Hong Kong region. Section 16.2 describes the four water vapor
observation techniques including GPS, radiosonde, WVR and NHM. Comparison
results of PWV are presented in Sect. 16.3, followed by the discussions and
conclusions in Sect. 16.4.

16.2 Description of Multiple Water Vapor Observations

16.2.1 GPS

A GPS signal from a distant satellite received by ground GPS receiver is delayed
by the troposphere in atmosphere. Unlike the ionosphere, the tropospheric delay
cannot be eliminated by GPS observations at two different frequencies because of
the non-dispersive characteristic of troposphere [26]. On the other hand, due to the
refraction effect on radio signals by the troposphere, we are able to estimate the
tropospheric delay from GPS observations. Basically, the zenith tropospheric
delay (ZTD) can be estimated from two different GPS data processing techniques,
namely precise point positioning (PPP) and double-differencing [16, 18, 27, 28].
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Usually, the ZTD can be split into two components: zenith hydrostatic delay
(ZHD) and zenith wet delay (ZWD). ZHD can be calculated with surface pressure
and temperature at a reasonable good accuracy using empirical models such as
Saastamoinen model [29]. Thus, ZWD can be derived by removing the ZHD from
ZTD. ZWD can be readily converted into PWV by using the formula below [30]:

PWV ¼ k � ZWD ð16:1Þ

where k is the conversion factor and is a function of the weighted mean temper-
ature of the atmosphere [4]. Based on the analysis of 8-year radiosonde data, Chen
et al. indicated the best conversion factor k is equal to 0.162 without the need of
using the surface temperature in Hong Kong [30]. The GPS station, equipped with
a GPS/GLONASS receiver (model: Eclipse II R320) that was donated by its
manufacturer Hemisphere GPS Inc. to the authors for this research, is collocated
with the radiosonde station at the King’s Park (22.32�N, 114.17�E) in Hong Kong.
This GPS/GLONASS receiver and radiosonde collocation observation system was
built on 7 June 2013 and it is the first such system in Hong Kong. In this study,
GPS data are processed by Bernese 5.0 software to obtain the PWV measurements.

16.2.2 Radiosonde

The radiosonde station in Hong Kong is situated at the King’s Park (22.32�N,
114.17�E) and this is the only one in the Hong Kong region. Radiosonde balloons
are launched twice per day by the Hong Kong Observatory (HKO) at UTC 0:00
and 12:00 (Local hour UTC+8), respectively. The radiosonde instrument used by
the HKO is the Vaisala RS92, which claims to have a reproducibility of better than
2 %. Radiosonde is able to measure meteorological parameters such as pressure,
temperature and relative humidity at various altitudes from the balloon-borne
platform. By using these meteorological parameters, PWV (unit:mm) in a layer is
calculated as [5]:

WV ¼ 1
g

Zp2

p1

0:622 � e
p� e

dp ð16:2Þ

where WV is the PWV in a layer bounded by pressure p1 and p2 (unit:Pascal) that
are measured at two altitudes. g is the acceleration of gravity (i.e. 9.806 m s-2).
p and e are the atmosphere pressure (unit:Pascal) and water vapor pressure
(unit:Pascal), respectively. PWV measurements derived from radiosonde data are
often used as accuracy standard to evaluate water vapor data from other indepen-
dent sensors. Because of its expensive operation cost, radiosonde data have a low
temporal data rate that restricts its applications in short-term weather forecasting.
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16.2.3 WVR

The WVR used in this study is located at the headquarters of the HKO, which is
about 1 km from the radiosonde station [31]. WVR data are acquired with an
interval of 15 min. Seven oxygen channels and seven water vapor channels are
used to measure the temperature, humidity and liquid water vapor profiles up to a
height of 10 km in zenith model [32]. HKO employs the neural network approach
to retrieve the water vapor data from observations at various frequency channels
on the basis of using radiosonde data [32]. Because WVR data accuracy is
degraded by liquid water drops on the optics, PWV measurements collected under
the conditions of rainfalls are discarded in the data analysis.

16.2.4 NHM

Based on the NHM developed by the Japan Meteorological Agency (JMA), HKO
has been operating a new NWP system from 2010 [33]. The mesoscale NHM is now
running at a horizontal resolution of 10 km with a configuration of
585 9 405 9 50 (vertical) grid points. The NHM data are updated every 3 h and
have an ability to provide forecast up to 72 h ahead [34]. After several experimental
trials, it is shown that NHM is able to improve the capability of prediction of severe
weather and mesoscale convective systems for Hong Kong region [33, 34]. NHM is
operated with sophisticated physical schemes and the initial condition is from the
JMA Global Spectral Model (GSM), JNoVA-3DVAR (JMA Non-hydrostatic
model based Variational data Assimilation system) and the Local Analysis and
Prediction System (LAPS) cloud moisture analysis [34]. It is expected that by
ingesting water vapor data obtained from other observations such as GPS, radio-
sonde and WVR into the NHM, the NWP can improve its capability in short-term
severe weather prediction. This is exactly the research motivation of this paper.

16.3 PWV Comparisons Among GPS, Radiosonde, WVR
and NHM

Intercomparisons have been conducted among all four techniques for PWV time
series measurements. In our study, PWV time series measurements derived from
the four techniques during the period from 7 June 2013 to 24 November 2013 were
used in comparisons. Before the analysis, outliers that may be due to instrumental
error or record error are rejected from the PWV time series measurements. In this
study, an outlier is determined when the absolute difference between its value and
the mean is greater than 3r, where r represents the standard deviation [23].
In addition, it should be noted that the differences of PWV derived from two
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different techniques larger than triple standard deviation were considered as out-
liers and were discarded in data analysis. Thus, all statistics given below were
based on data after outlier screening.

16.3.1 Comparisons of GPS, WVR and NHM
with Radiosonde

The PWV measurements derived from the GPS and WVR have temporal resolu-
tions of 30 and 15 min, respectively. The estimates from NHM have a temporal
resolution of 3 h. Radiosonde observations are made with an interval of 12 h.
Figure 16.1 presents the time series of PWV measurements retrieved from GPS,
WVR, NHM, and radiosonde during the time period from 7 June 2013 to 24
November 2013 in Hong Kong. Over the approximately 6-month period, there are
a total of 332 radiosonde observations. For comparison purpose, only PWV
measurements obtained at 0 and 12 h UTC from the GPS, WVR and NHM are
adopted. Because of the high accuracy of radiosonde data, it is often employed as a
reference to evaluate water vapor data retrieved from other techniques [3, 8, 9, 35].
Thus, by comparing water vapor data derived from GPS, WVR, and NHM with
radiosonde data, it is clear to understand the performance of these three
techniques.

Figure 16.2 shows the comparison of PWV obtained from the GPS and
radiosonde observations. GPS PWV measurements agree with radiosonde data at a
correlation coefficient r = 0.979. The bias, standard deviation (STD), and root
mean square (RMS) error are -1.101, 2.589, and 2.810 mm, respectively (see also
Table 16.1). The maximum (Max) and minimum (Min) differences of PWV
between GPS and radiosonde are 5.031 and -7.211 mm, respectively (see also
Table 16.1). As shown in Fig. 16.3, we can observe that PWV derived from WVR
agree well with radiosonde data, with a high correlation coefficient r = 0.983. The
bias, STD, and RMS error between the two observation techniques are 0.176,
2.468, and 2.474 mm, respectively. In Fig. 16.4, we present the PWV comparison
between the NHM and radiosonde. The bias, STD, and RMS error for the two
techniques are 1.682, 2.729, and 3.207 mm, respectively (see also Table 16.1).
The correlation coefficient between the NHM and radiosonde technique is
r = 0.975. We can clearly find that PWV obtained from WVR have the best
agreement with radiosonde data. This may be because that the HKO utilizes the
radiosonde data as references to retrieve the water vapor data from the WVR
observations. Moreover, in this study only the WVR observations measured under
no rains adopted in the comparison, this may also lead to the good agreement
between the WVR and radiosonde. The relative poor performance of NHM can be
explained by the fact that NHM water vapor is derived from physical models
instead of actual observations. The fact that GPS-derived and WVR-derived water
vapor data have an accuracy higher than NHM water vapor data implies that the
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assimilation of water vapor data observed from multiple techniques (e.g. GPS,
WVR, and radiosonde) into the NHM can further enhance the NWP’s weather
forecasting performance. In addition, we notice that GPS PWV measurements
show a good agreement with radiosonde data. Since GPS technique has a much
higher spatial resolution (horizontally) and lower operation cost, it will be an
important approach to monitor the water vapor distribution in meteorological
research. We also compared the water vapor retrieved from GPS, WVR, and NHM
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Fig. 16.1 PWV time series measurements derived from GPS, WVR, NHM, and radiosonde
during the time period from 7 June 2013 to 24 November 2013 in Hong Kong

10 20 30 40 50 60 70 80
10

20

30

40

50

60

70

80

PWV derived from radiosonde (mm)

P
W

V
 d

er
iv

ed
 fr

om
 G

P
S

 (
m

m
)

y=0.999x+1.174

Max=5.031 mm
Min=-7.211 mm
Bias=-1.101 mm
STD=2.589 mm
RMS=2.810 mm
r=0.979

Fig. 16.2 Comparison of PWV between GPS and radiosonde measurements

166 B. Chen and Z. Liu



with radiosonde data on a monthly scale. As shown in Table 16.2 and Fig. 16.5,
we can find that biases and RMS errors of all the comparisons vary in different
months. Generally, the RMS errors in summer months (June, July, and August) are
larger than those in autumn months (September, October, and November). This is
because summer is the most humid season of the year in Hong Kong and the water
vapor in summer experiences much larger variations than other seasons.

Some previous studies have shown that there are day-night differences in the
radiosonde observations [23, 36, 37]. In this study, in order to investigate the day-
night differences of the radiosonde measurements, we compare the PWV derived
from GPS, WVR, and NHM with radiosonde data separately for day and night
cases. Table 16.3 gives the details of the statistical results. In daytime, RMS errors
of 2.867, 2.670, and 3.512 mm were yielded for radiosonde-GPS, radiosonde-
WVR, and radiosonde-NHM, respectively. Their correlation coefficients are 0.978,
0.979, and 0.973, respectively. Using only the nighttime measurements, the RMS

Table 16.1 Intercomparisons of the PWV estimated from GPS, radiosonde, WVR, and NHM
data for the time period from 7 June 2013 to 24 November 2013 in Hong Kong

Comparison Bias
(mm)

STD
(mm)

RMS error
(mm)

Maximum
difference
(mm)

Minimum
difference
(mm)

Correlation
coefficient
r

Radiosonde-GPS -1.101 2.589 2.810 5.031 -7.211 0.979
Radiosonde-WVR 0.176 2.468 2.474 6.650 -8.586 0.983
Radiosonde-NHM 1.682 2.729 3.207 7.961 -4.102 0.975
NHM-GPS -3.155 2.859 4.259 3.424 -9.764 0.975
NHM-WVR -1.855 3.754 4.188 7.970 -14.705 0.962
GPS-WVR 1.182 3.462 3.658 12.414 -11.034 0.968
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Table 16.2 Monthly comparisons of PWV between radiosonde to GPS, WVR, NHM data in
Hong Kong (unit:mm)

Comparison June July August September October November

Radiosonde-GPS Bias 0.316 -2.098 -1.461 -1.706 -0.407 -0.897
RMS 2.963 3.682 2.959 2.825 2.035 2.141

Radiosonde-WVR Bias 0.367 -0.476 -0.436 -0.517 1.066 0.983
RMS 2.492 2.947 2.176 2.149 2.602 2.438

Radiosonde-NHM Bias 2.011 2.186 1.609 1.228 1.601 1.520
RMS 3.295 3.413 3.269 3.274 3.114 2.894
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Fig. 16.5 Statistics of PWV comparisons between radiosonde and GPS (RS-GPS), radiosonde
and WVR (RS-WVR), radiosonde and NHM (RS-NHM) for the months of June, July, August,
September, October, November, and June to November
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errors between radiosonde and GPS, radiosonde and WVR, radiosonde and NHM
are 2.775, 2.289, and 3.068 mm, respectively. In addition, the nighttime correla-
tion coefficients for radiosonde-GPS, radiosonde-WVR, and radiosonde-NHM are
0.985, 0.988, and 0.978, respectively. Obviously, we can find that the RMS errors
of PWV differences in the daytime are larger than those in nighttime. This may due
to the impact of solar radiation to the radiosonde sensors in the daytime. The solar
radiation can heat the relative humidity (RH) sensor, which results in a smaller
reading of relative humidity values [23, 38].

16.3.2 Comparisons of GPS and WVR with NHM

NHM has a temporal resolution of 3 h that is much lower than GPS and WVR
techniques. During the 6-month period, a total of 1346 NHM observations can be
used in the comparison. As shown in Figs. 16.6 and 16.7, the correlation

Table 16.3 Day-night differences of the comparisons between radiosonde and GPS, WVR,
NHM data for the time period from 7 June 2013 to 24 November 2013 in Hong Kong

Comparison Bias
(mm)

STD
(mm)

RMS
error (mm)

Maximum
difference
(mm)

Minimum
difference
(mm)

Correlation
coefficient
r

Radiosonde-GPS Day -0.815 2.748 2.867 5.031 -6.055 0.978
Night -1.360 2.147 2.775 4.445 -7.211 0.985

Radiosonde-WVR Day -0.361 2.646 2.670 5.629 -8.586 0.979
Night 0.667 2.189 2.289 6.650 -5.095 0.988

Radiosonde-NHM Day 1.608 2.938 3.512 7.961 -4.102 0.973
Night 1.755 2.512 3.068 7.923 -3.478 0.978
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coefficients between GPS PWV and NHM PWV, WVR PWV and NHM PWV, are
0.975 and 0.962 respectively (see also Table 16.1). The bias, STD, and RMS error
between GPS PWV and NHM PWV are -3.155, 2.859, and 4.259 mm, respec-
tively (see also Table 16.1). Compared the water vapor data derived from WVR
with NHM data, statistical results show that the bias, STD, and RMS error are -

1.855, 3.754, and 4.188 mm, respectively (see Table 16.1 and Fig. 16.7). We can
observe that the RMS of NHM with respect to GPS is larger than that with respect
to WVR data. This indicates that PWV derived from NHM agree slightly better
with WVR data than with GPS data. Nevertheless, as discussed above, both GPS
and WVR water vapor products have higher accuracies than the NHM water vapor,
if the radiosonde water vapor data are used as reference.

16.3.3 Comparisons Between GPS and WVR Data

In our study, GPS PWV measurements have a temporal resolution of 30 min and
WVR data are available with an interval of 15 min. The PWV values derived from
WVR during 30 min (i.e. two WVR PWV measurements) were averaged for
comparison with GPS. Figure 16.8 shows the comparison of GPS and WVR PWV.
It can be clearly seen that the bias, STD, and RMS error between the two
observation techniques are 1.182, 3.462, and 3.658 mm, respectively (see also
Table 16.1). The maximum and minimum difference of GPS PWV and WVR
PWV are 12.414 and -11.034 mm, respectively (see also Table 16.1). The cor-
relation coefficient between the two techniques is r = 0.983, which is lower than
those of GPS PWV respect to radiosonde and NHM data (see Table 16.1). It can
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be possibly explained by the different observation intervals. As mentioned before,
the temporal resolutions for WVR, GPS, NHM, and radiosonde PWV are 15,
30 min, 3 and 12 h, respectively.

16.4 Discussion and Conclusion

Due to their crucial role in meteorological research, intercomparisons of PWV
estimates derived from GPS, radiosonde, WVR, and NHM are carried out for an
approximate 6-month time period in 2013 at the Hong Kong Observatory. The
comparisons between the GPS, radiosonde, WVR, and NHM PWV data show
RMS errors of 2.474–4.259 mm. All the statistical results show that water vapor
data derived from these four observation techniques have good agreements with
each other.

Using the radiosonde data as a reference, the accuracies of water vapor data
derived from GPS, WVR, and NHM are carefully evaluated. Results show that the
RMS error of radiosonde-GPS PWV, radiosonde-WVR PWV, and radiosonde-
NHM PWV are 2.810, 2.474, and 3.207 mm, respectively. The correlation coef-
ficients between radiosonde and GPS, radiosonde and WVR, radiosonde and
NHM, are 0.979, 0.983 and 0.975, respectively. The statistical results demon-
strated that WVR can retrieve the PWV with a high accuracy. For the GPS derived
PWV measurements, many previous studies showed that the comparison of PWV
derived from GPS with radiosonde is consistent at the level of 1–2 mm [8, 23, 39,
40]. In our study, the RMS error between GPS derived PWV and radiosonde data
is 2.810 mm. It is slightly higher than other studies. After a numerical data
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analysis, we conclude this is due to the impact of phase center variation (PCV) of
the Hemisphere GPS receiver antenna. In our research, the antenna we used is the
Hemisphere (A52 WB ANTENNA). Unfortunately no PCV calibration data for
this type of antenna are available in the International GNSS Service (IGS) antenna
calibration database (refer to ftp://ftp.unibe.ch/aiub/BSWUSER50/GEN/PHAS_
COD.I08). Therefore no antenna PCV is adopted during the GPS water vapor
estimation in this study. We did several tests to evaluate the impact of PCV on the
estimates of PWV by using Bernese 5.0 software. In our experiments, the antenna
used is the Leica AR25.R4 LEIT and its PCV calibration data is available in the
IGS antenna calibration database (see ftp://ftp.unibe.ch/aiub/BSWUSER50/GEN/
PHAS_COD.I08). We compared the PWVs estimated considering PCV calibration
with those without PCV calibration and found that there is a bias of 1.84 mm
between the two PWV estimates. This is consistent with Zhang’s study which
showed that PCV can result in a bias of 1–2 mm to the estimates of PWV [41].
Thus, we conclude the relatively large RMS error between the GPS and radiosonde
yielded in our study is attributed to unavailability of antenna PCV information. We
also compared the PWV measurements derived from GPS and WVR with NHM
data. The RMS errors between GPS, WVR and NHM are 4.259 and 4.188 mm,
respectively. The relatively high RMS errors may probably due to the fact that
NHM is developed based on complicated physical models and that NHM lacks
enough actually measured meteorological data. Furthermore, comparisons
between PWV measurements derived from GPS and WVR data were performed.
The bias, STD, RMS error, and correlation coefficient between the two observation
techniques are 1.182, 3.462, 3.658 mm, and 0.968, respectively.

Over the past decade, owing to high level of greenhouse gas emissions from the
Pearl-River-Delta region, Hong Kong has suffered increased air pollution and high
concentrations of water vapor leading to more uncertainties in reliable weather
forecasting. It is now urgent to improve the capability of short-term severe weather
prediction, such as hails, rainfalls and thunderstorms. The numerical weather
prediction model NHM, which is daily operated at HKO, has the ability to provide
forecast up to 72 h ahead for Hong Kong region. Our study shows that water vapor
data obtained from GPS and WVR have higher accuracies than the water vapor
data generated from the NHM model itself. Thus it is reasonable to expect that
after assimilating the GPS-derived and WVR-derived water vapor data into the
NHM, its ability of short-term weather prediction can be improved. Especially for
GPS, its advantages of high temporal and horizontal resolution, and low operation
cost will enable it to play an important role in the short-term weather forecasting
and long-term climate change research in Hong Kong.

Acknowledgments This work is supported by the Hong Kong Research Grants Council (RGC)
General Research Fund (GRF) project B-Q28F. The supports from the National Natural Science
Foundation of China (NSFC No. 41274039) are gratefully acknowledged. Mr. Sai Tick Chan, Mr.
Wang Chun Woo and Mr. P. W. Chan from the Hong Kong Observatory, the Government of
Hong Kong Special Administrative Region (HKSAR), are acknowledged for providing the WVR
and NHM data. The authors also thank the Department of Atmospheric Science of University of

172 B. Chen and Z. Liu

ftp://ftp.unibe.ch/aiub/BSWUSER50/GEN/PHAS_COD.I08
ftp://ftp.unibe.ch/aiub/BSWUSER50/GEN/PHAS_COD.I08
ftp://ftp.unibe.ch/aiub/BSWUSER50/GEN/PHAS_COD.I08
ftp://ftp.unibe.ch/aiub/BSWUSER50/GEN/PHAS_COD.I08


Wyoming for providing the Hong Kong radiosonde data. The Lands Department of the Gov-
ernment of Hong Kong Special Administrative Region (HKSAR) is thanked for providing GPS/
GNSS data from the Hong Kong Satellite Positioning Reference Station Network (SatRef).

References

1. Ohtani R, Naito I (2000) Comparisons of GPS-derived precipitable water vapors with
radiosonde observations in Japan. J Geophys Res 105(D22):26917–26929

2. Mattar C, Sobrino JA, Julien Y, Morales L (2011) Trends in column integrated water vapour
over Europe from 1973 to 2003. Int J Climatol 31(12):1749–1757

3. Liu Z, Wong MS, Nichol J, Chan PW (2013) A multi-sensor study of water vapour from
radiosonde, MODIS and AERONET: a case study of Hong Kong. Int J Climatol
33(1):109–120

4. Bevis M, Businger S, Herring TA, Rocken C, Anthes RA, Ware RH (1992) GPS
meteorology: remote sensing of atmospheric water vapor using the Global Positioning
System. J Geophys Res Atmos 1984–2012 97(D14):15787–15801

5. Ross RJ, Elliott WP (1996) Tropospheric water vapor climatology and trends over North
America: 1973-93. J Clim 9:3561–3574

6. Zhai P, Eskridge RE (1997) Atmospheric water vapor over China. J Clim 10(10):2643–2652
7. Ross RJ, Elliott WP (2001) Radiosonde-based northern hemisphere tropospheric water vapor

trends. J Clim 14:1602–1612
8. Niell AE, Coster AJ, Solheim FS, Mendes VB, Toor PC, Langley RB et al (2001)

Comparison of measurements of atmospheric wet delay by radiosonde, water vapor
radiometer, GPS, and VLBI. J Atmos Ocean Technol 18:830–850

9. Adeyemi B, Joerg S (2012) Analysis of water vapor over Nigeria using radiosonde and
satellite data. J Appl Meteorol Climatol 51(10):1855–1866

10. Beckman B (1985) A water-vapor radiometer error model. IEEE Trans Geosci Remote Sens
4:474–478

11. Elgered G, Davis JL, Herring TA, Shapiro II (1991) Geodesy by radio interferometry: water
vapor radiometry for estimation of the wet delay. J Geophys Res Solid Earth 1978–2012
96(B4):6541–6555

12. Liu Z, Li M, Zhong W, Wong MS (2013) An approach to evaluate the absolute accuracy of
WVR water vapor measurements inferred from multiple water vapor techniques. J Geodyn
(Internet), Available from: http://linkinghub.elsevier.com/retrieve/pii/S0264370713001348

13. Guiraud FO, Howard J, Hogg DC (1979) A dual-channel microwave radiometer for
measurement of precipitable water vapor and liquid. IEEE Trans Geosci Electron
17(4):129–136

14. Ning T, Haas R, Elgered G, Willén U (2011) Multi-technique comparisons of 10 years of wet
delay estimates on the west coast of Sweden. J Geod 86(7):565–575

15. Rocken C, Ware R, Van Hove T, Solheim F, Alber C, Johnson J et al (1993) Sensing
atmospheric water vapor with the global positioning system. Geophys Res Lett
20(23):2631–2634

16. Duan J, Bevis M, Fang P, Bock Y, Chiswell S, Businger S et al (1996) GPS Meteorology:
direct estimation of the absolute value of precipitable water. J Appl Meteorol 35(6):830–838

17. Raja MKRV, Gutman SI, Yoe JG, McMillin LM, Zhao J (2008) The validation of AIRS
retrievals of integrated precipitable water vapor using measurements from a network of
ground-based GPS receivers over the contiguous United States. J Atmos Ocean Technol
25(3):416–428

18. Lee S-W, Kouba J, Schutz B, Kim DH, Lee YJ (2013) Monitoring precipitable water vapor in
real-time using global navigation satellite systems. J Geod 87(10–12):923–934

16 Analysis of Precipitable Water Vapor (PWV) 173

http://linkinghub.elsevier.com/retrieve/pii/S0264370713001348


19. Stephens GS (1984) The parameterization of radiation for numerical weather prediction and
climate models. Mon Weather Rev 112:826–867

20. Kimura R (2002) Numerical weather prediction. J Wind Eng Ind Aerodyn 90(12):1403–1414
21. Gendt G, Dick G, Reigber C, Tomassini M, Liu Y, Ramatschi M (2004) Near real time GPS

water vapor monitoring for numerical weather prediction in Germany. J Meteorol Soc Jpn
82(1B):361–370

22. De Haan S, Holleman I, Holtslag AAM (2009) Real-time water vapor maps from a GPS
surface network: construction, validation, and applications. J Appl Meteorol Climatol
48(7):1302–1316

23. Li Z, Muller JP, Cross P (2003) Comparison of precipitable water vapor derived from
radiosonde, GPS, and Moderate-Resolution Imaging Spectroradiometer measurements.
J Geophys Res 108(D20). Available from: http://doi.wiley.com/10.1029/2003JD003372

24. Bokoye AI, Royer, A, O’Neill NT, Cliche P, McArthur LJB, Teillet PM (2003) Multisensor
analysis of integrated atmospheric water vapor over Canada and Alaska. J Geophys Res
108(D15). Available from: http://doi.wiley.com/10.1029/2002JD002721

25. Vázquez BGE, Grejner-Brzezinska DA (2012) GPS-PWV estimation and validation with
radiosonde data and numerical weather prediction model in Antarctica. GPS Solutions
17(1):29–39

26. Liu Z, Li M (2013) The first PPP-based GPS water vapor real-time monitoring system in Pearl-
River-Delta Region, China. In: Sun J, Jiao W, Wu H, Shi C (eds) Proceedings of China
satellite navigation conference (CSNC) 2013 [Internet]. Springer Berlin, Heidelberg (cited 26
Nov 2013), pp 71–87. Available from: http://link.springer.com/10.1007/978-3-642-37398-5_7

27. Wielgosz P, Cellmer S, Rzepecka Z, Paziewski J, Grejner-Brzezinska DA (2011)
Troposphere modeling for precise GPS rapid static positioning in mountainous areas. Meas
Sci Technol 22(4):045101

28. Tao W (2008) Near real-time GPS PPP-inferred water vapor system development and
evaluation. University of Calgary, Calgary. Available from: http://www.ucalgary.ca/engo_
webdocs/YG/08.20275.WenyouTao.pdf

29. Saastamoinen J (1972) Atmospheric correction for the troposphere and stratosphere in radio
ranging satellites. AGU, Washington, DC, pp 247–251. Available from: http://dx.doi.org/10.
1029/GM015p0247

30. Chen Y, Liu Y, Wang X, Li P (2007) GPS real-time estimation of precipitable water vapor-
Hong Kong experiences. Acta Geod Cartogr Sin 36:9–12

31. Chan PW (2009) Nowcasting applications of a microwave radiometer in Hong Kong. Delft,
The Netherlands

32. Chan PW (2010) The use of neural network retrieval for thermodynamic profiles of a ground-
based microwave radiometer. Washington, DC, USA

33. Chan ST, Chan TF, Wong WK (2010) An intercomparison of WRF-ARW and JMA-NHM
performance in prediction of tropical cyclones over the South China Sea in 2008. In: 29th
conference on hurricanes and tropical meteorology American Meteorological Society.
Available from: http://203.129.68.41/publica/reprint/r887.pdf

34. Wong WK (2010) Development of operational rapid update non-hydrostatic NWP and data
assimilation systems in the Hong Kong Observatory. In: The 3rd international workshop on
prevention and mitigation of meteorological disasters in Southeast Asia, pp 1–4. Available
from: http://203.129.68.5/publica/reprint/r882.pdf

35. Soden BJ (2004) An analysis of satellite, radiosonde, and lidar observations of upper
tropospheric water vapor from the Atmospheric Radiation Measurement Program. J Geophys
Res 109(D4). Available from: http://doi.wiley.com/10.1029/2003JD003828

36. Park C-G, Roh K-M, Cho J-H (2012) Radiosonde sensors bias in precipitable water vapor
from comparisons with Global Positioning System Measurements. J Astron Space Sci
29(3):295–303

37. Vaisala radiosonde RS92 performance in the WMO intercomparison of high quality
radiosonde systems, Yangjiang, China 2010, 2013, pp 17

174 B. Chen and Z. Liu

http://doi.wiley.com/10.1029/2003JD003372
http://doi.wiley.com/10.1029/2002JD002721
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-642-37398-5_7
http://www.ucalgary.ca/engo_webdocs/YG/08.20275.WenyouTao.pdf
http://www.ucalgary.ca/engo_webdocs/YG/08.20275.WenyouTao.pdf
http://dx.doi.org/10.1029/GM015p0247
http://dx.doi.org/10.1029/GM015p0247
http://203.129.68.41/publica/reprint/r887.pdf
http://203.129.68.5/publica/reprint/r882.pdf
http://doi.wiley.com/10.1029/2003JD003828


38. Miloshevich LM, Vömel H, Whiteman DN, Leblanc T (2009) Accuracy assessment and
correction of Vaisala RS92 radiosonde water vapor measurements. J Geophys Res 114(D11).
Available from: http://doi.wiley.com/10.1029/2008JD011565

39. Elgered G, Johansson JM, Rönnäng BO (1997) Measuring regional atmospheric water vapor
using the Swedish permanent GPS network. Geophys Res Lett 24(21):2663–2666

40. Tregoning P, Boers R, O’Brien D, Hendy M (1998) Accuracy of absolute precipitable water
vapor estimates from GPS observations.pdf. J Geophys Res 103(D22):28701–28710

41. Zhang S (2009) Research and application of remote sensing water vapor using ground based
GPS/Met. Wuhan University, Wuhan

16 Analysis of Precipitable Water Vapor (PWV) 175

http://doi.wiley.com/10.1029/2008JD011565


Chapter 17
The Implementation of Rapid Acquisition
Algorithm for GPS Weak Signal
by Using FPGA

Yuanlei Wang, Yang Gao and Meng Wang

Abstract The traditional acquisition technology of low orbit GPS signal has been
widely applied in the design of GPS navigation receiver. However, navigation
receiver can only accept the navigation signal which comes from the other end of
the earth when running above the navigation constellation, which results the
decline of GPS navigation visibility and signal power, and the navigation signal
power from high orbit navigation receiver will reduce 10 dB at least than low orbit
navigation receiver and traditional fast acquisition design can not meet design
requirements of high orbit navigation receiver. Therefore, this paper present a
design which increase times of coherent integration to improve ratio of carrier and
noise of received signal, at the same time, it uses full link simulation by simulink
to verify feasibility of the design, the final design of weak signal acquisition,
through the test of Xilink company Virtex4 series FPGA chip based on the weak
signal acquisition sensitivity up to -176 dB. Because the GLONASS navigation
system and BDS navigation and GPS navigation system using spread spectrum
communication system, different with GPS navigation system in production of
presucode ratio and presurange and the carrier frequence parameters. Therefore,
this fast acquisition algorithm for GPS weak signal adapt to the design of
GLONASS navigation receiver and BDS navigation receiver.
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17.1 Preface

Satellites running in high orbit can only receive GPS signal from the other side of
the earth. Because of the shield of earth and energy loss through free space field,
the visibility and signal intensity of GPS satellites decline very much for user
satellites. There may be zero to three visible GPS satellites under this circum-
stances, even the visible GPS signal can hardly be received [1]. There are several
features of high orbit satellites as follow:

Weak visibility of GPS satellite:
Satellites running in high orbit can receive GPS signal. Because the GPS satellites
antenna point to the earth, the GPS receiver fixed on high orbit satellites can only
receive the signal from the other side of the earth, resulting the weak visibility of
GPS signal.

Low signal power:
Long distance transmission with atmosphere damping and ionosphere delay give
rise to low signal power to be received.

Difficulty of signal capture:
Low GPS signal power make the capture of visible satellite a troublesome. For this
reason, the study of GPS weak signal capture contributes much to the independent
positioning of high orbit satellites and has important engineering application value.

17.2 Code Phase Compensation

To improve the capture sensitivity of GPS signal, the pre-detection integral time
must be extend (pre-detection integral time need to be less half of navigation
message bit). But in this way, the main problem is that code phase drift caused by
code Doppler result in the damping, shifting or widening of correlation peak,
affecting the capture performance. Therefore it is necessary to make some com-
pensation, namely code Doppler compensation [2]. Figures 17.1, 17.2 give the
output of correlation with code Doppler compensation or not. It is obvious that the
correlation become widening and the energy decline.

Code Doppler is caused by the relative movement between satellite and
receiver. Its calculation formula is as follow:

fD;C ¼ fc � g ¼ fc �
fD;1

fRF
ð17:1Þ

where fc is code rate.
During the pre-detection integral time, relative phase drift between received

code and local code is:

Dp ¼ fD;C � NncTcoh ¼ fD;c � TPIT ð17:2Þ
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Fig. 17.1 No using code Doppler compensation correlation peak

Fig. 17.2 Using code Doppler compensation correlation peak
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where TPIT ¼ NncTcoh is pre-detection integral time. Code phase drift lead to
damping, shifting or widening of code self-correlation peak. GPS signal capture is
three-dimensional search including C/A code number, C/A code phase and carrier
frequency. Using time domain signal correlation capture GPS signals can not meet
the requirements of real-time GPS capture. Taken parallel capture technology
based on FFT (Fast Fourier Transform) can effectively improve the efficiency of
capture.

17.3 Parallel Frequency Acquisition

Parallel frequency search algorithms capture process goes as follows: first, the
input digital IF signal and the internal copied carrier mix each other, then corre-
lation operate with the copied C/A. So I and Q correlation results thus obtained is a
matter of self-correlation function R(s) and the residual carrier frequency loss
factor functions in sin cðfeTcohÞ of the product; then, the correlation results iþ jq in
the time domain by the Fourier transform of the signal transformed to the fre-
quency domain, which reflects the intensity of each frequency component of the
correlation results iþ jq; finally, the frequency field amplitude of the signal is
analyzed to find out the value of the residual frequency fe and a received signal
corresponding to the carrier frequency. If the copied C/A code phase is different
from the received signal C/A code phase, the low correlation between them will
suppress the amplitude of the signal before the Fourier transform and transform
such fourier leaves no change in the results of a large amplitude, so the receiver
may conclude that the received signal is not located on this search code phases
corresponding to the band. Only when the copying C/A code phase and the
received C/A code phase are aligned, the amplitude of the output of the Fourier
transform may be an obvious peak, and the peak corresponding to the frequency
band of the Fourier transform is the estimated value of the frequency error, and the
copied C/A code phase signal is naturally an estimate of the number of the
received signal phase. Thus the two-dimensional search used Fourier transform
converts to a one-dimensional code phase search, thus improving the signal
acquisition time [3] (Fig. 17.3).

17.4 Parallel Code Phase Acquisition

Similar to the way of the parallel search for frequency, when the frequency is be
searched by sliding, the parallel search of code can be achieved. The algorithm for
parallel search and capture of code is as follows: when the digital IF signals were
respectively mixed with the carrier signal for the copy of sinusoidal and cosine
which respectively belong to I branch and Q branch, parallel code phase search
algorithm is not these results are correlated with C/A by digital correlator directly,

180 Y. Wang et al.



but doing fourier transform for the plural mixing results iþ jq, and then the
transform results are multiplied with the conjugate value of fourier transform for
copy C/A code. Then, the multiplication results input the module of Inverse
Fourier transform obtained in the time dimensions of correlation results. Finally,
the correlation value is detected by analyzing the result of the determination signal
is being or not. When completed the currently of band search and detection. The
receiver then let the carrier numerically controlled oscillator copied to another sin
and cos values with carrier frequency. Next, a similar frequency band to complete
the search and detection (Fig. 17.4).

Compared parallel frequency acquisition and parallel code phase acquisition: for
example, for the same two-dimensional search range, 41 search bands and 2,046
search code with a total of 83,886 (41 9 2,046) search unit. Two-dimensional
search need to search for 83,886 times, parallel frequency search needs to search
2,046 times, parallel code phase search just search 41 times, but search speed is
consumed by costs in exchange for a share of hardware resources required the large
amount of RAM storage resources when achieved parallel code phase acquisition
algorithm. This is also the reasons of parallel code phase search algorithm does not
being widely used, however, the high-capacity FPGA chip is introduced, Parallel
code phase acquisition algorithm has the effective realization of the hardware
platform.
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Fig. 17.3 Frequency parallel capture diagram
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17.5 System Design for GPS Signal Capture Algorithm

To achieve high sensitivity to capture fast, so use the parallel code phase search
acquisition mode for fast capture, combined with the carrier phase compensation
and code Doppler compensation technique to achieve weak GPS signal capture
algorithm [4]. Weak signal capture baseband processing module (circuit) structure
chart as follows: signal capture circuit consists of preprocess, the relevant calcu-
lation mode, non-coherent accumulation and peak search and so on (Fig. 17.5).

17.5.1 AD Sampling Data Preprocess

Finished the AD sampling after data entering signal capture channels, in order to
be able to adapt to the requirements of the signal capture algorithm, the ADC
sample preprocess data will be into data preprocessing module. In addition, to
avoid data bit flip, using 10 ms coherent accumulation, this module mainly to
complete: In AD signal mixed to the baseband signal, a low pass filter, down
sampling and 10 ms data buffer (Fig. 17.6).

17.5.2 Doppler Filtering and Removing Modules

Filter select comb filter, the 10 ms data was accumulated by the adder 1 ms data
for increase signal fast capture sensitivity. Due to the Doppler frequency, leading
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Fig. 17.4 Code parallel capture diagram

182 Y. Wang et al.



to phase of the carrier was changed in the time of 1 ms, then need carrier phase
compensation during the signal processing. After the carrier phase compensation,
according to the stepping frequency to remove the carrier Doppler frequency
operation. Then performed of Down-sampling operation as in Fig. 17.7.

Assuming during a starting position in the n-th sampling point during 1 ms.
Removed if carrier phase after removal of:

h snð Þ ¼ pfas
2
n þ 2pfdsn þ hD ð17:3Þ

so the k-th sample point in the m-th of 1 ms, after removal of the carrier frequency
carrier phase is:

h sm þ kTSdð Þ ¼ pfa sm þ kTSdð Þ2

þ 2pfd sm þ kTSdð Þ þ hD
ð17:4Þ
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Fig. 17.5 Code parallel signal capture processing flow diagram
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Removed Carrier Doppler and the results of the carrier Doppler compensation is:

h0 sm þ kTSdð Þ � h snð Þ ð17:5Þ

Therefore, construct the following correction:

Dh m; k; nð Þ ¼ h sm þ kTSdð Þ � h snð Þ ð17:6Þ

The carrier Doppler remove and compensation results is:

h0 sm þ kTSdð Þ � h snð Þ
¼ h sm þ kTSdð Þ � Dh m; k; nð Þ

ð17:7Þ

Next, the value of study formula Dh m; k; nð Þ:
Can be obtained:

Dh m; k; nð Þ ¼ h sm þ kTSdð Þ � h snð Þ

¼ pfa sm þ kTSdð Þ2�s2
n

h i
þ2pfd sm � sn þ kTSdð Þ

ð17:8Þ

Can be obtained:

sm � sn � m� nð ÞTp ð17:9Þ

Therefore, can be obtained:

Dh m; k; nð Þ � 2pfd m� nð ÞTp þ kTSd

ffi �
ð17:10Þ
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Local estimated Doppler frequency shift f̂d. The phase correction amount is:

Dĥ m; k; nð Þ � 2pf̂d m� nð ÞTp þ kTSd

ffi �
ð17:11Þ

Elimination of the carrier and the carrier Doppler compensation results is:

h0 sm þ kTSdð Þ ¼ h sm þ kTSdð Þ � 2pf̂d m� nð ÞTp þ kTSd

ffi �
ð17:12Þ

17.5.3 Non-coherent Accumulation Module

In order to achieve the capture of weak signals, by increasing the non-coherent
accumulate times, to obtain high signal gain. Local C/A code generator by a fixed
code rate code phase offset in 10 ms coherent accumulate is smaller, impact can be
negligible for the coherent integration [5, 6], multiple non-coherent accumulation
times due to the code phase offset is relatively large. Therefore, the code phase
offset must be compensated, assuming the correlation function is:

r eð Þ ¼ r sr � slð Þ
¼ E c t þ srð Þc t þ slð Þf g

ð17:13Þ

Within the nNcoherentTp seconds, correlation function of the sequence of the
formula is obtained by FFT operation:

R0;k e0ð Þ ¼ E c mTS þ srð Þc mTS þ sr þ kTSð Þf g
¼ r sr � sr � kTSð Þ ¼ r e0 � kTSð Þ

Rn;k e0ð Þ ¼ r sr � sr þ eD
nNcoherentTp

� kTS

� �

¼ r e0 þ eD
nNcoherentTp

� kTS

� �
ð17:14Þ

Clearly visible:

Rn;k e0ð Þ ¼ R0;k e0 þ eD
nNcoherentTp

� �
ð17:15Þ

In the above formula:

eD
nNcoherentTp

� n
fd
fL

NcoherentTp ð17:16Þ

Assume:

eD
nNcoherentTp

� uTS ð17:17Þ
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Then:

Rn;k e0ð Þ ¼ r e0 þ eD
nNcoherentTp

� kTS

� �

� r e0 þ uTS � kTSð Þ
¼ R0;k�u e0ð Þ

ð17:18Þ

Or:

R0;k e0ð Þ � Rn;kþu e0ð Þ ð17:19Þ

17.6 Link Simulation and Hardware Implementation

After Simulink simulation link verification, the link including an analog signal
source GPS signal pre-processing, the carrier Doppler removed, the carrier phase
offset, the code phase offset, non-coherent accumulation module, through this link
simulation, the simulation output results meet design requirements.

Significant correlation peak, Amplitude without attenuation, Width done not
extended; Signal is achieved captured. When the antenna signal power of
-185 dBW (Figs. 17.8, 17.9).

Fig. 17.8 SimulinkFull link simulation diagram
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Ultimately based on Xilinx’s FPGA chip of Virtex4 series for verify weak
signal capture designs. Use Spirent simulator source, run static satellite navigation
orbit, signal Doppler is 0, the satellite number is 1, the signal power is -176 dBW
(without antenna gain), you can see the correlation peak is obvious. And satisfies
the sinc envelope waveform, the largest correlation peak when the Doppler fre-
quency search is 0 Hz, Doppler search frequency offset 50 Hz (10 ms coherent

Fig. 17.9 Matlab simulation results of the analysis of the correlation peak

Fig. 17.10 Signal power -166 dBW (without antenna gain) to capture the peak
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accumulation), the second largest correlation peak; 100 Hz Doppler shift fre-
quency search (10 ms coherent accumulation), correlation peak was drowned in
the noise, the results meet the theoretical sinc envelope waveform.

Fig. 17.11 Signal power -172 dBW (without antenna gain) to capture the peak

Fig. 17.12 Signal power -169 dBW (without antenna gain) to capture the peak
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In order to facilitate seen in weak signal conditions correlation peak, use FPGA
debugging tools (Chip scope) to view accumulator, the results as shown
(Figs. 17.10, 17.11, 17.12, 17.13).

17.7 Conclusion

This paper analyzes two kinds of GPS signal quickly capture technology and GPS
weak signal acquisition code Doppler compensation, Application of Matlab
Simulink simulation tool to build full link verify code parallel fast capture algo-
rithm and code Doppler compensation algorithm can be realized. By this method
can improve the acquisition sensitivity of the GPS signal. The signal power of the
antenna can be effective capture when GPS signals power is -185 dBW.
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Chapter 18
Typhoon Wind Speed Observation
Utilizing Reflected Signals from BeiDou
GEO Satellites

Weiqiang Li, Dongkai Yang, Fran Fabra, Yunchang Cao
and Wei Yang

Abstract Typhoon monitoring utilizing reflected GNSS signals is a new appli-
cation of GNSS-R technique. Coastal observations are an efficient way for the
model of geophysical parameters retrieval in Typhoon and identified as a prom-
ising complementary technique with respect to the satellite instruments. However,
the relationship between GNSS-R observables and the sea surface wind speed in
Typhoon could not be fully described through theoretical models for the coastal
regions. Meanwhile the instability of the coastal GNSS-R geometry makes it
difficult to optimize an empirically calibrated model. The BeiDou GEO satellites
could provide stable geometry and better coverage capability in mid- and
low-latitude region where most of the typhoons occur. Based on this consideration,
ocean reflected signals from BeiDou GEO satellites are exploited for coastal
Typhoon observation in this paper. The relationship between reflected waveform
parameters, such as coherent time, and the ocean geophysics parameters, such as
wind speed is analysed. Preliminary analysis of the BeiDou reflected signal col-
lected during the TIGRIS experiment shows good agreement between the GNSS-R
measured wind speeds and the in situ measurements, the average deviation is
1.6 m/s with the root-mean-square error of 2.4 m/s.
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18.1 Introduction

The use of reflected signals from GNSS systems as a source of opportunity for
remote sensing, known as GNSS-R technique, has been a research area of
increasing interest. It was first proposed in 1993 for ocean altimetry [1], and has
also been proved for many other remote sensing applications on the ocean [2], land
[3] and sea ice [4].

The potential of reflected GPS signal on wind sensing was proposed and
demonstrated in 1998 from aircraft experiments [2], some of the results measured
during hurricane indicated that reflected GPS signals are also sensitive to ocean
surface winds over 40 m/s [5]. With the ongoing improvements the theoretical
description and modelling of the ocean scattered GNSS signals such as Z-V model
[6] and the reception and use of GPS reflected signals from space with UK-DMC
satellite [7], NASA has recently approved the CYGNSS mission, consisting of a
constellation of 8 LEO satellites, to obtain GNSS-R wind speed estimations while
monitoring tropical cyclones with high spatial and temporal resolution and
improve their forecast [8]. Since 1990s, the scientist in China have began to study
GNSS-R technique, several airborne [9] and coastal experiment [10] have been
performed and theoretical analysis on the performance of typhoon observation
utilizing space based GNSS-R has been studied [11].

The model of GNSS-R observable over typhoons and corresponding geo-
physical parameters retrieval methods becomes crucial for future research on
GNSS-R based typhoon monitoring, which depends on long term observation to
accumulate data. Coastal observations are an efficient way for the long term
observation of typhoons, which is also identified as a promising complementary
technique with respect to the satellite instruments [12].

The SWH measurement using coastal GNSS-R has been demonstrated through
several experiments [10, 13]. However, the relationship between GNSS-R
observables and the sea surface wind speed in Typhoon could not be fully
described through theoretical models for the coastal regions. Meanwhile, the
instability of the coastal GNSS-R geometry makes it difficult to optimize an
empirically calibrated model.

The BeiDou system consists of an IGSO/MEO/GEO hybrid constellation, in
which the GEO satellites could provide stable geometry for GNSS-R technique
and better coverage capability in mid- and low-latitude region, where most of the
typhoons occur. Based on this consideration, ocean reflected signals from BeiDou
GEO satellites are exploited for coastal typhoon observation in this paper. The
relationship between reflected waveform parameters, such as coherent time, and
the ocean geophysics parameters, such as wind speed is analysed. Preliminary data
processing results shows the potential of this method for sea state monitoring
during typhoons.
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18.2 Principles and Methods

Due to the weakness of the reflected signal, the received reflected GNSS signal uRðtÞ
should be correlated with the local generated replicas with different time delays as

wRðt; sÞ ¼
ZTc

0

uRðt þ t0 þ sÞcðt þ t0ÞDðtÞej2pfRt0dt0 ð18:1Þ

in which s is the time delay relative to the delay of the specular points, TC is the
coherent integration time, c �ð Þ is the local generated PRN code, D �ð Þ is the data bit
and fR is the carrier frequency of the reflected signal.

In airborne and spaceborne applications, the size of the glistening zone are
comparable with the first iso-range area and the trailing edge of the reflected power

waveform, i.e. wRðt; sÞj j2 will significantly be distorted with the increasing of the
wind speed. The wind speed could be retrieved through the fitting between the
measured waveforms and the theoretical ones. However, the power waveforms
collected in coastal applications have no significant distortion with respect to the
direct one, and it’s difficult to retrieve the wind speeds through the above men-
tioned methods. Nevertheless, the correlation time of the reflected signals received
from the coastal instruments is longer, which makes it possible to be utilized for
wind speed retrieval. The correlation function of the complex waveforms at the
specular point could be defined as [14]

R Dt; 0ð Þ ¼ wR t; 0ð ÞwR t þ Dt; 0ð Þh it
wR t; 0ð ÞwR t; 0ð Þh it

ð18:2Þ

and the correlation time could be calculated through

sw ¼
Z1

0

R Dtð ÞdDt ð18:3Þ

In developed sea, the relationship between the correlation time and the wind
speed could be found in [15] as

sw � 3
k

U10
erf�

1
2 2:7

q

U2
10

ffi �
ð18:4Þ

in which U10 is the wind speed at 10 m above the sea surface, erf �ð Þ is the error
function and q is the size of the observed area determined by the antenna’s
footprint and the geometry of the observation.

However, the relationship between correlation time and the sea surface wind
speed in Typhoon could not be fully described through the theoretical models for
the coastal regions due to the development of the wave spectrum and the depth of
the sea in coastal regions. Moreover, the instability of the coastal GNSS-R
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geometry makes it difficult to optimize an empirically calibrated model, which
corresponds to the results from other coastal experiments. The BeiDou GEO
satellites could provide stable geometry, i.e. the elevation and azimuth change
little during the whole observation period, which could simplify the wind speed
retrieval model and provide good opportunities for coastal wind speed
measurement.

18.3 Experiment and Data Processing

18.3.1 Description on the Experiment

Taking into account the historical tracks of the typhoons in the North–West Pacific
basin and the experimental environment, the campaign took place in Hailing Island
(21.57�N, 111.86�E), South–East of China, from the beginning of July until end of
September 2013. The setup was installed in a coastal location (*120 m above sea
level and *170 m away from the coastline) as shown in Fig. 18.1. The view angle
is 10–35� in elevation and 80–116� in azimuth in which the BeiDou GEO PRN 4
satellite (elevation: 31–33�, azimuth: 108–109�) is located.

The omnidirectional RHCP antenna was compatible with both BeiDou and GPS
systems to collect direct signals from the BeiDou satellites, and the high-gain
(13 dB) narrow beam-width (38�) LHCP antenna was collecting their
corresponding reflections from the sea surface. The received direct and reflected
BeiDou signals are amplified, filtered, down-converted, sampled and stored as the
digital intermediate frequency (IF) with a central frequency of 3.996 MHz and a
sampling frequency of 16.369 MHz. Both the L.O. frequency and the bandwidth of

Fig. 18.1 Description of the
experimental site
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the RF-frontend are reconfigurable to collect the raw signals of both BeiDou and
GPS. During the experiment, the in situ measurements from the nearby meteo-
rological station were also collected.

18.3.2 Data Processing Scheme

The detailed block diagram of the data processing software is designed as shown in
Fig. 18.2. There are two main blocks: the digital signal process unit and the
correlation time calculation unit.

The digital signal processing unit is designed accord with the BeiDou signal
structures. The direct and reflected raw samples are separated and correlated with
the local generated replica whose delay and Doppler are estimated through the
tracking loop of direct signal and the satellite-receiver geometry. The complex
correlation values are then stored as the waveform files. Figure 18.3 illustrates the
comparison between the direct and reflected power waveform, we could notice that
the path delay between the waveforms’ peaks is around 134.5 m which shows
moderate agreement with the theoretical prediction, i.e. 130.7 m. On the other
hand, the waveform has no significant distortion with respect to the direct one even
in high wind speed which agrees with the analysis in Sect. 18.2.

The correlation time calculation unit extracts the maximum of those waveforms
as the representative point. Then, the autocorrelations of 60,000 (i.e. 1 min)
complex value of this points are calculated according to (18.2) and fitted with the
Gaussian function. At last, the correlation time of the reflected signal could be
calculated through (18.3).

Processing of digital I.F. signal

z-

sign(·)

re(·)

Intergration

Tracking

Digital 
I.F..dat

seperation

Waveform.
nc

CorrelationGaussian 
fittingIntergration

Correlation time calculation

Correlation
time

L.O.
Gen.

Intergration

Fig. 18.2 Data Processing Scheme of BeiDou reflected signal
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18.4 Analysis of the Data Collected During Typhoons

During the experiment, there were two typhoons, i.e. JEBI (201309) and UTOR
(201311) which had significant effects on the sea surface around the experimental
site. Within the BeiDou reflected signal collecting window, the tracks of the two
typhoons [16] are illustrated in Fig. 18.4. The equipment began to operate 10 h
before the landfall of JEBI over which the duration of the observation is around
80 h. The observation on UTOR was interrupted 3 h before its landfall due to the
problem of the power supply, and the duration of the observation is 42 h.

The correlation times of the reflected signals from the BeiDou PRN 4 satellite
and the in situ wind speed measurements during the two typhoons are compared in
Fig. 18.5. During observation of JEBI, it was in the decaying stage and the
typhoon center moved away from the experimental site, so the observed wind
speed showed a decreasing trend. During observation of UTOR, it was in
the mature stage and the typhoon center moved toward the experimental site, the
observed wind speed showed an increasing trend. The correlation times of the
reflected signal are inversely proportional to the wind speeds as expected. Based
on this relationship and theoretical model in (18.4), an empirically calibrated
model was adopted as

U10 ¼ asb
w þ k ð18:5Þ

in which a, b and k are empirical coefficients. Taking into account of the range of
the wind speed in typhoons and the distribution of the observed data, the weighted
least squares fitting is adopted, with the wind speeds as the weight coefficient, to
improve the applicability and the retrieval accuracy for the high wind speed. As
shown in Fig. 18.6, the empirical coefficients are determined though the
correlation times and wind speeds observed during JEBI as: a = 3.2539105,
b = -2.388, k = 1.343. The retrieved wind speed and the in situ measurement

Fig. 18.3 Power waveforms
of direct and reflected signals
from BeiDou #4 satellite
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during JEBI are compared in Fig. 18.7, in which the average deviation is 0.7 m/s
with the root-mean-square error of 1.2 m/s.

With the correlation times collected during UTOR, the wind speed was
retrieved through expression (18.5). The retrieved wind speeds and the in situ
measurements are compared in Fig. 18.7, which shows good agreement between
them. And the average deviation is 1.6 m/s with the root-mean-square error of
2.4 m/s.
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Fig. 18.4 Tracks of JEBI and UTOR during the collecting period of BeiDou reflected signal

Fig. 18.5 Correlation time of BeiDou reflected signal and in situ measured wind speed during
JEBI and UTOR
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18.5 Conclusion

The BeiDou GEO satellites could provide stable geometry and better coverage
capability in mid- and low-latitude region. This paper takes such advantages and
exploited ocean reflected signals from BeiDou GEO satellites for coastal Typhoon
observation. The proposed method was verified through the analysis of data
collected during TIGRIS experiment in 2013. The main conclusions of the paper
include:

Fig. 18.6 Relationship
between the correlation time
and the wind speeds during
JEBI

Fig. 18.7 Comparison
between the wind speeds
retrieved from BeiDou
reflected signal and in situ
measurement
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• The power waveforms collected in coastal applications have no significant
distortion with respect to the direct one, it’s difficult to retrieve the wind speeds
through fitting the measured waveforms with the theoretical ones.

• The correlation time of the reflected signals is sensitive to the wind speed and
could be utilized for wind speed retrieval in coastal observations.

• The stable geometry of BeiDou GEO satellites could simplify the wind speed
retrieval model and provide good opportunities for coastal GNSS-R based sea
state measurement.

The empirically calibrated model will be refined by further collecting and
processing of the experimental data. And the study on the relationship between the
waveform parameters and other geophysics parameters, such as SSH and SWH is
ongoing.

This is the first report of the receiving, processing of application of the reflected
BeiDou signals. The proposed methods could also be extended to other applica-
tions, such as ground based soil moisture and coastal sea ice monitoring, which
could spread the applications of BeiDou system in the meteorological and
oceanographic fields.
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Chapter 19
An Analysis of the Temporal and Spatial
Variations of the Global Tropopause
with COSMIC Radio Occultation
Bending Angles

Pan Gao, Xiaohua Xu and JinCheng Guo

Abstract As the transition layer between the troposphere and the stratosphere, the
structure of the tropopause is closely related to the weather and climate of the near-
surface layer. The variation of the tropopause parameters including the height, the
temperature and the pressure of the tropopause are sensitive indicators of climate
variability and global change. Characterized by the advantages of high vertical
resolution, low-cost, global coverage, and all-weather capability, the Global
Positioning System (GPS) radio occultation (RO) technology provides rich
observation data for the study of the global tropopause structure. The precise
identification of the tropopause height is the prerequisite for the accurate deter-
mination of the tropopause temperature and pressure. The tropopause height
identified from GPS RO temperature profile will be affected by the errors brought
out by the assumptions and the prior atmosphere background applied in the
inversion process of the temperature profile. To determine the tropopause height
directly from RO bending angle profile is an effective way to avoid such errors. In
this paper, the natural logarithm objective covariance transform method is used to
identify the tropopause height from GPS RO bending angle profiles. With the GPS
RO data from the Constellation Observing System for Meteorology, Ionosphere and
Climate (COSMIC) mission, the spatial and temporal variations of the global tro-
popause parameters included height, temperature and pressure are analyzed. It is
found that the latitudinal distribution characteristics of the tropopause parameters

This study was supported by National Natural Science Foundation of China (Grant No. 4137
4036, 41074024, 40904002, 41204030) and National 973 Project China (Grant No. 2013CB7
33301).

P. Gao (&) � X. Xu � J. Guo
School of Geodesy and Geomatics, Wuhan University, 129 Luoyu Road,
Wuhan 430079, China
e-mail: gaopan@whu.edu.cn

J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2014
Proceedings: Volume I, Lecture Notes in Electrical Engineering 303,
DOI: 10.1007/978-3-642-54737-9_19, � Springer-Verlag Berlin Heidelberg 2014

201



are distinct and the seasonal variation trends of the tropopause structure are sig-
nificant. It is also found that the temporal and spatial distributions of the tropopause
parameters are asymmetric over the northern and the southern hemispheres.

Keywords Tropopause � COSMIC � Bending angle � GPS radio occultation

19.1 Introduction

As a transition layer between the troposphere and the stratosphere, the tropopause
is an important indicator of the physical, chemical and thermal dynamics change
between the troposphere and the stratosphere. Research shows that vertical mixing
ratio, static stability, trace gases (mainly water vapor and ozone) and the ther-
modynamic equilibrium have significantly different characteristics in the tropo-
sphere and the stratosphere [1]. Some researchers presented that the tropopause
height increased due to global warming [2–4]. Tropopause height variation are
caused by many complex physical mechanisms [5, 6]. One of the physical
mechanism is that the warm in the tropospheric (due to increase of greenhouse
gases) and cool in the stratospheric(due to the decrease of the ozone) leads to the
increase of the tropopause height [4]. At the same time, the tropopause tempera-
ture, pressure and other parameters will be changed. The structural variations of
the tropopause are considered to be an effective indicator to study the global
climate change [7–9]. The traditional data to research the tropopause are the
radiosonde data [10, 11] and the reanalysis data, such as the European Centre for
Medium-Range Weather Forecasts (ECMWF) and National Centers for Environ-
mental Prediction (NCEP) [12, 13]. However, these data sources have some dis-
advantage. The vertical resolution of the reanalysis data is low, which will lead
errors to determine the tropopause. Although the radiosonde observations have
high vertical resolution, the spatial resolution is low and the distribution of the
radiosonde stations is uneven.

Since the mid-1990s of 20th century, as a new type of earth’s atmosphere
detection technology, the GPS radio occultation technique attracts more and more
attention. GPS radio occultation technology can provide the atmospheric param-
eters profiles with all-weather, high-precision, high vertical resolution, global
coverage and long-term stability, which are ideal data source to study the tropo-
pause structural changes [14, 15]. With the GPS/MET occultation data, Randel
et al. [14] studied the thermodynamics transform of the tropopause in the tropics.
They revealed the construction and varying pattern of the tropical cold point
tropopause [14]. By use the temperature data from CHAMP occultation mission
from September 2001 to August 2006, Borsche et al. [12] analyzed the distribution
and variation of the tropical tropopause height and temperature. The features of the
tropopause structure in Australian region were presented by Khandu et al. [2], by
combination of the CHAMP, GRACE and COSMIC occultation temperature data.
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In the studies mentioned above, the tropopauses which a were mainly the cold
point tropopause (CPT) or lapse rate tropopause (LRT), were determined by the
temperature profiles of the GPS occultation data, which were retrieved from the
bending angle profile of the GPS occultation data. However, some assumptions are
used in the process of the inversion of the temperature profiles from the GPS
occultation bending profiles, such as, hydrostatic equilibrium equation, the equa-
tion of state of the ideal gas, the atmosphere spherical symmetry and the dry
atmosphere instead of the entire atmospheric [16, 17]. In addition, a priori tem-
perature profile should be provided by the numeric weather modelm (NWP) or
some other observations at the process of the inversion of the variational assim-
ilation. The accuracy of the occultation temperature profilers will be affected by
the error of the priori temperature profile. Therefore, the tropopause height
determined by the occultation temperature profiles may be affected by the errors of
the impact of these various factors.

In order to avoid the influence of tropopause structure caused by the temper-
ature inversion errors due to the assumptions mentioned above, in recent years,
some researchers proposed some methods to determine the tropopause height
directly from the bending angle profiles. Rao first use the angle gradient to
determine the tropopause which are compared with the CPT and the LRT deter-
mined from the temperature profiles of the corresponding RO events, as well as the
CPT and the LRT derived from the radiosonde observations occur within 300 km
and 3 h of the RO events [17]. Lewis puts forward another method to determine
tropopause by bending angle covariance transforms which is more robust than
Rao’s method [16].

In recent years, global climate change anomaly, extreme cold weather happed
frequently in some local areas. However, the tropopause structure is closely linked
to the global climate change. The research to the variations of tropopause
parameters is significance in context of global climate change anomaly. A wealth
of observational data of COSMIC occultation mission has been accumulated to
study the tropopause structure. Thus, in the current global climate change anom-
aly, this paper use the COSMIC bending angle data to study the global tropopause,
based on the method to determine the tropopause height directly from the bending
angle profiles proposed by Lewis [16].

19.2 Data and Method

19.2.1 Data

Constellation Observing System for Meteorology, Ionosphere and Climate
(COSMIC) is a collaboration developed by American and Taiwan, China, consist
of six small satellites. They can provide maximum 2,500 observation events per
day. Since its successful launch in April 2006, it attracts extensive attention from
various research institutions and scholars. The data provided by the COSMIC are
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important data source to study the global tropopause structure. In this paper, the
bending angle observation data are downloaded from the COSMIC Data Analysis
and Archive Center (CDAAC) from 1 July 2006 to 29 April 2013. Figure 19.1
shows distribution of global COSMIC occultation events on January 8, 2008. From
the we can see that the number occultation events is rich and global uniform
coverage in general.

19.2.2 Method to Determine the Tropopause

In this paper we determine the tropopause height directly from the bending angle
profiles proposed by Lewis [16]. The basic principle is as follows:

For a occultation events, the natural logarithm of the bending angle profile aðzÞ
is ln aðzÞ. The localised covariance transform of ln aðzÞ is as follows:

Wln aða; bÞ ¼
1
a
�
Zzt

zb

ln aðzÞ � h z� b

a

ffi �
� dz ð19:1Þ

In Eq. (19.1), z is the height of the profiles, zb and zt are the bottom and top of
the profiles, is the height between zb and zt. h z�b

a

� �
is a gradient function defined as:

h
z� b

a

ffi �
¼ ln aðzÞ � ln aðbÞ; b� a

2 � z� bþ a
2

0; z\b� a
2 or z [ bþ a

2

�
ð19:2Þ

a is the vertical scale. A transition from steep to shallower gradients with
increasing height is identified by a maximum of Wln aða; bÞ. The height of the
maximum of Wln aða; bÞ b ¼ bp is the tropopause height.

Fig. 19.1 The distribution of COSMIC radio occultation events occurred on January 8th, 2008
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Compared different values of a, we choose 35 km of a. This choice for a
identifies the larger scale tropopause transition and filters small scale variations
associated with lower troposphere temperature and humidity gradients [4, 16].

19.2.3 Statistical Method

In order to analyze the tropopause variation by latitude, we divide the globe into
18 latitude bands with 10� interval. Every latitude band has 144 grid cells of
5� 9 5� (longitude 9 latitude). Then calculate the average Li;j of the tropopause
height, temperature and pressure in every grid cells

Li;j ¼
1

ni;j
�
Xni;j

k¼1

Li;j;k ði ¼ 1; 2; 3. . . 18; j ¼ 1; 2; 3. . . 144Þ ð19:3Þ

Li;j is the mean value of the tropopause height, temperature and pressure of the jth
grid cells of ith latitude band. ni;j is the number of occultation events in the
5� 9 5� grid cell. Li;j;k is the kth tropopause height, temperature and pressure of
the 5� 9 5�grid cell.

19.3 Result and Analysis

19.3.1 Tropopause Structure Changes with Latitude
and Longitude

Figure 19.2 shows the latitudinal variations of tropopause height, temperature and
pressure by using the COSMIC occultation bending angle profiles.

Figure 19.2a shows the global distribution of tropopause height changes with
latitude. From the figure, we can see that the tropopause height reaches its max-
imum in the tropical regions near the equator, which is consistent with the results
by Nishida et al. [18], who used the GPS/MET occultation temperature profiles.
Tropical tropopause layer (TTL) is the gate from the troposphere to the strato-
sphere [19]. Tropopause height decreases from the equator to the north and the
south direction, and the minimum height is at the arctic pole. In subtropical region
between 20 and 40, the tropopause height decreases sharply with latitude from the
equator to high latitude zones. This may be influenced by the subtropical jet (STJ)
and the movement of latitude direction from the tropical tropopause to the pole
tropopause [20]. In the STJ zones the probability of occurrence of the multi-
tropopause is maximum [20, 21]. In the tropical regions near the equator and the
poles, the height of the tropopause is relatively flat with latitude. In the zones from
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the equator to the latitude 60�, the tropopause height changes by latitude is
symmetry in southern and northern hemisphere. In the zone from the 60� to the
poles, this symmetry changes. The tropopause height in the antarctic circle higher
than that in the arctic circle, which is consistent with the results by Schmidt et al.
[22], who used the CHAMP temperature profiles.

Figure 19.2b shows the global distribution of tropopause temperature changes
with latitude. From the picture we can see that the tropopause temperature vari-
ation with latitude is u-shaped distribution, which is just opposite with the tro-
popause height variation shown in Fig. 19.2a. The tropopause temperature is
lowest at the equator zones. In the tropical regions near the equator, the tropopause
temperature increases gradually with increasing latitude. In subtropical regions,
the tropopause temperature rises sharply with increasing latitude. In the mid-
latitude region the tropopause temperature increases with latitude is relatively flat.
In the Antarctic Circle the tropopause temperature decreases with latitude, while in
the Arctic Circle, the tropopause temperature continues to rise with latitude. This
indicates that the tropopause temperature in southern and northern hemisphere is
asymmetry, which is consistent with Schmidt et al. [22].

Figure 19.2c shows the global distribution of tropopause pressure changes with
latitude. From the picture, we can see that the tropopause pressure change with
latitude is just opposite with that of the tropopause height, but consistent with that
of the tropopause temperature. The tropopause pressure of about 950 h Pa in the
equator is lowest. In the Arctic, the pressure is highest of about 280 h Pa. From the
equator to 60�, the tropopause pressure increases with latitude. In the Antarctic
Circle, the tropopause pressure decreases with latitude, while in the Arctic Circle,
tropopause pressure continues to rise with latitude. This also indicates that the
tropopause pressure on both hemisphere is asymmetry. The pressure in the
Southern Hemisphere (SH) is lower than that in the Northern Hemisphere (NH).
Which is consistent with Hoinka [23], who use the reanalysis data ECMWF, and
Schmidt et al. [22], who use the CHAMP occultation temperature profiles.

In order to further analyze the features of spatial distribution of the tropopause
parameters, Fig. 19.3 gives the global tropopause parameters change with latitude
and longitude. Figure 19.3a shows that global tropopause height mainly changes
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Fig. 19.2 (a) The latitudinal variations of tropopause height, (b) temperature, and (c) pressure
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with latitude rather than with longitude. The tropopause is highest of about 17 km
in the equator zones and is lowest of about 9 km in the Arctic Pole. In the zones
from the equator 30� in both hemisphere, the tropopause height is relative flat of
about 16–18 km. However, the tropopause height decreases sharply in the sub-
tropical region. From subtropical to high latitudes, the tropopause is decreases
gradually. Figure 19.3b shows the spatial distribution of the global tropopause
temperature. From the picture we can see that the tropopause temperature is
coldest in the tropical regions near the equator. With increasing of the latitude, the
tropopause temperature increases gradually. This is because that the atmosphere in
the low latitudes zones near the equator can absorb more solar radiation, which
drives the strengthen of the atmosphere convection that results in high and cold
tropopause in these zones. On the contrary, the atmosphere at high latitudes
regions absorbs less solar radiation. So, the atmospheric convection is weak, which
leads to low and warm tropopause [24]. Figure 19.3b also shows that tropopause
temperature is mainly changes with latitude and just changes with longitude in
local areas. In the tropics, the tropopause temperature over the land is lower than
that over the ocean. The lowest tropopause temperature is located over the zone
between Oceania and the Eurasian continent. The tropopause temperature over the
Pacific Ocean higher than that over the other zones at the same latitude band. This
is mainly caused by the different nature of the underlying surface.

Figure 19.3c shows the spatial distribution of the global tropopause pressure.
From the picture we can see that the tropopause pressure is lowest in the tropical
regions, higher in poles and highest in Arctic Circle. The tropopause pressure
increases gradually from the equator to the poles. The tropopause pressure change
with longitude and latitude is asymmetry in two hemispheres. The variation in the

Fig. 19.3 (a) The global distribution of tropopause height, (b) temperature, and (c) pressure
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NH is more complex than that in the SH, which is consistent with Hoinka [23].
Who indicate that the tropopause pressure is streamlined distribution in the SH and
zonal distribution in the NH.

19.3.2 Seasonal Changes of the Global
Tropopause Structure

To analyze the seasonal changes of the global structure of the tropopause, we
applied a method to determine the tropopause from RO bending angle profiles with
COSMIC RO bending angle profiles data. Using this method we obtained the
seasonal average of the global tropopause parameters. Figures 19.4, 19.5, 19.6
were given the changes in the global tropopause height, temperature and pressure
in different seasons with the latitude and longitude distribution.

Figure 19.4 shows the global tropopause seasonal changes in height. In
Fig. 19.4a–d respectively donate the latitude and longitude distributions of global
tropopause height changes in spring, summer, autumn and winter. Comparing with
the four sub-graph in Fig. 19.4, the maximum of tropopause height distributed in
winter near the equator and seasonal changes of the tropopause height near the
equator are small. The minimum of tropopause height distributes in the Arctic in
spring. Seasonal changes of the tropopause height in the North and south poles and
subtropicals are the largest throughout the year. Figure 19.4 also shows that sea-
sonal changes of the tropopause height are asymmetry in the Northern Hemisphere
(SH) and Southern Hemisphere (SH), in NH the tropopause height changes with
the seasons are more complex, especially in eastern Asia and North America. In
SH tropopause height changes with the seasons is relatively simpler, in summer
and autumn, in the southern of 30�S tropopause height changes gently with latitude
and longitude and the differences between the regions are small. The asymmetry of
NH and SH tropopause height changes in time and space is mainly due to the
different impact of NH and SH underlying surface and human activities [24], NH is
with more complex land-sea distribution, more land area and more densely pop-
ulated, while in SH land-sea distribution is relatively simple, less land area,
population sparse.

Figure 19.5 shows the seasonal global tropopause temperatures changes. In
Fig. 19.4a–d respectively donate the latitude and longitude distributions of global
tropopause temperature changes in spring, summer, autumn and winter. Com-
paring with the four sub-graph in Fig. 19.4, the NH tropopause temperature
changes with the seasons are more complicated, affected by frequently human
activities; while tropopause temperature seasonal changes over Antarctica are
unique, the deference of tropopause temperature seasonal changes is large between
NH and SH. The tropopause temperature seasonal changes are asymmetries. From
spring to summer, the tropopause temperature near the equatorial, in the north and
south subtropical regions and northern regions of the NH subtropical increases,
while the tropopause temperature in the southern regions of the SH subtropical
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decreases. In particular, the Antarctic tropopause temperature drop is particularly
evident. In the spring, the Antarctic Circle tropopause temperature is higher than
other regions in SH; while in the summer, over the Antarctic continent tropopause
temperature drops lower than in SH subtropics and southern regions of the

Fig. 19.4 (a) The global distribution of the tropopause height in spring, (b) summer, (c) autumn,
and (d) winter

Fig. 19.5 (a) The global distribution of the tropopause temperature in spring, (b) summer,
(c) autumn, and (d) winter
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subtropical. Tropopause structure over the Antarctic continent has its own unique
variations, Antarctica can be studied as a separate region in the study of global
climate change, which is consistent with Han et al. [24].

Figure 19.6 shows the seasonal global tropopause pressure changes. In
Fig. 19.4a–d respectively donate the latitude and longitude distributions of global
tropopause pressure changes in spring, summer, autumn and winter. Comparing
with the four sub-graph in Fig. 19.4, in the spring, tropopause pressure maximum
distributes in the Arctic while the minimum in the equatorial regions. The largest
difference of global tropopause pressure is in the spring, the larger is in the winter,
difference of summer and fall global tropopause pressure is relatively small.
Seasonal tropopause pressure changes of SH and NH is asymmetry. Seasonal
tropopause pressure changes in SH is more regular, while in NH is more complex,
with significant geographical variation, especially in winter and the Pacific west
coast of North America, which mainly due to the presence of high level jet stream
in the North American winter [23, 25].

19.4 Conclusions

The tropopause is a key region for the material and energy exchange between the
troposphere and stratosphere, the study of tropopause parameters and structure
changes is significantly important to the study of global climate changes. As one of
the most advanced space exploration technology in the 21st century, GNSS radio

Fig. 19.6 (a) The global distribution of the tropopause pressure in spring, (b) summer, and
(c) autumn, and (d) in winter
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occultation technique with its high vertical resolution, low-cost, global coverage,
quasi-real-time, all-weather advantages, provides a new detection technology for
study of the tropopause. But presently methods to determine the tropopause using
the GPS RO data are mainly based on the definition of LRT and CPT from
temperature profiles. While retrieval of temperature profiles from the RO bending
angle profiles applied to the state equation of ideal gas, a spherical symmetry and
hydrostatic equilibrium equation assumptions [16, 17]. In addition, a priori tem-
perature profile should be provided by the NWP or some other observations at the
process of the inversion of the variational assimilation. The accuracy of the
occultation temperature profilers will be affected by the error of the priori tem-
perature profile. However, the tropopause determined directly from the bending
angle profiles can avoid the influence of the assumption to retrieve the temperature
profiles.

In this paper we determine the tropopause height directly from the bending
angle profiles from the COSMIC occultation mission based on the method pro-
posed by Lewis [16]. We divide the globe into 36 9 72 grid cells with 5� 9 5�.
We also divide the globe into 18 latitude bands with 10� interval. We analyze the
tropopause parameters variations by latitude. We find that in the tropics the tro-
popause height is highest, the temperature and pressure is lowest. From the equator
to the poles the tropopause height decreases, but the temperature and pressure
decrease. The spatial distribution features of the global tropopause parameters are
analyzed by calculating the average of the tropopause height, temperature and
pressure in every 5� 9 5� grid cell. We find that the latitudinal distribution
characteristics of the tropopause parameters are distinct. The seasonal variation of
the tropopause parameters are also analyze by calculating the seasonal means of
the tropopause parameters. We find that the spatial distribution and seasonal
variation of the tropopause parameters are asymmetry. The tropopause parameters
variations in the NH is more complex than that in the SH, especially, in the Eastern
Asia and North America in winter in the NH.

With the development of Beidou systems and Galileo systems and the
improvement of GLONASS systems, receivers loaded on low-orbit satellites will
receive signal from the GPS, Beidou, Galileo and GLONASS. Then more
occultation data can be obtained, which will drive to generate more achievement
about the atmosphere included the tropopause.
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Chapter 20

The Simulation and Analysis of BeiDou
Satellite Usability Under the Condition
of Missile’s Pitch Attack

Jianxun Li, Chengfeng Wu, Feng Li, Shipin Hong, Zheng Liu,
Zhu Cheng and Ji Xin

Abstract Compass Navigation Satellite System is a precise satellite navigation

which is independently created by Chinese scientists. Base on its characteristics of

providing all-weather, continuous, real time and high accuracy three-dimensional

positioning, it has been widely concerned on military and the civilian. At present,

the first phase of Beidou second generation satellite system has been put into trial

operation and the second phase of Beidou second generation satellite system is

speeding up research and development. The number of received satellites under
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natural condition with different time and different places can be predicted through

Ephemeris. However, it generally requires that the satellite positioning receiver

can position stably while the missile’s attitude keeps changing in missile’s

application field. The satellite usability under the condition that missiles in dif-

ferent poses, especially under the condition of big pitch attitude is very important

to navigation and guidance scheme design. This paper formulates reasonable

simulation scheme with Beidou satellite constellation distribution, typical micro-

strip antenna directional diagram and typical ballistic. It focus on the simulation of

some key parameters, such as the number of Beidou satellites, geometric distri-

bution and positioning success rate of Beidou area navigation system and Beidou

global navigation system in different time and places when the single antenna or

dual antenna layout scheme has been adopted, which under the condition of great

pitching against missiles or in different course. Meanwhile, it gives the analysis of

satellite availability and guidance. The simulation scheme and the result of sim-

ulation and analysis in this paper has important engineering significance to make

full use of the Beidou satellite in the process of missile trajectory planning and

navigate tactic designing.

Keywords Large pitching angle � Satellite constellation � Simulation � Beidou

20.1 Introduction

The availability of navigation system refers to the percentage of the time used in

system service [1]. The content of availability includes precision availability and

good availability. The difference of client position and measuring time leads to the

difference of the navigation satellite number and satellite geometric structure, and

observed error. Thus, the availability of system is different with different space-

time point. Usually the decision condition for availability analysis depends on the

geometry dilution of precision GDOP, which reflects proportional coefficient

between the pseudo-range measurement and user’s location error caused by

satellite geometry relationship [2]. The availability of the satellite information in

the end of the missile flight is related to such parameters as the anti-interference

ability of satellite positioning system, satellite navigation precision, satellite

coverage region, projectile attitude and on-board antenna design scheme. In this

paper, we carry out simulation and analysis on availability of Beidou satellite

navigation system and Beidou global navigation system used in the terminal

guidance by simulating typical ballistic and considering parameters that influence

the end of navigation.
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20.2 Satellite Availability Simulation System Design
for the Missile’s Ending Guidance

20.2.1 Simulation System Design

The simulation system is mainly composed of Beidou satellite constellation model,

ground network model, simulated typical trajectory data and satellite availability

simulation algorithm. At last, the system will display the image by using Matlab.

The main algorithm includes satellite position calculation, attitude calculation and

dilution of precision calculation. The diagram of the simulation system’s main

framework is shown in Fig. 20.1.

Get ephemeris

Set up constellation model
simulated typical trajectory 

data

Calculate 
satellite position

Calculate missile ’s 
attitude

Get course angle and 
pitch angle

Converse Coordinate 
System

Calculate the angle 
between the antenna 

and satellite

Angle >5°

The number of 
visible satellites +1

Calculate GDOP

.dat Save data

Matlab Display 
Image

Satellite Availability Simulation

Ground network model

Fig. 20.1 Main framework of simulation system
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20.2.2 Modelling of Global Surface Network

In order to assess the availability of Beidou satellite navigation system, we need to

model the ground network with the global surface and divide the ground network

in global scope according to certain latitude and longitude and take a certain

observation period of time in a certain sampling interval. Then, we analyze the

data. Consequently, we can obtain the availability of the system by concluding all

the availability results from all the ground grid points in all the sampling time.

Normally, there are two grid division methods, one of which is equal longitude and

latitude division and the other of which is equal area division [3].

In this article, equal latitude and longitude division method is adopted to model

the ground network and the global surface is divided into 60 and 120 equal pieces,

which means the global surface is divided into 3˚ × 3˚ global grid map. Each grid

point on the net is corresponding to the position of the ground. We take central

positions in each grid region as representative points, of which the availability is

the system’s availability for the whole grid regions.

20.2.3 Attitude Calculation: Coordinate Transformation

Owing to different trajectory design and the missile’s attitude keeps changing with

different attacking times and different antenna’s pitch angle, the angle of the

antenna receiving stars keeps changing. Also, it influences the antenna’s range of

receiving stars. When simulating the availability of satellite, we mainly consider

such parameters as azimuth, course angle and pitch angle. The core algorithm is to

calculate the attitude of the missile, the importance of which is coordinate trans-

formation. First, the surface coordinate (The inertial coordinate system refers to

the ground coordinate system in the pitch attack phase.) is used to determine the

centroid position of the missile and space attitude benchmark. The origin is usually

projection point of the centroid position of the missile. Then the dynamic coor-

dinates are set up by fixing the missile coordinates and velocity, the origin of

which is the centroid of the missile [4]. Consequently, the attitude angle can be

determined by missile coordinates and ground coordinate system. Then we can

calculate the angle between the aerial and satellite and obtain the number of visible

stars by masking the attitude angle and aerial angle by transforming them into

WGS-84 ground coordinate system. The missile coordinate system and WGS-84

ground coordinate system both belong to the space rectangular coordinates. For

any two space rectangular coordinates, they can be overlapped one translation and

three rotations. During each rotation of the coordinates, it is related to one angle,

such as head angle, pitch angle and rotation angle. It is assumed that the angle

rotated by OX is c, rotated by OY is u and rotated by OZ is h. Then the rotation

matrix can be represented by
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LxðcÞ ¼
1 0 0
0 cos c sin c
0 � sin c cos c

0
@

1
A ð20:1Þ

LyðuÞ ¼
cosu 0 � sinu
0 1 0

sinu 0 cosu

0
@

1
A ð20:2Þ

LzðhÞ ¼
cos h sin h 0
� sin h cos h 0

0 0 1

0
@

1
A ð20:3Þ

After coordinate transformation, the system will calculate the missile’s position

and the satellite’s position that calculated by the simulated Beidou constellation. If

the angle is larger than 5˚, it is within the visible stars and vice versa.

20.2.4 Calculation of Dilution of Precision for GDOP

Geometric dilution of precision GDOP is an important factor to the accuracy of

position and it represents the distance vector amplification factor between the

receiver and satellite which caused by GPS ranging errors. GDOP is determined by

the geometrical relationship which is calculated by the position of the receiver and

the satellite. It only depends on the geometrical position of the satellite, resulting

in direct addition operation without considering the pseudo-range. The geometrical

distribution of the satellite is an important factor that influences the positional

accuracy. This factor can be analyzed quantitatively in terms of dilution of pre-

cision (DOP) [5]. The least square solution for four satellites and more than four

satellites is shown as

Dx̂ ¼ A�1Dq

Dx̂ ¼ ðATAÞ�1ATDq
ð20:4Þ

In this formula, Dx̂ is unknown vector. Dq is the observed noise vector, and A is

the observed matrix, which is composed of the direction cosine of the observed

vector from the satellite to the receiver. After transforming into the local geo-

metrical coordinates represented by satellite azimuth and satellite altitude, the

observed matrix can be expressed by

A ¼
cos E1ð Þ sin AZ1ð Þ cos E1ð Þ cos AZ1ð Þ sin E1ð Þ 1
cos E2ð Þ sin AZ2ð Þ cos E2ð Þ cosðAZ2Þ sin E2ð Þ 1

..

. ..
. ..

. ..
.

cos Enð Þ sin AZnð Þ cos Enð Þ cos AZnð Þ sin Enð Þ 1

2
6664

3
7775 ð20:5Þ
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By Eq. (20.4), we can get the variance of the position error as

E½Dx̂Dx̂T� ¼ A�1 � E½DqDqT� � A�T k ¼ 4

E½Dx̂Dx̂T� ¼ ðATAÞ�1AT � E½DqDqT� � AðATAÞ�1 k[ 4
ð20:6Þ

Assuming that all the value of Dq is zero mean observation noise and has the same

variance r2ðm2Þ, we can get such relationships as

E½Dqi DqT
j � ¼ r2; i ¼ j

E½Dqi DqT
j � ¼ 0; i 6¼ j

ð20:7Þ

Using Eqs. (20.6) and (20.7), the variance can be simplified as

E½Dx̂Dx̂T � ¼ r2 � ðATAÞ�1 ð20:8Þ
As can be seen, GPS positional accuracy is related to such two main parameters as

observed accuracy r affected by error source and geometrical distribution from the

satellite and receiver. Those two factors that affect the GPS precision is relative but

not absolute. For example, when the value of DOP is low, it is possible that the

observed accuracy r is high, leading to bad positional accuracy. Simultaneously, it is

possible that the value of DOP is high but the error accuracy is good, resulting in high

value of positional accuracy. The weighting coefficient matrixQ can be expressed by

Q ¼ ATA
� ��1¼

Q11 Q12 Q13 Q14

Q21 Q22 Q23 Q24

Q31 Q32 Q33 Q34

Q41 Q42 Q43 Q44

2
664

3
775 ð20:9Þ

Thus, we can get the formula to calculate the value of DOP

Horizontal Dilution of Precision, HDOP:

HDOP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Q11 þ Q22

p
ð20:10Þ

Vertical Dilution of Precision, VDOP:

VDOP ¼
ffiffiffiffiffiffiffiffi
Q33

p
ð20:11Þ

Time Dilution of Precision, TDOP:

TDOP ¼
ffiffiffiffiffiffiffiffi
Q44

p
ð20:12Þ

Geometrical Dilution of Precision, GDOP:

GDOP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VDOP2 þ HDOP2 þ TDOP2

p

) GDOP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Q11 þ Q22 þ Q33 þ Q44

p ð20:13Þ
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20.3 Simulation Analysis of Satellite Availability in Large
Pitch Condition

In the experiments, we consider the distribution of Beidou satellite, microstrip

antenna pattern and the ballistic simulation. We mainly focus on the simulation of

Beidou satellite number, geometrical distribution, and positioning success rate of

Beidou local navigation system and global navigation system in different time and

different locations when the missile has different head angles and in large pitch

attack condition.

20.3.1 Simulation Condition

The experiments are carried out in Beidou local and global system. In order to

obtain a stable distribution of the stars, we set a simulation cycle to five days

(120 h). In each hour, we simulate the position information of the missile. The

azimuth angle of the carrier is in east, south, west and north direction. The con-

ditions above will be simulated with the whole big pitch attacking period that

contains 48 pitch angles (per second). The antenna scheme of the carrier respec-

tively adopts single antenna scheme (Vertical axis and heading to the sky), Up–

Down-Double-Antenna (install on the upper and down surface of the carrier which

is vertical to the axis of the carrier) and Tail-Double-Antenna (One antenna is

vertical to the axis of the carrier and points to the sky, but the other is in the tail).

Considering the angle problem when the antenna receives the information, the

antenna pattern is shown in Fig. 20.2.

The number of the visible satellites, Geometrical Dilution of Precision (GDOP)

and the positioning success rate of the current region of the carrier are presented by

3˚ × 3˚ global grid maps according to the simulation results with the number of

the visible satellites no less than 4 and the GDOP no more than 20. The data

simulation in this paper uses simulated ballistic data in the stage of big pitch

attack. The simulation of satellite availability is based on the track and flight time

in the ballistic data, aiming at the attitude at different time. In the result, three

pictures are defined as a triad, among which “*.gdop” is Geometrical Dilution of

Precision, “*.n.sat” is the number of the visible satellites and “*.success rate map”

is positioning success rate in 120 h, respectively.

20.3.2 Single Antenna Scheme for Satellite Availability
Simulation

The position distribution and the number of satellites are different in different

satellite navigation constellation, resulting in the difference of the number of
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visible satellites under the same condition, which affects the positioning in prac-

tice. The simulation trail is under the condition of single antenna design scheme

(Vertical axis and heading to the sky). The availability simulation which based on

simulated ballistic and the four course of east, south, west and north in the whole

diving attack stage is carried out in the Beidou local and Beidou global positioning

system. In the Beidou local positioning system, the simulated ballistic direction is

north. When the pitch angle of missile is 23˚, the simulation results of the avail-

ability are presented in the following triad. The global geometrical dilution of

precision and the global number of visible satellite distribution with special atti-

tude of the missile is shown in the Fig. 20.3.

The global positioning success rate distribution result is shown in Fig. 20.4.

Fig. 20.2 Geometrical dilution of precision

Fig. 20.3 Simulation result: geometrical dilution of precision (left) and number of visible

satellite (right)
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The simulation results above shows that the body of missile itself shades the

reception of satellites signals in the ending stage of the diving. According to the

microstrip antenna pattern, the received signal strength is different under different

attitudes of the missile. The normal receiving stars rate under Beidou local nav-

igation system of the Asian-Pacific region in the Western Hemisphere approaches

100 % when the elevation angle of the missile is 23˚. The normal receiving stars

rate of the Western Hemisphere apart from equatorial region is about 80–95 %.

However, at latitude 60˚ N, due to the distribution of satellites in Beidou local

system and number of satellites, the elevation angle between antenna and satellite

is less than 5˚, which makes the positioning success rates reduce.

In Beidou global positioning system, the dilution of satellites is in a wide range

and in a huge number. Thus, the positioning success rate of the western hemi-

sphere can be 100 % in the same condition of missile’s attitude.

20.3.3 Dual-Antenna Scheme for Satellite Availability
Simulation

The availability of a satellite in the navigational satellite system mainly depends on

the elevation angle between antenna and the satellite. Thus, the design of antenna has

great influences to the simulation results of satellite availability. The simulation trial

of dual-antenna scheme aims at two programs: Up–Down-Double-Antenna design

scheme and Tail-Double-Antenna design scheme. The availability simulation with

four course of east, south, west and north in the diving attack stage is carried out in

the Beidou local positioning system. The results of positioning success rate of Up–

Down-Double-Antenna design scheme and Tail-Double-Antenna design scheme in

the condition of the same attitude of missile are shown in the Fig. 20.5.

When Up–Lower-Double-Antenna design scheme is adopted and the course is

north, the results that global positioning success rate of missile’s each pitch angle

throughout the whole end attack stage is shown in the Table 20.1.

According to the simulation results the following conclusions could be drawn:

from the global positioning success rate distribution results, when Up–Down-

Double-Antenna design scheme is adopted and the pitch angle in the range of −31

Fig. 20.4 Positioning

success rate
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to −42˚, because of satellite distribution and missile’s body occlusion, the

antenna’s receiving stars range has been sharply reduced and it leads positioning

success rate decreased. However, if Tail-Double-Antenna design scheme is

adopted, this question could be effectively avoided and the positioning success rate

of the whole end attack stage can reach 100 %. At present, when the Tail-Double-

Antenna design scheme is selected the positioning success rate throughout the

whole end attack stage is higher than Up–Down-Double-Antenna design scheme in

the Beidou local navigation system. Meanwhile, the effect of receiving stars when

the double antenna scheme is selected is better than the condition that single-

antenna scheme is selected and the success rate is higher than 30 %. It can ensure

that the normal receiving star rate when the pitch angle reach to 80˚ could be the

same as horizontal state when the double-antenna is adopted.

20.4 Conclusion

This paper put forward the satellite availability simulation scheme under the

condition of missile’s big pitch attacking with the characters of missile’s micro-

strip antenna and satellite constellation distribution of Beidou local navigation

system and Beidou global navigation system. It focus on the simulation of some

key parameters, such as the number of Beidou satellites, geometric distribution and

Fig. 20.5 Positioning success rate of Up–Down-Antenna design scheme (left) and Tail-Double-

Antenna design scheme (right)

Table 20.1 Positioning success rate of every time

Time/s (˚) Simulate position Course Positioning success

rate %
Latitude Longitude

70–85 48 95 北 100

66–69 95.83

43–63 100

42 55.83

33–41 18.33

31 83.33

30 100
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positioning success rate when the satellite receiver in different time and in different

places, which under the condition of great pitching against missiles or in different

course. In view of single antenna and dual antenna layout scheme that commonly

used in actual project, it analyses and compares the availability of Beidou local

navigation system and Beidou global navigation system. Also, it gives the key

conclusion. In the end of the missile flight, because the elevation of on-board

antenna changes greatly, the coverage characteristics of the receiver antenna to the

space keeps changing. In order to ensure that satellite signals can be received

normally with different postures of the missile, the dual-antenna layout program

has more advantages than the single antenna scheme. The simulation scheme and

the conclusion of simulation in this paper has important engineering significance to

make full use of the Beidou satellite in the process of missile trajectory planning

and navigate tactic designing.
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Chapter 21
Research on the Maintenance
of Ascending Node Longitude of IGSO
Satellite

Cheng-long Peng, Yuan-lan Weng and Zhi Zhang

Abstract IGSO satellite plays important part to COMPASS Navigation Satellite
System and its position significantly impacts performance of the whole navigation
system service. With various of perturbations and initial orbit error, ascending node
longitude of IGSO satellite drift continued, which varies service area of navigation
system. It’s necessary to amendment longitude of the satellite ascending node to keep
navigation precision periodically. Control strategies were analyzed alone, and offset
of semi-major axis is determined base d on the change law of ascending node
longitude. Optimum control velocity increment to amendment orbit by the means of
Lagrange multiplier and a control method to maintain satellite orbit are presented.
Simulation results have verified the effectiveness and convenience. This paper also
provides reference of Maintenance of navigation constellation.

Keywords IGSO � Ascending node longitude � Position maintenance �
Optimization control

21.1 Introduction

In order to improve the performance of satellite navigation system, a feasible way
is that inclined geosynchronous orbit (IGSO) satellite joins in the satellite network,
which ground track is theoretically the word of ‘8’ across the northern and
southern hemispheres with intersection crossing on the equator, and orbital
inclination determines the maximum latitude of the sub-satellite point. Actually,
the ground track is not a closed ‘8’ owing to the effect of disturbing force. When
the orbit drifts eastward, the intersection locates in the southern hemisphere and on
the contrary in the northern hemisphere, which is not conducive to maintaining the
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intersection of location and has a great impact on the navigation performance of
the system. Therefore, it must be implemented to control the ascending node (AN)
to prevent substantial drift. This paper studies the Maintenance method of AN
Longitude of IGSO Satellite to ensure it to be near some longitude.

In some satellite navigation systems, such as active GPS, GALILEO and
GLONASS; medium earth orbit (MEO) satellites are used, while COMPASS
Navigation Satellite System (CNSS) adds the IGSO satellites to improve the
navigation performance, so study on IGSO satellite orbital characteristics has
important theoretical and engineering value which can lay a solid foundation for
the construction and improvement of (CNSS). On IGSO satellite characteristics
and optimal control problem, some scholars have done the appropriate research
and demonstration. Reference [1] discusses the evolution law of AN longitude drift
on the equator owing to the combined effect of various orbit perturbing forces and
the initial orbit deviation on IGSO satellite, and proposes some maintenance
policy. Reference [2] also analyzes the satellite constellation and coverage char-
acteristics of IGSO satellite in orbit. Reference [3] studies the optimal maneuver to
seek the global optimal solution of the problem based on functional analysis;
Reference [4–7] focuses on the optimal control problem based on double-pulse
tracks with minimum fuel. Reference [8] describes control policy model of the
optimal path planning on perturbed satellite orbit.

Based on the aforementioned studies, the control method of AN longitude of
IGSO satellite is proposed. Through a comprehensive analysis of effect character-
istics of perturbation on IGSO, drift rate of AN longitude is deduced, accordingly,
orbital elements correction offset is determined quantitatively, and the optimal
control pulse of orbit correction obtained by Lagrange multiplier method. Finally
simulation verifies the validity of the method and feasibility of implementation.

21.1.1 Intersection of Longitude Drift Law

Due to small change in the orbital eccentricity and inclination, IGSO can be
approximated as a circular orbit with constant inclination. But the drift of the AN
longitude mainly impacts service performance of CNSS, and the drift affected by
initial semi-major axis deviation (SMAD) da contains mainly linear items, while
the drift affected by perturbing force is the nonlinear part. After correction of
initial SMAD, correction of semi-major axis and eccentricity variation caused by
perturbation is mainly control correction for long-term control in orbit.

The average angular velocity of the satellite motion is

n ¼
ffiffiffiffiffi
l
a3

r
ð21:1Þ

where l is earth gravitational constant, a is designed for a nominal orbit semi-
major axis, n is the average angular velocity of the satellite motion.
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Of the partial derivative of formula (21.1), the average deviation of the satellite
orbit angular velocity owing to SMAD can be

dn ¼ � 3
2

n

a
da ð21:2Þ

da is deviation of in-orbit semi-major axis difference from designed nominal
orbital semi-major axis.

With effect of deviations in the initial orbit and orbital perturbation effects, a
period of IGSO satellite passing AN is actually not equal to the Earth’s rotation
period, a small deviation dt exists, which causes differences dn between actual
average angular velocity of the satellite n and the Earth ‘s rotation angular velocity xe

dn ¼ n� xe ð21:3Þ

The time difference that the satellite and the Earth’s rotation run for a period
may be expressed as

dt ¼ 1� xe

n

� � 2p
xe

ð21:4Þ

From (21.2) (21.3) (21.4), the drift of AN longitude affected by initial SMAD after
IGSO satellites runs for a period is derived

_kerror ¼ dt � xe ¼ 1� xe

n

� �
� 2p ð21:5Þ

Formula (21.5) shows that the change of AN longitude of IGSO satellite contains a
linear drift part with time, which is mainly caused by the initial orbit deviation and
the variation of orbital semi-major axis caused by orbit perturbation. The differ-
ence between the actual average angular velocity n of the satellite and the Earth’s
rotation rate xe determines linear drift slope of AN longitude, that is drift speed.

To resolve the variation k of AN longitude, it is necessary to consider the

longitude variable rate of AN €k in different locations and angular velocity devi-
ation dn related to initial orbit bias and orbital perturbation. IGSO satellite with
orbital altitude of 42,164 km is a high-orbit satellite, which orbital perturbation of
oblateness of the earth, lunisolar gravitational perturbation should be considered.

When IGSO satellite suffered perturbing force is denoted f, which is denoted by
the radial component fr, transverse component ft, the rate of orbital semi-major
axis is

da

dt
¼ 2

n
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� e2
p e sin M � fr þ 1þ e cos Mð Þft½ � ð21:6Þ

where M is mean anomaly, the satellite orbit can be approximated as a circular
one, namely e & 0;
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Then (21.6) is simplified to

da

dt
¼ 2

n
ft ð21:7Þ

To find the (21.5) derivative was

€k1 ¼
2pxe

n2
1

dn1

dt
ð21:8Þ

To integrate (21.2) (21.7) and (21.8), we obtain

€k1 ¼ �6pa2 x2

l
� ft ð21:9Þ

IGSO AN will occur orbital resonance phenomenon affected by the Earth’s
Tesseral harmonic terms perturbation, mainly caused by entries resonance J2:2 that
leads to long-period variation of orbit semi-major axis, namely long-period vari-
ation of average angular velocity.

Under the action of item J2:2, the long-period variation of orbit semi-major axis
semi-major due to the orbital resonance can be written as

da

dt
¼ 3ReJ2:2

a
n 1þ cos ið Þ2sin 2 kf � k2:2

� �
ð21:10Þ

where i the satellite orbit inclination; Re equatorial radius of the earth; kf longitude
of the ascending node; k2:2 longitude of the symmetry axis to the equatorial ellipse
under J2:2. The corresponding average rate of the angular velocity can be obtained
by the formula (21.8)

dn2

dt
¼ � 9ReJ2:2

2a2
n2

2 1þ cos ið Þ2sin 2 kf � k2:2
� �

ð21:11Þ
Of partial derivative of (21.5), drift velocity rate of AN longitude €k2 caused by the
entry J2:2 can be expressed as

€k2 ¼
2pxe

n2
2

dn2

dt
ð21:12Þ

By (21.9) (21.10), we obtain

€k2 ¼ �9pJ2:2
Re

a2
1þ cos ið Þ2sin 2 kf � k2:2

� �
ð21:13Þ

where €k1; €k2 namely long-term variation rate of RAAN caused by the Earth’s
Tesseral harmonic terms perturbation and the Earth’s oblateness perturbation.
Long-term variation rate of RAAN caused by Earth’s oblateness perturbation and
unisolar gravitational perturbation was main item. From the above equation,
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variation of the position of the ascending node of IGSO satellite contains part of
linear change with time and nonlinear drift part with the time square, the satellite
longitude of AN can expressed as

k ¼ ko þ _kerrort þ
1
2
ð€k1 þ €k2Þt2 ð21:14Þ

where ko initial AN longitude, so the value of the AN longitude drift Dk is

Dk ¼ _kerrort þ
1
2

€k1 þ €k2

� �
t2 ð21:15Þ

From (21.15), a quadratic function can be expressed as

f kð Þ ¼ At þ Bt2 ð21:16Þ

The linear drift part caused by the initial orbit deviation can be eliminated by
orbit semi-major axis bias. For nonlinear drift partially caused by the orbital
perturbations, an ascending node longitude drift ring can be designed, so that
IGSO satellite is controlled when the ascending node drifts to ring edges.

Using a linear drift part and longitude perturbation caused by the drift of the
second-order change part, a control is Exerted so that the AN drifts in the opposite
direction when the AN drifts to the edge of the ring, to keep AN to be the specified
range.

For a quadratic function f kð Þ, when B \ 0, parabola f kð Þ opens down, AN drifts
westward, control clicks on the west side of the ring, after the control is applied,
AN drifts eastward, the AN drifts eastward gradually slowly and vanishes, and turn
back to the west side of the ring, then next control begins. When B [ 0 , the
opposite is the case.

The linear drift with the time of satellite’s AN can be eliminated using semi-
major axis offset Da

Da ¼ 2a

3xe

_kerror ð21:17Þ

from (21.5), then Da is expressed as

Da ¼ 4pa

3xe
1� xe

n

� �
ð21:18Þ

21.1.2 Intersection of Longitude Control

Variation of IGSO satellite AN contains linear drift with time and nonlinear
changes with time squared. The former can be eliminated by using semi-major axis
offset. For the latter, Eq. (21.12) shows that the latter leads to the change of AN,
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which is related to position of AN. For the nonlinear impact part of J22, a corre-
sponding amount of bias da is derived from the previous section.

With Gaussian orbital perturbation equations, the orbit control is divided into
two independent parts, one is control of the orbital elements in plane, that is
tangential control Ft and radial control Fr; Another is control of the plane, that
is normal control Fn of the orbit plane, for the law of control. Because IGSO
satellite eccentricity is small as a circular orbit approximately, namely e & 0, so
the tangential control maintains the orbital elements in plane, and the normal
control corrects the orbital inclination.

If radial control Fr ¼ 0, orbit control equation is simplified

da

dt
¼ 2

n
Ft

di

dt
¼ 1

na
Fn cos u

dk
dt
¼ 1

na sin i
Fn sin u

dex

dt
¼ 2

na
Ft cos u

dey

dt
¼ 2

na
Ft sin u

du

dt
¼ n� cos i

dX
dt
:

8
>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>:

ð21:19Þ

From Eq. (21.19), orbit control equation is divided into two groups: one is control
equation in plane only with tangential control Ft related to a; ex; ey, and another is
control equation outside of plane only with the normal control Fn related i; X,
which is decouple. So orbit control can be decomposed into two decoupled
maneuver: the orbital plane elliptical orbit control and directional control of the
plane.

Plane equations can be written as

da

dt
¼ 2

n
Ft

dex

dt
¼ 2

na
Ft cos u

dey

dt
¼ 2

na
Ft sin u:

8
>>>>>><

>>>>>>:

ð21:20Þ

Since the orbit control amount is small, the required thrust is small, and control
duration is short, it can be regarded as impulse control, and integral pulse with
time can regarded as velocity increment, the orbit control equations in plane can be
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written increments equation. The following formula represents for a single control
pulse

Da

a
¼ 2

na
Dvt

Dex ¼
2

na
Dvt cos u

Dey ¼
2

na
Dvt sin u:

8
>>>>><

>>>>>:

ð21:21Þ

From (21.20), it can be seen that: there are three independent variables
Da;Dex;Dey in the plane, but the single pulse velocity in plane have two com-
ponents, three independent variables can not be corrected on one time. While the
two speeds pulses have four components, full correction can be achieved. The
question is that: how to determine the size and location of twice the speeds pulse
so that the two pulses complete the full correction factor within the orbital plane
and the fuel consumption is minimized, which is an optimal orbit control design
problems.

From the Eq. (21.21), the twice speed pulse, the orbit control increment
equations are expressed as

Da

a
¼ 2

na
Dvt1 þ Dvt2ð Þ

Dex ¼
2

na
Dvt1 cos u1 þ Dvt2 cos u2ð Þ

Dey ¼
2

na
Dvt1 sin u1 þ Dvt2 sin u2ð Þ:

8
>>>>><

>>>>>:

ð21:22Þ

Optimal control problem described as: seeking Dvt1 ;Dvt2 ; u1; u2 to meet con-
straints that makes the index function minimum.

J ¼ min
D�vt1 ;D�vt2 ;u1;u2

Dvt1j j þ Dvt2j jð Þ ð21:23Þ

This is required under the constraints of a typical function extreme problems that
can be solved by Lagrange multiplier method strictly. For IGSO orbit, the
eccentricity is small and it is considered De\ Da

a that situation is called degrada-
tion. Two desired velocity pulse is applied, the first location u1 may be any one,
and when this position is selected, the corresponding speed increment Dvt1 , and a
second increment Dvt2 and its location u2 will be subsequently completely
determined
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Dvt1 ¼
na

4

Da
a

� �2� De2
x þ De2

y

� �

Da
a � Dex cos u1 þ Dey sin u1

� �

Dvt2 ¼
naDa

2a
� Dvt1

cos u2 ¼
na

2Dvt2
Dex �

2Dvt1

na
cos u1

� �

sin u2 ¼
na

2Dvt2
Dey �

2Dvt1

na
sin u1

� �
:

8
>>>>>>>>>>>>><

>>>>>>>>>>>>>:

ð21:24Þ

From the above equation, It can be seen that the twice speed increments is in the
same direction, that is, when Da [ 0, the twice speed increments are acceleration,
when Da\0, they are deceleration. Corresponding Semi-major axis offset is
positive or negative.

The drift direction of AN needs to be determined before revision control. When
AN drift westward to border of control ring, the actual Semi-major axis is greater
than the nominal one, then the control is exerted modified speed increment of
Dv \ 0; amended AN will drift eastward, and vice versa.

21.2 Numerical Simulation

In the following simulation, the orbital drift of IGSO satellite is analyzed with
orbital control and with absence of orbital control, respectively.

Initial IGSO satellite orbit parameters:
Semi-major axis ao = 42,164,169.637135 m
Eccentricity e = 0.00
Orbital inclination i = 55.0�
RAAN k = 118.00�
Argument of perigee x = 0.00�
Mean anomaly M = 0.00�

the average orbital parameters in the simulation are used in the calculation of orbit,
which can reflect approximated orbit characteristics of the long-term movement of
the satellites.

With the absence of orbital control, longitude drift of AN simulation of IGSO
satellite is shown in Fig. 21.1.

As shown from Fig. 21.1, the ground track of AN longitude drifts to 62.38E
from the designed nominal position 1188E over one year duration without orbit
maintenance, the satellite into the ascending node longitude, and the coverage area
of the satellite has deviated from the mission area, which does not meet the
requirements of a satellite mission obviously.

234 C. Peng et al.



For the control status of IGSO satellite, AN drifts freely to the edge of control
ring (1188E ± 1.08) after a period of time, namely to the threshold of control, then
the one pulse control is exerted when u1 = 0, the another pulse control is also
exerted in the time of u2, which keeps AN to return to the control ring. Afterward,
AN of satellite continues to drift, the second control is implemented, the time
interval of twice controls is the period of satellite control.

Through three times of orbital control based on the above methods, the control
results, such as sub-satellite track, drift of AN longitude, are shown from
Figs. 21.2, 21.3, 21.4.
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As shown from Fig. 21.4, when the satellite orbit is controlled, AN longitude of
the satellite relative to the nominal position is kept within a certain range (±1�),
which meets the mission requirements. The duration of three times of orbital
controls is 331 days, of which the first period of satellite control holds 122 days,
the second 99 days, and the third 110 days, and their differences is mainly affected
by small changes in orbital eccentricity, which magnitude is shown in Fig. 21.5, so
the orbit may be regarded as nearly circular one, the simulation result is verified to
be valid.
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21.3 Conclusion

Based on analyzing the impact of various perturbation of the IGSO satellite on the
drift of AN longitude, the method of double-pulse control is used, the optimal
pulse speed and the direction of thrust is derived. The three times of IGSO satellite
orbit control is simulated, which results meet mission requirements. That shows
that the control method is simple and feasible to implement. That AN of satellite is
maintained in control ring verifies the effectiveness of the control method, and
result is significant to the control of IGSO satellite.
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Chapter 22
A Research of Multi-antenna Spoofing
Detection Technology

Guangwei Fan, Baoguo Yu, Zhixin Deng and Zhenhua Wang

Abstract This paper presented a method that supports multi-element signal
direction finding through power augmentation after the spoofing jamming signals
are despread with the local codes, which is compared with the satellite position
acquired by ephemeris calculating. The conventional spoofing–jamming detection
methods are only effective to specific spoofing jamming. This algorithm utilizes
the priori knowledge that the satellite navigation receiving system already has
detected a number of spoofing jamming with the high-resolution direction-finding
method. The simulation results show that this algorithm has good detection per-
formance on both active spoofing and passive spoofing.

Keywords GNSS � Direction of arrival � Spoofing jamming � Despread

22.1 Introduction1

In recent years, with the evolution of electronic technology and the improvement
of navigation frequency protection policy, spoofing jamming is becoming the
major threat to Beidou Navigation System (Compass) in the civil navigation field
[1]. The spoofing jamming results in severely affection on the regional navigation,
positioning and time service quality of Compass; therefore, it is necessary to detect
and eliminate spoofing jamming. Spoofing jamming refers to the jamming action
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that transmits spurious signal of the same parameters with the satellite navigation
signal (but different information code) to the satellite navigation receiver and
makes the receiver generate wrong positioning information. Spoofing jamming can
be divided into two types: active spoofing jamming [2, 3] and passive spoofing
jamming [3].

The spoofing on navigation system are drawing more and more attention. It is
always an important topic in the ICG of Global Satellite Navigation Systems’
annual conferences to discuss the technologies of spoofing detection and elimina-
tion. Some detection methods for spoofing jamming have been proposed, e.g.,
Huang et al. [4]. Systematic introduced the spoofing detection methods, Zhou et al.
[5]. Summarized and prospected the counter-spoofing technology of satellite nav-
igation system; Nielsen [6] proposed a detection method for spoofing using a
handheld single-antenna receiver; Montgomery [7], a scholar in Texas University
proposed a technique to detect spoofing by sensing the phase difference variation
received with two antennas. As per our summary of these approaches, the known
detection and identification techniques of spoofing jamming are mainly based on
such parameters as power change rate of satellite, absolute value of Carrier to noise
ratio (CNR), relative power of signal at different frequency points, pseudo-range
change rate, rate of Doppler frequency shift change, cross-correlation between L1
and L2, L1–L2 pseudo-range differential or jump of observed quantity.

Base on analysis and summary of the existing algorithms, this paper proposed a
spoofing detection and identification algorithm utilizing the correlation gain of
acquired and tracked navigation signal based on direction finding of multi-element
antenna. In addition to the design principle and the implementation process, the
algorithm was also validated through simulations.

22.2 Spoofing Model

This research took the civil signal of branch I at B1 frequency point as reference,
of which the transmitted signal is expressed as follows:

S j ¼ ACC j tð ÞD j
C tð Þ cos 2pft þ u j

C

ffi �

þ APP j tð ÞD j
P tð Þ sin 2pft þ u j

P

ffi � ð22:1Þ

where

J represents satellite ID number,
AC represents the ranging code amplitude modulated in carrier branch Q at fre-
quency point B1,
C represents the ranging code in branch I,
P represents the ranging code in branch Q,
DC represents the data code modulated with the ranging code in branch I,
DP represents the data code modulated with the ranging code in branch Q,
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f represents the carrier frequency at frequency point B1,
uC represents the initial phase of carrier branch I at frequency point B1, and
uP represents the initial phase of carrier branch Q at frequency point B1.

The civil signal received at the receiving end is expressed as follows:

xðtÞ ¼
XM

j¼1

A j
C
C j t � sj

ffi �
D j

C t � sj

ffi �
cos 2pfj t � sj

ffi �
þ u j

C

ffi �
þ N tð Þ ð22:2Þ

where

sj represents the delay of signal on arrival of receiver from the jth satellite,
M represents the number of visible satellites,
fj represents the frequency of signal containing Doppler frequency shift on arrival
of receiver from the jth satellite, and
N(t) represents the system noise of receiver.

Active spoofing jamming is achieved by generating highly realistic spoofing
signals with interference generator. Active spoofing jamming must know the code
type of satellite navigation signal and the navigation message to be simulated at
the moment. It is applicable to civil signal of public code type, but difficult for
military signal that is encrypted.

The active spoofing jamming model for civil code at B1 frequency point can be
considered as the civil signal at B1 frequency point plus certain Doppler frequency
shift. When the receiving end is exposed in passive spoofing jamming, the signal
received at the receiving end can be expressed as follows:

xðtÞ ¼
XM

j¼1

A j
cC j t � sj

ffi �
D j

C t � sj

ffi �
cos 2pfj t � sj

ffi �
þ u j

C

ffi �

þ
XL

l¼1

Al
CCl t � slð ÞDl

C t � slð Þ cos 2pfv t � slð Þ þ ul
C

ffi �

þ N tð Þ

ð22:3Þ

where

L represents the number of active spoofing jamming sources,
AC

l represents the amplitude of the lth spoofing jamming, which is typically 5 to
10 dB higher than the true signal,
DC

l (t) represents the data code modulated for spoofing jamming, and
fv represents the carrier frequency with certain Doppler frequency shift relative to
B1 frequency point.

As for passive spoofing jamming, it is required to receive satellite navigation
signals from the sky utilizing the natural prolongation of navigation signal and
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directly broadcast them after delay and amplification processing. It is relatively
simple to implement delay jamming, for it does not require knowing the coding
form of satellite navigation signal and the navigation message at the moment.
However, the jamming signals have to reach the receiver in not more than 90 ms
after the delay, for the time that satellite navigation signal takes to arrive at the earth
is typically within the range of 70–90 ms. In the event of passive spoofing jamming,
the model of the signal received by the receiving end can be expressed as follows:

xðtÞ ¼
XM

j¼1

A j
cC j t � sj

ffi �
D j

C t � sj

ffi �
cos 2pfj t � sj

ffi �
þ u j

C

ffi �

þ
XM0

j¼1

Aj0
c C j t � sj � sj0
ffi �

Dj0

C t � sj � sj0
ffi �

cos 2pfv t � sj � sj0
ffi �

þ u j
C

ffi �

þ NðtÞ
ð22:4Þ

where Aj0
c represents the amplitude and sj0 represents the delay of passive spoofing

jamming.
Taking the civil code of Compass B1 signal for example, after the received

signal of one pseudo-code period is correlated with the SS code ci(t -si) of the
desired satellite signal, the resultant signal can be expressed as follows:

y sð Þ ¼ 1
2,046Tc

Z2;045

t¼0

x tð Þci t � sið Þ cosð2pfi t � sið Þ þ uiÞdt ð22:5Þ

where Tc represents the time width of every chip in pseudo code and fi represents
the same frequency as that of the received signal. After the above correlation
despreading to each satellite, the power of desired signal may be improved
effectively.

Figure 22.1 shows the correlation function of the pseudo-code signal corre-
sponding to B1I-branch civil code in one period. Specifically, Fig. 22.1a shows the
autocorrelation function with a certain chip delay and Fig. 22.1b shows the
autocorrelation function with the same pseudo-code initial phase but different
superposition. Figure 22.1c shows the cross-correlogram between pseudo code in
one period and the pseudo codes in other branches. As shown in the figures,
autocorrelation could generate a certain gain, the pseudo codes at different initial
phase could generate correlation peak with the same pseudo code at known initial
phase, but different pseudo codes would not generate correlation peak. spoofing
jamming to receiver is achieved with the aid of the spread-spectrum gain that is
acquired after pseudo codes are correlated and despread with the local codes in
different channels. Generally, passive spoofing jamming is achieved by forwarding
the satellite signals received by the receiver and broadcasting them after they are
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delayed and amplified. Therefore, two peaks emerge in the interfered channel of
receiver after correlation processing. By contrast, active spoofing jamming is to
simulate the satellite navigation signals and Ephemeris that receiver can not
receive for now. The correlated peak emerges in the channel that signals are not
supposed to be acquired.

22.3 Performance Test of the OEM Board

Assuming that the receiving array of Compass receiver adopts uniform linear
arrays, of which P identical omnidirectional elements are aligned along a straight
line with equal element separations, the steering vector of the P-element uniform
linear array can be expressed as follows:

aðhiÞ ¼ ½1; e�jxi ; . . .; e�jðp�1Þxi �T ð22:6Þ

where

xi ¼ 2p sin hid=k;

k represents the signal wavelength, and
d represents the separation distance between adjacent elements, typically d B k/k2.
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If there are a total of M signals including both spoofing signal and normal
navigation signal, then the signal received by the pth element can be expressed as:

xp tð Þ ¼
XM

i¼1

ap hið Þsi tð Þ þ np tð Þ ð22:7Þ

The received signal, after correlated with the local code, can be expressed as:

hp sð Þ ¼
XM

i¼1;i 6¼j

ap hið Þqi tð Þ þ ap hj

ffi �
yj tð Þ þ np tð Þ ð22:8Þ

where

j represents the jth correlation channel of receiver,
qi(t) represents the result of other satellite signal correlating with the local code of
the jth channel, and
yj(t) represents the result of the jth satellite signal correlating with the local code of
the jth channel.

Since receiver has different receiving channels in response to different satellites
to receive the correlation with the local code, the signals of other channel received
by the corresponding channel are negligible relative to the local channel, i.e.,
qi(t) \\ yj(t). Therefore, Eq. (22.8) may be simplified as:

h j
p sð Þ ¼ ap hj

ffi �
yj tð Þ þ np tð Þ ð22:9Þ

Generally, the length of correlation integral is one pseudo-code period. To select a
number of pseudo-code periods, non-coherent accumulation is required.

The data that are correlated with the ith channel of P elements constitute a data
vector, which can be expressed as:

H jðsÞ ¼ ½h j
1ðsÞ; . . .; h j

pðsÞ�
H ð22:10Þ

The correlated covariance matrix is expressed as follows:

R j
hh ¼ E H j tð ÞH j tð ÞH

� �
¼ ARyyAH þ r2

NI ð22:11Þ

where

RS = E[yj(t)yj(t)
H] represents the complex envelope covariance matrix of signal,

I represents the single-element array of P dimensions, and
rN

2 represents the noise power of array element.

According to the subspace resolution theory, if the number of signal sources is
fewer than the number of array elements, then the signal component of the array
data will be located in 1 low-rank space of array covariance matrix R. After
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correlation with subchannel, if only navigation signal exists without spoofing
jamming or only active spoofing jamming exists, then there is only one large signal
component; if passive spoofing jamming exists as well, then it is possible to have
two large signal components. Theoretically, it is possible to extract large eigen
component by means of eigen decomposition as long as the number of array
elements is more than 2. Therefore, run a eigen decomposition to R and arrange the
eigenvectors in descending order as per the magnitude of eigen value to get:

R ¼ Us

X

s

UH
s þ Un

X

n

UH
n

¼
XK

m¼1

fmemeH
m þ

XM

m¼Kþ1

fmemeH
m

ð22:12Þ

The larger eigen values f1, … , fK in R corresponds to the signal term while the
smaller eigen values P - K correspond to the noise term. Therefore, it is possible to
form a signal subspace with K eigen vectors e1, e2, … , eK; besides, P - K eigen
vectors eK+1, … , eM form a noise subspace. Since the space spanned by the
direction vectors ai(h) of signal and the space spanned by eigen vectors Us are the
same, and the signal subspace and the noise subspace are orthogonal with each
other; therefore, ai(h) is orthogonal with the noise subspace Un. Considering the
nature that the projection of signal subspace in noise subspace is zero, it is possible
to acquire the super-resolution estimation of the signal wave arrival direction by
establishing spectrum peak search.

Finally, the spatial spectrum estimation is achieved as per the equation below:

PMUSIC ¼
1

aH hð Þ I � SSHð Þa hð Þ ð22:13Þ
.

22.4 Spoofing Jamming Detection and Identification
Algorithm

Among the spoofing jamming detection and identification algorithms, the multi-
element spoofing jamming detection technique is also based on the 60–70 dB
correlation gain after the spoofing jamming is correlated. In other words, the
direction of spoofing jamming in multi-element channels can be detected with the
aid of the high correlation gain achieved after the pseudo codes tracking satellite are
decomposed. By comparing it with the satellite position resolved from Ephemeris,
it is possible to implement detection and identification of spoofing jamming.

The detection and identification process is as shown in Fig. 22.2. Firstly, a
multi-element receiver receives the navigation signals and spoofing jamming from
the sky, which are amplified to appropriate amplitude via RF link.
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And then, the signal frequency is converted to the required output frequency
before the output signals are converted into digital signals through an AD
converter.

Thirdly, the receiver of each channel completes acquiring and tracking of the
corresponding receive channel separately.

Fourthly, the receivers duplicate the corresponding carriers and pseudo codes
internally at the same time, which must be synchronized with the counterparts of
the received satellite signal.

Fifthly, the replicate carrier and the received signal go through a frequency
mixing process to complete carrier decomposition and signal despreading. At the
end of this step, only data code is left in the received signal.

Sixthly, carry out direction finding with MUSIC algorithm with the aid of the
resultant gain after correlation and considering the integrated data of receivers
after correlating with different satellite channels.

Finally, compare the angle information acquired from direction-finding process
with the satellite position information acquired from position calculation to
complete detection and identification of spoofing jamming.

The algorithm verification is mainly purposed to verify the direction-finding
detection performance after correlation; therefore, it is allowed to simplify the
acquiring and tracking process in receiver. Assuming that the frequency and the
pseudo-code initial phase of received signal are known, the detection and identi-
fication algorithm process of spoofing jamming on the basis of multi-element
reception can be described as follows:

• Initialize all the parameter settings.
• Despread the signals received via corresponding channels using Eq. (22.8).
• Work out the correlated covariance matrix with Eqs. (22.10) and (22.11).
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• Decompose the covariance matrix to get the signal subspace and the noise
subspace.

• Figure out the arrival direction of signal with Eq. (22.13).
• Compare the detected direction with the satellite position worked out by means

of Ephemeris calculating to determine the signal is spoofing jamming or navi-
gation signal.

• Repeat steps 2 through 6 to traverse all the receiving channels until all the
spoofing jamming existing in the received signal are detected.

22.5 Simulation and Performance Analysis of Algorithm

To verify the algorithm performance, the following simulation was given with
reference to the Compass civil signal at B1 frequency point. In the simulation,
Gold code of 2046 bit length was taken as the spread-spectrum code of navigation
signal and modulated at B1 frequency point in BPSK mode on the noise back-
ground of additive white Gaussian noise. With the code rate of 2.046 MHz/s, the
input SNR of -25 dB and 12-element linear array model, the simulation model
did not consider the effects from the spoofing jamming in the same channel and the
true satellite signals at different frequencies.

We assumed that satellite signals entered channels 1, 2 and 3 of multi-antenna
receiver at the incidence angles of 10, 30 and -60� respectively. And the satellite
signals in channels 1 and 2 were interfered by a passive spoofing–jamming source
in the direction of -70�, of which the ratio of interference power relative to noise
power was -20 dB. Besides, an active spoofing jamming entered Channel 4 at the
incidence angle of 60� and with the SINR of -20 dB. Multi-element integrated
direction-finding process was given after correlation with different channels, to get
the direction-finding result, as shown in Fig. 22.3.

Figure 22.3 shows the direction finding in Channel 1 after correlation pro-
cessing. Two incident signals were detected at the angles of 10 and -70�
respectively. They got higher correlation gains after correlating with the local
codes in receiver channels. In the mean time, the cross-correlation gain between
the signals in other channel and the local code in the local channel was too little
and negligible. If a channel receives the same correlation signals from two dif-
ferent directions, it implies that channel is subject to the effect of passive spoofing
jamming. By comparing the findings with the Ephemeris information resolved
from satellite Ephemer, it is possible to determine the signal in which direction is
passive spoofing jamming.

Figure 22.4 shows the direction finding after correlation processing with
Channel 2. It can be seen in the diagram that the correlated direction-finding
algorithm proposed in this paper detected two signal directions satisfactorily for
the purpose of identifying spoofing jamming, though the incident direction of
passive spoofing jamming and the incident direction of satellite signal were close
to each other.
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Figure 22.5 shows the direction finding in Channel 3 after correlation pro-
cessing. It can be seen in the diagram that the spoofing jamming aiming at other
channel would not interfere with the local channel if no spoofing jamming aimed
at the local channel.

Figure 22.6 shows that a signal entered Channel 4 after correlated direction
finding at the angle of 60o. Since the Ephemeris of active spoofing jamming in the
incident direction is hard to be exactly the same as that of the simulated satellite
signal, it is feasible to detect and identify active spoofing jamming by means of
Ephemeris comparison.
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To verify the estimation performance of the correlated direction-finding and
identification algorithm proposed in this paper, the root mean square error (RMSE)
was used to describe the direction-finding performance of the algorithm. The
RMSE is defined as follows:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E h0 � hð Þ2
n or

ð22:14Þ

Where, h0 represents the direction of estimated signal and h represents the
direction of true signal.
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The effects of different element numbers to the correlated direction-finding
performance were simulated. Set the incident direction of signal to 30�, the SNR to
-20 dB and the element number to 6 through 12 separately in addition to linear
array model. The simulation result is as shown in Fig. 22.7.

Figure 22.7 shows the effect of changed element number to direction-finding
accuracy. It can be seen in the diagram that the correlated angle measurement
performance climbed up along with the increase of element number. The corre-
lated angle measurement accuracy has already reached 0.15� more or less when the
array was made up of 6 elements, able to satisfy the detection and identification
requirements of spoofing jamming.
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The effects of different SNRs to the correlated direction-finding performance
were simulated. Set the incident angle of signal to 30�, the SNR to -20 dB, the
linear array model to 12 elements and the SNR changing from -40 to -10 dB in
steps of 5 dB. The simulation result is as shown in Fig. 22.8.

Figure 22.8 shows the effect of signal power to angle measurement error. It can
be seen in the curve diagram that the angle measurement accuracy climbed up
along with the increase of SNR and approached 0.1� at the SNR of -25 dB. The
SNR of typical navigation signal is within the range of -25 to -20 dB and the
power of spoofing jamming is a little bit higher than that of navigation signal;
therefore, the correlated direction-finding algorithm proposed in this paper has
good direction-finding performance to either spoofing jamming or satellite signal,
capable of detecting and identifying various spoofing jamming and satellite nav-
igation signals.

22.6 Summary

With reference to Beidou civil signal at B1 frequency point, this paper described the
receiving models of passive and active spoofing. Based on the high-resolution
direction-finding algorithm and the spread-spectrum gain after correlation de-
spreading of received signal, a multi-antenna detection and identification algorithm
of spoofing was proposed. After signal correlation despreading, this algorithm can
estimate the direction of arrival signal and compare it with the satellite position
acquired by ephemeris calculating to recognize spoofing jamming from normal
navigation signal. The simulation results show that the proposed algorithm has
good detection performance for either passive spoofing jamming or active spoofing
jamming within the power range of navigation signal in addition to good univer-
sality. In the condition of few receiving channels, it is still capable of providing high
measurement accuracy. This algorithm effectively improves the detection perfor-
mance of spoofing.
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Chapter 23
Research on Testing Method
and Influence of GlONASS
Inter-frequency Biases

Xue Zhang, Huijun Zhang and Xiaohui Li

Abstract GLONASS adopts FDMA signal mechanism, some inter-frequency
biases generated at the receiver end make difficult to the implementation and
application of multi-mode navigation, which is an important subject having to be
considered and resolved. First, in this paper, GNSS simulator was implemented
based on the study on the testing approach for GLONASS inter-frequency biases,
the experimental data from two kinds of brand receiver (Septentrio PolaRx 4 and
Novatel OEMV_3G_L1L2s) was obtained and analyzed in details. The results
from receivers show that there is a difference in inter-frequency bias between the
two, whose increasing presents a linear trend. Second, the multi-station measured
data comparison was experimented, influence of GLONASS inter-frequency bia-
ses on the results from GLONASS independent positioning, GPS/GLONASS
integrated positioning and system time offset monitoring are analyzed. The
experiment result indicates that correction in GLONASS inter-frequency bias
during location solution and system time offset monitoring can improve the
accuracy of positioning and the precision of system time offset monitoring sig-
nificantly, the performance is related to the type of receiver.

Keywords GLONASS � Inter-frequency biases � GPS/GLONASS integrated
positioning � System time offset

X. Zhang (&) � H. Zhang � X. Li
National Time Service Center, Chinese Academy of Sciences, Xi’an 710600, China
e-mail: yingtaoxinyu@126.com

X. Zhang � H. Zhang � X. Li
Key Laboratory of Precision Navigation Positioning and Timing, Chinese Academy
of Sciences, Xi’an 710600, China

X. Zhang
University of Chinese Academy of Sciences, Beijing 100039, China

J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2014
Proceedings: Volume I, Lecture Notes in Electrical Engineering 303,
DOI: 10.1007/978-3-642-54737-9_23, � Springer-Verlag Berlin Heidelberg 2014

255



23.1 Introduction

The U.S. GPS maintains the leading position in the development and application of
Global Navigation Satellite System at present, but a single GNSS system has its
limitation because of few satellites observed, it’s difficult to meet requirements of
positioning especially in deep mountain gorge and between urban high-rises.
Actually, almost all of commercial high-end GNSS receivers have the function of
multi-system joint location in order to increase the number of observable satellites,
to improve the observation geometry and the reliability and accuracy in posi-
tioning. Joint positioning using multi-system satellite navigation has become one
of the major trends in the development of navigation.

However, multi-system joint positioning also brings about a series of problems
such as compatibility and interoperation etc., one of which is about pseudo code
and carrier wave [1]. Each of GNSS adopts a different signal system, the code
division multiple access method is for GPS, while the frequency division multiple
access mode is for GLONASS with inter-frequency biases generated at the
receiver end. Implementation and application of multi-mode navigation are
brought difficulties, which needs a significant concern and resolution.

23.2 Research on Testing Methods of GLONASS Inter-
frequency Biases

23.2.1 GLONASS Inter-frequency Biases

Modern receivers can receive and record the satellite signals through multiple
channels at the same time. The value of receiver channel retardation deviation
depends on the obtained signal changes in frequency. For GPS with CDMA signal
system, frequencies of carrier wave from satellites are same(inter-frequency biases
generated by different signals from same satellite won’t be discussed in this paper),
in the case of ignoring channel retardation deviation caused by the power of
received signal, retardation deviation with a sub-millimeter size between each
channel is negligible [2]. While FDMA signal system for GLONASS, channel
delays inside is different from each other for satellite signals of different frequency
point to results in some bias, which is called inter-frequency biases. In order to
improve the accuracy of positioning and the precision of GNSS time difference
detection, it’s necessary to measure GLONASS inter-frequency biases precisely in
advance.

The inter-frequency biases of GLONASS are related to hardware, especially the
type of receiver. For inter-frequency biases of GLONASS from different types of
receiver, Wanninger [3] took advantage of single-difference carrier phase to
observe and compute the GLONASS inter-frequency biases of 133 receivers from
9 different vendors, he pointed out that the difference between adjacent frequency
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ranges from mm to cm, while the GLONASS inter-frequency biases present
similar to gather together. GNSS data analysis center of Shanghai astronomical
observatory (SHA) [4] classified GLONASS hardware relay in different obser-
vation stations, created models for inter-frequency biases from different kinds of
receiver and forecasted.

23.2.2 Testing Methods of GLONASS Inter-frequency Biases
Based on GNSS Simulator

Considering inter-frequency biases, the pseudorange equation of GLONASS
satellite, at a frequency number i can be expressed as (23.1):

qi ¼ ri þ pdi þ cðdTi þ DCBi � dtiÞ þ dðionÞi þ dðtropÞi þ Epi ð23:1Þ

where qi is the pseudorange from receiver to GLONASS satellite, ri represents the
geometric distance between satellite and ground, pdi represents the track error, dTi

represents the receiver clock error, DCBi represents a different channel delay for
different GLONASS satellites, dti represent the satellite clock error, d(ion)i rep-
resents the ionospheric delay, d(trop)i represents tropospheric delay, Epi is the
other errors and c is the speed of light. At this time, IFDBi,j is the GLONASS inter-
frequency bias between frequency number i and j can be expressed as:

IFDBi;j ¼ DCBi � DCBj ð23:2Þ

Using the GNSS simulator to measure the GLONASS inter-frequency biases, it
can provide the GNSS RF signals for receiver. At the simulator end, setting the
GLONASS satellites of different frequencies to the GEO satellites and at the same
point, GPS satellites are set to the default. GPS satellites can not be closed at this
time, for two reasons: (1) GNSS simulator does not work properly in the case of all
the GPS satellites are closed. (2) GLONASS satellites located at the same point,
the receiver can not meet the positioning needs if all the GPS satellites are closed.

During the test, atmospheric delays of simulator are closed in order to reduce
the effects of noise paths, adjusting the power level of GNSS signals until the best
signal to noise ratio at receiver side. In the ideal case, the pseudorange value
output from receiver by different frequencies of GLONASS satellites should be the
same value, nonetheless, due to the channel delay biases between GLONASS
different frequencies, pseudorange be biased at the receiver side for different
frequency points of GLONASS satellites. Consequently, GLONASS inter-fre-
quency biases can be calculated by comparing its pseudorange difference.
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23.3 Analysis of Testing Results of GLONASS
Inter-frequency Biases

GLONASS has 14 frequency points, the sub-bands are identified by frequency
numbers k, from -7 to 6. The GLONASS L1 carrier frequency, in hertz, at a
frequency number k are defined by:

f K
L1½Hz� ¼ 1602 � 106 þ k � 562500 ð23:3Þ

The use of GNSS simulator to test the GLONASS L1 carrier signal inter-
frequency biases of Septentrio PolaRx 4 receiver and Novatel OEMV_3G_L1L2s
receiver, take the receiver channel which receives the GLONASS satellites of
frequency number 0 as reference channel, the inter-frequency biases of other
channels can be calculated relative to the reference channel, thus the results were
compared to be analyzed.

Figure 23.1 shows the Comparison of GLONASS inter-frequency biases
between two different receivers (Septentrio and Novatel) at different frequency
numbers. Figure 23.2 shows the results of GLONASS inter-frequency biases of
two receivers. It can be seen from Fig. 23.1 intuitively, whether Septentrio or
Novatel receiver, GLONASS inter-frequency biases of any frequency numbers are

Fig. 23.1 Comparison of GLONASS inter-frequency biases between different receivers
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very stable with respect to the frequency of 0 GLONASS satellites. The fluctuation
range changes with time is very small and substantially unchanged in a short time.

In Fig. 23.2, the inter-frequency biases seem to vary with the frequency
number, although the magnitude of change is uncertain, differences between
adjacent frequencies about millimetres to centimetres level. For the purposes of
Septentrio receiver, the inter-frequency biases exhibit linear increasing trend along
with frequency number is increasing in general, and in the range between -5 to
+5 ns. However, For Novatel receiver, the value exhibits linear decreasing trend
with the increasing frequency numbers, which the range is less than Septentrio
receiver, is about -1.5 to +1.5 ns. This shows that the inter-frequency biases
between the different types of receivers is not the same [3], there are some dif-
ferences, which may be related to the hardware configuration of the receiver [5].

23.4 GLONASS Inter-Frequency Biases Affect
the Positioning Results

23.4.1 Positioning Models for Considering the GLONASS
Inter-frequency Biases

Currently, in the conventional data processing of single GLONASS system, we do
not consider the effect of GLONASS inter-frequency biases generally that all
GLONASS satellite receiver hardware delays are the same, no need for calibration
of channel delay, so that the deviation will be absorbed by the receiver clock error
parameters. In the case of conventional multimode observation, GLONASS inter-
frequency biases is much smaller than the delay between GLONASS/GPS system,

Fig. 23.2 Results of GLONASS inter-frequency biases of two different receivers

23 Research on Testing Method 259



so the data processing are generally not considered GLONASS inter-frequency
biases [6]. However, the conclusions from the previous section shows that, for
some receivers, such as Septentrio receiver, its GLONASS inter-frequency devi-
ation span relatively large deviations, the value between the minimum frequency
point -7 and maximum frequency point 6 more than 3 m (-5 to +5 ns), in order
to improve the positioning accuracy and precision, it is necessary to consider the
GLONASS inter-frequency biases.

By Eq. (23.2), GLONASS channel delay DCBi of frequency number i can
expressed as [7]:

DCBi ¼ DCB0 þ IFDBi;0 ð23:4Þ

where DCB0 is the GLONASS channel delay of frequency number 0, IFDBi,0 is
the GLONASS inter-frequency bias value of number i relative to the number 0.
Superscripts g and r represent the GPS and GLONASS. GPS/GLONASS navi-
gation positioning error equation after corrected is as follows:

qg ¼ rg þ pdg þ cðdT þ DCBg � dtgÞ þ dðionÞg þ dðtropÞg þ Epg

qr ¼ rr þ pdr þ cðdT þ DCBr
0 � dtrÞ þ c�IFDBi;0 þ dðionÞr þ dðtropÞr þ Epr

�

ð23:5Þ

In the GPS/GLONASS integrated positioning, GPS inter-frequency biases in
the sub-millimeter level, is negligible. It should be emphasized that, DCBg; DCBr

0
will be absorbed by the receiver clock error parameters will not affect the posi-
tioning results in either positioning mode. But GLONASS inter-frequency biases
will affect the positioning accuracy [8].

23.4.2 Analysis of Positioning Results for Considering
the Inter-frequency Biases

Using the pseudorange observation data of Lintong, Changchun, Kashi three cities
for GLONASS independent positioning and GPS/GLONASS integrated posi-
tioning, different types of receivers and antennas are used and receiver coordinates
are known, analyzing the impact of GLONASS inter-frequency biases by com-
paring the positioning results in these three cities.

Experimental scenario (1): Positioning without introducing GLONASS
inter-frequency biases; Experiment scenario (2): introduction of GLONASS
inter-frequency biases in the position resolution. We can measure the impact of
the inter-frequency bases between RMS values of positioning error.
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23.4.2.1 GLONASS Independent Positioning

Lintong, Kashi, Changchun stations are using the same receiver and antenna,
receiver type is Septentrio PolaRx 4, antenna type is ZEPHYR GEODETIC Model
2, the satellite elevation cut-off angle of 10�, RMS values of the 3D position
deviation for GLONASS independent positioning in both experimental program as
shown in Table 23.1. In Lintong station, using two different types of receivers and
antennas, one using the Septentrio PolaRx 4 receiver and ZEPHYR GEODETIC
Model 2 antenna, and the other using the Novatel OEMV_3G_L1L2s receiver and
GPS-702-GG antenna, the RMS error values as shown in Table 23.2.

As can be seen from Table 23.1, using Septentrio receiver, the introduction of
inter-frequency biases compared with no introduction, the RMS error values of
three stations were reduced by more than 20 %. It is thus clear that for the Sep-
tentrio receiver, the positioning accuracy and precision can effectively improving
by introducing inter-frequency biases, However, this conclusion is not correct for
all receivers, At the same station, using Novatel receiver, the accuracy was found
to be improved not obviously by introducing inter-frequency biases as shown in
Table 23.2, it is result from the Novatel receiver is not sensitive to the inter-
frequency biases, which span of only about 1 m.

From Tables 23.1 and 23.2 we can see: using the receiver of sensitive inter-
frequency biases, the accuracy can be improved effectively; otherwise, they have
poor little effect on the positioning results.

Table 23.1 3D position RMS errors in GLONASS positioning of three different stations

positioning
mode

Station Type of receiver Type of antenna 3D RMS (m)

Scenario
1

Scenario
2

GLONASS Lintong Septentrio
PolaRx 4

ZEPHYR GEODETIC
model 2

5.07 3.81
Kashi 4.79 3.69
Changchun 5.12 3.92

Table 23.2 3D position RMS errors in GLONASS positioning of two different receivers in
Lintong station

Positioning
mode

Station Type of receiver Type of antenna 3D RMS (m)

Scenario
1

Scenario
2

GLONASS LinTong Septentrio PolaRx 4 ZEPHYR GEODETIC
model 2

5.07 3.81

Novatel
OEMV_3G_L1L2s

GPS-702-GG 5.94 5.37
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23.4.2.2 GPS/GLONASS integrated positioning

Although there are differences in many aspects between the GLONASS and GPS
system, such as coordinate systems, time systems, signal structure, but the single
positioning system does not guarantee the RAIM [9] for uses worldwide, for this,
GPS/GLONASS combined positioning has the important practical significance.
Using the same protocol as the Sect. 23.4.2.1, introducing GLONASS inter-fre-
quency biases in the GPS/GLONASS positioning, the 3D RMS error values as
shown in Tables 23.3 and 23.4.

It can be seen from Tables 23.3 and 23.4, GPS/GLONASS positioning com-
binations can effectively improving the positioning accuracy. For Septentrio
receiver, RMS value is reduced by about 10 % by introducing inter-frequency
bias, but for Novatel receiver, it is only reduced by about 5 %. So the effect of
GLONASS inter-frequency biases in the GPS/GLONASS positioning is much
smaller, this is because in GPS/GLONASS dual-mode observations, existing delay
deviation between this two navigation systems, its value is different for different
receiver and about several tens of meters [6], higher than GLONASS inter-fre-
quency biases for one or two orders of magnitude. Therefore, It can clearly be seen
that introduction of inter-frequency biases can improve the accuracy of positioning
in GPS/GLONASS integrated positioning, but the performance is less than
GLONASS independent positioning.

Table 23.3 3D position RMS errors in GPS/GLONASS positioning of three different stations

Positioning
mode

Station Type of receiver Type of antenna 3D RMS (m)

Scenario
1

Scenario
2

GPS/
GLONASS

Lintong Septentrio PolaRx
4

ZEPHYR
GEODETIC

2.91 2.59
Kashi 2.56 2.35
Changchun 3.08 2.87

Table 23.4 3D position RMS errors in GPS/GLONASS positioning of two different receivers in
lintong station

Positioning
mode

Station Type of receiver Type of antenna 3D RMS (m)

Scenario
1

Scenario
2

GPS/
GLONASS

LinTong Septentrio PolaRx 4 ZEPHYR GEODETIC
model 2

2.91 2.59

Novatel
OEMV_3G_L1L2s

GPS-702-GG 3.12 3.01
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23.5 Impact of GNSS Systems Offset Monitoring Results
for Considering GLONASS Inter-frequency Biases

23.5.1 GNSS System Time Offset Monitoring Methods
for Space Signal Reception

Nowadays, there are two main methods for GNSS system time offset monitoring:
(1) Building a comparison link between two GNSS systems. (2) Other satellites
space signal reception [1].

The system time offset monitoring principle by receiving space signals is as
follows: the standard frequency signal of the National Time Service Center as a
frequency reference, the standard time signal as the reference time scale, the
difference between UTC (NTSC) and GNSST was be measured. As be shown in
Fig. 23.3, in the precise known of GNSS receiver antenna phase center, each
navigation system spatial navigation signals received by timing receiver, the
receiver pseudo-range and high-precision time interval counter measurement value
are used so as to calculate the difference between UTC (NTSC) and each navi-
gation system, it can be expressed as [10]:

UTCðNTSCÞ � GNSST ¼ ðq� r + dt � pd� d(ion)� d(trop)� EpÞ=c

� TICValue� DChDelayþ DISDB
ð23:6Þ

where GNSST is the GNSS system time, TICValue is the measurement value of
precision time interval counter, DChDelay indicates that the receiver relative
channel delay bias, DISDB represents the inter-system hardware delay biases.

23.5.2 Application of GLONASS Inter-frequency Biases
in GNSS System Time Offset Monitoring

In Lintong station, Using Septentrio receiver to build the monitoring system for
GPS/GLONASS system time offset determination. The inter-frequency biases
should be eliminated based on the GLONASS frequency number value because its
variation range of Septentrio receiver is large. At this time, UTC (NTSC)-
GLONASS is calculated on the basis of the formula (23.6), which should deducted
the IFDBi,0. In order to analyze the accuracy of the monitoring system time offset,
the results are compared with circular T.

From Figs. 23.4 and 23.5, UTC (NTSC)-GLONASST monitoring results are
consistent with trends of Circular T whether the introduction of GLONASS inter-
frequency biases. The monitoring accuracy has slightly improved by introducing
it, but the improvement is not obvious for the RMS value drops 3.24 ns from
3.84 ns. This is due to the GLONASS inter-frequency biases exhibit linear trend
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Fig. 23.3 Schematic diagram of monitoring GNSS system time offset for space signal reception

Fig. 23.4 Comparison of UTC(NTSC)-GLONASST results

Fig. 23.5 Results of UTC(NTSC)-GLONASST compared with the circular T
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and have symmetric relation with respect to the frequency number 0, GLONASS
inter-frequency biases will be partly eliminated in system time offset calculation
processing.

23.6 Conclusions

First, the test approach for GLONASS inter-frequency biases is studied in this
paper, the experimental data from two kinds of brand receiver (Septentrio PolaRx
4 and Novatel OEMV_3G_L1L2s) was obtained and analyzed in details. Second,
GLONASS inter-frequency biases are introduced into GLONASS single system
positioning, GPS/GLONASS integrated positioning and system time difference
monitoring. The experiment result indicates that considering GLONASS inter-
frequency biases in location solution and system time monitoring can improve the
accuracy of positioning and the precision of system time offset monitoring, the
performance is related to the type of receiver.
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Chapter 24
Analyzing the Impact of Satellite
Clock-TGD Coupled Error on BDS
Positioning Accuracy

Zhouzheng Gao, Hongping Zhang, Qile Zhao, Zhigang Hu
and Wenbin Shen

Abstract BeiDou Navigation Satellite System (BDS) has got the ability of real-
time navigation and high accuracy positioning services for the Asian-Pacific
regions by the end of 2012 with the constellation of 5GEOs + 5IGSOs + 4MEOs.
Currently, although BDS can provide positioning service better than 10 m, there
remains a problem that the positions calculated with B1 and B2 pseudo-range
ionosphere-free combination (BC) are a little worse in accuracy than those
obtained from B1 pseudo-range only. This phenomena can be partly explained
with the observing errors (white noise and multi-path), and the accuracy of ion-
osphere model. Besides, the coupled error for BDS satellite clock-TGD would be
another important factor. Here we analyze this coupled error and its effect on BDS
real-time positioning based on BDS precise clock and BDS satellites DCB pro-
vided by GNSS Research Center (GRC), Wuhan University. 12 days’ BDS
observations from BeiDou experimental tracking stations (BETS) have been
processed and investigated with the precise products by GRC and broadcast
ephemeris. Results indicate that the coupled error between BDS broadcast satellite
clock and TGD of BC is 5.04 ns, which is about 3 times larger than that of B1
(1.79 ns). And it is a system bias that results BC positioning accuracy worse than
that of B1. In additional, by analyzing BDS observations’ multi-path noise, it
shows the multi-path noise is one of the facts leading to BDS BC positioning
accuracy a litter worse than B1 positioning accuracy. We also find that the receiver
noise is the main reason affecting BDS velocity accuracy.
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24.1 Introduction

BeiDou Navigation Satellite System (BDS) built by China independently has got
the ability applying standard navigation and precise positioning services for the
Asian-Pacific regions since Nov. 27, 2012. Currently, BDS constellation consists
of 5GEOs, 5IGSOs, and 4MEOs. According to China government’s plan, the full
constellation of BDS will include 5GEOs, 3IGSOs and 27MEOs by the end of
2020, which will provide global navigation service similar to GPS and GLONASS.
In additional, BDS adopts China Geodetic Coordinate System 2000 (CGCS2000)
keeping compatibility with WGS-84 for real-time navigation, and BeiDou Time
System (BDT) with a difference of 14 s and 1,356 weeks comparing to GPST [1].
Currently, meter level (better than 10 m) real-time navigation and centimeter level
precise positioning service can be obtained using BDS in Asian-Pacific region.
Which is very close to GPS performance [2–4]. However, as reference 4 and 5
indicate, this performance is mainly influenced by the quality of BDS pseudo-
range and carrier-phase, and the distribution of BDS DOP. Currently, there two
main problems should be answered for BDS’s widely application. One is to find
the reason why the BDS’s velocity accuracy is not as good as GPS velocity
accuracy in same region. Another problem is to get the answer why there is an
abnormal that the standard point positioning (SPP) service of BDS B1 frequency is
better than that of B1 and B2 ionosphere-free (IF) combination while using
observations collected by same receiver in BDS real-time navigation.

Usually, the multi-path noise of BDS observations is considered as the major
facts leading to the abnormal problem in BDS real-time positioning. But we insist
there are some other facts in it. That are the accuracy of BDS satellites’ Time
Group Delay (TGD) and the coupled error between BDS satellite broadcast clock
and TGD. According to Matsakis’s research in 2007 [5], the positioning accuracy
of GNSS can be affected by TGD directly. And the influence of Differential Code
Bias (DCB) (equal to TGD) to GPS precise positioning is several centimetres [6].
So, if BDS TGD’s accuracy is not high enough, then it will impact on BDS
positioning accuracy. Besides, as it knows, BDS satellite clocks are based on B3
frequency, so the coupled error between clock and TGD may be another fact
leading to the abnormal problem.

To analyse the reason leading to this abnormal problem in BDS navigation, the
BDS data collected by BETS and precise satellites orbit and clock products with
interval of 30 s applied by Wuhan University are used in this paper. The coupled
error between satellites clock and TGD and TGD accuracy are mainly analysed.
Besides, the receiver observing noise and multi-path noise are also analyzed in this
paper. Then conclusions about the reason resulting the abnormal problems in BDS
real-time navigation application are obtained.
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24.2 BDS SPP Mathematic Model

Usually, pseudo-range and Doppler observation are used in BDS navigation, the
observation equations on B1 frequency can be defined as:

q ¼ B1þ c � ðdts þ Tgd1 � dtrÞ � qion � qtrop � qmp þ eB1 ð24:1Þ

_q ¼ D1 � k1 þ c � ðdts � d_trÞ � _qion � _qtrop � _qmp þ eD1 ð24:2Þ

where, B1, D1 and k1 are pseudo-range, Doppler and carrier-phase wavelength of
B1 frequency respectively; q and _q represents distance between satellites and user
and pseudo-range rate; c is light speed in vacuum; dts and d_ts are satellite clock
bias and drift; dtr and d_tr are receiver clock bias and drift; Tgd1 is the TGD
between B1 and B3 frequency; qionð _qionÞ; qtropð _qtropÞ; and qmpð _qmpÞ are iono-
sphere delay, troposphere delay and multi-path (changing rate of these errors); eB1

and eD1 are the observation noise and un-modeled errors. Generally, the IF
combination function can be expressed as:

q ¼ a � B1þ c � Tgd1ð Þ � b � B2þ c � Tgd2ð Þ � qtrop � qmp þ eBC ð24:3Þ

To keep consistent in writing with GPS IF combination, Eq. (24.3) can also be
written as:

q ¼ ða � B1� b � B2Þ þ a � c � Tgd1 � b � c � Tgd2 � qtrop � qmp þ eBC ð24:4Þ

where, a ¼ f 2
1 = f 2

1 � f 2
2

ffi �
, b ¼ f 2

2 = f 2
1 � f 2

2

ffi �
; f1 and f2 are the frequency of B1 and

B2. For GPS, the satellites clock is calculated based on observations IF combi-
nations. Therefore, the TGD for IF combination has been included in GPS
broadcast satellite clock. But BDS satellites clock is calculated based on B3, so
while using B1 and B2 observations forming IF combinations, the influence of
TGD of B1 and B2 should be considered carefully. What’s more, if there is a
coupled error between satellite clock and TGD, this coupled error will be enlarged
1.5–2.5 times while forming BDS pseudo-range IF combination which will impact
on BDS IF SPP position accuracy obviously.

24.2.1 BDS Receiver Noise

Receiver noise is considered as the most important reason leading to BDS low
accuracy velocity. So it is necessary to analyze the influence of receiver noise in
BDS SPP and velocity. Usually, receiver noise of pseudo-range (B1) and Doppler
(D1) can be analyzed by zero-baseline. The function of pseudo-range and Doppler
observations can be expressed as:
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rDB1 ¼ B1i
k � B1 j

k � B1i
m � B1 j

m

ffi �
ð24:5Þ

rDD1 ¼ D1i
k � D1 j

k � D1i
m � D1 j

m

ffi �
ð24:6Þ

where, rD represents double difference; i and j are BDS satellite i and satellite j;
m and k represent station m and station k.

24.2.2 BDS Multi-path Noise

Besides, multi-path is considered as an important reason leading to the abnormal
problem in BDS real-time navigation. The function of multi-path of pseudo-range
on BDS B1 and B2 frequency can be defined as [1]:

MP1 ¼ B1 �
f 2
1 þ f 2

2

f 2
1 � f 2

2

L1 þ
2f 2

2

f 2
1 � f 2

2

L2 ð24:7Þ

MPC ¼
f 2
1

f 2
1 � f 2

2

ðB1 � L1Þ �
f 2
2

f 2
1 � f 2

2

ðB2 � L2Þ ð24:8Þ

where, L1 and L2 represents BDS carrier-phase observations. In Eqs. (24.7) and
(24.8), most of the error is eliminated except receiver noise and multi-path. As it
knows, multi-path for carrier-phase is very small and receiver noise is white noise.
Therefore, Eqs. (24.7) and (24.8) can express the strength of multi-path on B1 and
B2 frequency directly. In additional, average value is adopted to eliminate the
effect of carrier-phase ambiguity in Eqs. (24.7) and (24.8).

24.2.3 BDS TGD Analyzing

The accuracy of TGD is very important for BDS SPP service. However, there is no
effective method to get the accuracy of TGD in current. Usually, standard devi-
ation (STD) or variance is used to assess satellites TGD accuracy [7]. So, in this
paper, the accuracy of BDS TGD will be verified by analyzing the convergence
time and initial positioning accuracy of un-differential un-combined Precise Point
Positioning with ionosphere-delay and receiver DCB constrained (IC-PPP) [8]. In
IC-PPP model, DCB (or TGD) is used to eliminate the time delay caused by
satellite hardware. If BDS DCB accuracy is better than TGD, the convergence time
and initial positioning accuracy of IC-PPP adopting DCB will be better than that of
IC-PPP using TGD. Otherwise, the convergence time and initial positioning of IC-
PPP using TGD will be better. Because, PDOP is the same for a group observa-
tions, so the convergence time and initial positioning accuracy is determined by
pseudo-range quality (DCB or TGD accuracy) directly. In this paper, based on IC-
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PPP model, we use BDS satellites precise orbit and clock products applied Wuhan
University, BDS broadcast TGD and BDS DCB calculated by Wuhan University
to analyze TGD’s accuracy.

24.2.4 Coupled Error Between BDS Clock and TGD

As it knows, GPS satellite clocks are based on pseudo-range ionosphere-free
combination. TGD is used to transform the clock bias to L1 for single frequency
GPS users. But BDS satellite clocks in the broadcast ephemeris is based on B3. So,
while using pseudo-range IF combination for BDS SPP, the TGD for B1 and B2
frequency should be corrected firstly but forming IF combination directly.
Therefore, if there is a bias for B1 and B2 satellites TGD, usually the same part
(system bias) of satellites TGD will be absorbed by receiver clock in parameters
estimating. But the different part will influence BDS SPP accuracy and will be
reflected as pseudo-range residual. When using pseudo-range IF combinations for
BDS SPP, the influence of the bias will be enlarged about 3 times, which can lead
the position accuracy of single SPP better than that of IF SPP.

To research the coupled error between satellite clock and TGD BDS precise
orbit and clock based on IF combinations and BDS satellites’ DCB provided by
Wuhan University are used as reference. In this paper, the satellite clock and TGD
coupled error of B1 and IF combination (BC) is presented mainly. The satellite
clock of BDS broadcast ephemeris dts

B1;whu and precise clock dts
B1;brdc on B1 fre-

quency can be written as:

dts
B1;brdc ¼ dts þ Tgd1

dts
B1;whu ¼ dts

whu þ DCBB1B2 � b

�
ð24:9Þ

Similarly, BC satellite clock can be expressed as:

dts
BC;brdc ¼ dts þ Tgd1 � a� Tgd2 � b

dts
BC;whu ¼ dts

whu

�
ð24:10Þ

where, DCBB1B2 is the DCB between B1 and B2; dts
whu is BDS precise clock based

on GPST system which leads to system bias ddts
B1 and ddts

BC for B1 and BC clocks
while data analyzing, respectively. The difference between precise clocks and
broadcast clocks can be written as:

ddts
B1 ¼ dts

B1;brdc � dts
B1;whu

ddts
BC ¼ dts

BC;brdc � dts
BC;whu

�
ð24:11Þ

In additional, because the system bias is a constant for each BDS satellites, so it
can be absorbed by receiver clock while parameter estimating, and it will have no
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impact on BDS positioning accuracy. To make data analyze clearly, the constant

dd̂ts
B1 for B1 frequency can be eliminated by Eq. (24.12):

dd̂ts
B1 ¼ 1

n

Pn

i¼0
ddts

B1;i

Ddts
B1;i ¼ ddts

B1;i � dd̂ts
B1

8
<

: ð24:12Þ

And similarly, the constant dd̂ts
BC can be ignored by Eq. (24.13):

dd̂ts
BC ¼ 1

n

Pn

i¼0
ddts

BC;i

Ddts
BC;i ¼ ddts

BC;i � dd̂ts
BC

8
<

: ð24:13Þ

Then, the satellite clock and TGD coupled error of B1 and BC can be obtained
by the statistics result of Eqs. (24.12) and (24.13).

24.3 Data Analyzing

Based on mathematic model presented above, we processed some BDS data
between day of year (DOY) 139 and 150 in 2013 collected by BETS equipped with
Unicore UR-240 receiver. The detail information are shown in Table 24.1 and
BDS constellation with 5GEOs, 5IGSOs, and 4MEOs are shown in Fig. 24.1. The
data will be processed as follow schemes.

1. Adopting zero-baseline model, analyse receiver noise of Trimble R9 and UR-
240.

2. According to Eqs. (24.7) and (24.8), analyse multi-path noise of Beijing and
Wuhan station.

3. Using IC-PPP model and BDS precise products, analyse the accuracy of BDS
TGD.

4. Following Eqs. (24.9)–(24.13), analyse the accuracy of BDS orbit, TGD, and
the coupled error between clock and TGD, and it impact on BDS SPP
performance.

While data processing, the observations with satellite elevation low than 10� are
ignored and observation error source including troposphere delay, ionosphere
delay, pseudo-range time group delay, earth rotation, relativity, satellite clock and
receiver clock are considered.
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24.3.1 BDS Receiver Noise

As it knows, all the observing errors are eliminated in zero-baseline except
receiver noise. As Figs. 24.2 and 24.3 showing, UR-240 receiver’s pseudo-range
noise and Doppler noise are 0.657 and 0.175 m, respectively. R9 receiver’s
pseudo-range noise and Doppler noise are 0.365 and 0.037 m. Obviously, UR-240
receiver noise is much larger than that of R9, especially the Doppler noise. That
means the quality of UR-240 observations is lower than that of R9. And it will lead
to BDS navigation result using UR-240 observations worse than the result using
R9 observations, especially for BDS velocity.

Figure 24.4 shows BDS velocity accuracy in static using UR-240 observation
and R9 observation, respectively. The velocity RMS of UR-240 receiver in North,
East, and Up is 0.219, 0.098, and 0.273 m/s. And R9 receiver’s velocity RMS is
0.054, 0.014, and 0.083 m/s for North, East, and Up component respectively.
According to Eq. (24.2), the accuracy of BDS velocity depends on Doppler’s
quality directly. Therefore, the reason why UR-240 receiver’s velocity accuracy is
worse than R9’s is because UR-240 Doppler noise is larger than R9 Doppler noise.

Fig. 24.1 BDS satellites constellation with 5GEO + 5IGSO + 4MEO

Table 24.1 Information for data used in this paper

Data type From Interval

BDS observation BETS 30 s
BDS broadcast orbit BDS system 1 h
BDS broadcast clock BDS system 1 h
BDS broadcast TGD BDS system –
BDS precise orbit Wuhan University 30 s
BDS precise clock Wuhan University 30 s
BDS DCB Wuhan University –
Ionosphere GIM CODE 2 h
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Fig. 24.2 RMS of B1 pseudo-range observations noise for UR-240 receiver and R9 receiver
(unit: meter)

Fig. 24.3 RMS of D1 doppler observations noise for UR-240 receiver and R9 receiver (unit: meter)

Fig. 24.4 BDS velocity accuracy calculated by receiver UR-240 and R9 in static
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24.3.2 BDS Multi-path Noise

To analyse the impact of multi-path noise on BDS SPP positioning accuracy,
Beijing (BJ) and Wuhan (WH) station BDS observations are processed in same
way. Table 24.2 shows BDS SPP positioning accuracy of Beijing and Wuhan
station using BC and B1 observation respectively. In Beijing station, B1 pseudo-
range position accuracy (95 %) is 4.871 and 8.464 m in horizon and 3D compo-
nent. While using BC combination, the position accuracy is 8.079 and 12.632 m in
horizon and 3D component. In Wuhan station, B1 pseudo-range position accuracy
(95 %) is 5.215 and 10.882 m for horizon and 3D component. While using BC
combination, the position accuracy is 5.699 and 8.993 m for horizon and 3D
component, respectively. Obviously, the positioning accuracy of BC is worse than
B1 positioning accuracy. But in Wuhan station, the positioning accuracy of BC is
better than that of B1. In additional, the PDOP of Beijing (2.858) is very close to
Wuhan PDOP (2.679). Besides, the receiver used in both Beijing and Wuhan
station is UR-240. Reasonably, the effect of PDOP and receiver noise on BDS
positioning accuracy can be ignored. Therefore, the multi-path must be the most
possible fact leading the abnormal positioning results in Beijing station.

According Eqs. (24.7) and (24.8), BDS satellites multi-path noise of Beijing
and Wuhan station is calculated and its statistics results are shown in Fig. 24.5.
Clearly, the multi-path noise in Wuhan station is lower than that of Beijing station.
In Beijing station, the multi-path noise for B1 and BC pseudo-range is 0.786 and
2.244 m. And the multi-path noise for B1 and BC is 0.431 and 1.136 m in Wuhan

Table 24.2 Positioning accuracy of BDS for Beijing and Wuhan station

Station Beijing Wuhan

Type BC B1 BC B1

NE (95 % m) 8.079 4.871 5.699 5.215
3D (95 % m) 12.632 8.464 8.993 10.882

Fig. 24.5 Multipath noise for BC combination and B1 frequency of BDS in Beijing and Wuhan
station
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station. Obviously, the ionosphere-free combination makes multi-path noise 3
times bigger than that of B1. Besides, the multi-path noise of both B1 and BC in
Beijing station is about 2 times bigger than that of Wuhan station. Which leads the
position accuracy of BC in Beijing is worse than B1 positioning accuracy directly.
Meanwhile, because the multi-path noise of Wuhan station is very low (very close
to receiver noise) and ionosphere-free combination can ignored first order iono-
sphere delay completely. So, Wuhan station’s BC 3D positioning accuracy is
improved obviously comparing to B1 3D positioning accuracy.

24.3.3 BDS TGD Accuracy

Because the convergence time and initial positioning accuracy of IC-PPP is
affected by pseudo-range quality directly. Therefore, while using TGD applied by
BDS and satellite DCB applied by Wuhan University in BDS IC-PPP respectively,
if IC-PPP adopting DCB needs less convergence time and expresses better initial
positioning accuracy, it means TGD accuracy is worse. Otherwise, BDS TGD
accuracy is better. According to the result showing in Fig. 24.6, in Beijing station
the convergence time of IC-PPP using DCB applied by Wuhan University is
1.76 h less than IC-PPP using BDS TGD (4.23 h). Meanwhile, the initial posi-
tioning accuracy of IC-PPP using DCB is 2.0 m better than IC-PPP using TGD
(5.0 m). It illustrates that BDS satellites’ TGD accuracy is high enough currently
and it can be improved better and better in the feature.

24.3.4 Clock and TGD Coupled Error

Coupled error between satellite clock and TGD and satellite orbit accuracy are
another facts affect BDS SPP positioning accuracy. As Fig. 24.7 shows, the orbit
accuracy of IGSO and MEO is better than 2.0 m in X–Y–Z components. GEO

Fig. 24.6 Impact of BDS TGD on positioning accuracy and convergence of BDS IC-PPP
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orbit accuracy is a litter worse, especially satellites C01 (25.93 m), C02 (8.39 m)
and C04 (11.04 m). All BDS satellite orbit accuracy in Radial direction is better
than 0.5 m, except GEO C03 (0.982 m) and C05 (0.744 m). Figure 24.8 shows the
coupled error of B1 and BC between BDS satellite clock and TGD. The statistics
illustrate that the RMS of B1 satellite clock is 3.719 ns, and the RMS of BC
satellite clock is 7.842 ns. Obviously, there is a same system bias for both B1 and
BC satellite clock. Usually, the system bias can be absorbed by receiver clock
while parameter estimation and will have no effect on BDS positioning accuracy.
But the coupled error of both B1 and BC satellite clock expressed as STD in Fig.
24.8 will affect BDS SPP positioning accuracy. As results show, the coupled error
of B1 is 1.794 ns (0.54 m), and the coupled error of BC is 5.401 ns (1.62 m).
Clearly, the coupled error of BC is about 3 times bigger than that of B1. And it can
be an important fact that leads to BDS BC positioning accuracy worse than B1
positioning accuracy.

24.4 Summary

In this paper, we focus on the abnormal problem that leads to BDS B1 positioning
accuracy better than BC positioning accuracy. By analysing receiver noise, multi-
path noise, BDS satellite orbit accuracy, and coupled error between satellite clock
and TGD, the results illustrate that:

Fig. 24.7 BDS’s orbit accuracy of broadcast ephemeris

Fig. 24.8 BDS clock-TGD coupled error on BC combination and B1 frequency
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1. BDS has the ability to provide SPP positioning result better than 10 m and
provide velocity result better than 0.1 m/s, currently.

2. The velocity accuracy of BDS is affected by receiver Doppler noise. As shown
in this paper, the Doppler noise of UR-240 is larger than that of R9. Which
leads to the velocity accuracy of UR-240 lower than that of R9. It expresses that
BDS provide velocity accuracy better than 0.1 m/s if receiver Doppler noise is
not too large.

3. Multi-path noise is one of the facts leads to BDS BC positioning accuracy
worse than B1 positioning accuracy.

4. The accuracy of BDS satellite orbit is better than 2.0 m in X–Y–Z component
and better than 0.5 m in Radial direction. And GEO satellites orbit accuracy is
not good enough.

5. The accuracy of BDS TGD is not high enough, and it leads to the coupled error
between satellite clock and TGD of BC (5.041 ns) is about 3 times larger than
that of B1 (1.794 ns). And it is an important facts leading to BDS B1 posi-
tioning accuracy better than BC positioning accuracy.
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Chapter 25
General Computing Platform Based
GNSS Signal Simulator Architecture:
Design, Implementation and Validation

Zhenyi Wei, Hong Li, Zheng Yao and Mingquan Lu

Abstract In the process of GNSS (Global Navigation Satellite System) signal
design and validation of receiver algorithm, a GNSS signal simulator is needed for
generating a predetermined signal format, and at the time of both signal design and
receiver algorithm validation, testing and verification in a number of different sce-
narios are needed, which requires flexible configuration and features convenient
expansion of the simulator. In recent years, the software platform based GNSS signal
simulator is becoming an important development direction under such a fast and
flexible request. In the process of signal generation, the simulation is ending up with
a huge amount of data even if there is only one signal to be generated, when we
consider more signals and bandwidth issues, the computing becomes a disaster, and
the requirements of long-time simulation from system and signal validation make it
worse. So how to generate such huge amount of GNSS signals on software platforms
in nearly real-time, along with better flexibility and scalability, is a technical diffi-
culty. Focusing on this problem, a new software framework for GNSS signal sim-
ulator is proposed. The main idea of the new framework includes two aspects: First,
after reconsidering the signal generation process and application scenarios,
responsibilities of each part of the GNSS signal simulator are re-analyzed to form
several layers, and layers are stratified using a unified interface and rules. In this
division, the core layer, which undertakes arduous computing tasks and data
throughput, is no longer involved in user interaction and system calls, and is no
longer affected by adding new signals. Second, for the huge amount of data
throughput and computational issues, the core layer will be placed on a general-
purpose computing platform like graphics card, taking full advantage of its high
parallel computing capabilities along with scalability, to generate signal output
under the unified signal generation structure and processes. Finally, under the
appropriate given application scenarios, the signal simulator output is validated by
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software receiver, the results show that the results of the new framework could meet
the design requirements, and it can be used as a tool for testing and validating.

Keywords GNSS � Signal simulator � General-purpose computing platform �
Parallel computing

25.1 Introduction

Recent years, position and navigation services provided by GNSS (Global Navi-
gation Satellite System) are becoming key services in daily life for everyone. As a
result, the research on signals, navigation data and modulation goes deeper and
deeper, which provides more support for the design of new signals on new frequent
point. In this process, GNSS signal simulators (hereinafter, simulators) with more
flexibility and extensibility are thirstily needed, which are also the necessary tools
for rapid and statically design for signals and systems.

One of the main difficulty in front of the simulator is the massive computing
amount, especially for new signals with a bandwidth of over 20 MHz, in which
case 40 Mbyte data is generated and outputted within a single second. Besides
that, when multi-system and multi-frequency scenarios are considered, it is
resulting in an amount of over 400 M sps (samples per second), or even 1 G sps. In
order to meet this requirement, there are several methods coming out in the process
of signal simulating development. Firstly, hardware signal simulator is developed,
which mostly use one FPGA as the core device with several DSP to simulating
GNSS signals. The advantages are obvious, hardware signal simulators are usually
real-time systems. Nevertheless, long-time developing, complicated debugging
and relative fixed functioning exist in the hardware development process, which
makes the disadvantages also obvious for hardware signal simulators. Thinking of
that, after great development of hardware technologies on computer science,
software signal simulator starts to become a new direction from then on.

In the early days, there are two kinds of software signal simulator. One is using
scripts, toolboxes or Simulink on Matlab platform, and the other is based on lower
programming language, like C language. These software signal simulators turns
out to be very impressive, especially in flexibility and extensibility, which means
software signal simulator could certainly be a tool of verification and prototype
design for signals and systems. However, the above two software signal simulators
are still using the traditional computing architecture, which is based on CPU
(Central Processing Unit). Because of the character in CPU architecture, which has
relatively small percentage of the wafer area to calculate, software system with
CPU as its core calculating unit suffers in low calculating speed, which is too slow
to simulating in real-time systems.
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In the next few years, software signal simulator could not be a standalone tool
for its incompleteness, until calculating on GPU (Graphic Processing Unit) plat-
form is taken.

Instead of too much thinking of fast response, GPUs use most of their wafer
area to calculate, which meets the initial requirements when GPU coming to the
world, that is, large amount of calculation during graphics display. As a result,
GPU has far more calculating units than CPU, for the relative fixed calculating
process and much less complicated flow control. For NVIDIA Geforce GTX 780Ti
(hereinafter, 780Ti), it has a memory bandwidth of 288 GB/s [1], on the other
hand, CPU has a memory bandwidth of nearly 10 GB/s, depending on the CPU
and memory unit used. As a result, GPU yields big performance benefits. At the
same time, the parallel processing capabilities also benefit from the large amount
of processing units in processing cores, for 780Ti, there are 2,880 CUDA cores [1].
It is far more in number than processing units within CPUs, which is usually less
than 10.

Based on the facts above, it is possible to use GPU to gain the massively
parallel computing ability.

Prototypes of GNSS signal simulator based on GPU appeared in 2011 [2], when
the base implementation of signal simulator based on GPU is proposed, focusing
on the core difficulties, and along with the discussion of general improvement on
the performance. Another discussion focuses on the performance of GNSS signal
simulator and a method of performance measurements is also proposed [3]. Both
jobs provide enough basis and principles for sampling computing of simulation,
which clears the obstacles in front of the implementation of GNSS signal
simulator.

Under the premise that processing performance is not the most significant
limiting factor, a new GNSS signal simulator architecture based on GPU platform
is proposed, mainly focusing on flexibility and extensibility in the scenario of
multi-system and multi-frequency.

In terms of content, GPU platform and main developing tools are introduced
first, and main scenarios about GNSS signal simulators are analysed to find out the
core difficulty in the design process. After that, a new architecture in the multi-
system and multi-frequency scenarios is proposed, with signal models as well.
Then main improvements in the implementation are explained. In the end an
example will be given for verification.

25.2 GPU and CUDA

There are plenty of descriptions of the architecture, performance and main
development methods about GPU and CUDA [2–4], which is the main develop-
ment tool on NIVIDIA GPUs. For not importing misunderstanding and ambiguity,
a simple description about GPU and CUDA is also provided here.
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GNSS signal simulator mentioned in this paper is developed on GPU platform,
identified as Geforce GTX 780Ti, which is a member of NIVIDIA GPU series [1].
It is noted that other NIVIDA GPUs share the same core architecture and design
thought, but might result in different performance estimations by the specific type
and version of GPUs.

CUDA (Compute Unified Device Architecture) is a developing language on
GPU platform invented by NIVIDA Corporation, used to develop massive parallel
computing program, and finally turn GPUs to general computing platform.
Because of the aiming at computing performance with massive parallel tiny
threads, GPU has totally different behavior than CPU. CPU focuses on the flow
control, such as instruction pretreatment, out-of-order execution, and pipeline,
which costs most of CPU wafer area. Nevertheless GPU focuses on fixed and
simpler computing processes, which save most of GPU wafer area for computing,
giving GPU extremely large number of computing units and massive parallel
computing capability which is never reachable for CPU. For example, there are
2,880 CUDA cores inside of 780Ti, comparing with 4 physical cores within Intel
i7 4,770 K.

Although GPU has great power on parallel computing, it is impossible to finish
the entire job using only GPU. Because of the lacking of complete instruction
control, GPU has poor performance on complicated instruction sequence. Gen-
erally, GPU is appropriate for core computing platform, cooperating with main
control codes on CPU [5, 6].

While computing in GPU, the key point is the parallelization. Normally parall-
elization is focused on data, which means every single thread in GPU computes one
piece of data or relative some pieces. In order to gain high parallelization, the
organization of processes in GPU has to be considered. In GPU, processes are
organized in three levels called Grid, Block and thread. Threads are organized as
Blocks in two-dimension, while blocks are organized as Grids in two-dimension [5].

25.3 Signal Simulator Design

As a software verification tool, signals generated by GNSS signal simulator
include various influence factors about antenna, space, atmosphere, multipath, and
so on, as shown in Fig. 25.1.

In this section, scenarios for GNSS signal simulators are analysed, followed by
the architecture of simulators, and then the signal model.
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25.3.1 Scenarios of Application and Analysis
of Performance

There are three main parts in simulator architecture, that is, simulation definition,
signal definition and signal samples definition [3]. The primary computing pres-
sure lies in the samples definition part, while in history samples definition part is
the main difficulty to shut the traditional software simulators out of real-time
simulating scenario. However, after using GPU, massive parallel computing ability
improved so much that the main focuses under different scenarios should be
reconsidered to make the simulating system, not sampling definition part itself,
meet requirements better.

For GNSS signal simulators, there are two main application scenarios:

• Generate signal data as fast as could, and analyse the output data file for fast
verification

• Be part of a system including hardware or software receiver, and working
together with real-time receivers for testing and verification under the effects of
multipath, environment, and constellation, etc.

Under the first scenario, the main output type is data file, as shown in Fig. 25.2.
In this process, the main performances of each step are shown as below (in low-

cost PC platform)

• Throughput bandwidth of GPU: 288 GB/s
• Throughput bandwidth of PCI-E 3.0: 16 GB/s (for 16 channels)
• Writing speed for SATA 3.0: 0.75 GB/s (6 Gbit per second).

It is clear that GPU has the best performance in all steps, which means if
common low cost PC platform is used to simulate GNSS signals in the first
scenario, the bottleneck is the writing speed through PCI-E and SATA. Even using

Fig. 25.1 Content of GNSS signal simulator
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special technique like RAID (Redundant Arrays of Independent Disks), it is still
too much to close the 384-time gap in speed.

Under the second scenario, the type of outputting is network, link Ethernet,
optical fibre or IB (InfiniBand), as shown in Fig. 25.3.

On the other side, if it is a hardware receiver, then it requires the normal speed,
which is not a problem for simulators using GPU. If it is a software receiver,
especially receiver also using GPU to do the correlation computing, it might
require much higher data speed. However, just like the first scenario, the data
speed is clearly limited by the PC platform and connecting types, which are shown
as below:

• Throughput bandwidth of GPU: 288 GB/s
• Throughput bandwidth of PCI-E 3.0: 16 GB/s (for 16 channels)
• Bandwidth of Ethernet: 1.25 GB/s (10Gbps)
• Bandwidth of optical fibre: 1 GB/s (8Gbps)
• Bandwidth of IB: 5 GB/s (40 Gbps).

It is clear that GPU also has the best performance in all these steps and con-
nection techniques.

At the same time, GPU has a performance of up to several TFlops (Tera
Floating-point operations per second) for float point computing [1, 6, 7], which is
much more than sufficient for signal simulating.

According to the analysis above, it could come to the conclusion that samples
definition with computing on GPU has not been the performance bottleneck of
GNSS signal simulators.

As a result, when designing the architecture of GNSS signal simulators base on
GPU, the computing performance and throughput ability are not the most
important limitation any more. On the other hand, ensuring the speed requirements
met, considerations about flexibility and extensibility are becoming more and more
important.

CPU

GPU

Main
Board

Disk

Disk

Disk

...

Fig. 25.2 Scenario 1 of
GNSS signal simulator
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25.3.2 Architecture of Signal Simulator

In the three parts of GNSS signal simulator architecture, the first two are not main
topic discussed in this paper. For sampling definition, when considering scenarios
of multi systems and multi frequencies, 1-D flattening design is not appropriate
any more.

In multi-system and multi-frequency scenarios, different signals have various
modulation types. At the same time, with the growth of signal number, multiplex
technique becomes more complicated. It turns out to be a main difficulty to
generally consider the different modulations and Multiplex techniques, and
describe them with a consistent architecture.

First, in multi-system and multi-frequency scenarios, the content of GNSS
signal simulating process is organized in four layers as below:

• Signal: generating signals with various modulation type, directly dealing with
navigation message, pseudo-random code, sub-carrier and carrier, and returning
the generated signal result on every sampling point.

• Frequency point: implementation of multiplexing
• System: actual GNSS systems, main differences between systems lie in the

constellation and navigation message
• Task: a complete GNSS signal simulation, summing results from all channel,

and returning output data with noise and quantization.

In the entire process, as the constellation and navigation message could be
stored beforehand, system layer and frequency point layer could merge as one
frequency point layer. Then the simulation process contains three layers: task,
frequency point and signal.

Existed simulators mainly focus on the signal layer, to make the entire simu-
lating process flattened in channels. But in multi-system and multi-frequency

Fig. 25.3 Scenario 2 of GNSS signal simulator
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scenario, with more consideration of flexibility and extensibility, the architecture
mainly focuses on the frequency point layer, that is, it is flattened in frequency
point layer other than signal layer.

As a result, the minimum unit in GPU is not signals, which stand as specific
system, frequency point, signal and path, but frequency points, which stand as
specific system, frequency point and path. At the same time, multiplexing based on
phase lookup table is used in signal generating process, to improve the flexibility
and extensibility of the architecture, especially for adding new signals on new
frequency points.

Block diagram of the simulator architecture is shown as Fig. 25.4.

25.3.3 Model of Signals

In the view of intermediate receivers, received signals belong to several frequency
points of several systems, including interference between each other, so the
architecture should provide more support for simulating in multi-system and multi-
frequency scenarios.

For these simulators, besides the traditional descriptions about navigation
message, pseudo-random code and carrier, a more general description including
various modulation types is needed for signal modelling.

POCET (Phase-optimized constant-envelope transmission) looks signal multi-
plexing again from a new point of view [8]. GNSS signal multiplexing is generally
taken as the distribution of phases. In this theory, output signal is taken as phase
modulation to the intermediate carrier with phases matching corresponding sam-
ples. As a result, phase to be modulated could be looked up from a stored table.
Then signal in specific satellite and specific frequency point could be expressed as
below

Fig. 25.4 Structure of GNSS signal simulator
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s1;1;1ðtÞ ¼ AðtÞ � cos 2p f ðt � s� sMPÞ þ uðt � s� sMPÞ þ hðtÞ½ � ð25:1Þ

where t is the local time of receivers, s is the transmission delay, sMP is the
multipath delay, A is the amplitude, f is the intermediate frequency, h is the carrier
phase.

It is noted that u is the lookup result of the phase table, which is loaded
beforehand, uðtÞ indexes as n(t).

nðtÞ ¼
XM

m¼1

bmðtÞ � 2m�1

Under the architecture taking frequency point as simulating core inside GPU,
output signal summing all frequency points and all satellites is expressed as below

sðtÞ ¼
XNF

n¼1

XNchðn;mÞ

h¼1

XNSðnÞ

m¼1

An;m;hðtÞ � cos

2p fnðt � sm � shÞ
þun;mðt � sm � shÞ
þhnðtÞ

2

4

3

5 ð25:2Þ

where NF is the number of frequency points, NS(n) is the numbers of visible
satellites in frequency n, Nch(n,m) is the number of paths for signals of satellite m,
An;m;h is the amplitude, fn is the equivalent intermediate frequency, un;m is phase
result looked up from the table.

25.4 Implementation of Signal Simulator

General thoughts about implementation based on GPU are becoming accordance
[2–4]. Based on these thoughts, considering special requirements in the scenario of
multi-system and multi-frequency, an improved architecture for simulators is
proposed. The improvements mainly features in three points: calculation inside of
threads, organization of threads, and load of resource.

25.4.1 Calculation Inside of Threads

Following the principles based on frequency points, CUDA threads are designed to
computing all signals in the same frequency point, including multiplexing, inside
of which a lookup table is used for phase modulation. It is shown in Fig. 25.5.

Before simulating, different lookup tables could be chosen by different signal
combinations, without changing the computing flow inside threads. At the same
time, when adding new signals, the mainly work lies in changing the lookup tables.
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On the other hand, computing pressure inside single thread becomes heavier.
However, as computing results of sampling points in different frequencies are
stored in different memory addresses on GPU, which means there are no interlace
in address accessing. As a result, there is not significant influence [5, 6].

Under new architecture, new 2-D computing organization takes place of the old
1-D flattened one.

When using 1-D organization, the number of channels is calculated by:

NChannel ¼ NSV � NMP � NF � NSIG

In 2-D organization, channel number is:

NChannel ¼ NSV � NMP � NF

From this point, to finish the same computing amount, fewer CUDA threads are
needed, with each thread bearing more computing work.

25.4.2 Threads Organization

In the implementation before, warp in CUDA is usually used to compute as many
sampling points in a channel as possible [3], which is intuitionistic and efficient.
However, the same batch of wrap should be executed in the same multiprocessor

Fig. 25.5 Flow chart of
processing in GPU threads
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[5, 6], so these warps should be in the same block, which limits the number of
channels:

nChannel ffi NChannel ¼
NBD

WSIZE

ffi �

where NChannel is the maximum channel number, NBD is the maximum thread
number per block, WSIZE is the thread number per warp.

For 780Ti, NBDffi 1,024 WSIZE ¼ 32 [1, 7], so NChannel ¼ 32. According to the
fact above, for multi-system and multi-frequency simulators, the upper limit of
channel number is too small, even without considering multipath effect.

At the same time, when nChannel \ NChannel; because the thread number is less
than the maximum thread number per block, computing performance is reduced
actually. That is, the thread using efficiency in single block gBlock ¼ nChannel

NChannel
\ 1;

which means computing process is not taking use of full capacity of CUDA.
To settle this question, reorganization of CUDA threads is needed. Considering

the constraint of using share memory inside block to sum thread data efficiently
[6], channel number to be summed is limited by the size of block, which is usually
less than 1,024. At a result, to enlarge the percentage of thread using in single
block, thread organization is raised as Fig. 25.6.

Where, for sampling points in channels, threads in CUDA block are arranged by
channels first and then sampling points, which is called channel first architecture.
Accordingly the old architecture is called sampling first architecture. Then
available sampling points in a single block is:

nSampleffi NSample ¼
NBD

nChannel

ffi �
ð25:3Þ

where NSample is the upper limit of available sampling points in a single block.

Fig. 25.6 Concept of thread
organization in new
architecture
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Channel computing could be accomplished only if nSample� 1; and then avail-
able channels in a block is nChannelffiNChannel ¼ 1,024; which means all 1,024
could participate in the computing. At the same time, because of the 2-D orga-
nization of threads, thread number needed for computing also reduces. As a result,
the new thread organization would enlarge simulation ability efficiently.

Besides, the block using efficiency increases as well. When all threads in a
CUDA block could not be divided by channel number, the number of thread
remaining is less than nChannel; then the lower limit of block using efficiency is:

gBlock ¼
nChannel � nSample

NBD

¼ 1�mod NBD; nChannelð Þ
NBD

[ 1� nChannel

NBD

: ð25:4Þ

If nChannel is equal to that when using sampling first architecture, which means
nChannelffi 32; it is more efficient to use channel first architecture than to use
sampling first architecture. Besides, another advantage of channel first architecture
is the adaptability of more channels when nChannel [ 32; which seems more
important in multi-system and multi-frequency scenarios.

In channel first architecture, the sampling offset and channel offset used by
computing inside threads are:

iSample ¼ iB � nSample þ~iSample ð25:5Þ

iChannel ¼ mod iT ; nChannelð Þ ð25:6Þ

where iSample is the sampling offset of current thread, ~iSample is the sampling offset
in current block, iB is the 1-D offset of current block, iChannel is the channel offset of
current thread in current block, iT is the 1-D offset of current thread in current
block. The details is as below

~iSample ¼ iT=nChannelb c
iB ¼ iBy � NBx þ iBx

iT ¼ iTy � NTx þ iTx

iBx and iBy are the x-coordinate and y-coordinate of the 2-D identification of
current block respectively, iTx and iTy are the x-coordinate and y-coordinate of the
2-D identification of current thread respectively, NBx and NTx are the capacity of
current block and current thread in the xx direction respectively.
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25.4.3 Resource Loading

Because of the change of thread organization, resource loading should change
according to that. The most significant change is the changeable of sampling point
number in a CUDA block. When using sampling first architecture, the sampling
pint number in a CUDA block fixes to 32, which is the thread number per warp,
while the number is nsample using channel first architecture. At the same time, for
computing according to configured parameters, results of all threads are stored in
shared memory and then summed as needed. For float type, this will cost 4 � NBD in
share memory, which is less than the nominal size of 48 Kb. So the design is
practicable.

According to the three changes above, the computing process in GPU under
new architecture could adapt the simulation in multi-system and multi-frequency
scenarios.

25.5 Simulation and Verification

The biggest advantages of the new architecture are flexibility and extensibility,
now it is verified by a new type of signal which is being designed.

The detail information of the new signal is as below:

• modulation: BPSK
• intermediate frequency: 0 MHz
• code length: 2,046
• code frequency: 2.046 MHz
• message frequency: 1 KHz
• number of visible satellites: 9
• channel number: 36
• sample frequency: 5 MHz
• quantization: 8 bit.

Verifying the data file generated by the signal simulator, and the PSD (Power
Spectrum Density) of the output signal is shown in Fig. 25.7, where the theoretical
envelope is shown in red dashed line.

The signal in time domain is shown in Fig. 25.8. Acquisition result from a
software receiver for a single channel is shown in Fig. 25.9, and the tracing result
is shown in Fig. 25.10.
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Fig. 25.7 PSD of single channel data generated

Fig. 25.8 Generated signal for all channels in time domain
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25.6 Conclusion

A new architecture of GNSS signal simulator based on GPU is proposed in this
paper, followed by implementation and verification.

The architecture is designed for the multi-system and multi-frequency scenar-
ios, which requires more channel number and more flexibility. GPU is still used for
massive parallel computing on sampling points, but the calculating in CUDA
threads and threads organization are improved for the focused scenarios.

CUDA threads are used to generate signals on the same frequency point instead
of simple signals, that is, multiplexing is done inside of threads. As a result of this

Fig. 25.9 Acquisition result of single channel

Fig. 25.10 Tracking result
of single channel
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new view, CUDA threads are reorganized to channel-first architecture, which
enlarges the maximum channel number to 1,024, without significant reducing to
the entire performance of the simulator. In the end, this new architecture is verified
by a new signal being designed.

At current moment, the design of this new architecture is mostly finished and
main models are implemented. Future work includes verification for other signals
and combined signals from different frequencies, while moving signal imple-
mentations of older architecture to the new architecture. The final purpose is to
construct a rapid GNSS signal simulating platform using massive parallelization of
GPU and proper strategy of organization and arrangement.
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Chapter 26
A High Precision Real-Time Low Order
Polynomial Interpolation Method
for GNSS Satellite Orbit

Xin Zhang, Jing Pang, Yingxue Su, Guozhu Zhang and Gang Ou

Abstract As an important testing method for integrated navigation receiver and
hardware-in-loop simulation, real-time closed-loop navigation signal simulator
needs to make the input external trace presented on output signal in ms. While
constellation orbital calculation plays an important role in signal parameters
generation, its computing efficiency has an important influence on time perfor-
mance of simulator. The calculation load distribution of simulator constellation
orbit interpolation based on sliding newton interpolation method is analyzed, and
it’s pointed out that the interpolating polynomial calculation efficiency is an
important factor affecting the calculation load. A real-time precision satellite orbit
low order polynomial interpolation method is proposed, which reduces the
calculation load significantly without decreasing precision. The results also show
that the new method speed up calculation six times than the direct 7-order sliding
newton interpolation method for position error less than millimeter and velocity
error less than 10-5 m/s, and obviously promoting the real-time performance.

Keywords Satellite navigation � Real-time closed-loop � Navigation signal
simulator � Orbit interpolation � Real-time performance

26.1 Introduction

High precision real-time closed-loop navigation signal simulator can receive real-
time external trajectory data and synchronize with external system by hardware
triggering events, so as to complete relative motion simulation between satellite
constellation and users with low delay and high precision. It can be widely used in
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the R&D and testing of integrated navigation terminals, as well as in guidance and
control of real-time closed-loop testing in semi-physical simulation system.

The real-time generation of pseudorange and its change rate in real-time closed-
loop navigation signal simulator is one of the key technologies, because it is
difficult to guarantee the real-time performance by calculating satellite orbit
directly using satellite ephemeris or orbit integral method. Therefore, the
ephemeris interpolation and fitting methods [1], including many kinds of poly-
nomial interpolation methods [2–9] are generally used to improve the real-time
performance of satellite position and velocity of calculation.

Generally, High orders (about nine orders) are required in polynomial interpo-
lation with large node intervals (900–300 s), and ‘‘window’’ is needed to overcome
the Runger Phenomenon [4, 5]. In [10], low-order Hermite Interpolation of satellite
position and velocity are researched. Although the low-order Hermite Interpolation
can significantly reduce the calculation complexity of the interpolation, the node
interval must be small enough to ensure the interpolation precision, which results in
initial calculation complexity greatly increased by adding more nodes.

After the calculation load analysis of satellite orbit calculation method in
navigation signal simulator based on interpolation, this paper presents a high
precision real-time low order polynomial interpolation method, which reduces the
total calculation complexity and improves the real-time performance of the
simulator with the interpolation precision kept.

26.2 Calculation Load Analysis of Satellite Orbit

The interpolation calculation of satellite orbit in the navigation signal simulator
includes satellite position and velocity calculation at any moment. In [1], the
procedure of traditional sliding high-order Newton polynomial interpolation
method used for orbit calculation is summarized. As show in Fig. 26.1, the entire
calculation process can be divided into two parts, including weak real-time part
and strong real-time part. The calculation of the standard nodes by ephemeris and
generation of interpolation polynomial coefficients are finished in the weak real-
time part. Then, the calculation of satellite location and velocity at any moment by
using polynomial interpolation is carried out in strong real-time part. The weak
real-time part calculation is only performed in time of simulation initialization and
ephemeris update, and has low running frequency and weaker real-time require-
ments. However, the polynomial interpolation has a strong real-time requirement
and must be completed within the specified time limit to meet the pseudorange
calculation requirement.
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26.2.1 Calculation Load Analysis of Weak Real-Time Part

In case of navigation signal simulator initialization or ephemeris update, satellite
ephemeris date is needed for satellite position calculation. Taking direct GPS
ephemeris calculation as an example, during the calculation process, the ephemeris
and a large number of complex calculation, including floating-point multiplication,
iterative arithmetic and trigonometric function arithmetic are needed. The specific
calculation procedure is given in [11]. If the numerical integration method is used,
the calculation procedure will be more complicated. Furthermore, the interpolation
polynomial coefficient table is required to be calculated after the calculation of
standard nodes.

It can be seen from the calculation process that the calculation load of each
standard node by using ephemeris data in weak real-time part is larger. More
standard nodes to be calculated will result in longer initialization time and greatly
increased calculation load when ephemeris update, which will consequently affect
the real-time calculation of strong real-time part. Therefore, the standard nodes in
real-time closed-loop navigation simulator always have large node interval, which
reduces calculation load of weak real-time part.

Ephemeris

Search the
corresponding

coefficient

Satellite location
interpolation and

velocity calculation

Output Results

Generate polynomial
interpolation
coefficient

The calculation of
the standard nodes

by ephemeris

Input instant
moment for
calculation

Weak Real-Time

Stonge Real-Time

Fig. 26.1 Satellite orbit
calculation procedure in
simulator
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26.2.2 Calculation Load Analysis of Strong Real-Time Part

The calculation in strong real-time part is mainly due to the prolonged continuous
interpolation of satellite orbit in navigation signal simulator.

Generally, the interpolation of satellite orbit uses piecewise polynomial inter-
polation method. The category of piecewise polynomial interpolation methods and
their calculation effectiveness analysis are studied in [1–5, 10]. Newton interpo-
lation and cubic-order Hermite interpolation are commonly regarded as two
piecewise polynomial interpolation methods with the best efficiency. However,
due to the lower order of cubic-order Hermite interpolation, if the interval between
two nodes is large, the interpolation error is also large. So the cubic-order Hermite
interpolation is generally not used in orbit interpolation.

Assuming that f(t) is the location function of satellite in Earth Centered Earth
Fixed System (ECEF), and t is the time. When the equality of interpolation interval
is ignored, the nth-order Newton interpolation polynomial can be expressed as:

fNnðtÞ ¼ f ½t0� þ f ½t0; t1� � ðt � t0Þ þ � � � þ f ½t0; t1; . . .; tn� �
Yn�1

i¼0

ðt � tiÞ ð26:1Þ

where t0, t1, … tn and their corresponding f(t0), f(t1), … f(tn) are called the
interpolation nodes, |tk+1 - tk| is defined as node space, f[t0, t1, … tn] is the nth-
order difference quotient of f(t), and f[t0] = f(t0). The difference quotient can be
calculated by:

f ½t0; t1; . . .; tk� ¼
f ½t0; . . .tk�2; tk�

tk � tk�1
� f ½t0; t1; . . .; tk�1�

tk � tk�1
ð26:2Þ

From (26.1) and (26.2), nth-order Newton interpolation polynomial may be
obtained by adding a higher order term to n - 1 order polynomial. And when
t changes between t0, t1, … tn, the difference quotient does not need to be recalculated.
In case of interpolation intervals are equal, h = |tn - tn-1| = _ = |t1 - t0|, the
interpolation formula in difference quotient form can be replaced by that in differ-
ential form in Newton interpolation, which can simplify the calculation process
without affecting the calculation precision. The difference quotient in (26.2) calcu-
lated by forward difference can be given by:

f ½t0; t1; . . .tk� ¼
Dkf0

k!hk
ð26:3Þ

where D is the forward difference operator, and Dkf0 shall meet:

Dfi ¼ f ðti þ hÞ � f ðtiÞ ð26:4Þ

Dkf0 ¼ Dk�1f1 � Dk�1f0 ð26:5Þ
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Let t = t0 ? kh, and substitute (26.2) by (26.3) to get:

fNhðkÞ ¼ f ðt0Þ þ
Xn

k¼1

Dkf0

k!
�
Yk�1

i¼0

ðk� iÞ
 !

ð26:6Þ

During piecewise Newton interpolation, reasonable sliding ‘‘window’’ needs to
be used to avoid interpolation precision degradation and ‘‘Runge phenomenon’’.
However, this will increase the calculation complexity caused by sliding. More-
over, the velocity of satellites cannot be directly achieved by sliding higher order
Newton interpolation, thus it shall be calculated by the velocity defined in (26.7),
where s is the time interval.

vðtÞ ¼ f 0ðtÞ ¼ lim
s!0

f t þ s
2

ffi �
� f t � s

2

ffi �

s
ð26:7Þ

If cubic-order Hermite interpolation polynomial is used for interpolation, the
value of f(t) at interpolation node ti and ti+1, and their first order derivative are
needed. Then, the interpolation polynomial can be expressed as:

fH3ðtÞ ¼ ai þ biðt � tiÞ þ ciðt � tiÞ2 þ diðt � tiÞ3 ð26:8Þ

where

ai ¼ f ðtiÞ; bi ¼ f 0ðtiÞ; ci ¼
3f ½ti; tiþ1� � 2f 0ðtiÞ � f 0ðtiþ1Þ

tiþ1 � ti

di ¼
f 0ðtiÞ � 2f ½ti; tiþ1� � f 0ðtiþ1Þ

ðtiþ1 � tiÞ2

f[�] can be calculated by (26.2). The satellite velocity can be obtained by (26.9)
with cubic-order Hermite interpolation.

vH3ðtÞ ¼ bi þ 2ciðt � tiÞ þ 3diðt � tiÞ2 ð26:9Þ

The satellite location and velocity calculation with piecewise polynomial
interpolation is always happened company with signal parameter update. Due to
the iteration process of pseudorange calculation, the polynomial interpolation
always needs to be called several times in the process of signal parameters update
calculation each time.

With a real-time requirement of 10 ms, assuming that the polynomial inter-
polation is called m times on the average in the process of each satellite signal
parameters update, and there are more than 100 satellites in GPS, GLONASS,
Galileo and Beidou system, so more than 100 m times interpolation calculation
must be completed within a time limit of far less than 10 ms, considering various
channel errors calculation, communication and control of the simulator.
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26.2.3 Calculation Load Distribution

According to calculation load analysis of strong and weak real-time parts, the
calculation and storage of standard nodes of satellite orbit and polynomial inter-
polation coefficient by ephemeris are mainly carried out in the weak real-time part.
Whereas the calculation of satellite orbit parameters at any time instant is mainly
achieved in the strong real-time part. Due to there is time sequence in interpolation
coefficient searching, the time consumed by interpolation coefficient searching can
be ignored. Therefore, the main calculation load of the interpolation depends on
the calculation process of the interpolation polynomial.

According to the conclusion in [1], the percentage of calculation load of
satellite orbit parameters is simulated and analyzed, which 7-order Newton
interpolation with the sliding window and cubic-order Hermite interpolation are
applied in respectively. All the simulations use GPS Ephemeris to calculate the
standard nodes with interval of 600 s.

As shown in Fig. 26.2, the calculation load of strong real-time part with 7-order
Newton interpolation method applied takes more than 99.9 % of the satellite orbit
calculation load. On the other hand, more than 99.6 % calculation load is taken
when cubic-order Hermite interpolation method applied. All results show that the
interpolation operation occupies the majority of the calculation load.

The percentage decrease when cubic-order Hermite interpolation is applied is
due to its significant decrease in calculation complexity compared with 7-order
Newton interpolation, and it also decrease the overall calculation load in orbit
calculation.

However, the interpolation error of satellite location can be controlled below
10-5 m with 7-order Newton interpolation, and the approximate error of satellite
velocity when s = 0.01 can also be controlled below 10-5 m/s. Whereas the
interpolation error of satellite location with cubic-order Hermite interpolation
satellite location can reach meters, which cannot meet the calculation precision
requirements of the simulator.
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26.3 Improved Interpolation Method for Orbit

On the basis of the calculation load distribution analysis for multi-constellation
satellite orbit, an improved low order interpolation method for orbit is presented.
The complete process is shown in Fig. 26.3.

The whole procedure can be divided into the following steps:

1. Data preparation for standard nodes with large interval: The position of satel-
lites with standard large interval is directly calculated using ephemeris.

2. Generating small interval standard nodes with sliding high order Newton
polynomial interpolation: Standard nodes with smaller interval can be achieved
using sliding high order Newton interpolation, and the velocity of each standard
node is calculated by (26.7).

3. Preparation of cubic-order Hermite interpolation polynomial coefficients: The
corresponding interpolation coefficients for each cubic-order Hermite interpo-
lation interval are calculated and numbered.

Ephemeris

Search the corresponding
coefficient

Satellite location
interpolation and velocity

calculation

Output Results

Small standard nodes
generate by sliding high

order Newton interpolation

The calculation of the
standard nodes by

ephemeris

Input instant
moment for
calculation

Weak Real-Time Stonge Real-Time

Cubic-order Hermite
polynomial interpolation
coefficience generation

Fig. 26.3 Improved calculation procedure for satellite orbit in simulator
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4. Interpolation polynomial coefficients searching: According to the input time
instant for satellite location calculation, the appropriate interpolation polyno-
mial coefficients are searched.

5. Calculate the satellite location and velocity at the time instant with cubic-order
Hermite interpolation.

The relationship between each large standard node and the small node in the
improved procedure is shown in Fig. 26.4. The nodes with large standard interval
obtained by ephemeris are interpolated, new nodes with smaller intervals are
generated, and velocities of all nodes are calculated. All the work generating small
nodes in weak real-time part adds only a small amount of calculation complexity.

By executing orbit interpolation in the strong real-time part with low order
interpolation method, the calculation efficiency is higher than that with high order
interpolation. Moreover, when stronger real-time requirements is needed, the
calculation complexity increment of low order interpolation will be slowed down
significantly compared with that of high order interpolation.

26.4 Result Analysis of Numerical Examples

The real-time calculation performance is analyzed in this paper with a satellite
location error less than millimeter and velocity error less than 10-5 m/s. The
ephemeris of GPS Satellite PRN 14 at 0:00 on September 10th, 2011 are used to
calculate the satellite location and velocity with different parameter refresh time
interval, which can be used as the true values of satellite orbit parameters. Then the
location and velocity of the satellite are calculated with sliding 7-order Newton
interpolation and the proposed improved interpolation method, respectively. The
calculation loads of the two mentioned methods are compared in MATLAB. The
parameter refresh time interval are set to be 20, 10, 4 and 2 ms, respectively, with
corresponding time interval types called 1, 2, 3 and 4.

standard nodes calculated
by ephemeris

t

cubic-order Hermite
Interpolation interval

small nodes generated by
Newton Interpolation

Fig. 26.4 The small nodes and large standard node in the improved method
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The standard node interval calculated directly by ephemeris in weak real-time
part is 600 s, and interpolated standard nodes with 30 s interval is generated with
9th-order sliding Newton interpolation. The comparison result of relative calcu-
lation load of the two interpolation methods with different parameter refresh time
interval types are shown in Fig. 26.5, and the relative calculation load is defined as
the ratio of different calculation load to the calculation load of direct 7-order
Newton interpolation under 20 ms.

It can be seen that the calculation load of the improved method presented in this
paper is always about 1/6 that of direct sliding 7-order Newton interpolation
method. With the decrease of parameter refresh time interval, the increase of
calculation load of proposed method in the strong real-time part is significantly
lower than that of direct 7-order sliding Newton interpolation method.

26.5 Conclusion

By calculation load analysis of satellite orbit in real-time closed-loop navigation
signal simulator, we can draw the following conclusions:

1. A single-time calculation complexity of the weak real-time part is large, but the
total calculation load can be limited to low level. The piecewise polynomial
interpolation in the strong real-time part is frequently called, its calculation load
accounts for the vast majority of the total calculation load (over 99 %).

2. Since the piecewise interpolation coefficients can be calculated and stored in
sequence, the order of the polynomial interpolation has a key impact on the
calculation efficiency of the strong real-time part.

3. An improved interpolation method for satellite orbit is presented. In the weak
real-time part, sliding high-order Newton interpolation is used for generating
small nodes. In the strong real-time part, cubic-order Hermite polynomial is
used for piecewise interpolation of satellite orbit. While the calculation load
increment of the weak real-time part can be ignored, the calculation load of the
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strong real-time part can be significantly reduced. Under the condition that
satellite positioning error less than millimeter and velocity error less than
1e-5 m/s, the calculation load of proposed method can be reduced to about
1/6 that of direct sliding 7-order Newton interpolation method.
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Chapter 27
TD-AltBOC Signal Generation
and Multipath Simulation
on FPGA-Based Platform

Jihui Cui, Zhigang Huang and Jianlei Yang

Abstract The proposition of Time Division Alternative Binary Offset Carrier
(TD-AltBOC) provides a new solution for COMPASS B2 navigation signal.
Relative to AltBOC, TD-AltBOC has higher multiplexing efficiency, lower
reception complexity and higher ranging accuracy when greater frontend band-
width is used. However, the assessment of TD-AltBOC modulation performance is
still in the theoretical period. It is needed to test the properties of TD-AltBOC
actually in the highly realistic and complex spatial simulation environment. To
solve this problem, this paper proposes methods of generating TD-AltBOC signal
and simulating the simple multipath scenario on the FPGA-based hardware plat-
form. TD-AltBOC is generated using lookup table method based on the basic
modulation principles. By converting the value of the parameter k in the lookup
table, this paper achieves the key technology that the phase of subcarrier flips with
180� at the even chips spot. The multipath signal is composed of direct signal,
reflected signal and reference signal. The MDR and multipath delay can be con-
trolled precisely. This article has tested the code tracking performance and anti-
multipath performance of the generated signal. The testing results match the
theory. The methods of signal generation and multipath simulation this paper
proposes can meet the demand of performance assessment.
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27.1 Introduction

TD-AltBOC [1] (Time Division-Alternative Binary Offset Carrier) is a new nav-
igation signal modulation like AltBOC. It can transmit four different signals (its
upper sideband and lower sideband have a data channel and a pilot channel
respectively). Relative to AltBOC, TD-AltBOC modulation makes the data
channel and pilot channel time division multiplexed. Constant envelope modula-
tion can be achieved despite no product signal generated. Multiplexing efficiency
is 100 %. The complexity of signal generation and reception is similar with that of
BOC. When receiver with wider bandwidth is used to receive more high-order
harmonics, performance can be improved.

The test and assessment to the performance of TD-AltBOC signal is on-going
gradually. The reference [1 – 3] made some preliminary theoretical analysis on the
performance of TD-AltBOC. However, the actual hardware test is still in shortage.
This paper analyzes the method of generating TD-AltBOC signal and implements
it on the FPGA platform, helping set up hardware signal simulator for the test and
assessment on the diverse properties of TD-AltBOC. It also introduces the method
of simulating the dual multipath scenarios. At the same time, the article shows the
means and the results of testing the tracking performance and anti-multipath
performance and compares the results with the theoretical curves.

27.2 TD-AltBOC Modulation Principle

The mathematical expression of the TD-AltBOC baseband signal is following:

sðtÞ ¼ dAðtÞcADðtÞ þ cAPðtÞ½ � SCB;cosðtÞ � jSCB;sinðtÞ
ffi �

þ dBðtÞcBDðtÞ þ cBPðtÞ½ � SCB;cosðtÞ þ jSCB;sinðtÞ
ffi � ð27:1Þ

In which, SCB;cosðtÞ is binary cosine subcarrier. SCB;sinðtÞ is binary sine sub-
carrier. Their definitions are following:

SCB;cosðtÞ ¼ signðcosð2pfstÞÞ;
SCB;sinðtÞ ¼ signðsinð2pfstÞÞ;

ð27:2Þ

dA(t) and cAD(t) are the bit and PN code waveform of the data channel of the lower
band respectively. cAP(t) is the PN code waveform of the pilot channel of the lower
band. dB(t) and cBD(t) are the bit and PN code waveform of the data channel of the
upper band respectively. cBP(t) is the PN code waveform of the pilot channel of the
upper band. They are expressed as follows:
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cADðtÞ ¼
Xþ1

l¼�1

XNAD�1

k¼0

CADðkÞpðt � ð2NADlþ 2kÞTcÞ;

cAPðtÞ ¼
Xþ1

l¼�1

XNAP�1

k¼0

CAPðkÞpðt � ð2NAPlþ 2k þ 1ÞTcÞ;

cBDðtÞ ¼
Xþ1

l¼�1

XNBD�1

k¼0

CBDðkÞpðt � ð2NBDlþ 2kÞTcÞ;

cBPðtÞ ¼
Xþ1

l¼�1

XNBP�1

k¼0

CBPðkÞpðt � ð2NBPlþ 2k þ 1ÞTcÞ;

ð27:3Þ

In which, CAD, CAP, CBD and CBP are the PN codes (±1) of the four channels
respectively. The corresponding code lengths are NAD, NAP, NBD and NBP. Tc is
the width of one code chip. p(t) is a rectangular pulse defined as follows:

pðtÞ ¼ 1; 0� t\Tc

0; others

�
ð27:4Þ

From the PN code waveform expressions of the upper and lower data channels
and pilot channels, it can be seen that the data channel and pilot channel on the
same band are time division multiplexed. Data channel is transmitted at the odd
time spot and pilot channel is transmitted at the even time spot. The time spot
allocation of TD-AltBOC signal components is depicted in Fig. 27.1.

When 2fs/fc (fs is the frequency of the subcarrier and fc is the frequency of PN
code) is odd, the power spectral density (PSD) of TD-AltBOC signal is the
Eq. (27.5). When 2fs/fc is even, the PSD is the Eq. (27.6).

Godd
AD ðf Þ ¼

Rc

ðpf Þ2
cos2 pf

Rc

� �
sin2 pf

4fs

� ��
sin2 1

4
pþ pf

4fs

� �
ð27:5Þ

Geven
AD ðf Þ ¼

Rc

ðpf Þ2
sin2 pf

Rc

� �
sin2 pf

4fs

� ��
sin2 1

4
pþ pf

4fs

� �
ð27:6Þ

The PSD of TD-AltBOC is depicted in the Fig. 27.2.

27.3 Generation Method with FPGA

The generation principle block of the TD-AltBOC(15,10) signal is showed in
Fig. 27.3. In this scheme, the highest clock rate is 122.76 MHz. It drives the cosine
and sine generators. The time division multiplexers of the data channel and the
pilot channel use the clock of 10.23 MHz as drivers. And the clock rate of the PN
code generators is 5.115 MHz.
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The program in FPGA mainly uses lookup table to generate TD-AltBOC signal.
The Table 27.1 is the lookup table [4] of the TD-AltBOC module.

In the generation process of the TD-AltBOC(15,10), fs/fc = 1.5, in the other
words, one PN code chip corresponds to 1.5 cycles of subcarriers. In order to
maintain the continuity of the subcarrier, it is needed that the odd code chips
correspond to the 1.5 cycles of subcarriers with the initial phase of 0� and the even
code chips correspond to the 1.5 cycles of subcarriers with the initial phase of
180�. In the other words, when the lookup table is used during the even chips
period, the lookup Table 27.1 should be reversed with 180�. Then the values of the
k in the Table 27.1, 1 and 2, should be exchanged with 3 and 4 respectively. Other
processes of even code chips are the same with those of the odd code chips.

In the FPGA program, PN code sequences are read out from RAM with
10.23 MHz clock rate. Then the data channels are multiplied by navigation
message but the pilot channels have no change. The four channels get the signals
of Ea�I , Ea�P , Eb�I and Eb�P respectively. And then two sequences of the four
(Ea�I and Eb�I or Ea�P and Eb�P ) are used to look up the table. The IQ expanded
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Fig. 27.1 Time spot
allocation of TD-AltBOC
signal components
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amplitude lookup table in the Fig. 27.3 is slightly different from the lookup
Table 27.1. It corresponds to the amplitudes of the phase and quadrature com-
ponents and is expanded to two cycles of the subcarrier (it has 16 values and
the former 8 values are the same with the latter 8 values). In the FPGA program,
the amplitudes are quantified with 16 bits. During the odd code chips period, the
former 12 values are sent out sequentially with 122.26 MHz rate. During the even
code chips period, however, the latter 12 values are sent out sequentially. As a
result, it can be achieved that the phase reverses with 180� during the even code
chips period.

PN
Code
Table

122.76MHz 1/24 1/12

Former
12

values

Later
12

values

I

Q

Ca_D

Ca_P

Cb_D

Cb_P

Da

Db

IQ
A-LUT

Se_Q[16]

Y
Se_I[16]

TD Select Module

Ea_I

Ea_P

Eb_I

Eb_P

oddodd
PRN Code Counter

N

Fig. 27.3 Generation block diagram of TD-AltBOC(15,10) signal. A-LUT is short of amplitude
lookup table

Table 27.1 Lookup table of TD-AltBOC(15,10)

Input

Ea_I -1 -1 +1 +1 – – – –
Eb_I -1 +1 -1 +1 – – – –
Ea_P – – – – -1 -1 +1 +1
Eb_P – – – – -1 +1 -1 +1
iTs t0 = t modulo Ts k according to s(t) = exp(jkp/2)(normalized)

t0

0 [0, Ts/8] 4 1 3 2 4 1 3 2
1 [Ts5/8, 2 Ts5/8] 4 1 3 2 4 1 3 2
2 [2 Ts/8, 3 Ts/8] 2 1 3 4 2 1 3 4
3 [3 Ts/8, 4 Ts/8] 2 1 3 4 2 1 3 4
4 [4 Ts/8, 5 Ts/8] 2 3 1 4 2 3 1 4
5 [5 Ts/8, 6 Ts/8] 2 3 1 4 2 3 1 4
6 [6 Ts/8, 7 Ts/8] 4 3 1 2 4 3 1 2
7 [7 Ts/8, Ts] 4 3 1 2 4 3 1 2

Note Ea I ¼ dAðtÞcADðtÞ; Eb I ¼ dBðtÞcBDðtÞ; Ea P ¼ cAPðtÞ; Eb P ¼ cBPðtÞ: ‘–’ represents
nonsense
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27.4 Simulation Method of Multipath

This paper proposes a simulation method of multipath scenario with single
reflected signals. This scenario can be used to test the anti-multipath performance
of the signal system with different multipath signal and direct signal power ratios
(MDR) and different multipath delay conditions. The simulation method is showed
in the Fig. 27.4.

In Fig. 27.4, the direct signal and reference signal use two quadrature PN code
sequences. They use TD-AltBOC(15,10) modulation, the generation method of
which is showed above. The reflected signal is generated by delaying the direct
signal. The delayed clocks are controlled by the parameter ‘counter’. Ratio1, ratio2
ratio3 are the control parameters of amplitude. Simulating multipath scenarios
with different MDR conditions can be achieved by fixing parameters ratio1, ratio2
(i.e., fixing the power of the direct signal and reference signal) and adjusting the
parameter ratio3 (i.e., adjusting the power of reflected signal). Similarly, simu-
lating multipath scenarios with different multipath delays can be achieved by
changing the parameter ‘counter’.

Reference signal is designed for anti-multipath performance testing consider-
ations. Software receiver uses two PN code sequences to receive and process the
multipath signal respectively at the same time. The code tracking error can be
gotten by make subtraction between the two corresponding code phases.

27.5 Testing Results

27.5.1 Power Spectral Density of TD-AltBOC(15,10)

The I channel and Q channel baseband signals of TD-AltBOC(15,10) are converted
into analog signals by DAC (i.e., converter from digital to analog). The output
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baseband analog signals are changed into a RF signal by frequency up conversion.
The PSD of RF TD-AltBOC(15,10) is showed in Fig. 27.5.

27.5.2 Code Tracking Accuracy

The signal generated from FPGA needs to go through frequency up conversion,
adjustable attenuators, frequency down conversion and sampling device module.
Eventually, the sampled data is stored as a file the soft receiver can handle. As a
result, the code tracking accuracy of TD-AltBOC(15,10) can be tested with soft-
ware in different CN0 conditions by adjusting the amplitude of the attenuator.

The Fig. 27.6 shows the code tracking of TD-AltBOC(15,10) with SSB (Single
Sideband) reception and process in different CN0 conditions. The theoretical curve
is showed in this figure as well. The software uses second-order PLL and non-
coherent early-late loop to track the code and carrier. The bandwidth of front-end
is 70 MHz. The carrier loop bandwidth is 6 Hz. The coherent integration time and
the non-coherent accumulation are 1 ms and 1 time respectively. The code loop
bandwidth is 2 Hz and the relevant interval (i.e., interval between early code and
late code) is Tc (Tc is the code length).

In the Fig. 27.6, from the curve of code tracking accuracy-CN0, it can be seen
that when the CN0 of TD-AltBOC(15,10) is in the range of 42–52 dB-Hz, the test
result is basically consistent with the theory and the tracking accuracy is better
than 0.5 m. However, when the CN0 is lower than 42 dB-Hz, the code tracking
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accuracy is deteriorating rapidly and the gap between the test result and the theory
is increasing. Analysis of the reasons, the theoretical curve is based on code
tracking accuracy model of the non-coherent early-late loop [3]. However,
the theoretical model doesn’t take consider that the phase detector will enter the
nonlinear region when the CN0 is lower, which causes the deterioration of the
code tracking accuracy. As a result, the test curve doesn’t match the theoretical
curve when the CN0 lower than 42 dB-Hz. The code tracking accuracy model of
the non-coherent early-late loop is shown in the Eq. (27.7).

r2
Code;NELP ¼

BL 1� 0:5BLTIð Þ
RB

�B
Ginðf Þ sin2 pf Dð Þdf

P
N0

2p
RB

�B
fGinðf Þ sin pf Dð Þdf

� �2 1þ

RB

�B
Gcinðf Þ cos2 pf Dð Þdf

P
N0

TI

RB

�B
Gcin
ðf Þ cos pf Dð Þdf

� �2

0
BBBB@

1
CCCCA

ð27:7Þ

In which, BL is the bandwidth of code loop. TI is the integration time. 2B is the
front bandwidth. Ginðf Þ is the PSD of signal. D is the interval of early-late codes.
P is the signal power. N0 is the PSD of Gaussian white noise.

27.5.3 Multipath Test

The multipath signal of TD-AltBOC(15,10) is generated based on the above
mentioned multipath simulation method. It then go through all the middle module.
Eventually, the multipath signal and the reference signal are received and tracked
by the software receivers respectively at the same time. By calculating the dif-
ference between the code phases of the multipath signal and the reference signal,
the code tracking error can be gotten.

In the process of multipath simulation, the control coefficients of amplitude are
quantified by 16 bits. So the accuracy is 1/65,536, about -96 dB. The system clock
is 122 MHz. So the accuracy of the code delay is 1/(122.76 MHz), about 8 ns. In
short, the simulation accuracy can meet the need of test.
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The Fig. 27.7a and b are the code tracking error of TD-AltBOC(15,10) with
different MDRs (the multipath delay is fixed as half of Tc) and different multipath
delays (the MDR is fixed as -10 dB) respectively.

As the Fig. 27.7b shows, the code tracking error fluctuates up and down with
the changing of multipath delay, which is different from the envelop waveform in
some other papers. The reason is that in the test the reflected signal has code delays
relative to the direct signal and the subcarrier of the reflected is delayed as well.
For TD-AltBOC(15,10) signal, one code chip corresponds to 1.5 cycles of sub-
carriers. So when one code chip is delayed, the phase of the subcarrier is delayed
with 1.5 cycles (i.e., 540� delay), which causes the conversion between the
positive and the negative of code tracking error. However, the curve of multipath
delay in some related papers is depicted with a fixed phase delay of the carrier. The
theoretical curve of multipath error in the Fig. 27.7b is drawn based on the
envelope model [5] (as the Eq. 27.8 shows) of multipath error with the phase flip
of carrier taken in count.

es ¼
ffi a1
� R br=2
�br=2 Sðf Þ sinð2pf s1

� Þ sinðpfdÞdf

2p
R br=2
�br=2 fSðf Þ sinðpfdÞ 1ffi a1

�
cosð2pf s1

� Þ
h i

df
ð27:8Þ

In the Eq. (27.8), a1
�

represents the amplitude ratio between multipath and direct
signal. When the phase difference between the multipath and direct signal is 0�, ffi
becomes +. And when the phase difference is 180�, ffi becomes -. S(f) is the signal

PSD. s1
�

is the multipath delay. br represents the front bandwidth of the receiver
and d represents the interval of early-late codes.

The test result matches the theory basically. The code tracking error which is
caused by multipath signal increases with the MDR. When the MDR is lower than
-10 dB, the code tracking error is within 2 m. The code tracking error is impacted
greatly by the phase gap between the reflected signal and direct signal. When the
phase gap is 0 or 180�, the code tracking error is greatest and when the code delay
is greater than 1.5 chips, the code tracking error is almost zero.
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27.6 Summery

This article uses the lookup table method to generate TD-AltBOC(15,10) signal
and proposes a simulation method of multipath scenarios. The test results of code
tracking accuracy and anti-multipath performance match the theories. The plat-
form can provide a source simulator for test and assessment on signal system. The
multipath simulation method can achieve the precise control of the parameters,
which can reduce the statistical uncertainty of the conventional multipath simu-
lation method. This is good for the test of anti-multipath performance. To test and
assess other properties of TD-AltBOC signal, it is needed that the more complex
scenarios of higher simulating level are achieved on the basis of the signal gen-
eration method this article proposes.
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Chapter 28
Analysis Method for GNSS Signal Quality
Based on Constellation Diagram

Ying Wang, Zhe Su, Yansong Meng and Xiaoxia Tao

Abstract Modern Global Navigation Satellite System (GNSS) signals commonly
use very complex modulation and combining method to get diversified and high
quality service of navigation, positioning and timing. For that reason, analysis
methods of communication signal are not sufficient to reflect navigation signal
quality. Based on the analysis of differences between navigation signal and general
communication signal, this paper noted concerns and research method of con-
stellation diagram, through real signal generation system, analysed the differences
between real signal and ideal signal, proved the method is intuitive and credible
through other signal quality analysis methods, and can display more problems of
signal generation system and signal quality.

Keywords Constellation diagram � Satellite navigation � Signal quality

28.1 Introduction

Users’ receivers realize navigation, positioning and timing function, relying on the
signal broadcasted by satellite navigation system, so the quality of satellite navi-
gation signals plays a key role in the evaluation of a satellite navigation system
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performance. China Beidou Satellite Navigation System (BDS) is rapidly devel-
oped recently, and plans to use more complex modulation and combining method.
In this case, the general vector signal analyzers and other instruments are not
sufficient to fully reflect the signal performance, and therefore it is necessary to
develop an intuitive vector signal quality measurement method. In this study, the
satellite navigation signals were compared with the general communication sig-
nals, and the constellation diagram was proposed for the analysis of satellite
navigation signal quality. This method is suitable for the evaluation of signal
design and signal transmission signal quality when high SNR (Signal to Noise
Ratio) and a large amount of data conditions. The method can be integrated and
more finely examines the amplitude and phase information of all the signals added
to one frequency carrier, analyzes the error between the theoretical limit and real
signal, and evaluates the phase relationship between the signals from various
quarters in the combined signal.

28.2 Features of Satellite Navigation Signals

Constellation diagram is developed from the motion of signal along with time and
any one-dimension signal can be expressed as a time-variable function of the
amplitude and phase. This paper will be focused on the baseband signal.

28.2.1 The Difference from the Communication Signal

Constellation diagram is an analysis method for digital modulation communication
signals. It characterizes the signal amplitude and phase distribution with time by
description of the accumulated points of two-dimension signal vector points. When
many signals were composited, constellation diagram can reflect the phase rela-
tionship between the signals. Therefore it is suitable for satellite navigation signal
to analysis and the time delay and the channel characteristic.

1. In the communication field, it need to be concerned about the distance between
the signal constellation points, and achieve maximum discrimination within the
minimum distance, so that the communication signal constellation points
generally show distribution, symmetry and other characteristics. The goal is to
more fully utilize the limited bandwidth for the transmission data, and to reduce
the error rate. The satellite navigation signals are generally transmitted signal
bandwidth is sufficient information broadcast message data, and more band-
width is used to characterize the pseudo-code transition edge to get a more
accurate and consistent time portrayed accuracy. So little attention to the
information communication system signal transition edge, people only concern
signal eye opening for greater tolerance to clock jitter on the sampling time.
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For satellite navigation signals, there are two important performance indicators
related to correlation peak: an overall height of the correlation peak, it reflects
the correlation length and the signal to noise ratio (SNR) of the received signal;
another is the sharp characteristic of the correlation peak, which reflects the
timing accuracy and precision that receiver can track and achieve. The per-
formance is associated with the design itself and the transition process of the
actual received signal transition edges. In addition, due to the correlation
operation occurred in all the regions of pseudo-code signal cycle (ideally
correlation), a jitter clock showed greater affect.

2. A communication receiver generally received all the data of one frequency or
time slot. The modulation scheme is generally simpler. Usually the satellite
navigation receivers use a simple way of BPSK or QPSK modulation to receive
a part of signal in the complex signals, and these signals independently suffi-
cient for data extraction and ranging for positioning.

3. Navigation satellites need to be long life, high reliability, and considering
power amplifier efficiency, the satellite navigation systems often transmit
several signals via one channel. It is necessary to modulate by constant enve-
lope technology. The satellite navigation signal is typically a composite signal,
the rate of each signal, the power ratio is different, and joined modulation
component to form constant envelope modulation, often resulting in an uneven
distribution of the position of the satellite navigation signal point in constel-
lation diagram (it is symmetry to center).

28.2.2 Navigation Signal Constellation Concerns

The correlation performance of satellite navigation signals, power amplifier effi-
ciency, and the correlation delay characteristic make major concern requirements
focus on these points:

1. IQ vector magnitude consistency (constant envelope performance). After the
quantization processing, digital filtering and digital-analog converter (DAC), a
noise signal is added and the constellation point is no longer the ideal transition.
Hence it is needed to use other methods to assess constant envelope losses such
as PAPR.

2. The straight and finesse characteristic when signal constellation point jumping.
When the signal constellation point jump, the jumping path of the ideal signal
or the signal that through linear systems of group delay constant is always
straight. In the time domain, the combined signal component of each channel is
always the same clock transition driven (or remains); in the frequency domain,
which reflects the symmetry of the signal spectrum. Further, the signal con-
stellation points in time between jumps should overlap each track, reflecting the
stability of the signal delay.
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3. Signal constellation point symmetry, and the degree of overlap of a circle. This
reflects the results of signal distortion channel characteristics of signal amplitude
and phase. Such as band-pass filter makes the power attenuation of the signal
component far from the center frequency larger, making the ratio of signal power
changes, while constant envelope properties are also changed.

28.3 Signal Model

Usually, the first, each base-band satellite navigation signal is generated, and then
QPSK, Interplex, CASM, majority voting or other composite method is used to
form constant envelope signals.

The baseband signal can be expressed as

~sBBðtÞ ¼ sIBBðtÞ þ jsQBBðtÞ ð28:1Þ

where sIBB(t) is the in-phase component and sQBB(t) is the quadrature component.
The envelope of the composite signal is theoretically constant, so it can be nor-
malized as 28.1. The signal modulated by Intermediate frequency carrier, becomes

~sIFðtÞ ¼ ~sBBðtÞejð2p fIF tþuÞ ð28:2Þ

Typically, the baseband signals and IF carrier signals are generated and mod-
ulated in the digital domain. So the signal sent to DAC is

sIFðtÞ ¼ Re½~sIFðtÞ� ð28:3Þ

Then the quality of the IF signal can be tested and validated. After the carrier is
removed, the signal is given by

~sBIFðtÞ ¼ s0IFðtÞejð2p fIF tþu0Þ ¼ sIIFðtÞ þ jsQIFðtÞ ð28:4Þ

where s0IFðtÞ is the IF signal into a digital IF signal acquisition device after
quantization, digital filtering, digital to analog conversion, analog channel, analog-
digital conversion.

After the signal is sent to the DAC converter and filters, combiners and other
units, finally it is sent to the amplifier transmitted by the antenna system. For
amplifiers and other characteristics described in [1, 2] and so the simulation and
the impact on navigation signal quality. Here the simulation and analysis only
related in the previous system.

Under-sampling the RF signal, a baseband signal which is removed carrier is
given by

~sBRFðtÞ ¼ s0RFðtÞejð2p fRF tþu0Þ ¼ sIRFðtÞ þ jsQRFðtÞ ð28:5Þ

Thus, sIBB(t) and sQBB(t), sIIF(t) and sQIF(t), sIRF(t) and sQRF(t), adding filtering
operation, were analyzed and compared.
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28.3.1 Ideal Signals

Tan et al. [3], presented the signal of Beidou Satellite Navigation System (BDS),
which the use of Interplex method, the ideal signal constellation can be shown in
Fig. 28.1. The constellation vector can jump between any points and the signal is
constant envelope.

Due to the high concentration of the ideal signal constellation point, it is not
conducive to doing color temperature distribution analysis. Therefore appropriate
to add white Gaussian noise, the color temperature distribution is shown in
Fig. 28.2 (normalized to the maximum modulus value). The color of different
constellation points is different, but good symmetry.

Under normal circumstances, IF carrier and baseband signal are generated in
the digital domain, accompanied by a series of spurious and harmonics. It needs to
be low pass filtered for enhancing the desired signal power, suppressing the useful
signal band and the power of the unwanted signal. So a 40.92 MHz bandwidth
digital linear phase FIR filter is implemented in the generation system for the IF
signal. Similarly, for comparison, a real 20.46 MHz baseband filter is used for the
ideal signal. After filtering, the constellation diagram is shown in Fig. 28.3. The
symmetry is still good, but a large number of transition points appeared, some
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constellation points moved, meanwhile constant envelope performance dropped.
The ideal signal, sampling frequency of 500 MHz, 10 ms length, double-precision
floating-point, is generated. The filter is shown in Fig. 28.4. The same filters were
used for IF and RF.

28.3.2 IF Signal Analysis

Using the same sample rate for ideal signal and homologous clock, the signal after
DAC is acquired. Then Eq. 28.4 is used to convert it to a baseband signal. The
constellation diagram is shown in Fig. 28.5. At this time, the ‘+’ frequency
component which need filter is contained in the high-frequency part. The signal
added filter is shown in Fig. 28.6.

I

Q

-1 -0.5 0 0.5 1
-1

-0.5

0

0.5

1

114

228

343

457

571

685
Fig. 28.3 Signal
constellation (and filter)

0 0.2 0.4 0.6 0.8 1
-6000

-4000

-2000

0

Normalized Frequency (×π  rad/sample)

P
ha

se
 (

de
gr

ee
s)

0 0.2 0.4 0.6 0.8 1
-200

-100

0

100

Normalized Frequency (×π  rad/sample)

M
ag

ni
tu

de
 (

dB
)Fig. 28.4 Low pass filter

320 Y. Wang et al.



By filter shown in Fig. 28.4, compared with Fig. 28.3, the constellation diagram
is similar, and the symmetry is still good, but the movement locus of the signal points
appear bent. In the vector form of the signal constellation diagram, counterclockwise
rotation shows the frequency components above the carrier frequency and clockwise
rotation shows the frequency components below the carrier frequency.

In the bad case of the symmetry of the spectrum as well as when the delay
changes in the time domain, the transition state of bending and rotation will occur.
Figure 28.6 shows higher consistency with Fig. 28.3.

The time domain signal is processed of the real part are shown in Fig. 28.7. The
time-domain signal has a considerable similarity. As presented, the actual received
signal and the ideal signal properties are very close.

The statistical analysis of the data error is shown in Figs. 28.8, and 28.9. The
error in the distribution is close to Gaussian distribution. However, by the spectral
analysis, the spectral is not white, that means the error contains signal components.

By comparing the power spectral density (PSD) of ideal signal and the mea-
sured signal, as shown in Fig. 28.10, we can see the difference is small but
obvious. Though it is not easy to locate the problem, but more visually illustrate
the gap between the actual signal and the ideal signal.
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28.3.3 RF Signal Analysis

Compared to the IF signal, after a large number of analog devices, these devices
have more or less impact on the RF signal amplitude and phase characteristics.
These effects generally are all linear distortion that can be compensated using a
filter. The filter usually is asymmetric, variable group delay, complex filter
structure. If the channel characteristics are ideal or the hardware resource is not
enough, the channel can use linear phase or real filter to compensate.

Then the RF signal is sampled, converted to baseband, using the same filtering
policy, a constellation shown in Fig. 28.11. Serious distortion of the signal con-
stellation is shown. The constant envelope properties have heavy losses, followed
by the loss of symmetry and with serious deterioration of signal quality. None-
theless, the constellation points are clear and the center of symmetry is still good,
which is the key that signal can be demodulated.
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The channel amplitude and group delay characteristic parameters are extracted,
then the digital signal is processed for pre-distortion using the least squares method
to design filters in frequency domain. The RF signal is captured and analyzed. As
shown in Fig. 28.12, the constellation symmetry is significantly improved; bilat-
eral symmetry has also been improved to some extent. So we can predict that the
correlation characteristics of the signal, PAPR, and the relative delay of each
signal has also been greatly improved.
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28.4 Testing and Validation

After the analysis, other factors of signal quality need to be considered. This paper
selected a few key parameters to be measured and compared.

28.4.1 PAPR

PAPR (Peak-to-average power ratio) is an important parameter to evaluate per-
formance of the constant envelope signals, which make signal PAPR amplifier
efficiency greatly improved. Through the statistics of the four signals, the PAPR
can prove the constellation expressed intuitive performance. The PAPR statistics
are shown in Table 28.1 (unit is 1), the results of each segment are consistent with
the constellation of visual expression.
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28.4.2 Correlation Loss

Correlation loss is the main parameter related to satellite navigation signal channel
characteristics. Correlation loss cannot be too big for devices which are used in
satellite navigation signal generation system. The correlation loss at each stage of
treatment is shown in Table 28.2.

28.4.3 Code Phase Consistence

More than one satellite navigation signals are added to a composite signal, so the
phase consistency of the signal is directly expressed in constellation diagram. By
using time domain correlation algorithm, B1A and B1CD signals relative delays
are calculated in Table 28.3.

28.4.4 Carrier Phase Consistence

The consistency of the carrier phase from the single signal including in constant
envelope signal, is an important indicator of the signal delay. By calculating the
time domain in-phase and quadrature branch compliance with the ideal signal, the
signal relative carrier phase delay of B1CD and B1A is shown in Table 28.4.

Table 28.1 Peak-to-average power ratio (PAPR)

Ideal IF Mixer out Combiner out Pre-distortion

1.5637 1.6177 1.8214 1.8465 1.7515

Table 28.2 Correlation loss/dB

Ideal IF Mixer out Combiner out Pre-distortion

0 0.0183 0.0620 0.1646 0.0563

Table 28.3 Delay between B1CD and B1A code/ns

Ideal IF Mixer out Combiner out Pre-distortion

0 -0.1632 -0.7810 -1.0566 -0.4407

Table 28.4 Delay between B1CD and B1A carrier phase/rad

Ideal IF Mixer out Combiner out Pre-distortion

0 0.0210 -0.0152 0.2277 0.0613
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28.5 Conclusions

This paper analyzed the characters of satellite navigation signal, simulated the
signal constellation diagram of complex modulation satellite navigation signal.
Constellation diagram analysis method is proved feasible and reliable, and can
systematically reflect more aspects of the problems of signal generation system
and signal quality than amplitude-frequency testing method.
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Chapter 29
Navigation Satellite Fault Diagnosis,
Prognosis and Evaluation System
for On-orbit Application

Jia Guo, Yuqian Pan, Chonghua Liu and Wenjing Feng

Abstract As the core of spacecraft health management, fault diagnosis and
prognosis are important for on-orbit reliability. Ground system is necessary due to
limited on-board processing resource and infrequent fault data. A navigation
satellite fault diagnosis, prognosis and evaluation system is proposed for on-orbit
application. The system includes data interface module, satellite data simulation
module, fault diagnosis, prognosis and evaluation module, system control and
graphical user interface module, database module. To support analysis of on-orbit
data, telemetry data interface is provided. Fault simulation is embedded for gen-
erating normal and fault data as data supporting for technology verification. The
distributed system provides various fault diagnosis and prognosis methods with
extensibility.

Keywords Navigation satellite � On-orbit application � Fault diagnosis � Fault
prognosis � Dynamic evaluation

29.1 Introduction

Navigation satellite system based on multi-satellite constellation requires contin-
uous and stable operation. If on-orbit satellite failure occurs without timely pro-
cessing, it may result in deterioration of system service availability, even in direct
impact on system applications effect. Therefore, timely and effective fault diag-
nosis and prognosis is important for guaranteeing high reliability and stable
operation of on-orbit satellites [1–3].
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Currently, ground system is necessary for fault diagnosis and prognosis due to
limited on-board processing resource and infrequent fault data, only a small
amount of health management tools are implemented on-board [4, 5]. On-orbit
telemetry data reflects the health status of satellite. This paper proposes a navi-
gation satellite fault diagnosis, prognosis and evaluation system for on-orbit
application using telemetry data to achieve timely diagnosis and prognosis of
faults, and provide necessary technical means for on-orbit dynamic evaluation.

29.2 System Architecture and Functionality

29.2.1 System Architecture

The system includes data interface module, satellite data simulation module, fault
diagnosis, prognosis and evaluation module, system control and graphical user
interface module, database module. Figure 29.1 shows the system architecture.

Distributed system platform is constructed to guarantee long-term reliable
operation of the system, and system expandability to meet the demand for the large
number of satellites in navigation satellite system and the characteristics of
complex data types. Each component module can be arranged separately in dif-
ferent nodes, as required to achieve predetermined functionality. Information flows
through the shared network of nodes. The system can assign task to multiple
nodes, reducing system’s reliance on single node. During maintenance of node,
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Fig. 29.1 Block diagram of
system architecture
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normal operation of the system can be achieved. Overall system operation should
not be affected by failure of a small number of nodes to safeguard long-term
reliable operation.

Main functionalities of the system modules are illustrated below.

• Data interface module—Information interaction with internal and external data
source.

• Satellite data simulation module—Using fault simulation technology to simulate
generation of satellite normal and fault data.

• Fault diagnosis, prognosis and evaluation module—Providing various fault
diagnosis, prognosis and evaluation methods.

• System control and graphical user interface module—Implementation system
task allocation, human-computer interaction and visualization.

• Database module—Supporting various types of data storage, query and output.

29.2.2 System Functionality

The system implements fault diagnosis and prognosis based on telemetry data, and
provide necessary technical means for on-orbit dynamic evaluation. Typical sys-
tem workflow is illustrated in Fig. 29.2.

• Data interface module receives telemetry data from on-orbit satellite ground
system (or satellite data simulation module). After deframing, unpacking and
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System dispatch and 
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Fig. 29.2 System workflow
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format converting according to telemetry data protocol, data is archived to
database. Telemetry data definition and telemetry data protocol stored in data-
base are invoked by data interface module.

• System control and graphical user interface module pre-read system work plan
from database to sent scheduling control commands to fault diagnosis, prognosis
and evaluation module, and monitor the progress of system work plan.

• Fault diagnosis, prognosis and evaluation module reads telemetry data and
algorithms configuration data from database under scheduling control com-
mands, and invokes built-in algorithms to implement fault diagnosis and
prognosis. After completion of current processing task, the processing results
should be timely archived into database, and completion situation should be
transmitted.

• System control and graphical user interface module, according to user settings,
visualize processing results, output files, etc.

29.3 Key Module Design

29.3.1 Data Interface Module

Data interface module implements information interaction with internal and
external data source, using external data interface with on-orbit satellite ground
systems to support fault diagnosis and prognosis analysis based on actual operating
data. Meanwhile, the module receives simulation data using internal data interface
with satellite data simulation module. Data interface module includes data con-
verter sub-module and database operation sub-module.

Data converter sub-module receives the telemetry data stream, decomposes to
telemetry frames according to preset telemetry protocol, deframes and unpacks the
frames according to frame format, converts to engineering data with physical
meaning according to telemetry data definition.

Database operation sub-module reads the preset data in database for data
converter sub-module using when data interface module initializes. Upon com-
pletion of data conversion, database operation sub-module archives all the engi-
neering data and original data for further analysis in fault diagnosis, prognosis and
evaluation module.

Figure 29.3 shows the workflow of data interface module.

29.3.2 Satellite Data Simulation Module

Using principles and empirical models, satellite data simulation module can
simulate the real satellite health status and generate normal and fault status, then
send data in the form of telemetry data to data interface module. The module
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provides necessary technical data to support pre-verification and analysis of
algorithms.

Simulated data within the simulation module should have interchangeability
with external data from on-orbit satellite. All the data format definition should
follow the uniform telemetry protocols. In practical application, system users can
choose to use different data source according to the needs.

In the process of using the system, the data generating models in satellite data
simulation module can be further modified to improve simulation accuracy by
comparison of the simulated data and real data from on-orbit satellite.

29.3.3 Fault Diagnosis, Prognosis and Evaluation Module

Fault diagnosis, prognosis and evaluation module is the core module of the system,
implementing fault diagnosis and prognosis through reading telemetry data and
algorithms configuration data. The module includes algorithm control sub-module,
threshold determination sub-module, complex diagnosis sub-module, and prog-
nosis module.

Algorithm control sub-module invokes algorithm sub-modules under schedul-
ing control commands. After processing, the sub-module transmits completion
situation to system control and graphical user interface module, and then continues
to wait for the next command.

Threshold determination sub-module quickly determines the received real-time
telemetry data in which threshold range according to the preset value of the
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Data archive
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Fig. 29.3 Data interface
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interval, and accordingly transmits the corresponding alarm level to database.
Threshold determination algorithm is simple and fast, can be adopted to monitor
on-orbit satellite telemetry data in real-time. Threshold judgment can be pre-
liminary diagnosis to quickly determine whether a single telemetry data is failure.

For complex associated fault problems, the same fault will lead to changes in a
number of telemetry data, using a single telemetry data cannot be adequate for
accurate diagnosis. Complex diagnosis sub-module can further improve the diag-
nosis accuracy, to obtain more detailed diagnostic information. Algorithms built in
the sub-module are complex and difficult to achieve real-time diagnosis, generally
gives a comprehensive diagnosis result based on telemetry data in specific time
period according to system schedule and control commands. Built-in algorithms
include Chaotic Analysis, Kalman Filtering, Artificial Neural Networks, Support
Vector Machines and other diagnostic algorithms with extensibility.

Effectively predict before failure, and accordingly take actions in advance, that
can be beneficial for stable operation of on-orbit satellites. Prognosis module
predicts future data trends to make failure prediction based on the results. Built-in
algorithms include Regression Analysis, Kalman Filtering, Gray System Model,
Hidden Markov Model, Artificial Neural Networks, Support Vector Machines and
other prognostic algorithms with extensibility.

Figure 29.4 shows the workflow of fault diagnosis, prognosis and evaluation
module.
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29.3.4 System Control and Graphical User Interface Module

System control and graphical user interface module controls fault diagnosis,
prognosis and evaluation module to complete task combined with progress of task
arrangement. The module includes scheduling sub-module, progress monitor sub-
module, database operation sub-module, interaction and visualization sub-module.

Scheduling sub-module send control commands in order by system scheduling
data sheets and data processing progress. Progress monitor sub-module can
monitor task progress, immediately arrange for the next step when the current task
is completed. Typical scheduling process is shown in Fig. 29.5.

Interaction and visualization sub-module implements the graphical user inter-
face, supports data query, write/read, delete and other operations by database
operation sub-module, and visualizes data processing results.

29.3.5 Database Module

Database module is the system data hub, including telemetry format definition
table, telemetry data table, algorithm configuration table, system scheduling table,
data processing results table and other tables.

Telemetry format definition table is read when data interface module is ini-
tializing for pre-processing, data frame and data definition are adopted after
receiving telemetry data.

Read control data

Start

Continue

Yes

Finish
No

Progress monitor

Fig. 29.5 System control
workflow

29 Navigation Satellite Fault Diagnosis, Prognosis and Evaluation System 333



Telemetry data table is data sources for diagnosis and prognosis consisted of
pre-processed telemetry data. Algorithm configuration table is read by fault
diagnosis, prognosis and evaluation module.

System control and graphical user interface module reads system scheduling
table to send control commands. Task scheduling data includes algorithms cur-
rently used, data processing objects, and time labels, etc.

Data processing results table is designed for storing results generated by fault
diagnosis, prognosis and evaluation module.

29.4 Conclusion

This paper proposes a navigation satellite fault diagnosis, prognosis and evaluation
system for on-orbit application using telemetry data to implement timely fault
diagnosis, prognosis and evaluation. With the gradual accumulation of on-orbit
data, built-in algorithms can be further expanded and enhanced to improve system
performance.
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Chapter 30
Investigation/Research
and Implementation of Trajectory
Generation in GNSS Simulation

He Li, Chengdong Xu and Pengfei Zhang

Abstract GNSS (Global Navigation Satellite System) simulation system is a
powerful tool for designing GNSS and researching the related problem of that
efficiently. The trajectory and motion information generation of vehicles is an
important part of scenario design in GNSS simulation system. In this part, the
trajectory generation based on waypoint data is the most complicated. It involves
the trajectory planning, vehicle kinematics, solution of geodetic problem and other
related research fields. The trajectory generation based on waypoint set by the user
is an inverse solution of geodetic problem actually. According to the study and
comparison of different solutions of geodetic problem, and taking into account the
requirement of the vehicle trajectory accuracy and computation complexity in
GNSS simulation system, an inverse solution of geodetic problem based on the
local earth reference ellipsoid and partial spherical assumption is put forward in
this paper. Compared with the existing algorithms, a certain availability of the
inverse solution in this paper within the limits is verified. Given the kinematics
characteristics of vehicles, ships and aircrafts, the corresponding method of
waypoint trajectory generation is designed. At last, the solution mentioned above
is implemented by C#, and it has also been applied to a GNSS simulation platform
successfully.
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30.1 Introduction

GNSS (Global Navigation Satellite System) simulation system is a powerful tool
for designing GNSS and researching the related problem of that efficiently. Sci-
entists and engineers can make use of the simulation system for research on fields
of satellite navigation, and it is beneficial in cost and efficiency. Meanwhile, a
large number of researchers have focused on the research object. In a GNSS
simulation system, the trajectory and motion information generation of vehicles is
an important part of scenario design. In this part, the trajectory generation based on
waypoint data is the most complicated. It involves the trajectory planning, vehicle
kinematics, solution of geodetic problem and other related research fields.

The trajectory generation based on the known waypoints is an inverse solution
of geodetic problem actually. Since more than one hundred years, many mathe-
maticians and geodetic scientists come up with a wide variety of calculating
formulas and methods of geodetic problem [1]. According to incomplete statistics,
there are more than 70 kinds of calculating formulas and methods of geodetic
problem used in space technology and national defense, aviation and marine, etc.
[2]. According to the theoretical basis for these solutions, the existing solutions of
geodetic problem can be divided into five categories: (1) a solution suitable for
short distance (less than 200 km) based on geodetic line differential equation in the
geodetic coordinate system, such as a Gaussian average argument method
[2]; (2) a solution based on the auxiliary spherical projection, such as a Bessel
method and a nested coefficient method [2]; (3) a solution based on a map pro-
jection, such as a TAyMAH projection formula [3]; (4) a solution with numerical
integration of geodetic line differential equation directly [4]; (5) a solution based
on the other lines beyond the geodetic line, such as a chord line method and a
normal cutting line method [5]. Different solutions have their own characteristics,
some solutions have heavy steps which need iterative calculating repeatedly; some
solutions have singular results, it cannot be solved when two waypoints locate on
the equator or the longitude circle at the same time; some other solutions only
apply to the situation of short line, a larger error will be brought in the situation of
a longer line.

According to the analysis and summary of the previous studies, combined with
the application of geodetic problem in GNSS simulation system, and taking into
account the requirement that the vehicle trajectory generated is not very close to
the geodetic line and the algorithm is needed to be simple with less calculation for
real-time simulation, a simplified algorithm for an inverse solution of geodetic
problem is proposed in this paper. Based on this algorithm, this paper designs a
trajectory generation method with waypoint data combined with the kinematics
characteristics of different vehicles.
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30.2 Inverse Solution of Geodetic Problem

30.2.1 A Simplified Algorithm for Inverse Solution
of Geodetic Problem

The starting point Pk and ending point Pk+1 of motion for vehicle are known, and
the geodetic coordinates of them are kk;ukð Þ and kkþ1;ukþ1

ffi �
respectively, where

k is longitude and u is latitude. Then, the inverse solution of geodetic problem is to
calculate the length of geodetic line between Pk and Pk+1, the azimuth angle wk;kþ1

at the starting point Pk and the back azimuth angle wkþ1;k at the ending point Pk+1.
As shown in Fig. 30.1, the position of the ending point Pk+1 relative to the

starting point Pk can be represented in four situations as A, B, C and D, namely
Pk+1 is respectively located in the northeast, southeast, southwest and northwest of
Pk. In Fig. 30.1, M is an intersection point of the longitude circle through Pk and
the big circle through A and D which is located on the minor arc between A and
D; N is an intersection point of the longitude circle through Pk and the big circle
through B and C which is located on the minor arc between B and C; MPkN is a
meridian circle; DMA and CNB are both prime vertical circles.

Regulation: east longitude is positive, west longitude is negative; north latitude
is positive and south latitude is negative. Because of the influence of the latitude and
longitude with positive or negative values, it is divided into four kinds of situations
to solve according to the position of ending point Pk+1 on reference ellipsoid and
the relative position of Pk and Pk+1. The four situations are as follows:

(a) The ending point Pk+1 is located in the northern hemisphere and to the north of
the starting point Pk, namely ukþ1� 0;ukþ1�uk;

(b) The ending point Pk+1 is located in the northern hemisphere and to the south
of the starting point Pk, namely 0�ukþ1�uk;

(c) The ending point Pk+1 is located in the southern hemisphere and to the south
of the starting point Pk, namely ukþ1�uk;ukþ1� 0;

(d) The ending point Pk+1 is located in the southern hemisphere and to the north
of the starting point Pk, namely 0�ukþ1�uk:

Now the geodetic problem is solved in the situation of (a) as an example, the
results of other situations are presented directly.

Figure 30.2 is a profile view along the meridian plane MPkN, where point P0kþ1

is the projection of the ending point Pk+1 on the meridian plane MPkN, the geo-
detic coordinate of it is kk;ukþ1

ffi �
; a is the length of AO; b is the length of AB.

According to the main curvature radius formula, the following equation can be
obtained.

OPk ¼ Re½1� 2eþ 3e sin2 ukð Þffi ð30:1Þ

where Re is the reference radius of the earth, e is the eccentricity of the reference
ellipsoid.
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In general, the waypoints selected are relatively close within 10 km [6],
meanwhile, the eccentricity of the reference ellipsoid is lesser, so it can be seen
OPk = OX = OM approximately.

As shown the geometric relationship in Fig. 30.2:

\MOPk ¼ p=2� a� uk ð30:2Þ

A

B
C

D

kP

M

N

Fig. 30.1 The relative
position of starting point
and ending point

kP

'
1kP

O

a

α

b

M

BA

1k k X

+

+ϕ ϕ

Fig. 30.2 Profile view of the
meridian plane
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\AP0kþ1O ¼ \P0kþ1OX ¼ ukþ1 ð30:3Þ

then

a ¼ OP0kþ1 � sinðukþ1Þ ¼ OPk � sinðukþ1Þ ð30:4Þ

From the profile view of the parallel plane through Pk (as shown in Fig. 30.3),
the value of b can be got.

b ¼ ru � cosðkkþ1 � kkÞ ð30:5Þ

Where ru is the radius of the parallel circle.

ru ¼ OPkþ1 � cosðukþ1Þ ð30:6Þ

Then

a ¼ arctan
b

a

� �
ð30:7Þ

According to the above formulas and on the basis of partial spherical
assumption, the following formula can be obtained.

PkM
_
¼ p

2
� uk � arctan

cosðukþ1Þ � cosðkkþ1 � kkÞ
sinðkkþ1Þ

� �
ð30:8Þ

Similarly, the following conclusions can be got according to a similar deriva-
tion process:

(a) Pk+1 is located in the northern hemisphere, and it is to the north of Pk:

PkM
_
¼ p

2
� uk � arctan

cosð ukþ1

�� ��Þ � cosð kkþ1 � kkj jÞ
sinð ukþ1

�� ��Þ

" #
ð30:9Þ

br

1

ϕ

k kλλ + −

Fig. 30.3 Profile view of the
parallel plane
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(b) Pk+1 is located in the northern hemisphere, and it is to the south of Pk:

PkM
_
¼ � p

2
þ uk þ arctan

cosð ukþ1

�� ��Þ � cosð kkþ1 � kkj jÞ
sinð ukþ1

�� ��Þ

" #
ð30:10Þ

(c) Pk+1 is located in the southern hemisphere, and it is to the north of Pk:

PkM
_
¼ � p

2
� uk þ arctan

cosð ukþ1

�� ��Þ � cosð kkþ1 � kkj jÞ
sinð ukþ1

�� ��Þ

" #
ð30:11Þ

(d) Pk+1 is located in the southern hemisphere, and it is to the south of Pk:

PkM
_
¼ p

2
þ uk � arctan

cosð ukþ1

�� ��Þ � cosð kkþ1 � kkj jÞ
sinð ukþ1

�� ��Þ

" #
ð30:12Þ

So far, PkM
_

has been expressed. DMA and MPkN are two orthogonal circles, so
the spherical angle \AMPk ¼ p=2. The problem can be solved based on the partial

spherical assumption only when MA
_

is obtained.

As shown in Fig. 30.4, h represents the great arc AM
_

.
From the geometric relationship shown in Fig. 30.4, it can be seen that:

r1 � sinð kk � kkþ1j jÞ ¼ r2 � sin h ð30:13Þ

where

r1

r2
¼ cosð ukþ1

�� ��Þ ð30:14Þ

so

h ¼ arcsin cos ukþ1

�� ��ffi �
� sin kk � kkþ1j jð Þ

ffi �
ð30:15Þ

namely

AM
_

¼ h ¼ arcsin cos ukþ1

�� ��ffi �
� sin kk � kkþ1j jð Þ

ffi �
ð30:16Þ
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Based on the partial spherical assumption, spherical angle \MPkA can be got
according to the spherical triangle theorem.

According to the spherical triangle cosine theorem,

cos APk

_

¼ cos MA
_

� cos MPk

_
þ sin MA

_

� sin MPk

_
cos \AMPkð Þ ð30:17Þ

where \AMPk ¼ p=2, so

APk

_

¼ arccos cos MA
_

� cos MPk

_	 

ð30:18Þ

and by the spherical triangle sine theorem,

\MPkA ¼ arcsin sin MA
_
= sin APk

_	 

ð30:19Þ

The relative position between Pk and Pk+1 is uncertain, so wk;kþ1 can be
expressed as follows according to the position relationship between the starting
point and the ending point which is shown in Fig. 30.1:

the case with point A: wk;kþ1 ¼ \MPkA;

the case with point B: wk;kþ1 ¼ p� \MPkA;

the case with point C: wk;kþ1 ¼ pþ \MPkA;

the case with point D: wk;kþ1 ¼ 2p� \MPkA:

Calculate the mean radius R

small circle 
of a sphere

great circle 
of a sphere

O

1r

2r

A

B
1C

2C

λΔ

θ

Fig. 30.4 Calculate the
length of the great arc
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R ¼ OPk þ OPkþ1

2
ð30:20Þ

The mean radius can be replaced by that of the middle latitude. In the case of
the latitude with larger span, it is more accurate, namely

R ¼ Rðukþukþ1Þ=2 ð30:21Þ

then the quasis geodetic length S of geodetic line arc APk

_
is

S ¼ R � APk

_

ð30:22Þ

So far, the problem has been solved.

30.2.2 Examples and Results Analysis

Inspired by the paper of He Ju from Wuhan University [7], the algorithm proposed
in this paper is implemented based on MATLAB development platform. In this
paper, 5 examples are selected, and the results are got and analyzed.

30.2.2.1 Examples

Following the references [7–10], 5 examples are set, where the 1st example [8] is
short distance example, the 2nd example [8] is middle distance example and the
3rd–5th examples are long distance example. The data of the 1st and the 2nd
examples cite the book ‘‘Ellipsoid Geodesy Research’’ written by Zhao [8]; the
data of the 3rd example cites the book ‘‘Ellipsoid Geodesy’’ written by Chen and
Chao [9]; the data of the 4th example cites Ref. [10]; the data of the 5th example
cites Ref. [7]. Where the 3rd example shows that the longitudes are just opposite in
sign and the 4th example shows that the latitudes are just opposite in sign; the 5th
example is that the starting point and the ending point are located on the equator
together.

30.2.2.2 Results and Analysis

As shown in Table 30.1, the results of the 5 examples in the above solution of
geodetic problem are presented. Analyzing the results, we can see that the scale
error ratio (the ratio between the absolute value and the reference value, where the
absolute value is that of the difference between the result of the solution and the
reference value, namely, c ¼ S� SRj j= SRj j) of the solution are all less than 0.5 %,
and the least one is just 0.0000000008 %. The results when the starting point is
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located in the low or middle latitudes are better than that in the high latitudes.
However, the precision is enough to satisfy the requirement of the accuracy of the
trajectory generated in scenario design in GNSS simulation system.

In Table 30.1, SR and w k;kþ1ð ÞR are reference values.
The algorithm proposed by this paper can meet the inverse solution of geodetic

problem whatever in the following situations: across the equator, across the eastern
and western hemispheres, and the starting point and ending point are both located
on the equator, more importantly, there will not be a singular phenomenon. There
are some advantages among the current solutions: Bessel algorithm cannot solve
the problem when the starting point and ending point are both located on the
equator [7]; Gaussian average argument method has a larger error in the situation
of long distance than that of the algorithm proposed by this paper. In addition, in
this paper, the algorithm is relatively simple, it doesn’t need heavy and compli-
cated calculation, and the implementation by program is relatively simple.

30.3 Trajectory Generation and Implementation

Vehicles cannot move along the broken line, that is to say there cannot be a sudden
change in the azimuth angle of the vehicle, so the situation that the azimuth angle
of the vehicle is not equal to that of expectation (wk;kþ1 mentioned above) should
be taken into consideration, when the above algorithm is applied to vehicle tra-
jectory generation.

30.3.1 Methods of Trajectory Generation

Based on the consideration that the initial azimuth angle of the vehicle may not be
equal to the expectant azimuth angle, a turning movement should be added at the
initial period of the vehicle movement along the waypoints, and the actual azimuth
angle of the vehicle should be adjusted to the expectant azimuth angle, then the
vehicle continues to move along the quasi geodetic line.

According to the algorithm of the inverse solution of geodetic problem proposed
by this paper, the expectant azimuth angle wk;kþ1 at the starting point and the length of
quasi geodetic line S can be solved firstly, and then the corresponding turning process
and the movement along geodetic line can be designed based on the kinematic
characteristics of different vehicles. For aircraft, due to the dynamic and kinematic
characteristics are complicated, bank-to-turn model which is used in general is
applied to design turning process, the turning model can be expressed as follows:

_w ¼ � g0 � sin c
V � cos c

ð30:23Þ
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where _w is yaw angular velocity, c is roll angle, V is the velocity of aircraft. The

velocity V can be got according to the previous flight status, and then _w can be
solved based on c designed by user. However, the position of the aircraft is
changing with the rotation of the aircraft, so the inverse geodetic problem should
be solved in real time so that each instantaneous expectant azimuth angle wk;kþ1

and the length of quasi geodetic line S can be got until the expectant azimuth angle
is equal to the current azimuth angle.

For cars and ships, the dynamic and kinematic characteristics (ignore the
influence and constraints of road and sea conditions on the movement firstly, and
then add them separately after solving them, namely default that the car movement
is not restricted by terrain, the yawing, heaving and rolling of ships produced by
sea conditions have few influence on the movement along waypoints) are more
simple than that of aircraft relatively, so the turning movement of them can be
expressed as follows:

x ¼ V

r
ð30:24Þ

where x is the angular velocity, r is the turning radius. In the same way, the
inverse geodetic problem should be solved in real time during the turning
adjustment of cars and ships.

The movement along quasi geodetic line can be started after the azimuth angle
of the vehicle has been adjusted. According to the current S and V, the time of the
movement along geodetic line can be got t ¼ S= V � cos hð Þ (h is the pitch angle of
the vehicle), the vehicle moves along geodetic line in t and adjusts the height. The
aircraft flies in cruise speed among waypoints in general, so the velocity should
be adjusted to cruise speed before the aircraft starts the movement along quasi
geodetic line.

30.3.2 An Example of Implementation

We take Visual Studio 2010 from the Microsoft Company as a development
platform and take C# as a programming language, the movement of aircrafts, cars
and ships along waypoints is implemented according to the above method, and it
has been applied to a GNSS simulation platform successfully. The flight of aircraft
along waypoints is taken as an example, the flight mission is shown in Table 30.2.

According to the mission shown in Table 30.2, combined with the method of
trajectory generation along waypoints proposed by this paper, the flight trajectory
along the waypoints of the aircraft is shown in Fig. 30.5.
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30.4 Conclusion

The algorithm proposed by this paper can apply to the inverse solution of geodetic
problem in any situation and any distance, and the singular phenomenon cannot be
produced. It is simple and easy to implement by program, the scale error ratio
is less than 0.5 %. It can satisfy the requirement of the trajectory generated in
scenario design of GNSS simulation system, and it can be applied to trajectory
generation of vehicles along waypoints.

The method of trajectory generation along waypoints in GNSS simulation
system proposed by this paper is in conformity with the actual movement rule of
vehicles. In addition, it is implemented simply and it has been applied to a GNSS
simulation platform successfully.

Acknowledgments This work was supported by the National High-Tech. R&D Program, China
(No. 2011AA120505) and the National Natural Science Foundation, China (No. 61173077).

Table 30.2 Flight mission list

Waypoints Coordinates (longitude, latitude, height)

Starting point (E116�34026.610 0, N40�04027.210 0, 32 m)
Waypoint 1 (E127�06054.280 0, N35�34001.340 0, 8,000 m)
Waypoint 2 (E139�46010.250 0, N35�33033.610 0, 8,000 m)
Ending point (E121�33052.940 0, N25�04008.910 0, 4 m)

The starting point is the capital airport runway L36, and the ending point is the Taipei Songshan
airport

Fig. 30.5 Flight trajectory along waypoints
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Chapter 31
Simulation Method and Effect Analysis
of Multi-GNSS System Time Offsets

Zhicheng Lv, Jing Pang, Jing Peng, Guozhu Zhang and Feixue Wang

Abstract In multi-system compatibility and interoperability application, time
offsets between different navigation systems is an important factor affecting the
service performance. To verify the correctness and effectiveness of algorithm that
how to deal with system time offsets in multi-mode receivers, GNSS navigation
signals simulator is required the system time offset simulation function. The
simulation algorithm and the effect on the navigation services performance of
system time offsets were discussed. Firstly, the time offset parameters in naviga-
tion message and its physical meaning were described. Then, proposed a unified
multi-GNSS system time offsets simulation method base on UTC and given sys-
tem time offsets parameter simulation algorithm. Finally, according to different
application scenarios, the impact on the performance of the navigation service
availability of two system time offsets processing method-system level and user
level-were analyzed and compared.

Keywords Satellite navigation � Compatibility and interoperability � Time offset
between different navigation systems � Navigation signal simulator

31.1 Introduction

With the continuously upgrade and improve of GPS and GLONASS and rapid
development of emerging navigation systems such as Galileo and COMPASS, the
compatibility and interoperability among multiple global navigation satellite
system (GNSS) is gradually becoming the future GNSS application development
trends [1]. Compared with a single navigation system, using of multiple GNSS
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navigation will not only increase the number of visible satellites, can also increase
the amount of redundant observations and raise the level of integrity testing.

Since different navigation systems use different time reference frames, the time
offsets exist when they are transformed each other. Usually, the magnitude of time
offsets is about dozens of NS and change slowly with time [2]. Research results
show that the system time offset has become one of the key factors affecting the
positioning accuracy of multi-system receiver and the effect degree is not only
related to the estimated accuracy of system time offset, but also closely associate
with the approach adopted to deal with the system time offset [3].

There are two aspects including information and signal layers must be con-
sidered in system time offsets simulation of signal simulator [4]. The information
layer means creating the system time offset correction parameters which will be
broadcast in the navigation message. The signal layer represents that downward
navigation signals must join the effect of system time offsets.

The paper is organized as follow. Section 31.2 describes the time offset
parameters in navigation message and its physical meaning. Section 31.3 proposes
a unified multi-GNSS system time offsets simulation method base on UTC and
given system time offsets parameter simulation algorithm. Finally, according to
different application scenarios, the impact on the performance of the navigation
service availability of two system time offsets processing method-system level and
user level-were analyzed and compared in Sect. 31.4. The investigation is sum-
marized in Sect. 31.5.

31.2 Time Offset Parameters in Navigation Message

The system time offset parameters have been listed in navigation message, such that
receivers can correct observations when they demodulate the message. Table 31.1
lists the layout of system time offset parameters in navigation broadcast message, in
which UTO, GTO, RTO, ETO and BTO mean GNSS to UTC time offset, GNSS to
GPS time offset, GNSS to GLONASS time offset, GNSS to Galileo time offset and
GNSS to COMPASS time offset. It can be seen that both the construction of new
systems and the improvement of working systems are taking into account the needs
of interoperable application, and conduct technical subjects, such as the time dif-
ference measurement and correction system research [5, 6].

31.2.1 GNSS to UTC Time Offset Parameters

GNSS time (except GLONASSS) is a continuous time scale, while UTC imple-
ments leap seconds which is announced and published regularly by International
Earth Rotation Service (IERS). In addition, it shows the drift of slow changes over
time between GNSS time and UTC time which includes deterministic component
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and stochastic component. The characterization of the deterministic component
can generally be determined using a piecewise least-square polynomial fitting
method. And the stochastic component can be modelled by a power law spectrum
[7]. GNSS time is synchronized with UTC at 1 ls level (modulo 1 s), but actually
is kept within 50 ns (95 %).

The relationship of time offset between GNSS and UTC is generally indicated
by seven parameters, as A0UTC, A1UTC, A2UTC, DtLS, WMLSF, DN and DtLSF. The
physical meaning of these parameters is as follows:
A0UTC The time offset between GNSS time and UTC
A1UTC The frequency offset between GNSS time and UTC
A2UTC The linear frequency drift between GNSS time and UTC
DtLS Delta time due to leap seconds
WMLSF The week number at the end of which the leap second becomes effective
DN The day number at the end of which the leap second becomes effective
DtLSF The scheduled future value of the delta time due to leap seconds

Therefore, deviations between the GNSS time and UTC time can be expressed
as:

DtUTC ¼ DtLS þ A0UTC þ A1UTCtE þ A2UTCt2
E ð31:2:1Þ

where tE is GNSS time as estimated by the user.
Unlike GPS, Galileo or Compass, GLONASS time scale implements leap

seconds, like UTC. GLONASS Time (GLONASST) is generated by the GLONASS
Central Synchroniser and the difference between the UTC(SU) and GLONASST
should not exceed 1 ms plus 3 h, but s is typically better than 1 ls, namely:

TGLONASS ¼ TUTCðSUÞ þ 3h00m00s � s; sj j\1 ms ð31:2:2Þ

In GLONASS navigation message, word KP is notification on forthcoming leap
second correction of UTC (±1 s).

Table 31.1 The layout of time offset parameters in GNSS navigation messagea

System Message UTO GTO RTO ETO BTO

GPS LNAV H –
CNAV H – H H ?

CNAV-2 H – H H ?

GLONASS NAV H H –
Galileo F/NAV H H –

I/NAV H H –
COMPASS NAV H H H H –
a : ‘H’ Implies that the parameter has been defined, ‘?’ Implies that the parameter has been set
aside to expand
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31.2.2 Time Offset Parameters Between GNSS

To provide continuous and stable navigation services, each navigation system
builds an independent time system which is maintained by control segment. The
difference of atomic clock type and performance lead to time offset between GNSS
time, including fixed whole seconds deviation as well as time-variant component
changed over time.

The fixed whole seconds deviation between GNSS time are due to the different
zero time-point of GNSS which is steered to UTC time and the leap second of
UTC time. The time-variant component between GNSS time is mainly produced
by the different frequencies characteristic of atomic clocks which can be modeled
by a piecewise least-square polynomial fitting method and a power law spectrum.
In navigation message, GNSS time synchronization parameters are always quan-
tified for five variable: A0GGTO, A1GGTO, A2GGTO, tGGTO and WNGGTO, where
A0GGTO The time offset between GNSS time
A1GGTO The frequency offset between GNSS time
A2GGTO The linear frequency drift between GNSS time
tGGTO GNSS time synchronization parameters reference time of week
WMGGTO GNSS time synchronization parameters reference week number.

Therefore, time difference between GNSS time can be expressed as

DtGGTO ¼ A0GGTO

þ A1GGTOð604800ðWNE �WNGGTOÞ þ tE � tGGTOÞ
þ A2GGTOð604800ðWNE �WNGGTOÞ þ tE � tGGTOÞ2

ð31:2:3Þ

where tE is the GNSS time as estimated by the user and WNE is the week number to
which tE is referenced.

Monitoring results show that time offsets between GPS and GLONASS can be
up to 150–180 ns [8]. Therefore, in order to support compatibility and interop-
erability, GPS and Galileo systems advertised with each other in their respective
navigation message broadcast time offset parameters (GGTO). The Galileo Sys-
tems Requirements Document specified that the GGTO shall be accurate to within
5 ns/24 h (2-sigma) [9].

31.3 Time Offsets Simulation

Multi-GNSS signal simulator outputs GPS, GLONASS, Galileo and COMPASS
downlink navigation signals synchronously. An unified multi-GNSS system time
offsets simulation method base on UTC and parameter simulation algorithm is
proposed. Its basic thought is that using UTC as the reference time benchmark, the
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time offsets between GNSS is calculated through the time offsets between GNSS
and UTC. Then, the effect of GNSS time offsets is added to pseudo-range and
carrier-phase observations using simulation model mentioned above.

31.3.1 Simulation of Time Offset Parameters

According to the system time offset parameters in navigation message introduced
in Chap. 2, a set of parameters witch represent the relationship between GNSS
time are put forward, as shown in Table 31.2. WN0 and t0 are the reference time of
parameters which can be specified for any navigation system time in practice. In
this paper, they are defined as the COMPASS system time.

Thus, the time offset parameters between COMPASS and other GNSS systems
at reference time can be calculated by:

DA0BDS�GNSS ¼ A0BDS�UTC � A0GNSS�UTC ð31:3:1Þ

DA1BDS�GNSS ¼ A1BDS�UTC � A1GNSS�UTC ð31:3:2Þ

DA2BDS�GNSS ¼ A2BDS�UTC � A2GNSS�UTC ð31:3:3Þ

Similarly, time offset parameters between GNSS can be calculated at reference
time, and will not repeat them here. The calculation results of time offset
parameters are arranged to navigation message. It needs to be aware of that due to
the reference time is defined as COMPASS time, it must take into account leap
seconds and transform to GNSS time when disposing other GNSS system navi-
gation message.

Table 31.2 System time offsets parameters

Parameter Unit Definition

WN0 Week Reference week number
t0 s Reference time of week
A0BDS-UTC s Time offset between COMPASS and UTC
A1BDS-UTC s/s Frequency offset between COMPASS and UTC
A2BDS-UTC s/s2 Linear frequency drift between COMPASS and UTC
A0GPS-UTC s Time offset between GPS and UTC
A1GPS-UTC s/s Frequency offset between GPS and UTC
A2GPS-UTC s/s2 Linear frequency drift between GPS and UTC
A0GLO-UTC s Time offset between GLONASS and UTC
A1GLO-UTC s/s Frequency offset between GLONASS and UTC
A2GLO-UTC s/s2 Linear frequency drift between GLONASS and UTC
A0GAL-UTC s Time offset between Galileo and UTC
A1GAL-UTC s/s Frequency offset between Galileo and UTC
A2GAL-UTC s/s2 Linear frequency drift between Galileo and UTC
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Time offset parameters between GNSS and UTC in the navigation message-
A0UTC, A1UTC and A2UTC are defined in Table 5 and can be directly assigned. DtLS,
WMLSF, DN and DtLSF must be adjusted real-time according to the simulation time
and transcripts of UTC leap seconds.

31.3.2 Simulation of Observations

In multi-GNSS signal simulator, the pseudo-range observation equations to a
common satellite at time t can be expressed as:

d0ðtÞ ¼ rðtÞ þ dionoðtÞ þ dtropðtÞ þ dclockðtÞ ð31:3:4Þ

where r(t) is the geometric distance between satellite and receiver, dionoðtÞ is the
signal path delay due to the ionosphere, dtropðtÞ is the signal path delay due to the
troposphere, dclock(t) is the satellite clock offset with respect to system time. In
multi-GNSS application, the system time offsets dtime�offsetðtÞ must be added to
observations. The pseudo-range observation equations thus rewrites to:

dðtÞ ¼ d0ðtÞ þ dtime�offsetðtÞ ð31:3:5Þ

with

dtime�offsetðtÞ ¼ aðtÞ þ uðtÞ ð31:3:6Þ

where a(t) is the deterministic component which can be computed by system time
offset parameters:

aðtÞ ¼ A0GNSS�UTC

þ A1GNSS�UTC½t � t0 þ 604800ðWN �WN0Þ�
þ A2GNSS�UTC½t � t0 þ 604800ðWN �WN0Þ�2

ð31:3:7Þ

uðtÞ is the stochastic component and can be modelled by a power law spectrum:

SyðtÞ ¼
X4

a¼0

haf a ð31:3:8Þ

where Sy(t) is the frequency-fluctuation noise power spectral density, f is the
Fourier frequencies, ha is the coefficient of energy spectrum of noise intensity as
the noise figure a. The values 0–4 of a represent RWFM, FFM, WFM, FPM and
WPM respectively. The modeling component implementations can reference [7].
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31.4 Time Offsets Effect Analysis

In multi-GNSS receivers, there are two methods to diminish or eliminate the system
time offsets. One approach is known as the system-level processing method, in
which the system time offset will be calculated by time offset parameters broad-
casting in navigation message. The positioning precision is relative to the precision
of time offset parameter and accuracy of model when using system-level processing
method. Another method is known as the user-level processing method, in which the
system time offset will be calculated as an unknown together with the PVT solution
in the navigation equations. This method requires at least 4 ? (N - 1) visible
satellites, where N is the number involved in the solution of navigation systems.

By linearizing the pseudo-range observation equations, the difference between
the estimated pseudo-range and measured pseudo-range can be expressed as

Dq ¼ HDX þ m ð31:4:1Þ

where Dq is the difference vector between the estimated and measured pseudo-
range, H is the matrix that contains the direction cosines of unit vectors pointing
from the receiver to the satellite, DX is the correction vector of the position and
time evolution of the system, The vector m accounts for the measurement noises.

It is assumed that the number of satellites of COMPASS, GPS and Galileo in
view is l, m and n respectively. This paper mainly analyses the positioning per-
formance of two system time offsets processing methods.

31.4.1 Time Offset Processing Method at System-Level

For the system-level processing method, the system time offsets are seen as known
parameters which can be obtained from the broadcast messages. So only the 3D
position and the time biases between the receiver and the navigation systems need
to be determined. Taking system time offsets into account, the observation matrix
and correction vector are defined by:

H ¼

ax1;bds by1;bds cz1;bds 1 0 0
� � � � � � � � � � � � � � � � � �

axl;bds byl;bds czl;bds 1 0 0
ax1;gps by1;gps cz1;gps 0 1 0
� � � � � � � � � � � � � � � � � �

axm;gps bym;gps czm;gps 0 1 0
ax1;gal by1;gal cz1;gal 0 0 1
� � � � � � � � � � � � � � � � � �

axn;gal byn;gal czn;gal 0 0 1
0 0 0 1 �1 0
0 0 0 1 0 �1

2
66666666666666664

3
77777777777777775

ð31:4:2Þ
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DX ¼ Dx Dy Dz Dtbds Dtgps Dtgal½ �T ð31:4:3Þ

where the measurements made with COMPASS, GPS and Galileo are marked with
the index bds, gps and gal respectively. Assuming that the measurement errors
from different satellites do not contain a bias and are independent from each other,
then the covariance matrix can be represented as a diagonal matrix form:

RðDqÞ ¼ Tðr2
1;bds; . . .; r2

l;bds; r
2
1;gps; . . .; r2

m;gps; r
2
1;gal; . . .; r2

n;gal; r
2
BGTO; r

2
BETOÞ
ð31:4:4Þ

where r2
i is the variance of the i-th measurement error on row i. r2

BGTO is the
variance of BGTO (COMPASS to GPS time offset), r2

BETO is the variance of
BETO (COMPASS to Galileo time offset).

Based on least square theory, the covariance matrix of DX can be defined by:

RðDXÞ ¼ ðHT HÞ�1HT RðDqÞHðHT HÞ�1 ð31:4:5Þ

Therefore, the geometric dilution of precision of navigation solutions need to be
redefined as the dimension of the matrix H has changed:

GDOP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

11 þ r2
22 þ r2

33 þ r2
44 þ r2

55 þ r2
66

q

PDOP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

11 þ r2
22 þ r2

33

q

HDOP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

11 þ r2
22

q

VDOP ¼
ffiffiffiffiffiffiffi
r2

33

q

TDOP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

44 þ r2
55 þ r2

66

q

ð31:4:6Þ

where aij is the element at position of row i and column j in R(DX).

31.4.2 Time Offset Processing Method at User-Level

When using the user-level processing method, the system time offset will be
calculated by the receiver as unknown from the equations of navigation. Generally,
we set one navigation system time as the reference time, and other GNSS time is
convert and formed deviations between the reference time. Assuming that
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COMPASS system time is selected as the reference time, so the observation matrix
and estimating parameter vector can be expressed as:

H ¼

ax1;bds by1;bds cz1;bds 1 0 0
� � � � � � � � � � � � � � � � � �

axl;bds byl;bds czl;bds 1 0 0
ax1;gps by1;gps cz1;gps 1 �1 0
� � � � � � � � � � � � � � � � � �

axm;bds bym;bds czm;bds 1 �1 0
ax1;gal by1;gal cz1;gal 1 0 �1
� � � � � � � � � � � � � � � � � �

axn;gal byn;gal czn;gal 1 0 �1

2

6666666666664

3

7777777777775

ð31:4:7Þ

DX ¼ Dx Dy Dz Dtbds DBGTO DBETO½ � ð31:4:8Þ

where DBGTO is the COMPASS to GPS time offset, DBETO is the COMPASS to
Galileo time offset. Assuming that the measurement errors from different satellites
do not contain a bias and are independent from each other, then the covariance
matrix can be represented by:

RðDqÞ ¼ Tðr2
1;bds; . . .; r2

l;bds;r
2
1;gps; . . .; r2

m;gps; r
2
1;gal; . . .; r2

n;galÞ ð31:4:9Þ

The new precision errors, influenced by system time offsets are defined by:

GDOP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

11 þ r2
22 þ r2

33 þ r2
44 þ r2

55 þ r2
66

q

PDOP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

11 þ r2
22 þ r2

33

q

HDOP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

11 þ r2
22

q

VDOP ¼
ffiffiffiffiffiffiffi
r2

33

q

TDOP ¼
ffiffiffiffiffiffiffi
r2

44

q

ð31:4:10Þ

At the same time, the dilution of precision of DBGTO and DBETO can be
defined when the system time offsets are determined by the receiver:

BGTDOP ¼
ffiffiffiffiffiffiffi
r2

55

q
ð31:4:11Þ

BETDOP ¼
ffiffiffiffiffiffiffi
r2

66

q
ð31:4:12Þ
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31.4.3 Influence Analysis of Time Offsets

This section mainly compared and analyzed the influence of navigation service
performance in different system time offset level and different system time offset
processing method through simulation technique. The simulation constellation is
composed of COMPASS(5GEO+5IGSO+27MEO), GPS(24MEO) and Gali-
leo(27MEO). A static user located at (E112.989988�, N28.221251�, H100 m) in
Changsha is simulated. The performance of navigation service have been tested in
different system time offset parameter precision and different system time offset
processing method in typical environmental conditions, such as the open areas
(mask angles is 15�), common blocks (mask angles is 30�) and urban canyons
(mask angles is 40�).

Simulating continuously 24 h with 1 min sampling interval, we get a set of
observations total of 1,440. Figure 31.1 draws the curve of visible satellites
number of GNSS in different mask angle at 10 min intervals. It can be seen that
GPS and Galileo will not meet the minimum position requirements of at least four
visible satellites in part of time at mask angle 40�. Therefore, using GPS or Galileo
alone can not provide continuous navigation and positioning services.

The availability of satellite navigation system is defined as the percentage of
time of navigation system providing available navigation services, which generally
is equivalent to the percentage of time when GDOP under a certain threshold. This
article takes the experience value GDOP = 6.3 as positioning availability
threshold. The statistics results of availability when each navigation system works
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Fig. 31.1 The number of visible satellites in different environment mask angle a 15�, b 30�, c 40�
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alone in different mask angles are shown in Fig. 31.2. The results show that, the
availability performance gradually declined when the mask angle increase. The
decrease on the number of visible satellite number is one of the important factors
which lead to the availability become worse. Using of combined GNSS navigation
services can increase the number of visible satellites and improve space geometry
configuration.

The availability results of single COMPASS, the dual-system of COM-
PASS+GPS and COMPASS+Galileo, and the triple-system of COM-
PASS+GPS+Galileo under the condition of regardless of the system time offset, time
offset processing method at system-level and time offset processing method at user-
level are shown in Figs. 31.3, 31.4 and 31.5 respectively. Compared with using a
single navigation system (see Fig. 31.2), multiple combinations can improve the
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navigation service availability levels. Results show that availability levels can be
reached 100 % in mask angle 30�, and increased to 80 % in mask angel 40�. Using
system-level processing method, time offset is a known which is obtained from
navigation message directly. It will increase the number of visible satellite without
altering the number of estimating parameters and reducing the geometric dilution of
precision. Therefore, availability level can reach 100 % in mask angle 40�. In user-
level processing method, time offset must be treated as an unknown together with
PVT information solution. So, the performance enhancing effect is slightly worse
than system-level processing method. The availability of COMPASS, GPS and
Galileo combining application can reach to 92.2 % in mask angle 40�.
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Xu and Li [3] simulated and analyzed the effects of the above two time offset
processing methods on the positioning accuracy. Simulation results indicate that
when the error broadcasted by navigation messages is about 5 ns, it’s more
advisable to handle by receiver. In environment of blocking serious, where the
number of visible satellite is less than common blocks, using systems-level pro-
cessing method can obtain better performance. In practice, we can choose system
time offset treatment by considering the number of visible satellite, the precision of
time offset parameters and DOP value together.

31.5 Concluding Remarks

In practical application, system time offset is one of the important factors that
affect the performance of navigation and positioning services. Aiming at the
question of system time offset simulation in multi-GNSS signal simulator, this
paper proposes a unified multi-GNSS system time offsets simulation method base
on UTC and specific algorithms which can be used to guide the design of multi-
GNSS signal simulator. The effects of the two system time processing methods–
system-level and user-level-on the availability performance are compared and
analyzed. Finally, the implementation strategy of dealing with the system time
offset in multi-GNSS receivers is discussed.
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Chapter 32

The Effects of Non Ideal Channel
for Navigation Signal and Research
on Pre-distortion Methods

Zhimei Yang, Qibing Xu and Lixin Zhang

Abstract In order to provide high-precision satellite navigation services, con-

tinuous, high-precision and high-integrity signals should be provided. Non ideal

property of each module will result in a certain degree of distortion to the navi-

gation signals and affect. In this paper, channel simulation model based on the

actual transmission channel is established firstly. Then, the analysis of indepen-

dent simulation and that of combining simulation are applied to measure the

impact of each module and the whole channel on signal quality. Finally, the

corresponding pre-distortion method is put forward to compensate the distortion

effects, simultaneously, simulations are compared to verify the performance. The

research based on E1 signal is to assess the degree of distortion and the pre-

distortion performance using constellation, power spectrum, SCB curve and cor-

relation loss. Simulation results indicate that the program can Improve the con-

stellation by inhibiting the band spectrum of the signal, optimize SCB curve,

reduce correlation loss, eliminate the effect on the quality of signals caused by the

transmission channel and increase the precision of positioning accuracy, which has

great significances and prospects in satellite communication system.

Keywords E1 signal � Non ideal channel � Pre-distortion � Evaluation parameters

32.1 Introduction

From the GPS of American, GLONASS of Russia, GALILEO of Europe to

Beidou (COMPASS) system of China, the satellite navigation system plays a more

and more important role in national life and military field. In order to provide
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high-precision satellite navigation services, continuous, high-precision and high-

integrity signals should be provided by satellites. As the non ideal property of

independent devices, it will cause a certain degree of distortion when the navi-

gation signals go through the navigation channel, which is bound to affect the

performance of the navigation system. China and other countries are researching

on the distortion of signals caused by the non ideal characters of transmis-

sion module components. In paper [1], a simplify satellite channel base

band simulation model is proposed, including the ideal signal generator mod-

ule, satellite channel module and receiver module, the satellite channel module

is simplified into a front filter, HPA and post filter to evaluate the effect of lin-

ear amplitude, phase, group delay distortion and high power amplifier (HPA)

nonlinear distortion on tracking accuracy of BPSK signal. Correspond evaluation

parameters are timing offset and S curve offset. The effect of linear and nonlinear

distortion to several candidate BOC modulation signals are analyzed in paper [2],

at the same time, the power loss and correlation loss are discussed brought by the

limit of bandwidth of the filter. The distortion of high power amplifier for BOC

and its derivative signals are analyzed and the joint effects brought about by the

bandwidth limitation and nonlinear factors are presented in paper [3].

Thus, the distortion effect of non ideal property of navigation satellite chan-

nel on signals can not be ignored. So far, most study focus on the impact of the

channels, while eliminating the influence of distortion is rare. Digital pre-distortion

is a good way to compensate distortion, but the current pre-distortion method are

mostly applied to the compensation of nonlinear effects in power amplifier,

the transmission channel pre-distortion can hardly be referred. In this

paper, the model of the transmission channel is established, simulation analysis

based on Galileo E1 signals (CBOC (6,1,1/11) and BOC (15,2.5) signals are

modulated by the combined INTERPLEX) show the influence on signals in non

ideal channel, the corresponding pre-distortion method is proposed to compensate

the distortion effects, meanwhile the compare of simulation results and its effec-

tiveness are verified by a set of evaluation parameters.

32.2 The Model of Navigation Transmission Channel

General model of Navigation transmission channel as shown in Fig. 32.1.

Ideal signal generator, digital filtering and D/A is integrated a digital signal

generator module. The part of frequency conversion is equivalent to a pre-filter,

Through the adjustment of the amplitude and phase frequency response, the

channel characteristics before HPA is simulated. The multiplexer and antenna after

HPA is unified into a post-filter for the simulation of the channel characteristics

after HPA. So the general model of Navigation transmission channel is acquired.

The following part is the analysis of the filter and HPA models.

364 Z. Yang et al.



32.2.1 Model of Pre-filter/Post-filter

The effect of filter modeling is to analyze the influence of filter bandwidth,

amplitude-frequency and group delay characteristic to the. In view of the above

requirements, two models of filter are established to analyze the influence of the

signal distortion.

One way to design filter is using the FDAtool attached to matlab/simulink. This

method can produce both FIR filter and IIR filter, the group delay of FIR filter is

related to the Filter order, simultaneously the uneven distribution situation exists in

the group delay of FIR filter.

Another way to design filter is according to the actual S-parameter of filter,

whose simulation Block Diagram as shown in Fig. 32.2.

Analog signal is transformed into RF analog voltage signal in the module Input

Port, and the module General Passive Network which is the main part of filter can

be simulated by inputting S file directly. The load impedance of S-parameter

model is set up in the module Output port. This model is mainly used for simu-

lating amplitude-frequency and group delay characteristics of actual filter, which

selected S21 parameter as shown in Fig. 32.3.

32.2.2 Model of HPA

HPA model mainly imitates the AM-AM and AM-PM properties in HPA sys-

tem. There are two kinds of typical HPA simulation analysis model: Saleh model

based on tube wave HPA of TWTA and Rapp model based on solid state HPA of

SSPA. Saleh model has the advantages of simple structure and high perfor-

mance, which is a classical and practical model. Its amplitude and phase mathe-

matical can be expressed as:

AðrÞ ¼ aar
1þ bar2

; UðrÞ ¼ a/r2

1þ b/r2
ð32:1Þ

Digital Signal Production HPAPrefilter Post-filter

Fig. 32.1 General model of navigation transmission channel

Fig. 32.2 Simulation block

diagram
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The Saleh model can be established by measuring the voltage as well as the

phase and loading the parameters.

In order to improve the tube wave HPA model, we generate AM-AM and AM-

PM charts using the power of the input signal, output signal and the phase offset of

output signal, meanwhile, the data are expanded by inserting methods. Then we

get the corresponding output powers and phase offsets. The simulation block

diagram is shown in Fig. 32.4.

Characteristics of the look-up table is different from the Saleh model because

the data are derived from actual devices, which are more credible. Fig-

ure 32.5 shows the comparison between AM-AM and AM-PM:

32.3 Evaluation Indicators

In order to assess the degree of signal distortion caused by transmission channel,

four evaluation indicators are used in the article, such as constellation, power

spectrum, correlation loss and SCB curve. Constellation and power spectrum are

well-known for us, so the following part briefly introduces correlation loss and

SCB curve.

1.5 1.55 1.6 1.65

x 10
9

-140

-120

-100

-80

-60

-40

-20

0

20

Freq [Hz]

M
ag

ni
tu

de
 (

dB
)

S21

1.54 1.55 1.56 1.57 1.58 1.59 1.6 1.61

x 10
9

0

50

100

150

200

250

Freq [Hz]

ns

Groupdelay

Fig. 32.3 S21 parameter
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Correlation introduction: as an important indicator of navigation signal, cor-

relation is used to evaluate the attenuation degree of actual transmit power of

navigation signal. Correlation (CL) is defined as:

CL dBð Þ ¼ PCCF
Ideal

dBð Þ � PCCF
SIS

dBð Þ

where

PCCF dBð Þ ¼ maxð20 � log10 CCF eð Þj jð ÞÞ

CCFðSout; Sin;k ; sÞ ¼
RT
0

soutðtÞ�s�in;k ðtþsÞdt
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RT
0

soutðtÞj j2dt
� ffi

�
RT
0

sinðtÞj j2dt
� ffis

CCF is the normalized cross-correlation function of ideal signal SinðtÞ with period

T and distortion signal Sout tð Þ. And Sin;k tð Þ refers to the k-th signal component in

SinðtÞ.
Measure of correlation is obtained in the case of removing IF and Doppler shift

in I/Q channels. The max absolute of correlation function is regarded as the

estimates of correlation peak, which is obtained by calculating the correlation of

shifted local reproduction signal and input signal [4].

SCB curve introduction: For the PN ranging system, Correlation function of

spreading code is no longer symmetrical around after linear and nonlinear dis-

tortion. The bias can be generated between the zero crossing of phase detector and

the autocorrelation function maximum of current code, which is defined as zero

offset. So we can acquire the definitions of SCB curve by plotting the zero offset

with different lead and lag time.
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32.4 Simulation Results and Analysis

The E1 signal is synthesized by INTERPLEX modulation of CBOC (6,1,1/11) and

BOC (15,2.5) signals. The ideal E1 signal constellation and power spectrum are

shown in Fig. 32.6.

Independent simulation analysis is used on condition that there only exiting a

filter or HPA while combined simulation analysis is applied to the whole channel.

The corresponding pre-distortion method is put forward to compensate the

distortion effects and simulation results are compared. Simulation based on

Galileo E1 signal is designed to analyze the losses of system distortion and

pre-distortion performance through indices including the constellation

diagram, power spectrum, SCB curve and correlation loss.

32.4.1 Filter

We discuss the filter’s impact on the signal and pre-distortion performance below

assuming that there only exiting filter in the channel. The filter is designed with S

parameter model in the process of simulation. The distortion of signals caused by

filters is mainly caused by the bandwidth of the filter, amplitude frequency

property and the group delay property, thus, a pre-distortion filter which has the

opposite property of amplitude frequency property and phase frequency prop-

erty. The basic principle of the corresponding pre-distortion algorithm is to load

the group delay curve and amplitude frequency property curve of S parameters and

convert filter’s system function to amplitude frequency property and phase fre-

quency property of each frequency grid by interpolating. Data are imported using

the fitting algorithm to calculate the amplitude and phase of each frequency
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point, after IFFT, we can achieve filter coefficient by calculating correspond-

ing pre-distortion filter. The amplitude frequency property and group delay prop-

erty are shown in Fig. 32.7.

Figure 32.8 display the comparison between the distortion signal and that of

adding the pre-distortion algorithm (Figs. 32.9, 32.10, Table 32.1).

The constellation reveals that filter distortion has leading to the divergence of

constellation points and bringing the band region. The region is brought

mainly due to the removing of high harmonics, making the signal’s phase a

slow process of change rather than a idea one. After pre-distortion processing,

the distribution of constellation can be improved obviously.

From the power spectrum, we know the effect of removing and restricting on

the signals out of band is just like what we expected, which can be recovered

after pre-distortion processing.
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Fig. 32.8 Constellation [without pre distortion (left), pre-distortion (right)]
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The correlation loss shows that the value caused by this filter is

4.528 dB, Fig. 32.8 become very low when adding pre-distortion part. The value

should be non negative, however, the imaginary part of the complex signal is not

strictly for 0, but a small volume when the real part is imported into the pro-

cess, lead to the correlation loss negative.

We can achieve from SCB curve that SCB is 9 ps when the filter is introduced,

while the SCB is 0 ps by adding the pre-distortion part after, which is coincident

with the idea SCB.
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Fig. 32.10 Power spectrum

Table 32.1 Correlation loss Without pre-distortion (dB) 4.528714e+000

Pre-distortion (dB) −9.458155e−014
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32.4.2 HPA

The impact of HPA on the signal and pre-distortion performance is discussed in

this section in case that there only exiting HPA in the channel. High power

amplifier model is established using look-up table method and pre-distort part is

constructed by polynomial fitting method. The parameters of the polynomial can

be adjusted using the LMS algorithm.

In Fig. 32.11, X(n) is the input signal at time n, y(n) is the output signal of the

power amplifier, the response of the whole system is expressed as D(n), G is the

linear magnification. When the equation e(n) = d(n) − y(n) accord with the con-

vergence of the algorithm E(n) = 0, the output power is the linear function of input

signal, Y(n) = G * x(n).

The pre-distorter for polynomial mathematical model:

uðnÞ ¼
XK
k¼1

akxðnÞ x nð Þj jk�1 ð32:2Þ

akq is the coefficient of the polynomial, whose accuracy determines the

performance of the pre-distorter. Update coefficients can be obtained by LMS

algorithm [5].

Figure 32.12 shows the compare between the effect of signal’s distortion

handled by the amplifier and the effect adding the pre-distortion algorithm

(Figs. 32.13, 32.14, Table 32.2).

The constellation reveals that filter distortion has leading to the rotation of

constellation points and it is not symmetry, which is caused by AM/AM and AM/

PM of HPA. The rotation is eliminated after pre-distortion processing, but

the divergence of constellation points also exist.

From the power spectrum, we know the signal power is significantly enlarged

and spectrum spread caused by the HPA nonlinear effects, new frequency com-

ponents appear out of the band. After adding the pre-distortion, the spread spec-

trum out of band can be effectively inhibited, the power spectrum power can be

close to the ideal signal spectrum

The correlation loss shows that the value caused by HPA is 9.01e

−9 dB, Fig. 32.12 increase to 4.77e−5 dB when adding pre-distortion part.
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Fig. 32.11 The pre-distortion structure diagram
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We can achieve from SCB curve that SCB is 0 ps caused by HPA which is

accord with the idea value. SCB change to 3 ps after the pre-distortion part.

The effect of high power amplifier distortion caused by the loss of correlation

and SCB curve is very small, which indicate that high power amplifier for some

indicators do not necessarily have a worse effect, but have improved that to some

extent. In Sect. 32.4.3, the improvement of correlation loss and SCB caused by

HPA can be better reflected. The two indices could not mean the high power

amplifier causes small signal distortion, which can be achieved through the con-

stellation diagram and power spectrum. It is a normal phenomenon that the values

of these two indices increase within a narrow range after adding the pre-distortion

part.
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Fig. 32.12 Constellation [without pre distortion (left), pre-distortion (right)]
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32.4.3 The Whole Transmitting Channel

The analysis in this section displays the distortion caused by the whole trans-

mitting channel (pre-filter + HPA + post-filter) and the compare between the

distortion signal and that of adding the pre-distortion algorithm. Assuming the pre-

filter and post-filter are similar in using parameters of S model and high power

amplifier uses look-up table model. This pre-distortion method combine previous

method of pre-filter and that of HPA, the simulation results are shown as in

Figs. 32.15, 32.16, 32.17 and Table 32.3.

The constellation reveals that band-limited property of the filter will destroy the

constant envelope of signals, lead to the divergence of constellation points and

bring the band region when signals go through the pre-filter. HPA part cause

the rotation of constellation points and it is not symmetry. Finally, the post-filter

cause the constellation divergence more obvious and deteriorating the band region.

While pre-distortion part can improve the constellation effectively.

From the power spectrum, we know the spectrum spread is eliminated when the

post-filter is introduced, but the distortion is preserved when the nonlinear property

of HPA is serious. Post-filter can only remove noises in the outer band rather than

improve distortion of inner band spectrum. While adding pre-distortion process,

power spectrum is close to the ideal one.
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Fig. 32.14 Power spectrum

Table 32.2 Correlation loss Without pre-distortion (dB) 9.015557e−009

Pre distortion (dB) 4.770860e−005
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The correlation loss shows that the value caused by the whole transmitting

channel is 21.52 dB, Fig. 32.15 decrease to 1.30e−4 dB when adding pre-distortion

part.

We can achieve from SCB curve that SCB is 5 ps caused by the whole

transmitting channel. The SCB reduces to 1 ps after the pre-distortion part.

Obviously, the filter has a larger impact on constellation loss and SCB, while

the nonlinearity of HPA can improve the two indices.
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32.5 Conclusion

Simulations and analyses in this paper are based on E1 signals, the parame-

ters of the simulation model for the filter and high power amplifier are actually

measured so that the corresponding pre-distortion processing possesses some

practical value in engineering field.
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Table 32.3 Correlation loss Without pre-distortion (dB) 2.152373e+001

Pre-distortion (dB) 1.303963e−004
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Chapter 33
Application of Real-Time Multipath
Estimation on the GEO Satellite
Dual-Frequency Ionospheric Delay
Monitoring

Wei Zhao, Min Li, Zhixue Zhang, Jinxian Zhao, Caibo Hu, Na Zhao
and Hui Ren

Abstract Due to the orbit characteristics of the GEO satellite in Compass con-
stellation, the multipath error in pseudorange measure cannot only be eliminated by
the receiver, but also be amplified in the elimination of the ionosphere delay by dual
frequency pseudorange combination, resulting in the accuracy deterioration of
ionosphere delay monitoring by the monitor stations. Based on the slow-change
characteristics of the GEO satellite orbit, this paper proposes a method of using
real-time multipath estimation, which is extracted from previous days’ pseudorange
measurements, to correct the multipath error in real-time ionosphere delay
computation. Experiment results demonstrate that this method can eliminate the
fluctuations in GEO satellite dual frequency ionospheric delay measurements
caused by multipath error and enhance the dual frequency ionospheric delay
measurements accuracy of low azimuth GEO satellites by 55.7 %.

Keywords Compass system � GEO satellite � Real-time multipath estimation �
Dual-frequency ionospheric delay monitoring

33.1 Introduction

Compass satellite navigation system constellation is GEO, IGSO, MEO satellite
mixed constellation. Limited by the number of satellites (five GEO satellites, five
IGSO satellite, and four MEO satellite) and satellite orbits, IGSO and MEO
satellite are invisible for region users, so the GEO satellites are important for user
positioning and ionosphere delay monitoring. Dual-frequency pseudorange is the
main measure of monitoring ionosphere delay variety; foreign satellite-based
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augmentation system experts discovered the ‘‘standing multipath error’’ phe-
nomenon in GEO satellite pseudorange in GEO navigation signals ranging study
[1]. This is because of the characteristic of GEO satellite obit that results in the
multipath error in pseudorange difficult to eliminate in terminal end, on the con-
trary, it will be amplified in dual-frequency ionosphere monitoring, bring about the
phenomenon of the precision of dual-frequency positioning lower than single-
frequency [2]. The method of combination of pseudorange and carrier phase can
mitigate multipath error effectively, but affected by carrier phase ambiguity res-
olution and cycle slip, this method cannot be applied in real-time ionosphere delay
monitoring.

Due to the position of ionosphere delay monitoring is fixed, and the obit of
GEO satellite only moves 0.08�, in the condition of no great change of the cir-
cumstance and architecture of the station surrounding, the multipath of GEO
satellite can regarded as stable. The history pseudorange multipath error of specific
station can be calculated by post processing, combined with the characteristic of
GEO satellite obit, the real-time correction for multipath error in pseudorange can
be achieved.

33.2 Analysis of the GEO Multipath Error Impact
on Ionosphere Delay Monitoring

33.2.1 Multipath Signal Error Characteristic

In satellite navigation system, the navigation signal will emerge the phenomena of
attenuation, reflection and phase of deflection due to buildings, trees, and other
obstacles on the entire propagation way from satellite to receiver, so that the signal
arrives at the receiver antenna is a plurality of several propagation path signal.
Owing to different transmission paths, there are relative phase and relative delay,
and amplitude characteristics differences between direct signal and the reflected
signal, resulting in signal distortion which entry into the receiving loop and the
offset of correlation peak identification curve zero, and then affecting the user
range measuring accuracy. At the same time, due to different environmental
characteristics, there are no spatial correlations between the multipath signals, and
because the incident angle of the signal relative to antenna phase center varies with
satellite-ground relative positions changes, result in multipath signal also changes
with time. The generation mechanism and variation rule of multipath signal cannot
be described by specific environmental model due to the random characteristics
mentioned above [3].
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33.2.2 Analysis of the Amplification Effect
of Dual-Frequency Ionosphere Delay
Calculation on Multipath Error

In the B1B2 dual-frequency pseudorange positioning mode, B1 frequency iono-
spheric delay is calculated as follows:

DIonB1 ¼
f 2
B2

f 2
B2 � f 2

B1

ffi �
ðqB1 � qB2Þ ð33:1Þ

where DIonB1 is the ionospheric delay value in the B1 pseudorange measurement,
fB1 is the frequency value of B1, fB2 is the frequency value of B3, qB1 and qB2 are
the pseudorange measuring value of B1 and B2. So the B2 ionosphere delay value
can be expressed below.

DIonB2 ¼ ðfB1=fB2Þ2 � DIonB1 ð33:2Þ

Assuming that the pseudorange measurement error and receiver noise on B1,
B2 frequency point are uncorrelated and have equal mean square deviation, and
then the relationship between ionosphere delay error by dual-frequency pseudor-
ange method and the measurement error of pseudorange is as below.

DIon ¼
ffiffiffi
2
p
� f 2

B2

f 2
B1 � f 2

B2

ffi �
� Dq ð33:3Þ

It can be seen from formula above, the calculation error of ionosphere delay for
B1/B2 dual-frequency combined pseudorange is 2.1 times than the single-fre-
quency pseudorange measurement error.

To review the amplification effect of dual-frequency ionosphere calculation on
multipath error, the ionosphere monitoring result of one ground monitoring station
for a GEO satellite of Compass system is analyzed, as shown in Fig. 33.1. The
blue curve is the calculation results of ionosphere delay for the corresponding
GEO satellite using dual-band carrier phase, the green curve is the calculation
results of ionosphere delay using dual-band pseudorange. When receiver make
navigation signals related matching and tracking lock, the final range of error
caused by multipath effects has been determined, which the width will not be more
than a symbol of code pseudorange, or phase will not exceed 1/4 of the carrier
wavelength in theory. Therefore, the multipath effects affect carrier phase mea-
surements much less than pseudorange measurements. The measurement errors on
pseudorange measurement caused by multipath signal are up to several meters or
even tens of meters, while measurement errors on carrier phase do not exceed 1/4
wavelength (4–6 cm), with respect to the multipath error on pseudoranges, carrier
phase multipath error is negligible. From Fig. 33.1, it can be seen that the iono-
sphere error calculated by dual-frequency pseudorange has more chattering
amplitude than the result calculated by dual-frequency carrier phase, the iono-
sphere delay calculation error of dual-band pseudorange is 9.83 TECU.

33 Application of Real-Time Multipath Estimation 379



33.3 Analysis of the Pseudorange Multipath Error
of the GEO Satellite

33.3.1 Analysis of the Orbit Characteristic of the GEO
Satellite

GEO satellite is also called ‘‘geosynchronous earth orbit satellite’’. Its orbit height
is 36,000 km. Its inclination and eccentricity is zero. Observed from an earth
station, GEO satellite seems to be static, that’s where the name origins. In satellite
navigation system, multipath error is related to satellite elevation and azimuth.
Therefore, we simulated the elevation and azimuth of an GEO satellite from an
earth station located in Beijing. The simulation period is 1 week. In Fig. 33.2, the
green line stands for azimuth, and the red line stands for elevation. It can be seen
that, to the same earth station, the azimuth of GEO changes less than 0.2� during
2 days, and the elevation of GEO changes less than 0.4� during 2 days.

33.3.2 Analysis of the Pseudorange Multipath Error
of the GEO Satellite

To correct the multipath error from pseudorange in real time, we need to analyze
the change of multipath error in a period. This paper uses the method proposed by
Kee and Prof. Parkinson [4], which extracts multipath error from the combination
observations of dual-frequency pseudorange and carrier phase, expressed in the
following formula:

Fig. 33.1 Stat: the
ionosphere delay monitoring
results of one ground station
for the GEO satellite in 24 h
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MP1 ¼ q1 þ
1þ a12

1� a12
u1 � k1 �

2
1� a12

u2 � k2 ð33:4Þ

MP2 ¼ q2 þ
2a12

1� a12
u1 � k1 �

1þ a12

1� a12
u2 � k2 ð33:5Þ

In the above formula, q1q2 is the pseudorange observations of B1B2 frequency,
u1u2 is the carrier phase observations, k1k2 is the wavelength of two frequency,
a12 ¼ f 2

1 =f 2
2 ; f1f2 is the frequency.

Experiment data is collected by observing a GEO satellite named SV03 of
Compass system from an Ionosphere monitor station located in north China during
2012 Dec 1 to 2012 Dec 3. The extracted multipath error is shown in Fig. 33.3.

It can be seen from Fig. 33.3 that, the change of multipath error is repeated
every day because the orbit of GEO satellite changes regularly and slowly. The
standard deviation of multipath error is listed in Table 33.1. It can be seen that
during that 3 days, the standard deviation of multipath error at both B1 and B2 is
on the same order.

Therefore, the present multipath error can be estimated in real time according to
the extracted multipath error while monitoring the Ionosphere delay of GEO
satellite.

33.4 Real Time Estimation and Correction
to the Pseudorange Multipath Error of the GEO
Satellite

To estimate the multipath error in real time, firstly, a database is needed which
stores the multipath error for the Ionosphere-monitoring GEO satellite in a period.
Multipath error can be calculated as shown in formula (33.4) and (33.5). The
ambiguity of carrier phase observation can be calculated precisely and the cycle

Fig. 33.2 The azimuth and elevation angle of GEO satellite from an earth station
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skip is removed after post processing. Extracted multipath error is stored as MP1
k

and MP2
k for further use. Multipath error of GEO satellite can be estimated and

corrected in real time as the following formula:

eqkþ1
1 ðtÞ ¼ qkþ1

1 ðtÞ �MPk
1ðtoptÞ

eqkþ1
2 ðtÞ ¼ qkþ1

2 ðtÞ �MPk
2ðtoptÞ

�
ð33:6Þ

qkþ1
1 ðtÞ, qkþ1

2 ðtÞ is the pseudorange observation at present for B1 and B2
frequency, MPk

1ðtoptÞ, MPk
2ðtoptÞ is the multipath error at topt the day before for B1

and B2 frequency, topt is the most close time to the present time the day before,

Fig. 33.3 Extracted multipath error of GEO satellite during 2012 Dec 1 to 2012 Dec 3

Table 33.1 The standard deviation of multipath error during Dec 1 to Dec 3

Frequency point Dec 1 Dec 2 Dec 3

B1 0.318 0.283 0.332
B2 0.385 0.400 0.369
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eqkþ1
1 ðtÞ, eqkþ1

2 ðtÞ is the pseudorange observation after multipath error correcting for
B1 and B2 frequency.

After multipath error correcting in real time, eqkþ1
1 ðtÞ, eqkþ1

2 ðtÞ is used in formula

(33.1) and (33.2), so we get more precise ionosphere monitoring results DfIon1 and

DfIon2 by dual frequency pseudorange.
As shown in Fig. 33.3, the change of multipath error is almost the same in the

adjacent 2 days for GEO satellites. However if more precise multipath error
estimation is needed, the parameter topt should be more precise. topt can be cal-
culated by searching the maximum of the following formula:

bqðtoptÞ � bqkþ1ðtÞT ; topt ¼ t � Tsd þ dtðtÞ ð33:7Þ

In the above formula, bqkþ1ðtÞ is the normalized 1 9 3 ECEF position vector,
which stands for the present position of the satellite, Tsd is a sidereal, dt(t) is the
time difference between 2 days when GEO satellite in the same position, bqðtoptÞ is
a normalized n 9 3 ECEF position vector, which stands for the GEO position at
topt a sidereal before. Because of the characteristic of GEO satellite, dt(t) is usually
very small.

To verify the effect of multipath error correction in Ionosphere delay moni-
toring, the experiment data in Sect. 33.2 is analyzed. The Ionosphere monitoring
results are computed using dual-frequency pseudorange observations and dual-
frequency carrier phase observations of 24 h in the same time. Because the effect
of multipath error to carrier phase observations is much smaller than pseudorange
observations, we use the ionosphere delay computed by dual-frequency carrier
phase observations as the standard to evaluate the Ionosphere delay computed by
dual-frequency pseudorange observations. The Ionosphere delays before and after
correcting the multipath error is shown in Fig. 33.4.

Fig. 33.4 Comparison of ionosphere delay results (a) before and (b) after correcting the
multipath error for SV03
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The results of calculating errors of ionosphere delay before and after correcting
the multipath error for SV04 is listed in Table 33.2.

It can be seen from Fig. 33.4 and Table 33.2, by real time multipath estimation,
the distinct fluctuation of dual-frequency pseudorange ionosphere delay error
appeared at 7 o’clock and 18 o’clock is eliminated, the dual-frequency pseudor-
ange ionosphere delay error of B1 reduces from 7.48TECU to 5.63TECU, error of
B2 from 12.51TECU to 9.41TECU, both of the improvement ratios are 24.8 %.

The elevation of GEO SV03 selected in Sect. 3.2 is 32.23� relative to the
ground station, to validate the multipath real-time estimation algorithm under low
elevation situation, the GEO SV04 is chosen for applicability test, whose elevation
is 21.02� relative to ground station. Generally, the pseudorange multipath error
become larger in the circumstance of low elevation, the extracted multipath error
of GEO SV04 is shown in Fig. 33.5.

Table 33.2 Calculating errors of ionosphere delay before and after correcting the multipath error
for SV03 (TECU)

Frequency point Before correcting After correcting Improvement (%)

B1 7.482 5.629 24.8
B2 12.513 9.414 24.8

Fig. 33.5 The pseudorange multipath error of GEO SV04 relative to ground station
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Test results show that, In the condition of 10 lower degree elevation, the pe-
sudorange multipath error of SV04 is 1.7 times larger than SV03, furthermore, the
variation trends of multipath error are more severely, so it has greater influence on
ionosphere delay monitoring results. The dual-frequency ionosphere delay moni-
toring results of SV04 are shown in Fig. 33.6, the calculation error of dual-fre-
quency pseudorange ionosphere delay of B1 is 11.50TECU, B2 is 19.235TECU,
and the error variation trends are drastic.

After corrected with real-time pseudorange estimation results, the monitoring
results of dual-frequency ionosphere delay are as shown in Fig. 33.7.

The standard deviation of dual-frequency pseudorange ionosphere delay error
before and after amended are listed in Table 33.3.

It can be seen from Fig. 33.7 and Table 33.3, after real-time pseudorange
multipath error correction, the ionosphere delay error of B1 and B2 both have
55.7 % improvement ratio, the fluctuation in dual-frequency pseudorange iono-
sphere is eliminated basically, which proves this method is more effective for low
elevation satellite in ionosphere delay monitoring.

Fig. 33.6 Dual-frequency ionosphere delay monitoring results of SV04
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33.5 Conclusions

The multipath error is the main factor affecting the ionosphere delay monitoring
accuracy of dual-frequency pseudorange, in Compass system, affected by the obit
characteristics; there is ‘‘coherent multipath error’’ in pseudorange of the GEO
satellite, which degrades the dual-frequency pseudorange ionosphere monitoring
accuracy seriously. This paper proposed a real-time multipath estimation and
correction method, utilized multipath error of one sidereal day ago to estimate the
current multipath error in real-time, thus the real-time estimation for current
pseudorange multipath error is achieved. Test results show that, for GEO satellite
whose elevation is 31.23�, the corrected ionosphere delay accuracy can be

Fig. 33.7 Dual-frequency ionosphere delay monitoring results after multipath error corrected

Table 33.3 Calculating errors of ionosphere delay before and after correcting the multipath error
for SV04 (TECU)

Frequency point Before correcting After correcting Improvement (%)

B1 7.482 5.629 24.8
B2 12.513 9.414 24.8
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improved by 24.8 %, for GEO satellite whose elevation is 21.02�, the corrected
ionosphere delay accuracy can be improved by 55.7 %. Therefore, this algorithm
can improve the calculation accuracy of dual-frequency pseudorange ionosphere
delay effectively using low computational cost, so it is worthy to be widely spread.
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Chapter 34
The Realization of the RTK Algorithm
Based on GPS/BDS OEM Board
and the Test of its Performance

Conghui Du, Kaiwei Yang, Qiang Guo and Jianwei Zhang

Abstract Using the high-accuracy OEM board, which contains of BDS B1/B2/B3
and GPS L1/L2 frequency, this paper realized the embedded algorithm of RTK of
BDS, GPS and BDS + GPS. Both static and ground kinematic tests were carried
out to evaluate the precision of the embedded algorithm of RTK from BeiDou,
GPS and BDS + GPS. In static mode, the results demonstrated that the accuracy
of static zero-baseline was sub-mm for the horizontal component and 1 mm for
vertical component using BDS. The proportion of the fix results were higher
than 98 %. The accuracy of GPS for 10 km static baseline, whose difference of
horizontal component was smaller than 1 cm and the vertical component was
smaller than 3 cm, was better than BDS, whose difference for three component
was better than 4 cm. The statistics accuracy of GPS for 10 km baseline was better
than 4 mm for horizontal component and better than 2 cm for vertical component,
and the BDS was better than 1.5 cm for horizontal component and better than
3.5 cm for vertical component. The proportion of the fix results were higher
than 95 %. For kinematic baseline, the result of integration positioning was
accordant to the real topography, and the standard deviation of adjustment of every
epoch was better than 6 mm.
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34.1 Introduction

China is currently developing its own independent global navigation satellites
system, that is, the BeiDou Navigation System, which can provide preliminary
regional navigation and positioning service. At present, many scholars have done a
lot of researches on BeiDou satellite system and related applications [1]. We can
develop multiple applications of BeiDou system autonomously and easily based
on the high-accuracy OEM board. Combined with computer, communications
technology, the OEM board, which is embedded by high-accuracy RTK algorithm,
can widely used in traditional mapping, driving school system, transportation,
deformation monitoring, urban management and so on.

Integrated navigation can also provide stable, reliable positioning results in the
case of poor observational environment, thereby increasing the operating distance.
As the demand for high-precision positioning, the commercial production of the
high-accuracy multi-frequency OEM board of BeiDou application is attracted
more and more attention.

34.2 Embedded RTK Strategy Design

We design a kind of multi-frequency OEM board based on FPGA, whose the core
parts are DSP and FPGA. The RTK algorithm is embedded in the DSP part.

34.2.1 Platform Introduction

The size of the OEM board is 88 mm 9 57 mm, the power consumption is about
2.5 W. The DSP part uses the chip of TMS320C6416, whose maximum operating
frequency is 720 MHz, the maximum addressable spaces 1M. The computational
burden of DSP is focused on the information layer, including the extraction of raw
observations, resolving navigation message, SPP and RTK task. The figure of the
OEM board is presented in Fig. 34.1.

34.2.2 DSP Programming

RTK is a dynamic real-time relative positioning technology using the carrier phase
observations [2].

Embedded RTK strategy content mainly consists combination of RTK tasks and
stand-alone machine, real-time cycle slip detection, the ambiguity search for the
increase or decrease satellites and ambiguity fixed when the reference satellite is
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changed. Its purpose is to ensure a high-accuracy and stable result output in
complex environments or long time running conditions, without increasing oper-
ational complexity and space complexity. Successful strategy or not directly
related to the stability of the OEM board and the quality of the data [3–5].

34.2.2.1 RTK Data Model

Dynamic relative positioning using dual-difference carrier phase observations,
which eliminates the impact of the satellite clock error, receiver clock error,
weakens the satellite orbit errors on the baseline solution. The dual-difference
observation equation can be expressed as follows [1, 2]:

Dr/ðtÞ � k ¼ Drq� DrN � kþ Drdorb

þ DrIonþ DrTropþ
X

d
ð34:1Þ

where, Dr/ðtÞ is the carrier phase measurements, k is the wavelength of carrier
phase, Drdorb is the track error, DrIon denotes the ionospheric delay, DrTrop
denotes the tropospheric delay, Drq is the geometric distance between satellite
position and BeiDou receiver position, DrN is the integer ambiguity.

Suppose there are two simultaneous observation satellite station Sj and Sk,
setting Sj reference satellite, we can get a linear form of the dual-difference
observation equation [2]:

Dr/k � k ¼ �½rlk
2rnk

2rmk
2�

dX2

dY2

dZ2

2

64

3

75� DrNk � kþ Drq ð34:2Þ

Fig. 34.1 The OEM board
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where the subscript ‘‘2’’ denotes the rover station, Dr/k ¼ r/k �r/ j,

rlk2

rnk
2

rmk
2

2
64

3
75 ¼

lk2 � l j
2

mk
2 � m j

2

nk
2 � n j

2

2
664

3
775

ðlk2;mk
2; n

k
2Þ; ðl

j
2;m

j
2; n

j
2Þ is the direction cosine of the rover station to the two

satellites. The error equation of Eq. (34.2) is rewritten as follow:

tkðtÞ ¼ 1
k
½rlk2ðtÞrnk

2ðtÞrmk
2ðtÞ�

dX2

dY2

dZ2

2
664

3
775

þ DrNk þ DrukðtÞ

ð34:3Þ

where DrukðtÞ ¼ Dr/kðtÞ � 1
k Drq:

As the rover position is constantly change, so the RTK operation only use one
epoch observations. The integer ambiguity must be pre-calculated, which is the
RTK initialization process. As long as the number of simultaneous observation
satellites is greater than 4, we can conduct RTK task. After RTK initialization, we
use the least squares method for positioning solving.

The flow chart of main RTK steps is expressed in Fig. 34.2.

34.2.2.2 Ambiguity Resolution

The key technology of RTK is maintaining the satellite measured on a continuous
tracking in the dynamic observation process. Once the loss of satellites occurs, the
job of initializing is need. According to Eq. (34.3), also because we use two
frequency observations, so there are two dual-difference ambiguities of two fre-
quencies need to fix. This paper adopts LAMBDA algorithm to search ambiguities.
The statistical test is Ratio test method, when the ratio is greater than 3.5, giving
the fixed results [2, 3].

34.2.2.3 Cycle Slip Detection

Accurate detection and repair cycle slip is the key to high-precision positioning,
improving the continuity and reliability of positioning. For the DSP of the OEM
board, we distribute 12 array space at most for RTK task, so the number of arrays
must be control. Taking into account of the demand of the real-time application,
we adopt the ionospheric residual method, which ionospheric residual continuous
or not between two adjacent epoch, to detect cycle slip.
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For this paper, we just only detect cycle slip, without repairing. If there are
cycle slips of non-reference satellites, we just need to fix the ambiguities of these
satellites for this epoch again. But if there are cycle slips of the reference satellite,
then we need to fix all the ambiguities.

34.3 Performance Test of the OEM Board

To assess the RTK accuracy of the OEM board, we designed three tests: static
zero-baseline test, static 10 km baseline test and kinematic test.

34.3.1 Static Zero-Baseline Test

This measurements collected with two dual-frequency BeiDou/GPS receivers with
1 Hz sample rate and 10� cut-off elevation angle, which shared the same antenna
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Tag ambiguities of 
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detection
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The ambiguity 
search

Fix result
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No
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Fig. 34.2 Processing flow of RTK
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installed on the a building roof. Suppose the two receivers are base station and
rover station respectively, forming the task of RTK. The rover station receiver
received the date of base station receiver, then dealt with the observations of two
receivers real-timely and uploaded the results to computer with 1 Hz. We
processed RTK algorithm for BDS, GPS and BDS + GPS respectively for 1 h and
converted the results to North/East/Up orientation. The results of static zero-
baseline data are compared with the truth value, ‘‘zero’’, to assess the accuracy.
The results of each epoch of the N/E/U estimation are presented in Figs. 34.3,
34.4, 34.5, 34.6, 34.7. The statistics of the precision of the N/E/U results (1r) and
the proportion of fixed results are listed in Table 34.1.

It is indicated that the proportion of the fix results are higher than 98 %. The
results of B1/B2 are the best, which the error of North and East are all most within
±4 mm, and the vertical mostly within ±5 mm. The statistics of the horizontal
component is sub-millimeter and the vertical component is 1 mm. The error of
GPS are all most within ±8 mm of three-dimensional components and the sta-
tistics result is better than 3 mm.
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34.3.2 Static 10 km Baseline Test

This measurements also collected with two dual-frequency BeiDou/GPS receivers
with 0.1 Hz sample rate and 10� cut-off elevation angle, which one antenna
installed on the a building roof and another on a standard spot about 10 km far
away. The rover station received the data of base station via the 3G module,
forming the task of RTK, then dealt with the observations of two receivers real-
timely and uploaded the results to computer with 0.1 Hz. We processed RTK
algorithm for BDS, GPS and BDS + GPS respectively for 2 h and converted the
results to North/East/Up orientation. The results of static 10 km baseline data are
compared with the truth value, [8029.7816, 5773.9059, 28.4004], to assess the
accuracy. The results of each epoch of the N/E/U estimation are presented in
Figs. 34.8, 34.9, 34.10, 34.11, 34.12. The statistics of the precision of the N/E/U
results (1r) and the proportion of fixed results are listed in Table 34.2.

It is indicated that the proportion of the fix result is higher than 95 %. The
results of GPS are the best, which the error of North and East are all most within
±1 cm, and the vertical mostly within ±3 cm. The statistics of the horizontal
component is 4 mm and the vertical component is 2 cm. The error of B1/B2 are all
most within ±4 cm of three-dimensional components and the statistics result is
better than 1.5 cm for horizontal component and 2 cm for vertical component.

Table 34.1 Processing precision of static zero-baseline (unit: mm)

Processing model Proportion of the fix results (%) N E U

L1L2 98.8 2.1 1.8 2.1
B1B2 99.9 0.6 0.4 1.0
B1B3 98.9 1.2 1.2 1.4
B2B3 99.0 0.5 1.2 2.9
GPS/BDS 99.7 2.1 1.3 3.0

8029.73

8029.78

8029.83
N

(m
)

5773.85

5773.9

5773.96

E
(m

)

0 100 200 300 400 500 600 700
28.25

28.37

28.5

EPOCH

U
(m

)
Fig. 34.8 L1L2 experiment
of 10 km baseline

396 C. Du et al.



8029.73

8029.78

8029.83

N
(m

)

5773.85

5773.9

5773.96

E
(m

)
0 100 200 300 400 500 600 700

28.25

28.37

28.5

EPOCH

U
(m

)

Fig. 34.9 B1B2 experiment
of 10 km baseline

8029.73

8029.78

8029.83

N
(m

)

5773.85

5773.9

5773.96

E
(m

)

0 100 200 300 400 500 600 700
28.25

28.37

28.5

EPOCH

U
(m

)

Fig. 34.10 B1B3 experiment
of 10 km baseline

8029.73

8029.78

8029.83

N
(m

)

5773.85

5773.9

5773.96

E
(m

)

0 100 200 300 400 500 600 700
28.25

28.37

28.5

EPOCH

U
(m

)

Fig. 34.11 B2B3 experiment
of 10 km baseline

34 The Realization of the RTK Algorithm 397



34.3.3 Kinematic Test

The kinematic measurements collected with two dual-frequency BeiDou/GPS
receivers with 1 HZ sample rate and 10� cut-off elevation angle, which one
antenna installed on the a building roof and another running on the broad road
about 1–2 km far away. The rover station received the data of base station via the
broadcasting station, forming the task of RTK, then dealt with the observations of
two receivers real-timely and uploaded the results to computer with 1 Hz, showed
in Fig. 34.13. We processed RTK algorithm BDS + GPS for 1.2 h.

The test results and the actual map are very match, showed in Fig. 34.14 and
the proportion of the fix results is 85.3 %. The standard deviation of adjustment of
every epoch is depicted in Fig. 34.15. It is showed that the standard deviation is all
in 6 mm.
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Fig. 34.12 GPS/BDS experiment of 10 km baseline

Table 34.2 Processing precision of static 10 km baseline (unit: mm)

Processing model Proportion of the fix results (%) N E U

L1L2 95.8 3.5 3.3 19.6
B1B2 97.1 11.5 12.7 31.6
B1B3 95.1 10.6 15.5 35.4
B2B3 96.0 9.5 15.0 65.3
GPS/BDS 95.7 12.5 13.1 45.1
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Fig. 34.13 Rover station
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34.4 Summary

Based on the high-accuracy OEM board, which contains of BDS B1/B2/B3 and
GPS L1/L2 frequency, this paper realized the embedded algorithm of RTK of
BDS, GPS and BDS + GPS. An assessment of the accuracy of the embedded RTK
was done through both static and ground kinematic tests. The results showed that
the accuracy of static zero-baseline was mm magnitude. The proportion of the fix
results were higher than 98 %. The statistics accuracy of GPS for 10 km baseline
was better than 4 mm for horizontal component and better than 2 cm for vertical
component, and the BDS was better than 1.5 cm for horizontal component and
better than 3.5 cm for vertical component. The proportion of the fix results were
higher than 95 %. For ground kinematic baseline, the results of integration posi-
tioning were accordant to the real topography, and the standard deviation of
adjustment of every epoch was better than 6 mm.

This paper was main realized the function of embedded RTK algorithm and the
test of its performance was good. The accuracy of static test was better, but the
stability of the results and practicability of long time running are need to test
further. On the other hand, the strategies of cycle slip detection and ambiguity
resolution are need to study to prove the accuracy and to reduce the operational
complexity and the space complexity.
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Chapter 35
The Operation Fault Simulation
and Availability Analysis of Navigation
Satellite

Jintao Dang, Jianwen Li, Hai Huang and Fan Luo

Abstract When the operation faults of satellite navigation system occur, its
navigation service performance will be affected. The regional satellite navigation
constellation consists of GEO, IGSO and MEO. The space environments and orbit
maneuvering situations of the satellites are different, because of their special orbit
heights and types. Therefore, satellite fault situations need to be further refined and
analyzed. The previous researches mostly discussed the two situations including
orbit maneuvering and single event upset, but there is no considering about the
randomness of orbit maneuvering or the fault situations of single event upset in
different satellite work units. In this paper, the fault situations of single event upset
are divided into four work units, including navigation task processing unit, spread
spectrum receiver unit, satellite platform unit and satellite clock unit. Then, the
specific fault simulation model is set up by the algorithm named Monte Carlo, and
all the possible fault types of three kinds of satellites including GEO, IGSO and
MEO are analyzed by simulation. Finally, the mathematical model of satellite
availability is established, and then the satellite availabilities in different situations
of fault types are analyzed comparatively.
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35.1 Introduction

Satellite navigation system may fault in the operation course, and its navigation
service performance will be affected during fault recovery. Researching satellite
operation faults and establishing a more realistic simulation model will help to
make a better evaluation on navigation service performance. For standard posi-
tioning service, the indicators of navigation service performance include con-
stellation coverage, positioning accuracy, availability, integrity and continuity.
Among them, availability is an important indicator closer to user demand, based
on constellation coverage and positioning accuracy [1].

The previous discussions about orbit maneuvering situations, just put maneu-
vering interval and maneuvering recovery time as a constant, without considering
maneuvering random characteristics. For single event upset, the previous resear-
ches only considered that the occurring probabilities of three kinds of satellites
including GEO, IGSO and MEO are different, and the situations of single event
upset were not divided into different work units of satellite. This paper intends to
divide the fault situations of single event upset into four parts, including navigation
task processing unit, spread spectrum receiver unit, satellite platform unit and
satellite clock unit, and then all the possible fault types of three kinds of satellites
are analyzed by simulation. Then, based on the simulation results, the satellite
availabilities in different situations of fault types are analyzed comparatively.

35.2 Fault Types

The regional satellite navigation constellation consists of GEO, IGSO and MEO,
with the characteristics of many satellite types, quantity, and complex constella-
tion configuration [2]. Since three kinds of satellites have different orbit heights
and types, the space environments and maneuvering situations of the satellites are
different. The different space environments make their occurring probabilities of
single event upset different. Simultaneously, the occurring probabilities of single
event upset in different satellite work units are also different. Therefore, under-
standing and analyzing different fault types correctly have important theoretical
value and engineering significance for constellation top-level design, evaluating
constellation operation state and making maintenance strategies [3].

35.2.1 Single Event Upset

Single event effect is caused by a single high-energy proton or heavy proton passing
through devices or microcircuit sensitive areas [4]. Analyzing from structural
design, the products containing microcircuit devices in space environment, have the
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risk of single event effect, whose effects mainly including single event upset, single
event latch-up and so on. According to foreign applying statistics, the anti-radiation
indicators provided by manufacturers and component irradiation experiments, the
fact can be confirmed that single machine of satellite has almost no risk of single
event latch-up, and the main risk is single event upset.

Since the space heights of GEO and IGSO are the same, the electromagnetic
environments are basically the same. The occurring probabilities of single event
upset are both about 1 times per 30 days, and the fault recovery times are both
about 2 h. With regard to MEO, the occurring probability is about 1 times per
60 days, and the fault recovery time is about 12 h.

If single event upset can recover quickly after occurring, it will not basically
affect the accuracy of satellite ephemeris and clock error, only affecting satellite
availability. Single event upset in different work units has different effects on
satellite service. If single machine of satellite measurement and control system and
laser timer malfunction in short term, it will not basically affect navigation service.
If reference frequency synthesizer and rubidium clock malfunction, the effects will
be serious. However, the device performance used is relatively low, so the
occurring probability is very low (not be found on experimental satellites during
2 years). The faults of spread spectrum receiver can recover quickly, only affecting
the uplink continuous injection. If navigation task processing unit switches on-off,
because of the principle of satellite-ground design, the fault recovery time is
generally 3–7 h, which has great effects on satellite availability. According to
satellite in-orbit observation data, single event upset can be divided specifically
into different fault types, as shown in Table 35.1.

Wherein, P1, P2, P3, P4 are the occurring probabilities of single event upset of
navigation task processing unit, spread spectrum receiver unit, satellite platform
unit and satellite clock unit respectively. S0, S1, …, S15 are the occurring prob-
abilities of 16 kinds of fault types. The occurring probability of single event upset
for each satellite is equal to the combination of the occurring probabilities of
different work units, calculated by the formula (35.1).

ps ¼ 1� ð1� p1Þð1� p2Þð1� p3Þð1� p4Þ ð35:1Þ

Due to the limited observation data, the exact value cannot be yet calculated for
the occurring probability of each fault type. Therefore, this paper simply considers
that the occurring probability of each fault type is equal in the simulation analysis.
Thus, the ratio of the occurring probabilities of single event upset of 4 work units
is 90:40:10:2. Taking into account a lot of fault types, the simulation assumes that
only one kind of fault occurs each time for each work unit, meaning that the fault
probability of each work unit is equal to the sum of the probabilities of all fault
types of the work unit.
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35.2.2 Orbit Maneuvering

High orbit satellites running in space, due to the combined effects of the Earth’s
non-spherical gravity, lunisolar gravity, solar radiation pressure and other per-
turbation, their orbit positions will gradually deviate from the nominal value,
resulting in constellation configuration changing, thereby affecting navigation
service performance. At the same time, due to the limited space orbit positions, the
International Telecommunication Union (ITU) has made the regulation that GEO
satellite point longitude must be controlled within ±0.1� range. In order to
maintain constellation service performance and comply with ITU rules, for
regional constellation, the frequent orbit maneuvering is needed for GEO.

Orbit maneuvering is usually accomplished by using 10 N satellite engine (N is
the thrust unit, Newton), including two work modes, continuous jet and pulsed jet.
The work time of continuous jet is about tens of seconds, and the work time of
pulsed jet is about a few seconds. For GEO, orbit maneuvering can be divided into
two control modes including east–west position maintaining and north–south
position maintaining. Among them, east–west position maintaining needs 20 min
approximately, and north–south position maintaining varies by the size of the orbit
inclination, needing a few hours. For IGSO and MEO, orbit maneuvering mainly
needs to adjust the phase, and the recovery time is short relatively. The maneu-
vering situations of different orbit types are as shown in Table 35.2.

Table 35.1 Single event upset fault classification

Work units Fault types

Navigation task processing unit
(P1)

Navigation message error (S0)
I branch capture exception (S1)
Frequency difference limit exceeding (S2)
Q branch loss of lock (S3)
Work conditions showing error (S4)
I branch pseudorange occurring slowly (S5)
I branch seconds of week counting error (S6)
Downlink frequency occurring slips (S7)
Uplink ranging stratification (S8)

Spread spectrum receiver unit
(P2)

Uplink injection failed (S9)
Uplink channel ranging values occurring steps (S10)
Uplink channel Q branch capture failed (S11)
Uplink channel ranging slips (S12)

Satellite platform unit (P3) Platform work exception (S13)
Satellite clock unit (P4) Clock automatically switching (S14)

Rubidium clock light pressure parameters occurring exception
(S15)
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35.3 Fault Simulation

In the simulation analysis, this paper assumes that the faults occur randomly and
the fault recovery times obey normal distribution. Therefore, the generation of
good random numbers is the key to fault simulation. In this paper, a linear con-
gruential generator is used to generate random numbers, and Monte Carlo algo-
rithm is used to simulate the fault distribution.

35.3.1 Monte Carlo Algorithm

Monte Carlo algorithm is a kind of calculating method based on random numbers,
also called computer random simulation method. The generation of good random
numbers is the key to Monte Carlo simulation. In the computer implementation,
generally through a deterministic algorithm to generate random numbers, the
sequences generated in this way are not random in nature, only a good imitation of
random number characteristics (as can be checked by statistics), usually called
pseudo-random numbers. Assume that random variables U1;U2; . . .;Un are inde-
pendent of one another in the ð0; 1Þ uniform distribution, according to the central
limit theorem:

X ¼
Xn

i¼1

Ui �
n

2

 !
=

ffiffiffiffiffi
n

12

r
ð35:2Þ

X obeys the normal distribution Nð0; 1Þ asymptotically, and generally n ¼ 10 is
proper. Let n ¼ 12, and then the above formula can be simplified into the formula
(35.3).

X ¼
X12

i¼1

Ui � 6 ð35:3Þ

Table 35.2 The maneuvering situations of different orbit types

Orbit types Maneuvering interval Maneuvering recovery time

GEO east–west position
maintaining

GEO-1 20 days 20 min
GEO-2 40 days 20 min
GEO-3 20 days 20 min
GEO-4 60 days 20 min
GEO-5 20 days 20 min

GEO north–south position
maintaining

4 a 6 h

IGSO 100 days 2 h
MEO 200 days 2 h
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Thus, by the formula Y ¼ rX þ l, you can get the random number Y obeying
the normal distribution Nðl; r2Þ.

35.3.2 Simulation Analysis

Since single event upset belongs to unscheduled interruption, according to the
occurring probability of single event upset, the satellite states can be divided into
0–1 (normal state or single event upset state), using Monte Carlo simulation
method for generating 0–1 pseudo-random numbers.

Orbit maneuvering is short-term plan interruption, with a certain cyclicity. In
addition, Adjustment timely is needed according to the satellite in-orbit situations.
The cycle is assumed to m days, and the deviation is n between the maneuvering
epoch and the nearest cycle. At the same time, assume that n obeys Nð0; r2Þ, and r
is the standard deviation, which can be set to a certain value (determined by the 3r
principle that the probability of the adjustment time between the minimum and
maximum value is 99.7 %).

Assume that the recovery times of all kinds of faults obey normal distribution
(normal distribution is the most wide distribution in nature), that is
g�NðMTR; r2

gÞ. Wherein, MTTR is the average value of fault recovery time, and
rg is the standard deviation, which can be set to a certain value (determined by the
3r principle that the probability of the recovery time between the minimum and
maximum value is 99.7 %).

35.3.2.1 Single Event Upset Simulation

For different orbit types, the occurring probabilities of single event upset are
different, and the fault recovery times are also different. The space electromagnetic
environments of GEO and IGSO are the same, as the space heights are equal.
Therefore, the situations of single event upset of both can be considered the same.
This paper carries out the simulation analysis only for GEO and MEO, and the
results are as shown in Figs. 35.1 and 35.2 (marks 0–15 represent the 16 kinds of
fault types of single event upset, consistent with the sequence in Table 35.1).

Wherein, the simulation time starts from October 1, 1990 (Julian date 48165) to
October 1, 2020 (Julian date 59123), and the time span is 30 years, 1 day set as the
interval; The occurring probability of single event upset for GEO is 1/30 days.
The average value of fault recovery time is 2 h, and the variance is 15 min;
The occurring probability of single event upset for MEO is 1/60 days. The average
value of fault recovery time is 12 h, and the variance is 30 min; The ratio of fault
probabilities of 4 work units is 90:40:10:2, and the occurring probability of each
work unit is equal to the sum of the occurring probabilities of all faults types of the
work unit.
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As can be seen from the above two figures: (1) the fault recovery times are
uniformly distributed around the average value, consistent with the random
characteristics of normal distribution; (2) The transverse distribution of the faults
of GEO are denser than MEO, which is corresponding to the fault probability size
of both; (3) The maximum values of the fault recovery times of GEO and MEO are
both basically within 3r, in line with the 3r principle of normal distribution; (4)
The ratio of the fault recovery times of 4 work units is approximately equal to
90:40:10:2, that is the ratio of the fault probabilities of all work units; (5) For
satellite clock unit, the faults occur only 8 times for GEO, only 5 times for MEO,
indicating that the fault probability of satellite clock unit is very low, one time
averagely 4–5 years.
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35.3.2.2 Orbit Maneuvering Simulation

According to the input parameters of orbit maneuvering in Table 35.2, orbit
maneuvering simulation is carried out, and the simulation time is the same as
single event upset simulation. Since the situations of IGSO and MEO about orbit
maneuvering are relatively simple, the simulation analysis in this paper is only for
the more complex orbit maneuvering of GEO. The recovery time of east–west
position maintaining is 20 min, setting the variance 100 s, and the recovery time of
north–south position maintaining is 6 h, setting the variance 900 s. The results of
orbit maneuvering simulation are as shown in Fig. 35.3.

Wherein, marks 1–5 represent the 1st to the 5th east–west position maintaining,
and mark 6 represents north–south position maintaining in Fig. 35.3. As can be
seen from Fig. 35.3: (1) The recovery times of east–west position maintaining are
uniformly distributed around the average value, consistent with the random
characteristics of normal distribution; (2) The times of east–west position main-
taining is inversely proportional to maneuvering intervals; (3) The occurring
probability of north–south position maintaining is very low, one time averagely
4–5 years, and the maneuvering recovery time is long relatively each time,
spending several hours.

35.4 Satellite Availability Analysis

Availability is an important indicator of satellite navigation system service per-
formance. Satellite availability is an annual time percentage of space signals that
can be tracked and are ‘‘healthy’’, launched by the satellites occupying slots. Here
the ‘‘healthy’’ signals mean that no warning indicators occur for navigation signals
and satellite health word is ‘‘healthy’’. Therefore, satellite availability is directly
related to the state of the satellite faults, and its value can be calculated by the
information of the satellite faults.

Based on the average interval time of the faults MTBFand the average recovery
time of the faults MTTR, the occurring probabilities of the satellite faults can be
calculated as shown in the formula (35.4).

pi ¼
MTTRi

MTBFi þMTTRi
; i ¼ 1; 2; 3; . . . ð35:4Þ

Assume that regional navigation constellation has nðn� 4Þ navigation satellites,
and each satellite is assumed that only one kind of fault occurs at every moment. It’s
easy to get the average availability of each satellite, as shown in the formula (35.5).

P ¼ 1�
Xn

i¼1

pi; n� 4 ð35:5Þ
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According to the information of fault and maneuvering given in this paper,
satellite availability is calculated and compared in different cases, as shown in
Table 35.3. The four cases (Case 0–3) are corresponding separately to normal
operation state, only considering single event upset, only considering orbit
maneuvering and taking into account single event upset and orbit maneuvering
simultaneously.

As can be seen from Table 35.3: (1) The effects of orbit maneuvering on
satellite availability are larger than single event upset; (2) The satellite avail-
abilities of IGSO and MEO are higher than GEO; (3) The satellite availability of
MEO is the highest among three kinds of satellites.

35.5 Conclusions

In this paper, the situations of single event upset are classified into four parts,
including navigation task processing unit, spread spectrum receiver unit, satellite
platform unit and satellite clock unit for the simulation analysis. The fault
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Fig. 35.3 GEO orbit maneuvering simulation

Table 35.3 The calculating results of satellite availability

Satellite GEO-1 (%) GEO-2 (%) GEO-3 (%) GEO-4 (%) GEO-5 (%) IGSO (%) MEO (%)

Case 0 100 100 100 100 100 100 100
Case 1 98.43 98.43 98.43 98.43 98.43 98.43 98.59
Case 2 97.33 97.88 97.33 98.12 97.33 98.25 98.57
Case 3 97.02 97.75 97.02 97.99 97.02 98.13 98.44
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distributions obtained by simulation are more comprehensive and actual, and it is
beneficial to evaluating satellite operating state and making maintenance strategy.

Meanwhile, the situations of three kinds of satellites, that is GEO, IGSO and
MEO, are analyzed by simulation about orbit maneuvering, taking into account the
cyclicity and randomness of orbit maneuvering, more consistent with the actual
situations of orbit maneuvering.

Based on the results of fault simulation, satellite availability in different fault
situations is compared and analyzed. The conclusion is that different maneuvering
situations, orbit types, and fault types have great effects on satellite availability.

References

1. Li G, Li J, Jiao W et al (2010) Analysis of PDOP availability of navigation constellation based
on satellite service intermittence. Geomatics Inf Sci Wuhan Univ 7:841–845

2. DoD US (2001) Global positioning system standard positioning service performance standard.
Assistant secretary of defense for command, control, communications, and intelligence

3. Xu J (2008) Modeling and evaluation of effects of fault satellites distribution on PDOP
availability of navigation constellation. Acta Aeronaut ET Astronaut Sin 29(5):1139–1143

4. William J (2007) Global positioning system (GPS) standard positioning service (SPS)
performance analysis report. Federal Aviation Administration, Washington, DC

410 J. Dang et al.



Chapter 36
Analysis of Characteristics of BDS
Observable Combinations for Wide-Lane
Integer Ambiguity Resolution

Guangxing Wang, Kees de Jong, Xiaotao Li, Qile Zhao and Jing Guo

Abstract The characteristics of BDS (BeiDou System) observables were
analyzed with 30 days of observables collected at five stations distributed in Asia-
Pacific area. Signal-to-noise ratio, phase-minus-code combination and MW
(Melbourne-Wübbena) combination of BDS observables were investigated. Kal-
man filtering was employed to smooth the time series of MW combinations. The
signal-to-noise ratios are different from satellite to satellite, while the differences
among different frequencies are marginal. Diurnal fluctuations can be seen from
the time series of phase-minus-code combinations, and they probably reflect the
daily variations of ionospheric effects. Typical standard deviations of MW com-
bination for GEO satellites are between 0.27 and 0.37 m, and those for IGSO
satellites are around 0.42 m. Fractional parts of mean values of MW combination
for different passes of IGSO satellites remain almost constant, while similar
behavior is not shown in the case of BDS MEO satellites. For GEO satellites, daily
fluctuations can be seen in the time series of MW combinations. Due to these
different behaviors, the strategy of wide-lane FCB estimation may depend on the
type of satellite, rather than simply averaging MW combinations for all of them.
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36.1 Introduction

On December 27, 2012, the BeiDou Navigation Satellite System (BDS, earlier
referred to as COMPASS) officially started providing Positioning, Navigation and
Timing (PNT) service in most of Asia-Pacific area. The BDS currently comprises a
total of 15 satellites: five satellites in geostationary (GEO), five satellites in
inclined geosynchronous orbits (IGSO) and five satellites in medium Earth orbits
(MEO). Each satellite broadcasts signals at three frequencies simultaneously,
which makes it possible to form combinations with favorable features, such as
longer wavelength or moderate or no ionospheric effects.

Qualities and statistical behaviors of BDS original measurements, as well as
their combinations, have been studied since the advent of BDS. Cheng et al. [1]
compared the qualities of BDS and GPS ranging signals, and investigated the
impacts of multi-path errors on the ambiguities of the phase-minus-code combi-
nation. The conclusion is that ranging signals from GEO satellites outperform
those from IGSO satellites, and multi-path errors in signals from these two types of
satellites contain long-periodic and short periodic trends, respectively. Proper
triple-frequency combinations of BDS are able to enhance the detection of cycle
slips and to accelerate ambiguity resolution. Some meaningful triple-frequency
combinations of BDS were suggested by Shen et al. [7], based on the analysis of
characteristics of different combinations. Experiments showed that the quality of
BDS observables is marginally higher than that of GPS ones, especially when the
elevation is lower [10]. However, characteristics of BDS observables collected by
different types of receivers have not yet been extensively studied.

Methods of integer ambiguity resolution (IAR) in precise point positioning
(PPP) with GPS were advanced [2, 3]. In these methods, the determination of
uncalibrated phase delays (UPDs) or fractional cycle biases (FCBs) was a pre-
requisite of IAR. Firstly, the original ambiguities were transformed to wide-lane
and narrow-lane. Then, wide-lane and narrow-lane UPDs or FCBs, determined
successively at one or more reference sites, were utilized to help recover the
integer properties of ambiguities at mobile site. Due to the special orbit design,
GEO and IGSO satellites stay in view for a longer period in Asia-Pacific region,
which makes it necessary to investigate the time-variant behaviors of FCBs before
determining them by simply averaging over epochs.

As mentioned above, averaging over time is one of the methods for wide-lane
FCB estimation of GPS satellites, due to their relative stability over long periods.
BDS is composed of three different types of satellites, the observables and FCBs of
which may have different behaviors over the longer term. These behaviors might
play an important role in selecting proper strategy for FCB estimation of BDS.
This paper aims at analyzing and comparing the characteristics of both BDS and
GPS observables, in order to provide some reference for the signal design and
wide-lane FCB estimation for BDS.
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36.2 Fundamental Functional Models

For a receiver-satellite pair a - s, the undifferenced code and carrier phase
observation equations on frequency i at epoch time t can be written as [5]

ps
i;aðtÞ ¼ qþ ciI

s
aðtÞ þ dpi;a � dps

i ð36:1Þ

/s
i;aðtÞ ¼ q� ciI

s
aðtÞ þ kiN

s
i;a þ d/i;a � d/s

i ð36:2Þ

where q = Ra
s(t) ? Ta

s(t) ? cdta(t) - cdts(t) is the sum of all time-dependent and
frequency-independent (or non-dispersive) items, Ra

s(t) is the receiver-satellite
range, Ta

s(t) is the zenith tropospheric delay, dta(t) and dts(t) are the receiver and
satellite clock errors respectively, c is the speed of light, Ia

s(t) is the (first-order)
slant ionospheric delay the first frequency, ci = f1

2/fi
2, Ni,a

s is the phase ambiguity, ki

the wavelength of frequency i, dpi,a and dpi
s are the frequency-dependent code

hardware delays, while d/i,a and d/i
s are their phase counterparts. Note that all the

bias terms are in units of meters. Not shown in the above equations are observation
noise terms, with expectation equal to zero, and higher-order ionospheric effects.
For the purpose of simplicity, subscripts for receiver, satellite and epoch time are
omitted where it does not cause misunderstanding in the following sections.

36.2.1 Phase-Minus-Code Combination

Subtracting (36.1) from (36.2), the phase-minus-code combination can be
expressed as [5, 9]

/i � pi ¼ �2ciI þ kiNi þ ðd/i;a � d/s
i Þ � ðdpi;a � dps

i Þ ð36:3Þ

In this combination, the terms of receiver-satellite geometry and tropospheric
delay, as well as receiver and satellite clock errors are eliminated, while iono-
spheric effect is amplified. As is explicit in Eq. (36.3), the first-order ionospheric
term is doubled. In addition, the higher-order terms, although not shown in
Eq. (36.3), would also be amplified according to their presence in the observation
equations [4]. For a typical case, e.g. station WUHN (30.53�N, 114.36�W) in
central China, the first-order ionospheric term on L1 frequency could be more than
50 m [6], and even more than 100 m in extreme conditions [4]. Compared with
ionospheric delay, the magnitude and variation of hardware delay terms are much
smaller. If no cycle slip occurs, the ambiguity will remain the same, and the
combination mainly reflects the variation of ionospheric effects.
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36.2.2 MW Combination

To construct the MW (Melbourne-Wübbena) combination between frequency
i and j, we first define [2]

fi
fi þ fj

ps
i;a þ

fj

fi þ fj
ps

j;a ¼ qs
a þ

f 2
1

fifj
Is
a þ dpMW ;a � dps

MW ð36:4Þ

fi
fi � fj

/s
i;a �

fj
fi � fj

/s
j;a ¼ qs

a þ
f 2
1

fifj
Is
a þ kijN

s
ij;a þ d/MW ;a � d/s

MW ð36:5Þ

where dpMW,a and dpMW
s are receiver and satellite code hardware delay, d/MW,a

and d/MW
s are receiver and satellite phase hardware delay, kij and Nij are the wide-

lane wavelength and ambiguity, with

kij ¼
c

fi � fj
Nij ¼ Ni � Nj

(
ð36:6Þ

Subtracting (36.4) from (36.5), the MW combination can be expressed as

fi

fi � fj
/i �

fj

fi � fj
/j �

fi

fi þ fj
pi þ

fj
fi þ fj

pj

ffi �

¼ kijNij þ d/MW ;a � d/s
MW � dpMW ;a � dps

MW

� � ð36:7Þ

The above combination eliminates the effects of receiver-satellite geometry,
tropospheric delay, receiver and satellite clock errors, and first-order ionospheric
delay. Apart from observation noise, it only contains wide-lane ambiguity and
hardware delays. For the convenience of discussion, Nij (i, j = 1, 2, 3, i = j) in
the following sections represent the MW combinations for frequencies i and
j divided by wide-lane wavelength. They are actually affected by the hardware
delay residuals, and have no integer nature.

36.2.3 Single State Kalman Filtering

Recursive least-squares make it possible to update least-squares estimators for new
observables without the need of having to save all past observables. Here, it is
employed to reduce the random noise contained in MW combinations. The
recursive estimation procedure is initialized with the computation of the initial
least-squares estimate x̂0j0, i.e.
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x̂0j0 ¼ ðAT
0 Q�1

0 A0Þ
�1AT

0 Q�1
0 y0

Qx̂0j0 ¼ ðAT
0 Q�1

0 A0Þ
�1

(
ð36:8Þ

Once x̂0j0 is known, x̂kjk can be computed from x̂kjk�1 and yk (k = 1, 2, …) as [8]

x̂kjk�1 ¼ Uk;k�1x̂k�1jk�1

Qx̂kjk�1
¼ Uk;k�1Qx̂k�1jk�1

UT
k;k�1 þ qDtI

�
ð36:9Þ

x̂kjk ¼ x̂kjk�1 þ Kkvk

Kk ¼ Qx̂kjk A
T
k Q�1

k
vk ¼ yk � Akxkjk�1

Qx̂kjk ¼ ðQ�1
x̂kjk�1
þ AT

k Q�1
k AkÞ�1

8
>><

>>:
ð36:10Þ

where y is the state to be filtered, x̂ is the estimate of parameter, A is the design
matrix, U is the state transmission matrix, Q is the covariance matrix of the
observations, q is the spectral density factor, I is the unit matrix, K is the gain
matrix and v is the predicted residual. The subscript k|k - 1 denotes predicted
value, k|k denotes filtered value and k, k - 1 denotes state transmission from
epoch k - 1 to k.

Equations (36.9) and (36.10) are time-update and measurement-update,
respectively. In this work, only one state is filtered, so single state Kalman
filtering is utilized. With y the state of MW combination at each epoch, the
above matrices A and U are reduced to scalars 1, and Qk (k = 0, 1, 2, …) is
calculated according to the empirical precision of observables. System noise can
be taken into account by applying proper spectral density factor q.

36.3 Data Description

Thirty days of daily multi-GNSS data collected from May 19 (day of year 139) to
June 17 (day of year 168), 2013 at five stations in Asia-Pacific area were analyzed.
Stations F713, CUT0 and PFTP are located in Curtin, Australia, F783 in Manila, and
F725 in Seoul, South Korea (see Fig. 36.1). Among the five stations, F713, F725,
F783 and CUT0 are equipped with Trimble NetR9 receivers, while PFTP is
equipped with a Unicore UR240-CORS receiver. Both GPS and BDS observables
were processed. For BDS, observables on B1, B2 and B3 were available at all
stations except PFTP, while for GPS, only observables on L1 and L2 were processed.

Shown in Fig. 36.2 are the elevation angles of BDS GEO satellites at each
station. Generally, elevations of GEO satellites at F783 are greater than at the other
four stations, since F783 is located near the equator. Elevations at F713, CUT0 and
PFTP are nearly the same. Elevations of C03 and C01 are the largest for all five
stations, while C05 is the lowest, especially at station F725.
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Frequencies and wavelengths related to original signals and MW combinations
for both systems are shown in Table 36.1. Variances were computed according to
the frequency-dependent coefficients in Eq. (36.7) with the assumption that stan-
dard deviations for different frequencies are the same. rphs

2 and rcode
2 represent the

a priori variances of carrier phase and code range respectively.
Observables were employed to form MW combinations, and comparisons were

conducted among different combinations, different site locations, different

Fig. 36.1 Locations of five
stations. Stations F713, CUT0
and PFTP are so close to each
other that they seem to
overlap in the figure

Fig. 36.2 The elevation
angles of BDS GEO satellites
at each station

Table 36.1 Values of frequencies and wavelengths of original signals and wide-lane combina-
tions for GPS and BDS

System Original Wide-lane

Band Frequency
(MHz)

Wavelength
(cm)

Combination Wavelength
(cm)

Variance (metric)

GPS L1 1575.42 19.03 L1/L2 86.19 33.0 rphs
2 ? 0.5 rcode

2

L2 1227.60 24.42 – – –
BDS B1 1561.098 19.20 B1/B2 84.70 31.1 rphs

2 ? 0.5 rcode
2

B2 1207.140 24.83 B1/B3 102.47 47.3 rphs
2 ? 0.5 rcode

2

B3 1268.52 23.63 B2/B3 488.42 813.9 rphs
2 ? 0.5 rcode

2
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satellites, as well as different receivers. In order to reduce observation noise and at
the same time retain signal characteristics, single state Kalman filtering was
applied to smooth the raw time series.

36.4 Results and Discussion

36.4.1 Signal to Noise Ratio

Signal-to-noise ratio (SNR), defined as the ratio of signal power to noise power,
could be utilized to evaluate the quality of ranging signals, and therefore, indi-
rectly, the precision of carrier phase observations. The time series of signal-to-
noise ratios are shown in Fig. 36.3. Each panel represents a GEO satellite of BDS,
and black, red and green dots represent the signal-to-noise ratios of frequency
bands B1, B2 and B3. Generally speaking, satellites C03 and C01 have the highest
signal-to-noise ratio, and satellite C05 the lowest. In addition, each time series of
signal-to-noise ratio shows a daily periodicity. Signal-to-noise ratios of each
satellite at station F725 are lower than their counterparts at the other four stations,
especially for the spikes at frequency band B3. At station PFTP, signal-to-noise
ratio of carrier phase B2 is obviously higher than that of carrier phase B1, which
confirms the conclusion of Zhang and Ding [10]. Actually, the receiver equipped at
station PFTP is of the same type (Unicore) as that used by Zhang and Ding [10] in
their analysis. For most cases other than F725, the signal-to-noise ratio of band B3
is higher than those of the other two bands, but the differences among frequencies
are marginal compared with those among satellites. In Fig. 36.3e, signal-to-noise
ratios are different before and after the interruption, which might relate to the
replacement of receiver.

36.4.2 Phase-Minus-Code Combination Analysis

Time series of phase-minus-code combinations at five stations are shown in
Fig. 36.4. Each subplot represents one GEO satellite, and black, red and blue lines
represent ðu1 � p1Þ=k1, ðu2 � p2Þ=k2, ðu3 � p3Þ=k3 respectively. As is shown in
Table 36.1, the values of k1, k2 and k3 are 19.20, 24.83 and 23.63 cm, respectively.

Generally, diurnal variations can be seen in all time series. As discussed pre-
viously, the phase-minus-code combination mainly includes ambiguity, hardware
delays and amplified ionospheric effect. Assuming hardware delays do not change
much with time and ambiguities are constant if no cycle slip occurs, the diurnal
fluctuations are probably due to the daily variation of ionospheric effects. Closer
examination showed that all the peaks appear at around 2:00 pm local time when
the ionosphere is usually considered the most active during a day.
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The patterns of time series in Fig. 36.4a, d, and e are nearly the same, while
those in the other two figures have different shapes. This is because the stations
used to generate Fig. 36.4a, d, and e are located in the same area in Australia,
while the other two are located in Seoul and Manila, respectively, see Fig. 36.1.
The ionospheric effects are different from area to area.

It is worth noting that there are several jumps and spikes in most of the time series.
Since the variation of ionosphere should be continuous, these jumps and spikes are
caused by jumps in ambiguities. What is more, the spikes occur at the same epochs as
the jumps in the MW combinations, which will be discussed in the following section.
In Fig. 36.4b, the bottom panel, which represents the phase-minus-code combination
of C05 at station F725, is much noisier than any other satellite-station pair. This is
caused by the high rate of missing data, since the numbers of epochs when no signals
from C05 are available are around 200 or more every day. Frequent data missing
leads to frequent resets of ambiguities, which offsets the time series. However,
similar noise level is not shown in the time series of other satellites at station F725.

Fig. 36.3 Signal-to-noise ratio of BDS GEO satellites at five stations during
2013139*2013168. a F713. b F725. c F783. d CUT0. e PFTP
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36.4.3 MW Combination Analysis

Figure 36.5 shows the raw time series of MW combinations for five GEO satellites
of BDS: the five panels of each figure represent five stations. Lines of different
colors represent different MW combinations with different wide-lane wavelengths,
i.e. black line for N12, red one for N13 and blue one for N23. The bottom subplot
representing station PFTP in each figure has only one black line, since only
observables on B1 and B2 are available at this station. Comparing vertically, it can
be noted that time series of station PFTP have more jumps and interruptions than
those of other four stations. This may be related to the observing conditions or
receiver performance, since the type of receiver at PFTP is different from those
installed at the other four sites. The time series for C05 at F725, i.e. the second
panel in Fig. 36.5e, is much noisier both than any other satellite at the same station
and than the same satellite at any other station, which may be caused by some
abnormalities in the corresponding tracking channel of the receiver.

In addition, two significant jumps at around day 10 and day 18 respectively are
shared by all five stations in Fig. 36.5a, which suggests jumps in satellite C01 at

Fig. 36.4 Phase-minus-code combinations of BDS GEO satellites at five stations during
2013139 * 2013168. a F713. b F725. c F783. d CUT0. e PFTP
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corresponding epochs. Actually, similar coincidence could be seen in Fig. 36.5c
and d, although the total numbers and epoch times at which the jumps occur are
different from satellite to satellite. However, jumps in subplots of Fig. 36.5b never
coincide, and the time series of C02 at F713 and CUT0 are continuous during the
whole thirty-day period. This apagogically strengthen the point that the above
mentioned jumps, shared by all five stations in other four figures, are related to
abnormalities in satellites.

Taking the time series for C02 at F713 for example, and without loss of gen-
erality, the standard deviations for three MW combinations N12, N13 and N23 are
0.43, 0.26 and 0.08 cycle, i.e. 0.36, 0.27 and 0.37 m, respectively.

Similar analysis was conducted for IGSO satellites and MEO satellites of BDS,
as well as GPS satellites for comparison. Figure 36.6 contains MW combina-
tion (B1/B2) time series of eight passes of C06 (IGSO) at F713. Shown in this
figure is the MW combination between observables at frequencies B1 and B2, and

Fig. 36.5 MW combinations of BDS GEO satellites at five stations during
2013139 * 2013168. Note the break in some vertical axis and different scales. a C01. b C02.
c C03. d C04. e C05
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the wavelength for this combination is 84.70 cm, very close to wide-lane wave-
length of GPS, i.e. 86.19 cm. Since the track of sub-satellite point for BDS IGSO
satellite turns up with the shape of digit ‘‘8’’, the pass of IGSO satellites could last
for a much longer period than that of MEO satellites. It can be seen that each pass
of C06 over site F713 covers nearly 20 hours. Due to the variation of the elevation
angle, the noise levels of MW combination are obviously higher at the beginning
and the end of each pass. The standard deviation for each time series is around
0.50 cycle, i.e. 0.42 m. It is also worth noting the fractional part of the mean value
for each pass. Although the mean values are significantly different from pass to
pass, their fractional parts are very close, i.e. around 0.7 cycle (or -0.3 cycle).

MW combination (B1/B2) of MEO satellite C11 of BDS is shown in Fig. 36.7.
Different from IGSO satellites, each pass of the MEO satellite lasts for only
several hours or even shorter. In addition, the time series of MW combinations for
the MEO satellite are not stable during one pass. They are much noisier and
usually contain some jumps. Therefore, the consistence among fractional parts of
MW combinations in different passes shall not be significant. However, data from
more satellites may have to be analyzed before drawing any final conclusions.

For comparison, the time series of first eight passes of GPS satellite G01 at
F713 is shown in Fig. 36.8. It can be seen that the time series are more stable
except for noise at the beginning and end of each pass. The standard deviation for
each time series is around 0.35 cycle, i.e. 0.30 m. Similarly, the fractional parts for
different passes are also very close, i.e. around-0.6 cycle (or 0.4 cycle), which
confirms the methods of GPS FCB estimation proposed in [2, 3].

Fig. 36.6 MW combination of BDS IGSO satellite C06 at F713 during 2013139 * 2013168
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Fig. 36.7 MW combination of BDS MEO satellite C11 at F713 during 2013139 * 2013146

Fig. 36.8 MW combination of GPS satellite G01 at F713 during 2013139 * 2013168
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To further investigate the long-term features of above MW combinations,
recursive least-squares filtering as described in Sect. 36.2.3 was employed to
reduce the noise and to smoothen the time series. The a priori precisions of code
range and carrier phase were considered to be 0.4 m and 0.02 cycle, respectively.
Uncertainties in the dynamic model were also taken into account by introducing a
white-noise random function with spectral density factor

ffiffiffi
q
p ¼ 5� 10�6s�1=2.

Figure 36.9 contains the filtered time series of MW combinations for BDS GEO
satellite C02 at stations F713 and CUT0. Lines of different colors represent
combinations of different frequency-pairs. Significant daily periodicity could be
seen at both stations, although the amplitudes differ for different stations and
combinations. At both stations, the amplitudes of combination N23 are remarkably
larger than those of N12 and N13, while those of N12 are slightly larger than N13.
The method of FCB estimation through averaging requires at least the stability of
fractional part of MW combination. However, according to the above results, only
GPS and BDS IGSO satellites can meet this requirement, which suggests that the
method of FCB estimation for GPS might not work so well for BDS MEO and
GEO satellites as for IGSO satellites.

36.5 Conclusions and Recommendations

In this paper, the characteristics of BDS observables were analyzed from the
perspectives of SNR, phase-minus-code combination and MW combination.
30 days of observables were collected at five stations distributed in Asia-Pacific
area; receiver types were not the same. Combinations of three different frequencies
of BDS were investigated, and the different orbit types of BDS satellites were also
taken into account. Since the GEO satellites of BDS are continuously visible in the
sky, main attention was on these satellites.

Generally, the signal-to-noise ratio of band B3 is higher than those of the other
two bands, but the differences among frequencies are marginal compared with

Fig. 36.9 Filtered MW
combinations of BDS GEO
satellite C02 at F713 (top)
and CUT0 (bottom) during
2013139 * 2013168. Note
that wavelengths are taken
into account and the unit of
vertical axis is meter
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those among satellites. From the time series of phase-minus-code combinations,
diurnal fluctuations can be seen, with the peaks usually appearing at around
2:00 pm local time, which reflects the daily variation of ionospheric effects. Since
the ionospheric effects are related to the locations of stations, the patterns of
stations nearby appear close to each other.

The standard deviations of MW combination time series for C02 (GEO) at F713
are 0.36 m, 0.27 m and 0.37 m for N12, N13 and N23, respectively, and those of
N12 time series for C06 (IGSO) at F713 are around 0.42 m. The standard devi-
ations of time series for GPS satellite G01 at F713 are around 0.30 m. With
regarding to BDS IGSO and GPS satellites, further investigation shows that the
fractional parts of mean values of MW combination for different passes remain
stable, only with variations of less than 0.05 cycle only. However, the scenarios
for GEO and MEO satellites of BDS are different.

Using a simple Kalman filter to reduce the noise in the MW time series revealed
significant daily fluctuations, especially in the case of B2/B3 combination. This
suggests that, for BDS, properly considering uncertainty in the dynamic model
might bring better WL FCB estimates than simply averaging MW combinations,
as is usually done.
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Chapter 37
Research on GNSS System Time Offset
Monitoring and Prediction

Huijun Zhang, Xiaohui Li, Lin Zhu and Xue Zhang

Abstract With the progress of Global Navigation Satellite System (GNSS), which
mainly include GPS, GLONASS, GALILEO as well as BeiDou, multi-GNSS joint
working mode has become a development and application trend. The System time
offset between two satellite navigation systems is one of the most important
aspects of their interoperability and compatibility. This paper introduces the
research progress of GNSS System Time Offset Monitoring and prediction at
NTSC. The reasons that GNSS system time offset monitoring is done by means of
Signal-in-Space Reception are analyzed and the measurement principle is dis-
cussed in detail. Multi-GNSS receiver calibration is the key technology of GNSS
system time offset monitoring with Signal-in-Space Reception. The causes of
Inter-System biases and inter-frequency biases are researched and so does their
calibration method. The calibration results are showed and analyzed. The key
technologies of BDs system time offset monitoring are researched which include
the algorithms related to satellite equipment group delay and dual-frequency
ionosphere delay correction whose measurement result is illustrated. And then, the
system time offset monitoring results of UTC(NTSC)-GPST and UTC(NTSC)-
GLONASST by Signal-in-Space Reception for 6 months long are showed and
their precisions is up to 2.10 and 3.24 ns respectively. Furthermore, the experiment
results about BDS system time offset UTC(NTSC)-BDT calculated from all visible
BDs satellites from 1 to 12 are displayed. Finally, the intentional application and
development directions of GNSS system time offset monitoring are put forward.
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Keywords GNSS � System time offset monitoring � Signal-in-space reception �
BDs system time offset

37.1 Background and Significance

Currently GNSSs (Global Navigation Satellite Systems) has got into a new era of
vigorous development, which mainly includes GPS, GLONASS, Galileo and BDs
[1–3]. GNSS satellite navigation systems bring about tremendous space for
development. Multi-GNSS which includes GPS, GLONASS, BDs as well as
Galileo is expected to implement combination navigation and positioning [4].
Thus the limitations of stand-alone GNSS can be overcome. The advantages of
multi-GNSS combination positioning are as following [5, 6]: (1) increasing the
number of visible satellites; (2) enhancing the production efficiency; (3) making
the positioning more reliable and more precise. The purpose of multi-GNSS
navigation is that for each of the components of GNSS were implemented inter-
operability in the design, construction and operational aspects, so that they do not
block each other and combination of these signals can provide the optimal navi-
gation service [7].

Nevertheless, combined multi-GNSS positioning also will bring a series of
complex issues, such as compatibility and interoperability between different sys-
tems, one of them is the system time and their mutual conversion problem. Every
GNSS system has its own time reference system, the system time of GPS is GPST,
which is traceable to UTC (USNO); GLONASS system time is GLONASST,
traceable to UTC (SU); Galileo system time is GST which was controlled to the
TAI or UTC by the Time Service Provider (TSP). BDs system time is referred as
BDT, BDT using a continuous time scale which is no leap second insertion, and it
traces to international TAI or UTC [8, 9]. In the multi-GNSS combined navigation
applications, the satellite clock correction broadcasted by every GNSS is utilized to
realize the processes of GPS pseudo-range correction to GPST, GLONASS psedo-
ranges correction to GLONASST and BDs pseudo-range correction to the BDT.
Thus, the system time offset between different GNSS will cause the deviation of
positioning. It is necessary to use a unified system time in the user receiver [10, 11].

GPS and Galileo have already reached agreements between the two systems,
and the advance of GGTO monitoring by two-way satellite time transfer and
common view methods is in the process [12, 13]. Both these two methods can be
used to monitor the system time offset between BDs and GLONASS or Galileo.
However, these methods require both sides to negotiate firstly, and also including
political factors as well as expensive fees, another important problem is the
geographical constraints, because it needs to be observed with the same satellite
whether it is two-way satellite time transfer method or common view method.
Based on the above considerations, the best monitoring method of GNSS system
time offset can turn to receive the Signal-in-Space.
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National Time Service Center (NTSC) of CAS is the specialized research
institute for Chinese national standard time production, maintain and dissemina-
tion. Since 2005, the deviation between UTC (NTSC) and Coordinated Universal
Time (UTC) is within 20 ns. The platform of system time offset monitoring is
based on the UTC (NTSC) standard time and frequency.

37.2 The Research Progresses of GNSS System Time Offset
Monitoring and Prediction

There are two different monitoring methods for the platform of GNSS system time
offset monitoring which are direct time comparison and signal-in-space reception
respectively. The method of direct time comparison can be implemented by means
of direct comparison link which is TWSTFT link or CV link between two places
where system time or time base are produced. The method of signal-in-space
reception can be implemented using multi-GNSS receiver. Then, GNSS system
time can be obtained. Further, the system time offset between any two GNSS can
be derived from the difference between two system time.

We can obtain direct or indirect comparison data UTC(NTSC)-GST/GPST/
GLONASST through three TWSTFT link. The first is the link between NTSC and
PTB. The second is the link between NTSC and SU. And the indirect link is
between PTB and USNO. It is more important that not only TWSTFT link but also
CV link have been set up between NTSC and time and frequency center of BDs.
Thus, the direct comparison data of UTC(NTSC)-BDT can be acquired. The
TWSTFT links and CV link described above have been carried out steadily for
several years, but there is a disadvantage that system time offset results are gen-
erated with large delay. So GNSS system time offset monitoring and prediction
cannot be done in real time and the practicability purpose also cannot be reached.
Therefore, the method of GNSS system time offset monitoring by signal-in-space
reception is attached importance. But several parts of error will be deducted when
this method is utilized which include errors associated with satellite, errors
introduced by signal propagation and errors with respect to receiver. The other
aspects of errors are necessary to be considered such as inter-frequency bias and
inter-system bias [14–16].

At NTSC, the research of signal-in-space reception has been carried out since
2008 [17, 18]. In 2011, the single system time offset monitoring system for
UTC(NTSC)-GPST was set up and the precision is up to 5 ns. This monitoring
system was updated and improved in 2008 and three multi-GNSS timing receivers
were applied to set up a platform of GNSS system time offset monitoring which
include three stations. The measurement precision of UTC(NTSC)-GPST is
increased and changed from 2.8 to 1.1 ns. Subsequently, The monitoring function
is expanded with adding UTC(NTSC)-GLONASST. In the meantime, several
aspects of GNSS system time offset in the case of multi-station monitoring are
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researched. They are as followings: (1) the method of time reference synchroni-
zation between two stations; (2) the method of GNSS system time offset data
processing in the condition of multi-station combined monitoring; (3) the zero
value calibration between one slave station and master station; (4) the calibration
method of inter-system biases of multi-GNSS timing receiver.

On the one hand the system of multi-station combination GNSS system time
offset monitoring for UTC(NTSC)-GPST/GLONASST has been test run since
2013. On the other hand primary testing results for UTC(NTSC)-BDT monitoring
have been obtained in later 2013. Being the fact that it is not the monitoring values
of system time offset but the prediction model parameter are applied by multi-
GNSS user, the method of system time offset prediction based on of system time
offset monitoring values is researched. So, prediction model parameters of
UTC(NTSC)-GPST/GLONASST/BDT/GST are calculated. And we are planning
to provide with those parameters for customer by communication satellites
broadcasting or by FTP File located on the server in 2014. A special explanation is
that UTC(NTSC)-UTC(PTB) measurement value from TWSTFT link is taken as
UTC(NTSC)-GST temporarily at present.

37.3 The Principle of GNSS System
Time Offset Monitoring

The system time offset monitoring principle by Signal-In-Space reception is as
follows: we take the standard frequency signal of NTSC as a frequency reference,
the standard time signal as the reference time scale, the difference between UTC
(NTSC) and GNSST are measured (including UTC (NTSC)-GPST, UTC (NTSC)-
GLONASST, UTC (NTSC)-BDT, UTC (NTSC)-GST, etc.). Figure 37.1 shows
the measuring principle, take the GPS and GLONASS systems as an example,
UTC (NTSC)-GPST and UTC (NTSC)-GLONASST can be measured at the
NTSC, then we can obtain the GPST-GLONASST by that indirectly.

Figure 37.2 describes the core equipment of this monitoring method which is
the receiver and the GNSS time interval counter. In the precise known of GNSS
receiver antenna phase center, each navigation system spatial navigation signals
received by timing receiver, the receiver pseudo-range and high-precision time
interval counter measurement value are used so as to calculate the difference
between UTC (NTSC) and each navigation system. GNSST (GPST, GLONASST,
BDT, GST, etc.) can be calculated in Eq. (37.1) below:

UTCðNTSCÞ � GNSST ¼ q� r + dt � pd� d(ion)� dðtropÞ � Epð Þ=c
� TIC Value� DCh Delayþ DISDB ð37:1Þ

Where GNSST is the GNSS system time, q indicates the pseudo-range from
receiver to the satellite, r represents the real geometric distance between satellite
and ground, dt is the satellite clock bias, pd is the orbit error, d (ion) is the
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ionospheric delay, d (trop) is the tropospheric delay, Ep indicate other errors, c is
the speed of light, TIC Value is the measurement value of precision time interval
counter, DChDelay indicates that the receiver relative channel delay bias, DISDB
represents the inter-system hardware delay bias.

Since more than 5 satellites of every GNSS constellation can be received at a
fixed position at NTSC, the average number of received GPS satellites and
GLONASS satellites both over 8. In addition, the system time offset monitoring is
done at one second interval, so we can use the following ways to further improve
the monitoring precision: (1) Averaging the system time offset monitoring results
for all visible satellite. (2) Smoothing monitoring data per minute.

37.4 Multi-GNSS Receiver Calibration

From formula (37.1) described above, we can see that inter-system biases and
inter-frequency biases of multi-GNSS receiver must be deducted from pseudo-
range when the data processing is done.

Simplified pseudo-range equation can be defined as:

Pk
i ¼ qk

i þ bi þ ek ð37:2Þ

GNSS System Time
1

Satellite clock 
correction

GNSS constellation
1

GNSS constellation
2

UTC(NTSC)

GNSS System Time measurement

Signal-
In-Space

Signal-
In-Space

Satellite clock 
correction

GNSS System Time
2

Fig. 37.1 Schematic diagram of system time offset monitoring by signal-in-space reception
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Fig. 37.2 Block diagram of receiving space signal to achieve the system time offset monitoring
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Where subscript i denotes one GNSS and superscript k is one satellite. q is true
geometric range; bi is the receiver clock bias. ek is the combined effect of all
measurement errors. The different time reference epoch of pseudo-range mea-
surement by receiver from each GNSS results in inter-system biases. We can
express the clock bias the second GNSS relative to the first GNSS, that is DISDB:

DISDB ¼ b2 � b1 ð37:3Þ

The receiver channel delay biases depend on the frequency of the satellite signal.
For the GPS system, as the use of code division multiple access (CDMA) signal
system, all the satellites use the same carrier frequencies the delay biases between
each channel is very small, about sub-millimeter and can be neglected. However,
the GLONASS system uses frequency division multiple access (FDMA) signal
system, satellite signals of different frequencies generated the receiver channel
delay are different from each other, and there is a certain deviation, called the inter-
frequency bias [19]. Observed in the case of multi-GNSS, in order to improve the
monitoring precision of GNSS system time offset, it is necessary to calibrate the
GLONASS channel delay biases in advance for precision measurements.

The calibration arrange of inter-system bias and inter-frequency biases mea-
surement by using GNSS simulator as shown in the Fig. 37.3. In the ideal case, the
pseudo-range value output from receiver by different frequencies of GLONASS
satellites should be the same value, nonetheless, due to the channel delay biases
between GLONASS different frequencies, pseudo-range PR is biased at the
receiver side for different frequency points of GLONASS satellites. Taking the
receiver channel which receives the frequency number 0 GLONASS satellites as
reference channel, the inter-frequency biases of other channels can be calculated
relative to the reference channel. In the same way, calculating the pseudo-range
difference between one GPS satellite and GLONASS reference satellite, the inter-
system biases can be derived.

GLONASS has 14 frequency points, the sub-bands are identified by frequency
numbers k, from -7 to 6. The GLONASS L1 carrier frequency, in hertz, at a
frequency number k are defined by:

f k
L1
¼ 1602 MHzþ k � 562:5 MHz ð37:4Þ

The use of GNSS simulator to test the GLONASS L1 carrier signal inter-
frequency biases of Septentrio PolaRx4 receiver, thus the results were compared
and analyzed.

The measurement results are as followings:

1. Inter-system biases for Spetentrio PolaRx4 receiver is 7.04 ns.
2. GLONASS inter-frequency biases for Septentrio PolaRx4 receiver and Novatel

OEMV-3 receiver are shown in Fig. 37.4.

Figure 37.4 shows the measurement results of GLONASS infer-frequency
biases on different frequency number. It can be seen from figure above that for the
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Septentrio PolaRx4 receiver, the inter-frequency of GLONASS is vary with
respect to the frequency number 0 of GLONASS satellites in -4 ns to +5 ns.
Fortunately, for receiver of the same brand, the variation did not change with
temperature change, it is the result of the carrier phase measurement in receiver
DSP chain [20].

37.5 Research on UTC(NTSC)-BDT Monitoring
by Receiving Signal-in-Space

The principle of monitoring UTC(NTSC)-BDT through receiving signal-in-space
is the same as UTC(NTSC)-GPST and UTC(NTSC)-GLONASST. The basic
method is approximately similar to the description of Eq. (37.1) and the difference
is that the BDs receiver is utilized to monitor UTC(NTSC)-BDT instead of multi-
GNSS receivers. So, inter-system biases of multi-GNSS receiver can be avoided.

RF Output RF Output

GNSS Simulator

attenuation
GNSS  Receiver

RF_cable
ANT

Fig. 37.3 Schematic diagram of using GNSS simulator to measure inter-system biases and
GLONASS inter-frequency biases

Fig. 37.4 Comparison of the inter-frequency biases value with different frequency number of
GLONASS (L1)
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In addition, the BDs calculation of satellite position, time group delay, dual-
frequency ionosphere correction is also different from GPS and GLONASS [2, 21].

Satellite time group delay (TGD) is an important impact factor on GNSS
system time offset monitoring, which is broadcasted through navigation message
of GPS and BDs. BDs is a triple- frequency navigation system composed of B1,
B2, B3, and the satellite clock bias is based on B3 [22]. Its navigation message
broadcasts TGD1 and TGD2, which is the hardware delay offset of B1 and B2
respectively relative to B3. Therefore, the BDs user should consider TGD in
system time offset monitoring. For example, if using B1 pseudo-range to calculate
UTC(NTSC)-BDT, the user must add TGD1 in time offset modification.

As a triple-frequency navigation system, BDs dual-frequency ionosphere cor-
rection can be calculated by ionosphere-free combination of B1/B2 dual frequency
pseudo-range. Due to the special processing of BDs satellite group delay in each
frequency, it’s dual-frequency ionosphere delay correction is different with GPS/
GLONASS:

Pk
i ¼ qk þ dt � c� dtk � cþ 40:28

f 2
i

� dTEC þ dtrop þ ðsi þ sk
i Þ � cþ ei ð37:5Þ

Pk
i indicates the pseudo-range from the receiver to satellite (k) with frequency

(i), qk indicates the real geometric distance between the receiver and satellite (k),
dt indicates the receiver clock bias, dTEC is the sum of electron content in oblique
path, dtrop is the troposphere delay, sk

i is satellite k channel delay, si indicates the
receiver channel delay of frequency (i), fi indicates the carrier frequency of fre-
quency (i), ei indicates the measurement errors, c is the speed of light. We can get
B1 dual-frequency ionosphere delay according to the following formula:

Ik
1 ¼

f 2
2

f 2
1 � f 2

2

Pk
2 � Pk

1 þ TGDk
1 � TGDk

2

� �
ð37:6Þ

37.6 Measurement Results Analysis of GNSS
System Time Offset

Measurement results of UTC(NTSC)-GPST and UTC(NTSC)-GLONASST are
shown in Figs. 37.5 and 37.6 respectively. The blue spot represents original
measurement result. The receiver delay is calibrated by a simple calibration
method [23, 24]. The green curve represents smoothing results and the red star
represents the reference value from Circular-T. Two reference values is derived
from the differences between UTC-UTC(NTSC) and UTC-GPST/UTC-GLON-
ASST separately in Circular-T.

But, there is a 215 ns difference between our measurement value and Circular-T
measurement value. This is because GLONASS receiver in BIPM has not been
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calibrated yet. UTC(NTSC)-GPST/GLONASS measurement values are compared
with Circular T value. As a result the two RMS value, 2.1 and 3.24 ns, are
calculated respectively.

In Fig. 37.7, the red line is GPST-GLONASST by subtracting the measurement
value of UTC(NTSC)-GLONASST from UTC(NTSC)-GPST. The green circle is
GPST-GLONASST broadcasted by GLONASS satellite. These two lines are
showed close match.

Figure 37.8 is the weighted average of UTC(NTSC)-BDT measurement value
of all visible BDs satellites from 1 to 11 at 7th November, 2013. Where channel
delay biases are not considered.
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37.7 Conclusion and Outlook

The platform of multi-station combined system time offset monitoring and pre-
diction has been constructed at NTSC. The method of receiving signal-in-space is
taken as the main method because it possesses the advantages of real-time and
high precision. However, various errors must be deducted from pseudo-range and
the receiver calibrations must be done in advance.

In this paper, inter-system bias and inter-frequency of multi-GNSS receiver
are analyzed and calibrated precisely by GNSS simulator. The calibration results
show that, inter-system bias of Spetentrio PolaRx4 receiver is 7.04 ns and inter-
frequency biases range from -4 ns to +5 ns for Spetentrio PolaRx4 receiver and
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+1 to -1 ns for Novatel OEMV-3 respectively. These biases will influence GNSS
system time offset monitoring and must be deducted. As a result, measurement
results of both UTC(NTSC)-GPST and UTC(NTSC)-GLONASST can be less than
5 ns (1r).

We have accomplished experiment for UTC(NTSC)-BDT monitoring in order
to add this function to our monitoring and prediction platform.

A simple calibration method for receiver delay is used temporarily in GNSS
system time offset monitoring and absolute delay calibration is considered to adopt
in the further research. The absolute delay calibration will reach about 2 ns pre-
cision with GNSS signal simulator and high-speed oscilloscope [25, 26].

Above all, GNSS system time offset monitoring and prediction system has run
for 1 year at NTSC. We are planning to open our service after further improve-
ment by means of both communication satellite broadcasting and Internet publish.
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Chapter 38
Ionosphere Dispersion Effects
on Wideband GNSS Signal Performance

Ying Liu and Yibo Chen

Abstract The ionosphere dispersion causes the distortions of wideband GNSS
signals traversing the ionosphere, and thus impacts the signal performance. Its
effects are comparatively analyzed and simulated in terms of time-domain
waveform, correlation function, code loop lock point bias, and carrier phase
tracking bias under different signal spectrum shapes, bandwidths and total electron
content (TEC) conditions. The results show that the signals with split spectrum are
more susceptible to ionosphere dispersions than concentrated spectrum, and the
distortions and tracking biases increase with the increase of either the TEC or the
signal bandwidth. The study provides a reference for the design and evaluation of
wideband GNSS signals and the receiver compensation techniques.

Keywords Wideband signal � Ionosphere delay � Dispersion effect � Lock point
bias � Carrier phase bias

38.1 Introduction

The ionosphere is an anisotropic and dispersive medium. When the spectrum of an
electromagnetic wave spread over a wide band, its signal components with
different frequencies propagate through the ionosphere with different phase speeds,
and thus suffer different delays and yield different phases, which causes the cor-
responding signal deformations (e.g. pulse stretching) in time-domain and space-
domain. This is called the ionosphere dispersion of wideband signals [1].
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The ionosphere dispersion effects are usually negligible for traditional narrow-
band GNSS signals. Single-frequency receivers correct the ionosphere delay by
using the models corresponding to the broadcast navigation message, for example,
the Klobuchar model [2] and the NeQuick model [3]; while dual-frequency
receivers correct the ionosphere delay by using the delay relationship between the
two carrier frequencies. However, these methods simply use the center frequency
ionospheric delays to replace the total group delays of the GNSS signals with
spectrums spread to certain bandwidths [4]. Since the ionosphere dispersion can
cause severe signal deformations/distortions and thus extra biases in the code
phase and carrier phase measurements, the above models and methods are only
applicable to narrow-band signal cases [5]. With the popularization of wideband
GNSS signals, it is important to quantitatively study the ionosphere dispersion
effects on wideband GNSS signal performance.

Reference [5] proposed an ionosphere dispersion simulation method by trans-
ferring the time domain signal to the frequency domain, and analyzed the wide-
band signal distortions caused by the dispersive ionosphere in terms of signal
waveform and correlation function. This paper compares and summarizes the
signal distortions under different bandwidths, signal spectrum shapes and TEC.
Moreover, the code phase tracking bias and carrier phase tracking bias caused by
the ionosphere dispersion are numerically simulated. The objective is to provide a
reference for wideband GNSS signal structure design, performance evaluation and
receiver compensation techniques.

38.2 Modeling Ionosphere Dispersion on Wideband Signal

The ionosphere is a dispersive medium with its propagation velocity (or equiva-
lently, refraction index) depending on the wave’s frequency. The phase velocity vp

and group velocity vg of the signal component with a frequency of f in the navi-
gation signal traversing the ionosphere can be approximately expressed as [4, 6]

vp ¼
c

np
¼ c

1� 40:3ne
f 2

; vg ¼
c

1þ 40:3ne
f 2

ð38:1Þ

where c is the speed of light, np is the refraction index for the phase propagation in
the ionosphere, and ne is the number of electrons (i.e., electron density) along the
satellite-to-user signal propagation path. The corresponding group delay/carrier
phase advance is [6]

sðf Þ ¼ 40:3TEC
c � f 2

ð38:2Þ
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where TEC is Total Electron Count along the path length:

TEC =
Z User

SV

nedl ð38:3Þ

For a narrow band signal such as GPS L1 C/A, the delays of different
frequencies over the signal band are nearly identical. Therefore the ionosphere
effects can be represented by a delay at the center frequency. For a wideband
signal such as Galileo E5, however, the delays of different frequencies show large
variation, non-linearity and asymmetry over the signal band, so that the signal
distortion caused by the ionosphere dispersion is significant, and its effects on the
ranging error cannot be ignored especially when a large TEC occurs [5].

The ionosphere dispersion on wideband signals can be modelled in Fig. 38.1
[5]. Assuming that the time domain input signal is S(t), it can be converted into the
frequency domain by using the Fast Fourier Transformation (FFT). Then the delay
s(f) of each frequency component can be calculated separately according to (2).
Next, the phase of each frequency component of the distorted signal is shifted
accordingly. Finally, through Inverse Fast Fourier Transformation (IFFT), the
frequency domain signal is converted back to the time domain signal Siono(t). The
equations of the ionosphere effect calculation are expressed as [5]

SionoðtÞ ¼ ifft fft SðtÞ½ � � e�j2p�f �sðf Þ
n o

ð38:4Þ

SionoðtÞ ¼
Z1

�1

Z 1

�1
SðtÞ � e�j2p�f �tdt

ffi �
� e�j2p�ð40:3�TEC=ðc�f Þ�f �tÞdf ð38:5Þ

38.3 Simulation of Dispersion Effect on AltBOC(15,10)
Signal

This section investigates the signal characteristics, code phase and carrier phase
tracking bias due to the ionosphere dispersion for the Galileo E5 AltBOC(15,10)
signal through numerical simulation. The TEC is set to be a constant value of 100

Frequency domainTime domain

Original signal Frequency components

Delay Phase shift

Distorted signal Frequency components

2

40.3
( )

TEC
f

c f

2 ( )j f fe

FFT

IFFT

τ .
=

. .τπ−

Fig. 38.1 Simulation model
of ionosphere dispersion on
wideband signals
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TECU, which is a typical daytime value in middle latitude area and corresponds to
a delay of about 28.37 m (nearly one chip) for the E5 center frequency.

38.3.1 Signal Characteristics

The signal characteristics mainly include the time domain waveform, frequency
domain spectrum, and correlation domain CCF (cross-correlation function). Since
the baseband E5 signal is a complex signal [7], the dispersion effects on the real
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part (I component) and the imaginary part (Q component) are shown in Fig. 38.2a
and b respectively, where‘‘iono-f0’’denotes the non-dispersive ionosphere case
using only the delay of the single frequency (f0) tone to represent the ionosphere
delay over the whole signal frequency band, and ‘‘wideband iono’’ denotes the
dispersive ionosphere case considering the dispersion effect on wideband signals.
It can be seen that the ionosphere dispersion causes severe signal deformations and
fluctuations, so that correct logic values of some code chips cannot be identified
from the distorted signal waveform.

Figure 38.2c compares the power spectral density (PSD) functions of the E5
signal before and after propagation through the dispersive ionosphere. It is shown
that the ionosphere dispersion does not affect the signal power spectrum. Although
the phase/delay response of the ionosphere channel depends on the frequency, the
amplitude-frequency response of the ionosphere channel remains constant.

The performance of the navigation signal is closely related to the CCF between
the incoming baseband signal and the ideal local reference code sequence. As
shown in Fig. 38.2d, the ionosphere dispersion also leads to significant CCF dis-
tortions. The red line simulates the CCF without any ionosphere effects. The blue
line shows the CCF with the ionosphere delay represented by the single-frequency
tone delay at the center frequency. The brown line and the green line represent the
real part and the image part of the CCFs of the wideband E5 signal traversing the
dispersive ionosphere. The ionosphere delay of the single-frequency tone is near
one code chip without considering the ionosphere dispersion effects. When con-
sidering the dispersion effects, the CCF of the distorted signal exhibits three other
features besides the delay. First, the dispersion introduces asymmetry in the CCF
peak and thus brings the tracking bias of the DLL (Delay Locked loop), which can
be evaluated by the code loop lock point bias and the S-curve bias. Second, the
dispersion induces the degradation of the CCF peak, which can be evaluated by the
correlation peak loss. Third, the dispersion generates the imaginary part of the
correlation function, which can introduce a certain phase shift into the receiver
PLL (Phase Locked Loop) output. This will be detailed in Sect. 38.3.3.

38.3.2 Code Phase Tracking Bias

The distortion of the correlation function leads to the DLL lock point bias with
respect to the true point of zero code phase difference between the local code and
the incoming code. The effects of signal distortions on the code tracking bias can
be evaluated by the lock point bias and the S-curve bias for single point posi-
tioning and differential positioning, respectively. The S-curve (discrimination
curve) can be obtained from the above-mentioned CCF and the discriminator
function (for example, the early-minus-late envelope discriminator), and the var-
iation of the lock point bias (zero-crossing point bias) of the discriminator with
different correlator spacing can be calculated. As shown in Fig. 38.2e, the lock
point shifts nearly one code chip from the ideal location due to the ionosphere
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delay, and the lock point bias varies significantly with the increase of the correlator
spacing due to the deformation and asymmetry of the correlation function caused
by the ionosphere dispersion. According to the auto-correlation characteristics of
the E5 signal, the E-L spacing of the wideband-matched receiver should be less
than 0.3 PRN code chips. The lock point biases with and without the ionosphere
dispersion effects at a correlator spacing of 0.0667 PRN chip (i.e. 0.8 subcarrier
chip) are indicated in the figure showing a difference of 0.2 m. And the S-curve
bias, which is the difference between the maximum and the minimum values of the
lock point biases under different correlator spacing, reaches 0.42 m.

38.3.3 Carrier Phase Tracking Bias

The ionosphere dispersion effects transfer part of the signal energy from the I
component to the Q component. Consequently, an imaginary part appears in the
correlation function, which leads to the phase bias of the carrier tracking loop. The
carrier phase tracking bias can be calculated by

D/mðDsm;maxÞ ¼ a tan
imagðRðDsm;maxÞÞ
realðRðDsm;maxÞÞ

ffi �
ð38:6Þ

where R(s) is the complex correlation function, and Dsm,max is the delay corre-
sponding to the maximum of the real part of the correlation function. It can be
calculated that the carrier phase bias caused by the dispersion reaches 18.5 degree
(0.0129 m for the E5 carrier) with a TEC of 100 TECU.

38.4 Impacts of Different Bandwidths, Spectrum Shapes
and TECs

According to Eq. (2), the ionosphere delay is directly related to TEC and signal
frequency. This section will discuss the impacts of the following three aspects on
the signal distortion: signal bandwidth, signal spectrum shape, and TEC.

38.4.1 Signal Bandwidth

The BPSK-R(1) signal centering at 1207.14 MHz and the E5b signal are compared
to clarify the impact of signal bandwidth. The E5b signal can be regarded as a
BPSK-R(10) signal. Therefore, the signal distortions of the two signals with the
same modulation, the same center frequency, the same TEC of 100 TECU and
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different bandwidths are simulated and shown in Figs. 38.3 and 38.4. It can be
seen that part of the signal energy is transferred from the I component to the Q
component by the ionosphere dispersion and thus the non-zero imaginary part is
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produced in either the time domain baseband signal or the correlation function.
The distorted E5b waveform ripples more severely than the BPSK-R(1) signal
with higher amplitude of the imaginary part. As a result, the distortion of the E5b
correlation function is more obvious with a correlation loss of 0.34 dB, whereas
the loss for BPSK-R(1) is only 0.03 dB. Moreover, the DLL lock point bias for the
E5b signal exhibits a larger variation than the BPSK-R(1) signal. The maximum
difference of the lock point biases with and without the dispersion effect is nearly
0.15 m for the E5b signal and only 0.06 m for the BPSK-R(1) signal. Finally, the
PLL carrier phase tracking bias caused by the ionosphere dispersion is 2.4� for E5b
and 0.22� for BPSK-R(1). In a word, the signal distortion increases and the signal
performance degrades as the signal bandwidth increases.

38.4.2 Signal Spectrum Shape

The BPSK-R(25) signal and the AltBOC(15,10) signal have the same main lobe
null-to-null bandwidth of 51.15 MHz, but the spectrum of the BPSK-R(25) signal
is centralized and that of the AltBOC(15,10) signal is split. With the same TEC of
100 TECU and the same center frequency of 1191.795 MHz, the effects of ion-
ospheric dispersion on the BPSK-R(25) signal are shown in Fig. 38.5. Compared
with the results of the AltBOC(15,10) signal in Sect. 38.3, the ionosphere dis-
persion effects on the BPSK-R(25) signal are weaker: the waveform fluctuations
and CCF distortions are attenuated; the correlation loss is reduced from 2.3 to
0.86 dB; the maximum difference of the lock point biases with and without the
ionosphere dispersion is reduced from about 0.35 m to only 0.1 m; meanwhile,
the PLL phase shift is reduced from 18.5� to 6.95�. So it can be concluded that the
split spectrum are more susceptible to the ionosphere dispersion-induced perfor-
mance degradation than the concentrated spectrum.

38.4.3 TEC

The TEC value is changed to be 50 TECU and 150 TECU to evaluate its impacts
on the distortions of the E5 AltBOC(15,10) signal. The correlation functions and
the code tracking biases are depicted in Figs. 38.6 and 38.7 respectively. Com-
pared with Fig. 38.2d, e, we can see that the CCF asymmetry, the correlation loss,
and the variation of the DLL lock point biases all increase as the TEC increases.
The real part of the correlation peak in Fig. 38.7 deviates from the ‘‘iono-f0’’case
and shifts leftwards obviously. Therefore appropriate pre-distortion techniques
should be adopted in the receiver to compensate the phase shifts of the DLL and
the PLL for high-accuracy measurements.

The typical mid-latitude nighttime TEC value is between 0 and 30 TECU, and
the daytime TEC reaches up to 250 TECU. During active periods of the
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ionosphere, the TEC value may be higher than 250 TECU. The variation of
correlation power loss, code tracking bias, and PLL phase shift are simulated with
the TEC values from 0 to 500 TECU in Fig. 38.8a–c, respectively. It can be seen
that the all three curves present a rising trend with the TEC increasing. However,
the correlation loss does not increase monotonically with TEC.

38.5 Conclusions

The paper investigated the ionosphere dispersion effects on wideband GNSS signal
performance. The signal distortions caused by the dispersive ionosphere is ana-
lyzed and simulated in terms of time domain waveform, correlation function, code
phase lock point bias and carrier phase tracking bias under different signal

-0.5 0 0.5 1 1.5

-0.6
-0.4
-0.2

0
0.2
0.4
0.6
0.8

1

Code phase offset (chip)

N
or

m
al

iz
ed

 c
or

re
la

tio
n 

pe
ak iono-f0

wideband iono,real
wideband iono,imag

0 0.05 0.1 0.15 0.2 0.25 0.3
14.05

14.1

14.15

14.2

14.25

14.3

E-L spacing (chip)

Lo
ck

 p
oi

nt
 b

ia
s 

(m
)

iono-f0
wideband iono

(a) (b)

Fig. 38.6 CCF and code tracking bias of E5 with TEC = 50 TECU a correlation function b code
tracking bias

0 0.5 1 1.5 2 2.5 3
-0.8
-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Code phase offset (chip)

N
or

m
al

iz
ed

 c
or

re
la

tio
n 

pe
ak iono-f0

wideband iono,real
wideband iono,imag

0 0.05 0.1 0.15 0.2 0.25 0.3

41.6

41.8

42

42.2

42.4

42.6

42.8

E-L spacing (chip)

Lo
ck

 p
oi

nt
 b

ia
s 

(m
)

iono-f0
wideband iono

(a) (b)

Fig. 38.7 CCF and code tracking bias of E5 with TEC = 150 TECU a correlation function
b code tracking bias

38 Ionosphere Dispersion Effects on Wideband 449



0 100 200 300 400 500
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

TEC (TECU)

C
or

re
la

tio
n 

po
w

er
 lo

ss
 (

dB
)

0 100 200 300 400 500
0

50

100

150

TEC (TECU)

Lo
ck

 p
oi

nt
 b

ia
s 

(m
)

E-L=0.0667chip
E-L=0.15chip
E-L=0.3chip

0 100 200 300 400 500
0

10

20

30

40

50

60

70

TEC (TECU)

P
ha

se
 s

hi
ft 

(d
eg

re
e)

(a)

(b)

(c)

Fig. 38.8 E5 distortions
versus TEC a correlation loss
b code tracking bias c carrier
tracking bias

450 Y. Liu and Y. Chen



bandwidths, different spectrum shapes, and different TEC values. The results
indicate that: (1) The ionosphere dispersion produces severe distortions on
wideband signal waveforms and correlation functions, and thus leads to non-
negligible biases in receiver code phase tracking and carrier phase tracking; (2)
The distortions due to the ionosphere dispersion increase as the bandwidth or the
TEC increases; (3) The split spectrum is more susceptible to the ionosphere dis-
persion than the centralized spectrum; (4) It is recommended for the wideband
GNSS signal receiver to compensate for the ionosphere dispersion in order to
reduce the code phase and carrier phase tracking biases.
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Chapter 39
Analysis on Correction Accuracy
of Ionospheric Model for BeiDou System

Wenjun Zhao, Qing Gao and Daliang Gong

Abstract The ionospheric error is the main error sources affecting positioning
accuracy for single-frequency users. Parameters of ionospheric model are broad-
cast by satellite navigation systems for users, so the correction accuracy of the
model has direct impact on positioning results. Based on continuous monitoring
stations, Beidou system calculated and broadcast 8 parameters of Klobuchar under
the geographic coordinate system, and they are updated every 2 h. In order to
scientifically evaluate the correction effect of Beidou ionospheric model, firstly,
the ionospheric model accuracy of different time periods and different latitudes
was analyzed through the basis of GIM model provided by CODE based on
Beidou latest observations. Secondly, the following positioning modes were cal-
culated respectively. (1) Single frequency positioning without ionospheric cor-
rections of Beidou. (2) Beidou Single-frequency ? Beidou K8 model. (3) Beidou
Single-frequency ? GPS K8 model. The effect of residual ionospheric corrections
was analyzed for positioning results. The results show that the northern hemi-
sphere is better than the southern hemisphere for the accuracy of Beidou iono-
spheric model. Mid-latitudes regions can get the best correction, and the RMS of
correction residuals was average about 0.6 m, and it showed a decreasing trend to
the low-latitude and high-latitude regions. Beidou K8 model is better than GPS K8
model for single frequency positioning in Beijing.
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39.1 Introduction

With the development of GNSS positioning technology, ionospheric delay
becomes one of the most serious error sources affecting GNSS measurements
[1–4]. For GPS L1 pseudorange, the zenith direction ranging error caused by
ionospheric delay is about 5–15 m on daytime in mid-latitudes regions, and about
3 m in the evening. But the effect can be up to hundreds of meters at the peak of
solar activity. For dual-frequency receiver, the first-order term impact of the
ionosphere can be eliminated by a combination of dual-frequency. For single-
frequency receiver, it is only through differential or ionospheric correction model.
Common models are Klobuchar model, NeQuick model, IRI2007 model and so on.

The correction effect of Ionospheric model has a direct impact on the posi-
tioning result. GPS broadcast 8 parameters of Klobuchar based on geomagnetic
coordinates, and they are updated once a day, so the correction accuracy is about
60 % [5, 6]. Galileo system uses Nequick model, and designed correction accuracy
is 70 % or less than 20 TECU in slant correction. BD II system uses 8 parameters
Klobuchar model under the geographic coordinate system. Ionospheric delay of
satellite-station direction and combination observations of satellite receiver and
hardware delay can be get by the use of dual-frequency pseudorange, and satellite
and receiver hardware delay can be deducted in combination observations, then the
VTEC of corresponding puncture point can be get through projection function.
The eight parameters can be solved with the VTEC as model observables, and it is
broadcast to users. GPS ionospheric model has been researched sufficiently, but
parameters meaning and calculating strategies are different for Beidou and GPS, so
it is necessary to analyze the effect of the ionosphere model of Beidou system,
which can provide a reference for the user and can provide data to support the
construction of a global system. Firstly, the difference of ionospheric model
parameters for Beidou and GPS was introduced. Secondly, the correction formula
is given for Beidou regional ionospheric model. Then the ionospheric model
accuracy of different latitudes was analyzed through the basis of GIM model
provided by CODE. Lastly, the effect on positioning result was analyzed for
correction accuracy of Beidou ionospheric model.

39.2 Ionospheric Model of Beidou

Beidou system uses eight parameters (an, bn, n ¼ 1; 2; 3; 4) Klobuchar model
under geographic coordinates. Vertical ionospheric delay of B1I can be calculated
as follows [7, 8]:

IzðtÞ ¼
5� 10�9 þ A2 cos

ffi
2pðt � 50;400Þ

A4

�
; jt � 50;400j\A4=4

5� 10�9 jt � 50;400j �A4=4

8
<

: ð39:1Þ
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where, Iz is the vertical zenith ionospheric delay, the unit is second, and the
corresponding frequency is B1. t is time of intersection between the line of receiver
to satellite and the ionosphere (in the range of 0–86400), the unit is second. For
different frequencies, they need to take a frequency-dependent factor k(f).

A2 is the amplitude of the cosine curve on the day, they are calculated by an

coefficients.

A2 ¼
X3

n¼0

an /Mj jnA2 [ 0

0 A2\0

8
><

>:
ð39:2Þ

A4 is the period of a cosine curve in seconds, they are calculated using the
coefficients bn.

A4 ¼

1;72;800 A4� 1;72; 800
P3

n¼0
bn /Mj jn 1;72;800 [ A4� 72;000

7;200 A4\72;000

8
>>><

>>>:
ð39:3Þ

where, /M is the latitude of puncture point, and its unit is radians. /M and kMcan
be calculated as follows:

/M ¼ arcsinðsin /u cos wþ cos /u sin w cos AÞ ð39:4Þ

kM ¼ ku þ arcsin
sin w sin A

cos /M

� �
ð39:5Þ

where, /u is the geographic latitude of user in radians. ku is the geographic
longitude of user in radians. A is satellite azimuth in radians. w is geocentric
opening angle between user and puncture in radians which is calculated as follow:

w ¼ p
2
� E � arcsin

R

Rþ h
cos E

� �
ð39:6Þ

where, R is the radius of the Earth, and the value is 6,378 km. E is satellite
elevation angle in radians. h is the height of the ionosphere monolayer, and the
value is 375 km.

IzðtÞ can be converted to IB1IðtÞ through IB1IðtÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� R

Rþh�cos Eð Þ
p � IzðtÞ:

39.3 Evaluation on Correction Effect of Beidou
Ionospheric Model

Ionosphere may be affected by both solar activity and the earth’s magnetic field.
The effect was different in different latitudes and different time periods, which
showed significant spatial and temporal characteristics. Based on the measured
data of Beidou, the characteristics of ionosphere were analyzed in detail.
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39.3.1 Analysis of Correction Accuracy for Different
Latitudes Regions

In order to investigate the correction accuracy of Beidou ionospheric model in
different geographic regions, north latitude 0�, 15�, 30�, 45�, 60� and east longi-
tude 90� , 105�, 114, and 125� were selected. The RMS of correction residual were
shown in Figs. 39.1, 39.2, 39.3, 39.4 and Table 39.1.

From Table 39.1 and Figs. 39.1, 39.2, 39.3, 39.4, the following conclusions can
be drawn:

1. The accuracy of the model in the mid latitudes was better than low latitudes and
high latitudes, its RMS of correction residuals was about 0.6 m.

2. In the mid-latitudes, the correction accuracy was decreased from east longitude
90 � to 125 �, and the maximum RMS was within 1.5 m.

Fig. 39.1 East longitude 90�
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Fig. 39.2 East longitude 105�

Fig. 39.3 East longitude 114�
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39.3.2 Analysis of Correction Accuracy for Different
Observation Periods

Data comes from URUM, BJFS, SHAO, WUHN and KUNM, which are parts of
15 CORS stations of Wuhan University. Each station used measuring receivers.
Measuring time was in July 2012. The height of cut-off angle was 5�, and the
sampling interval is 30 s.

Firstly, based on parameters of ionospheric model from receivers, ionospheric
delays were calculated in the view direction for all visible satellites. Secondly,

Fig. 39.4 East longitude 125�

Table. 39.1 The statistic result of correction residuals of Beidou K8 model

Lat Lon

90 105 114 125

60 1.469 1.412 1.390 1.377
45 0.556 0.583 0.618 0.653
30 0.876 0.932 0.967 1.003
15 0.895 0.968 1.026 1.101
0 1.256 1.110 1.023 0.935
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ionospheric delays were computed in the view direction using GIM model pro-
vided by CODE,which was considered as the reference value for Beidou K8
model. Finally, the correction rate of the Beidou K8 model relative to GIM model
was computed.

In the analysis, the observation period is divided into two periods during the day
and night, the results shown in Fig. 39.5.

In Fig. 39.5, correction rate of Beidou K8 model was generally above 70 %,
and its mean was about 80 %. Correction rate in night was higher than day.

In order further analyze effect of time on ionospheric correction accuracy, the
grids of 2� 9 2� were designed from east longitude 60� to 160� and north latitude
60� to north latitude 60�. Tow time periods of July 22, 2012 19:00 and 07:00 in
UTC were selected, which were corresponding to 15:00 (day) and 03:00 (night) in
Beijing time. The RMS of correction residual of Beidou K8 relative to GIM was
computed in meters. The results were shown in Figs. 39.6 and 39.7.

As can be seen from Figs. 39.6 and 39.7, the correction accuracy of Beidou K8
was within 1 m. The correction accuracy in night was better than day.

39.3.3 Analysis of Impact on User Positioning

Data came from measuring receivers on Beijing stations, which included B1I, B2I,
GPS L1 and GPS L2. Measuring time was in July 22, 2012 17:50:00 to July 23,
2012 18:10:00. The height of cut-off angle was 5�, and the sampling interval is 1 s.

Based on the original observation data and ephemeris information, respectively,
the following positioning modes were computed: (1) Single frequency positioning

-50.00%
-40.00%
-30.00%
-20.00%
-10.00%
0.00%

10.00%
20.00%
30.00%
40.00%
50.00%
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BJFS_day

BJFS_night
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SHAO_night

WUHN_day

WUHN_night

KUNM_day

KUNM_night

Fig. 39.5 Analysis of correction effect for Beidou K8 model
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without ionospheric corrections of Beidou. (2) Beidou Single-frequency ? Beidou
K8 model. (3) Beidou Single-frequency ? GPS K8 model. (4) Beidou dual fre-
quencies. All epochs were sorted and taking the 95 % as results. Results are shown
in Table 39.2 and Fig. 39.8, 39.9, 39.10.

The black box in figure was part of the night 00:00–04:00 in GMT. The results
can be drawn:

1. Without correction of ionospheric model, the positioning accuracy of Beidou
single-frequency was worse than dual-frequency, and the ionospheric errors on
B2 frequency was larger than B1. Single-frequency positioning accuracies of
B1 and B2 were greatly improved 5.6 and 11.1 m respectively using Beidou K8
model.

2. Beidou K8 model was better than GPS K8 model for single frequency posi-
tioning in Beijing.

Fig. 39.6 15:00 in Beijing time
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Fig. 39.7 03:00 in Beijing time
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Fig. 39.8 Positioning error using different ionospheric model for B1
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Table 39.2 Statistics of positioning based on the different ionospheric models

Positioning mode Positioning error (95 %, m)

Level Elevation Position

B1+BD K8 4.0 8.03 8.91
B1+GPS K8 4.26 9.32 10.2
B1 without ionospheric correction 4.76 14.1 14.53
B2+BD K8 4.46 7.71 8.82
B2+GPS K8 4.85 9.19 10.05
B2 without ionospheric correction 6.46 19.64 19.89
B1+B2 5.89 12.09 13.07
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Fig. 39.9 Positioning error using different ionospheric model for B2
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Fig. 39.10 Comparison of positioning error between Beidou single frequency and dual-frequency
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3. Positioning accuracy of dual-frequency was worse than single frequency, which
indicated that the amplifying error by dual-frequency combination was larger
than residual error of ionospheric model.

39.4 Conclusion

In this paper, 15 CORS stations of Wuhan University and Beidou measuring data
in Beijing were used. Based on GIM provided by CODE, Beidou regional iono-
spheric model was quantitatively analyzed. The results are as follows:

1. In Beijing test, correction rate of Beidou K8 model was generally above 70 %,
and its mean was about 80 %. Correction rate in night was higher than day.

2. The accuracy of the model in the mid latitudes was better than low latitudes and
high latitudes, its RMS of correction residuals was about 0.6 m. In the mid-
latitudes, the correction accuracy was decreased from east longitude 90� to
125�, and the maximum RMS was within 1.5 m.

3. Single-frequency positioning accuracies of B1 and B2 were greatly improved
5.6 m and 11.1 m respectively using Beidou K8 model, and Beidou K8 model
was better than GPS K8 model for single frequency positioning in Beijing.
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Chapter 40
Optimization of GEO Navigation Satellite
Station Shifts Impulsives

Ying Liu, Guoqiang Zhao and Jing Li

Abstract In order to increase system availability,optimization of control of the
drift orbit of GEO navigation satellites for station shifts is studied. Given the orbit
drift time, comparing to the traditional method that adjusts phase by changing the
semimajor axis, we employ the primer vector theory and assess the whole
improvement process. The detailed algorithm is presented to determine the
number, time, and position of the impulsives. At the end of program, The
numerical optimization method BFGS is used to improve the model. As shown by
the problem analyzed, we can get better result by applying the presented method.

Keywords GEO station shifts � Primer vector theory � Trajectory optimization

40.1 Introduction

After a Geostationary Earth Orbit (GEO) navigation satellite is positioned at the
initial geostationary orbit, station shifts will take place due to various reasons and
the satellite and change the subsatellite longitude. Considering the key role of
GEO satellites in Beidou navigation satellite constellation, it is of high significance
to study issues related to drift control for the GEO satellites station shifts because
this shall help save satellite propellants, increase the availability of GEO satellites
and thus increase the overall system availability of the system.The literatures [1–3]
introduce the traditional method of orbit control in detail. The traditional method
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adjusts the orbit semimajor axis and changes the relative angular velocity. Thus the
satellite moves to the target position. Another orbit control is performed to reduce
the satellite’s relative drift speed and it is reinserts into another GEO. Given the
mission requirements, different strategies are designed corresponding to different
time durations.

Given the orbit drift time duration, the initial and the target position vector are
specified. The essence of the traditional control strategy is to solve the Lambert
problem. The literature [4] tells that the Lambert solution is not the optimal result
of two position vector as the transfer time is fixed. The optimal trajectory should
satisfy the necessary condition of the primer vector. The paper also gives the
improvement process. The literature [5] analyze the optimization of evasion
maneuvers. The literature [6] apply the feature to search the optimal multi-impluse
launch opportunites.

We apply the primer vector theory to improve the GEO navigation satellite
station shifts and present the detailed calculation procedure. The BFGS numerical
method is employed to optimize the fuel consumption.

40.2 Primer Vector Theory

40.2.1 Problem Formulation

The primer vector is introduced by Lawden [4] in 1963. The primer vector is
defined to be the costate variable associated with the velocity vector’s. Consider
the problem that the spacecraft is subject only to the central force of the Earth
gravity and the thrust of its own propulsion system.

_r ¼ v ð40:1Þ

_v ¼ gþ Cu g ¼ � l
r3

r ð40:2Þ

_J ¼ C ð40:3Þ

where r and v denote the position and velocity vectors in the Earth centered inertial
system. The Earth’s gravitational constant is denoted by l and its value is
398600.14 km3/s2. U is thrust acceleration 0 B U B Umax and u is the unit vector
of control variables. For the assumption that the velocity change is finished at the
negligible duration, the thrust capability of the satellite is not bounded and can be
replaced by an impulsive without in any way affecting its position. That is U = 0
or U ? ?. Generally, J is the characteristic velocity to be minimized expressed
by
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Jðtf Þ ¼
Z tf

t0

Cdt ð40:4Þ

where t0 and tf denote the initial and final time, respectively. Equation (40.1)–(40.3)
is the formulation of the satellite under the control of gravity and thrust.

To obtain the optimal fuel consumption solution, we should solve the optimal
control problem in the interval of t0 B t B tf.

40.2.2 Necessary Conditions for Optimal Orbit Transfer

According to the dynamic Eq. (40.1)–(40.3), the Hamilton function is constructed as

H ¼ kT
r vþ kT

v gþðkT
v uþkJÞC ð40:5Þ

The symbol kr, kv, kJ denote the corresponding costates of r,v and J, respec-
tively. The costate equation is as follows

_kr ¼ �
oH

or
¼ �GðrÞkv ð40:6Þ

_kv ¼ �
oH

ov
¼ �kr ð40:7Þ

_kJ ¼ �
oH

oJ
¼ 0 ð40:8Þ

where G(r) is called the Gravity Gradient Matrix

GðrÞ ¼ lð3rrT � r2IÞ=r5 ð40:9Þ

and I is the identity matrix.
Due to the Pontryagin Maximization (or Minimization) Principle, kr and kv are

determined by the boundary conditions. And

kJ ¼ �1 ð40:10Þ

To maximizing the function (40.5), the dot product kv u should be maximized.
So the direction of kv and u should be aligned. We denote kv by p and call it the
Primer Vector. According to the Eq. (40.7), we have

_pðtÞ ¼ �krðtÞ ð40:11Þ

The Hamilton function is formulated as
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H ¼ pT g� _pTvþ ðp� 1ÞC ð40:12Þ

In the situation of impulsive U??, (p–1) U should always be zero to make the
expression meaningful. So the Eq. (40.12) can be written as

H ¼ pT g� _pT v ð40:13Þ

The primer can be obtained by solving the equation as follows

€pðtÞ ¼ GðrÞp ð40:14Þ

The following conditions must be satisfied over an optimal trajectory:

(1) The primer can be obtained by eq. (40.14). The primer and its first time
derivative must be continuous everywhere.

(2) The magnitude p of the primer must not exceed 1 on the trajectory and
p = 1 at the impulsive time.

(3) The impulsive direction must be aligned with the primer at the time.
(4) Due to the condition (2), The primer reaches a maximum at all interior

impulsives. _p ¼ _pT p ¼ 0.

40.3 Optimization Procedure of Orbit Transfer Design

Necessary conditions are already given in the previous section for optimal
impulsive transfer orbit. The current section shall explain how to transform a non-
optimal orbit into an optimal orbit. Lion and Handelsman demonstrated how to get
an approaching solution to provide first-order propellant consumption with a
method encompassing increase of intermediate impulsives and terminal glide, thus
improving non-optimal impulsive orbits, when the main vectors computed for the
non-optimal orbits do not meet necessary conditions. An iterative process is
established to get solutions to converge to the necessary conditions.

40.3.1 Calculation of the Primer Vector

A reference trajectory should be ready before the primer vector calculation. The
reference trajectory is usually not optimal. We calculate the primer vector along
the nonoptimal orbit. Usually the lambert solution is used between the two point.

p0 ¼
DV0

jDV0j
pf ¼

DVf

jDVf j
ð40:15Þ

where p0 and pf denote the primer vector at the initial and final time. DV0 and DVf

denote the characteristic velocity at the initial and final time.
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From the Eq. (40.14), the primer vector can be calculated by the transition
matrix.

pðtÞ
_pðtÞ

ffi �
¼ /11 /12

/21 /22

ffi �
p0
_p0

ffi �
ð40:16Þ

and we have

_p0 ¼ /�1
12 pf � /11p0

� �
ð40:17Þ

So we have known the initial primer vector state p0, _p0. Using the eq. (40.16),
we can obtain the primer vector state at any time on the trajectory.

40.3.2 Procedure of Optimization

(1) Given the initial position, the final position and the orbit drift time, we can
acquire the initial solution of the primer vector and the transition matrix.

(2) Then we check the primer magnitude of the whole trajectory. If the primer
magnitude p(t) exceeds 1 at the interior point, the two impulsive transfers
are not optimal. We should add the third impulsive at the time tm when the
magnitude p(t) is maximized.

drm ¼ cA�1 pm

jpmj
ð40:18Þ

where

A ¼ /22 tm; tf
� �

/�1
12 tm; tf

� �
� /22 tm; t0ð Þ/�1

12 tm; t0ð Þ ð40:19Þ

c ¼
b DVf

jDVf j � a DV0
jDV0j � 1

a � a� ða�DV0Þ2

jDV0j2
h i

jDV0j
þ

b � b� ðb�DVf Þ2

jDVf j2
h i

jDVf j

ð40:20Þ

a ¼ /�1
12 ðtm; t0ÞA�1 pm

jpmj
ð40:21Þ

b ¼ /�1
12 ðtm; tf ÞA�1 pm

jpmj
ð40:22Þ

We can get tm and pm by check the trajectory process. And the transition matrix
A can be calculated by the corresponding pieces of trajectory.

(3) Then we should slove two Lambert problems. One is the trajectory that is
from the initial position to the position rm þ drm. And the corresponding
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time duration is tm - t0. The other trajectory is from the position rm þ drm

to the end position. Now we get a three impulsive trajectory and we can
make the characteristic velocity smaller by adjusting the interior impul-
sive’s time and position. And the descent value can be expressed by

dJ ¼ ðpþm � p�mÞdrm � ðpþmVþm � p�mV�mÞdtm ð40:23Þ

The labels ‘‘+’’ and ‘‘–’’ denote the state before and after the impulsive.

(4) We check the primer magnitude of the whole trajectory again. If the primer
vector satisfy the neccsary condition. Then the iteration process ends. Or
the same improvement iteration should continue.

40.3.3 Numerical Optimization Algorithm

We propose the Broyden–Fletcher–Goldfarb–Shanno (BFGS) optimization algo-
rithm with numerical stability.

(1) Given the initial point xð1Þ and the tolerance tol.
(2) The matrix H1 is the identity matrix. Calculate the gradient at xð1Þ.

(3) Make dðkÞ ¼ �Hkgk.
(4) From make one-dimension search at xðkÞ,

f ðxðkÞ þ kkdðkÞÞ ¼ min
k� 0

f ðxðkÞ þ kdðkÞÞ

and

xðkþ1Þ ¼ xðkÞ þ kkdðkÞ.

(5) Check convergence criterion. If
f ðxðkþ1ÞÞ�f ðxðkÞÞj j

f ðxðkþ1ÞÞj jþ f ðxðkÞÞj j\
tol
2 is satisfied, then stop

the iteration. The end point is xðkþ1Þ. Or continue the procedure (6).
(6) Make gkþ1 ¼ rf ðxðkþ1ÞÞ; pðkÞ ¼ xðkþ1Þ � xðkÞ; qðkÞ ¼ gðkþ1Þ � gk . Calculate

Hðkþ1Þ using BFGS formula.

Hðkþ1Þ ¼ Hk þ
pðkÞpðkÞT

pðkÞT qðkÞ
�HkqðkÞqðkÞT HT

k

qðkÞT HkqðkÞ
þ qðkÞT HkqðkÞ
h i

uuT

u ¼ pðkÞ

pðkÞT qðkÞ
� HkqðkÞ

qðkÞT HkqðkÞ

The iteration continues until the specified number is achieved. Or return the
procedure (3).
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40.4 Numerical Example

Assume the satellite is at the initial position (Fig. 40.1) at the beginning. The phase
difference between the target position and the initial position is h. For computing
convenience, the quantities about length, time, are nondimensionalized by GEO
radius (42164 km), period (86164 s) and thus l is 4p2. The initial position vector
is (1,0,0), h is 288�. The orbit drift time duration for station shifts is 2.3.

Computing the Lambert problem and we get the following parameters.

The first impulsive time: 0
The first impulsive vector: (0.5443, 0.3857, 0)
The second impulsive time: 2.3
The second impulsive vector: (–0.1987, –0.6369,0)
The whole impulsive magnitude: 1.3343

The primer magnitude varies as the following figure (Fig. 40.2).
According to the primer vector theory, an impulsive should be added at the time

where the primer magnitude is maximal. Finishing the process and the primer
magnitude is as Fig. 40.3.

In the later part of Fig. 40.3, the primer magnitude still exceeds 1 obviously. So
another impulsive is added and the BFGS algorithm is performed to optimize the
whole trajectory. The final primer magnitude trajectory is as Fig. 40.4.

From the Fig. 40.4, we can see that the primer magnitude is always not exceeds
1. The necessary conditions of optimal trajectory are satisfied. The final result is
that the optimal station shifts should perform 4 impulsives. The characteristic
velocity is 1.1884 and it is 0.1459 less than the two-impulsive station shifts. It is
about 704 m/s after transformed into international standard. The four impulsives
are summarized as follows:

The first impulsive time: 0
The first impulsive vector: (0.1815, 0.3987, 0)
The second impulsive time: 0.7941
The second impulsive vector: (0.0905, -0.1273, 0)
The third impulsive time: 1.5059
The third impulsive vector: (0.1498, -0.0483, 0)

θ
initial position

target position
Fig. 40.1 GEO satellite
station shifts
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The fourth impulsive time: 2.3
The fourth impulsive vector: (-0.3221, -0.2950, 0)
The whole impulsive magnitude: 1.1884
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40.5 Conclusion

The paper focuses on optimization of GEO Navigation Satellite station shifts
impulsives. According to the nonoptimal orbit drift trajectory, we employ the
primer vector theory and present the detailed algorithm to determine the number,
time, and position of the impulsives. Combining the numerical optimization
method BFGS, we can get better orbit drift strategies for station shifts and reduce
fuel consumption.
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Chapter 41
A New Designed Navigation Microstrip
Patch Antenna with Air Back Cavity

Liu Zheng and Li Feng

Abstract In this paper a new designed microstrip patch antenna with air back
cavity will be mentioned, compared to the common microstrip patch antenna, it
improves the narrow bandwidth and the poor radiation efficiency. The low pre-
cision machining requires and the flexible structure in project make the new
antenna very fit to the multiband satellite navigation receivers. By the electro-
magnet simulation software HFSS, the scientific of this new design will be proved
firstly for this paper, and a prototype will be produced to test and to prove the
feasibility. The new designed microstrip patch antenna might widely replace the
common microstrip patch antenna in many navigation applications.

Keywords Microstrip patch antenna � Air back cavity � Bandwidth � Radiation
efficiency � Miniaturization

41.1 Introduction

Microstrip patch antennas were first proposed in the early 1970s and since then a
plethora of activity in this area of antenna engineering has occurred, probably
more than in any other field of antenna research and development. Microstrip
patch antennas have several well-known integrated over other antenna structures,
including their low profile and hence conformal nature, light weight, low cost of
production, robust nature, and compatibility with microwave monolithic integrated
circuits and optoelectronic integrated circuits technologies [1]. Because of these
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merits, forms of the microstrip patch antenna have been utilized in satellite nav-
igation terminals for GPS, BD 2. generation, etc.

Despite the previously mentioned features, microstrip patch antennas suffer
from several inherent disadvantages of this technology in its pure form, namely,
they have small bandwidth and relatively poor radiation efficiency resulting from
surface wave excitation and conductor and dielectric losses. With our self-
developed BD2 navigation system got into the practical stage, multiband navi-
gation receivers become more popular today. That needs a greater bandwidth, a
higher gain for every navigation frequency, and better circular polarization char-
acteristics from the navigation antennas urgently. In particular, the design
requirements for miniaturization, the designers use more high dielectric constant
materials for the microstrip patch antennas, this will result in a further decline
bandwidth and radiation efficiency of the microstrip patch antennas.

The impedance bandwidth of the microstrip patch antennas can be extended
with a wideband feed network, but not for the radiation bandwidth. Even because
of the use of the feed network, the radiation efficiency of the antennas will be
lower. If the received navigation signal is poor, a low gain from the navigation
antenna makes the low sensitivity navigation receiver, which is designed for high
dynamic application, not work in normal state. A main design for multiband
navigation antennas is the aperture stacked microstrip patch antenna. But it is only
fit for receive the signals with those center frequencies far away from each other,
otherwise there is a crosstalk between the antennas on every substrate. The design
of stacked microstrip patch antenna dose not extend the bandwidth of single patch
on every substrate, there is no redundancy when the antennas work in a dramatic
changed ambient temperature. In those applications the dielectric constant of the
substrate will change, and it makes the work frequency bandwidth of the antenna
change too. In this situation, the bandwidth of the microstrip patch antenna may
not include the signal bandwidth without redundancy.

For the abovementioned disadvantages of common microstrip patch antennas,
this paper presents a new designed microstrip patch antenna with a air reflection
back cavity. The new designed microstrip patch antenna will be slightly larger than
a common one, when they are printed on the same substrates. But it has much
wider bandwidth for impedance and circular polarize radiation, and much higher
radiation efficiency.

41.2 A New Designed Microstrip Patch Antenna with Air
Back Cavity

41.2.1 Antenna’s Structure and Work Principle

A microstrip patch antenna is a resonant-style radiator so one of its dimensions
must be approximately kg=2, where kg is a guided wavelength taking into
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consideration the surrounding environment of the printed antenna. It is apparent
that the properties of the substrate, namely, its dielectric constant, er and its height
play a fundamental role in the performance of the printed antenna. For a detailed
explanation of how a microstrip patch antenna conceptually operates in terms of
equivalent slots, etc., please consult one of the many articles on this subject [2].

The microstrip patch antenna mounted on the low dielectric constant material is
physically bigger than the antenna on the high dielectric constant laminate. It has a
larger collecting area and therefore greater directivity. The directivity slightly
increases as the thickness increases because of the increasing volume of the
antenna. Please note that efficiency is not included. The higher the dielectric
constant, the more power is lost to the surface wave and therefore the antenna is
less efficiency. Please note there are no surface waves excited for the case when
er ¼ 1. The thicker the material is, or the lower the dielectric constant, the greater
the bandwidth [1].

So when a design of microstrip patch antenna requires a wideband, high
radiation efficiency, and in a small size, the thickness of the antenna must be
increased, simultaneously the equivalent permittivity of a high dielectric constant
substrate must be reduced. A popular design today to change the equivalent per-
mittivity of the microstrip patch antenna is the application of two stacked substrate
with different dielectric constant. But because of the thickness norm up to the
microwave materials facilities, the antenna engineers could not use two stacked
substrate to get the ideal dielectric constant as they want for a microstrip patch
antenna. And the thinner the material is, the greater the loss of radiation efficiency.
The dielectric constant of air is 1, and the thickness of the air can be controlled
with design of structure. When the air is stacked with a high dielectric constant, an
ideal equivalent permittivity for a microstrip patch antenna could be achieved
easily.

Because of the loss of electromagnetic signals is very low in the air, if only an
air layer stacked back to the substrate, the rear and lateral radiation could be more.
It is not conducive to anti-multipath reception, if the front to back ratio of the
antenna is too small. Therefore the new designed microstrip patch antenna men-
tioned in this paper changes the air layer into an air cavity by the structure. This
change can not only reduce the radiation to rear and lateral, but also reflect the rear
radiation to front; thereby the radiation efficiency and the front gain of the antenna
can be improved a lot.

By the abovementioned two steps, the thickness of the microstrip patch antenna
will be increased without more electromagnetic loss in the stacked substrates, and
the equivalent permittivity could be lowered. The directivity of the microstrip
patch antenna can be greater, the radiation efficiency can be higher, and the
bandwidth of impedance and circuit polarized radiation gain can be much wider.
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41.2.2 Analysis by Electromagnet Simulation Software

The numerical methods for analysis of microwave were proposed in 1960s. Based
on that, the first microwave EDA software HFSS (High Frequency Structure
Simulator) from American company ANSOFT was born in 1980s. Nowadays the
microwave EDA software is already becoming the most powerful and basic tools
for the engineers in design of antennas, microwave circuits, and electromagnetic
compatibility. As a three-dimensional electromagnetic simulation software, the
HFSS analysis microwave engineering problems with finite element method
(FEM). The HFSS has the unparalleled accuracy and reliability of the simulation,
the fast simulation speed, the easy-to-use operator interface, and the stable, mature
technology adaptive meshing. As a best choice of microwave design tools and
standards, HFSS was widely used in aviation, aerospace, electronics, semicon-
ductor, computer, communications and other fields, increases the design efficiency
for many different microwave structures.

The author of this paper modeled a microstrip patch antenna with the above-
mentioned air back cavity structure in HFSS, according to structural requirements
of a real project. The high dielectric constant laminate is AD1000 from American
Arlon with er is 10.9; the thickness of the air back cavity is 3 mm. A common
microstrip patch antenna was also modeled with the same laminate for contrast
verification. In this project, a microstrip patch antenna with center frequency in
1,575 MHz, and works for the navigation frequencies GPS L1 (1,575 MHz),
GLONASS L1 (1,602 MHz) and BD2 B1 (1,561 MHz) will be required. The
material of the main structure of the antenna is aluminum, and the antenna cover
will be made in PTFE.

According to the requirements in this project, the 3D model in HFSS of the new
designed microstrip patch antenna with air back cavity will be shown in Fig. 41.1
(left). At the same time, the 3D model of the common microstrip patch antenna of
the same dielectric constant laminate will be shown in Fig. 41.1 (right) also.

The two microstrip patch antennas are both designed in form rectangle; diag-
onal is cutaway for circular polarize radiation; single fed point is set to be match
the impedance, and easy to obtain the property of the antenna. Among them, the
substrate of the microstrip patch antenna with an air back cavity has a 60 mm side
length, and the substrate of the common microstrip patch antenna has a 50 mm
side length, 44 % shorter. The two antennas have the same size aperture.

By the software HFSS, a full wave simulation respectively computing is done
for the two models. Figure 41.2 shows the -10 dB return loss bandwidth
(impedance bandwidth) results of the two models.

The new designed microstrip patch antenna has a 132 MHz impedance band-
width covering at least from 1,523 MHz to 1,655 MHz, and the common micro-
strip patch antenna on the high dielectric constant laminate has a 35 MHz
impedance bandwidth. It is only 26.5 % to the new designed antenna.

Using the RealizedGainRHCP (realized gain is four pi times the ratio of an
antenna’s radiation intensity in a given direction to the total power incident upon
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the antenna port) in the result options, the 3 dB peak gain in front bandwidth can
be obtained. And the results of Axial Ratio bandwidth of the two antennas, which
is usually to be an indicator of the circular polarization judgment, can be also
obtained.

Figure 41.3 shows the RealizedGainRHCP and Axial Ratio bandwidth simu-
lation results of the two models.

By the results comparing from the Fig. 41.3, the 3 dB gain bandwidth of the
common microstrip patch antenna is 33 % to the microstrip patch antenna with air
back cavity, and the 6 dB circular polarization axial ratio is 26.7 %. The micro-
strip patch antenna with air back cavity has a very good circular polarization and
higher gain in the whole work band. It can be used in the dramatic changing
environmental temperature, and always covering the signal’s frequency band.

The main reason of a higher gain of the new designed microstrip patch antenna
is not upon the bigger substrate’s size, but the reflection of rearward radiation, and
the higher radiation efficiency. By the software HFSS, the antenna parameters at
1,575 MHz can be obtained. The radiation efficiency of the new designed mi-
crostrip patch antenna is 96.1 %, and the other one is 82.3 %; the front to back
ratio of the new designed antenna is 34.5, and the other one is 17.4, as shown in
Fig. 41.4. With the comparing between the two group parameters, the correctness
of these reasons above can be confirmed.

Fig. 41.1 3-D model in HFSS: new designed microstrip patch antenna with air back cavity (left)
and the common microstrip patch antenna (right)

Fig. 41.2 Curve: return loss simulation results of the new designed microstrip patch antenna
with air back cavity (left) and the common microstrip patch antenna (right)
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To further prove that the air back cavity is truly reflects the rearward to front,
the aperture side length of the antenna will be extended to 180 mm, and the air
back cavity depth will not be changed. At this time, the peak gain of the new
designed antenna is far higher than the common antenna, and the main lobe is
narrower too. This can prove that the radiation directivity of the microstrip patch
antenna with air back cavity is much greater than common microstrip patch
antenna, because the air back cavity can reflect the rearward radiation forward.

The RHCP gain results of the two antennas are shown in the Fig. 41.5. The
peak gain of the microstrip patch antenna is higher than common one almost 3 dB,
and the main lobe width narrower almost 10�.

The compared results above proved that, the new designed microstrip patch
antenna mentioned in this paper has a much better performance than the common,
but with a bigger size. According to the actual structure of the project size
requirements for the new microstrip patch antenna’s back cavity depth adjustment
for compromise design, also in engineering this design reflects the flexibility
advantages.

Fig. 41.3 Curve: the bandwidth of the RealizedGainRHCP and the axial ratio simulation results
of the new designed microstrip patch antenna with air back cavity (left) and the common
microstrip patch antenna (right)

Fig. 41.4 Data: the antenna parameters simulation results of the new designed microstrip patch
antenna with air back cavity (left) and the common microstrip patch antenna (right)
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41.2.3 Analysis of the Air Back Cavity Depth

By the software HFSS, the air back cavity depth of the microstrip patch antenna
model will be changed without changing other parameters, from the simulation
analysis found that: the center frequency of the antenna will work lower with the
decreasing depth of the air back cavity, as the bandwidth is narrower. Of cause
with the changing structure of the antenna without changing the fed position and
notching size will cause the performance poor. But in this paper, the effect
between the cavity depth and the antenna performance is the main research pri-
orities. Therefore the changed antenna model will not be optimized.

Since this space limitations, not to list all the simulation results after every
change of the air back cavity depth. Figure 41.6 shows the return loss simulation
result when the air back cavity depth changed to 0.2 mm.

Figure 41.6 shows that, with the air back cavity depth decreasing the equivalent
permittivity will be higher, and the center frequency of the same size antenna
moves from 1,575 MHz to 1,326 MHz. The microstrip patch antenna size can be
reduced to optimize the center frequency to 1,575 MHz again. If the air back
cavity depth changes to 0 mm, the microstrip patch antenna is same as a common
microstrip patch antenna. By the air back cavity depth decreasing, the new
designed antenna’s performance will approach the common microstrip patch
antenna’s, the bandwidth will be narrower, But the radiation efficiency is still
much higher than the common microstrip patch antenna’s with only 0.2 mm air
back cavity depth.

Figure 41.7 shows the antenna parameters at frequency 1,326 MHz after the
changing of the air back cavity depth. From the parameters found that, although
the antenna is not optimized to the best performance at this frequency, the radi-
ation efficiency is still higher than 90 %; because of the reduced reflection by the
decreased air back cavity depth and the poor circular polarization, the front to back
ratio is only 14.32.

Fig. 41.5 Curve: gain directivity simulation results of the new designed microstrip patch
antenna with air back cavity (left) and the common microstrip patch antenna (right)
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41.3 Product Verification

A prototype of the new designed microstrip patch antenna with air back cavity as
the model shown in Fig. 41.1 was produced firstly, the materials and the structure
are all the same as the model. From the simulation found also that, the metal
surface roughness of the air back cavity is not important for the model. Therefore
for the precision requirement is not very high.

The impedance and radiation bandwidth in the test results of the new designed
microstrip patch antenna prototype are almost same as the simulation results.
A GNSS navigation receiver with the antenna prototype can get very good CNR

Fig. 41.6 Curve: return loss simulation result with a 0.2 mm air back cavity depth

Fig. 41.7 Data: the antenna
parameters simulation result
with a 0.2 mm air back cavity
depth at 1,326 MHz
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(carrier noise ratio), what can prove the design of the microstrip patch antenna
with air back cavity is scientific and feasible.

41.4 Conclusion

In this paper, for the narrow bandwidth and low radiation efficiency of the com-
mon microstrip patch antenna, through a combination research of the stacked
microstrip patch antenna to adjust the equivalent permittivity, and the antennas
with reflect cavity to reflect the rearward radiation, a new designed microstrip
patch antenna with air back cavity is proposed to extend the bandwidth and to
improve the radiation efficiency. The microstrip patch antenna using this design
has a bigger size than the common microstrip patch antenna, but the precision
requirement is not high, the performance is much improved, the sizing is also very
flexible. For the not very small size required application environments, it can
widely replace the common microstrip patch antenna. When a ceramic substrate
with very high dielectric constant could be used, the size of the new designed
microstrip patch antenna with air back cavity can be much decreased for more
miniaturization applications.
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Chapter 42
A Method for Amplitude and Phase
Calibration in a Spaceborne Multibeam
Receiver

Zhigang Huang, Chunjie Qiao and Yueke Wang

Abstract This paper presents a method for amplitude and phase calibration in a
spaceborne multibeam receiver, which is based on the satellite-ground link, to
solve the inconsistent problem in amplitude and phase between different channels.
In this method, the calibrating signal is firstly immitted by a ground control station,
and then the discrepancy of amplitude and phase between different channels and
the reference channel in the receiver are determined by signal processing. And
self-calibration would finally be achieved by some inversion operations. Addi-
tionally, this paper adopted an advanced discrete fourier transform method to
determine the parameters which is help to overcome the spectral leakage caused by
the doppler frequency shift. Results denote that errors of amplitude and phase
would heavily influence the beam pointing and beam shape for a spaceborne
multibeam receiver which will lead to a distinct decline in performance. However,
this problem is meliorated after our adapting the method in this paper to calibrate
the amplitude and phase errors of the receiver.

Keywords Multibeam receiver � Digital beam forming � Calibration of amplitude
and phase � Parameter estimation

42.1 Introduction

With the increasing capability of signal processing in electronic components and
the mature development of antenna array technology and digital beam forming
technology, multibeam receivers have got an extensive attention. Using multibeam
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receivers on a satellite has many advantages. It is feasible to cover the ground area
with a high gain or adjust the beam shape and point according to our aims, which
is help to realize the spatial filtering and spatial orientation. And at the same time,
it also has the ability to isolate the beam space and reuse multiple frequencies.
However, all the advantages above for a multibeam receiver are determined by the
consistency between different channels. Unfortunately, since the tolerance of
manufacture and installation, the discrepance and drift in components’ perfor-
mance, the cosmic radiation and other factors, problem of channel inconsistency in
the receiver will be inevitable after the orbiting for a long time. This will seriously
affect the performance of the multibeam receiver.

Many scholars have taken much further researches on calibrating the ampli-
tude-phase errors between different channels in a spaceborne multibeam receiver.
Mano et al. first put forward the Rotating Electric field Vector method (REV) in
1982 to solve this problem. Although, it is widely used in satellite communication
system for remote calibration, but it needs a lot of time to accomplish the cali-
bration since the calibration factors are measured one by one [1, 2]. Silverstein
proposed two methods, one called Uniform Transfer Encoding (UTE) method, and
the other is named Control Circuit Encoding (CCE) method [3–5]. UTE method is,
thereinto, considered more suitable for a multibeam receiver which is based on the
digital beam forming technology. But it requires some additional hardwares and
huge computation. Masayuki presented an orthogonal code method to calibrate the
amplitude-phase errors in RF channel which is based on the satellite-ground loop
[6]. Via digital parallel processing technology, this method can calibrate all of the
channels at the same time which reduced the time of calibration greatly.

The methods based on satellite-ground loop are though vulnerable by the
influence of the satellite-ground link. But on the premise of high Signal-to-Noise
Ratio (SNR), this method can complete the calibration caused by both the antenna
array and the RF front end. For a spaceborne multibeam receiver, however, we can
but rely on the spaceborne system itself to calibrate the amplitude-phase errors in
multiple channels. And limited by the hardware resources, volume and power, etc.,
method in Ref. [6] will not be practical due to the complexity computation. This
paper proposed a more simple and valid method to achieve the calibration which is
also based on the satellite-ground loop. But in our method, the ground control
station was used to immit a single-frequency calibration signal with enough power
to the spaceborne receiver. And if the incidence azimuth of the calibration signal is
available to the receiver, the amplitude and phase parameters of the received signal
in different channels would be determined by the receiver facilely through our
method. Then the amplitude-phase calibration factors can be obtained by some
matrix inverse operations, and the calibration can be accomplished finally. In
addition, there do not need any additional hardware in our method. And the
algorithm itself is stable and easy to be implemented.
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42.2 Theory

42.2.1 System Model

The amplitude-phase errors in a multibeam receiver come mainly from the antenna
array and the RF front end. The Intermediate Frequency (IF) signal, which is the
output of the RF front end, is usually sampled directly by AD components. And the
amplitude-phase errors caused by AD components would be negligible generally.
There thus needs an external incentive to ensure the integrity of the calibration
during the process of amplitude-phase error calibration. Figure 42.1 shows the
system model in this paper where the GCS in Fig. 42.1a means the ground control
station. When the satellite passes, a high power single-frequency calibration signal
is immitted to the spaceborne receiver by the GCS. Due to the discrepancies in
amplitude and phase caused by the antenna array and the RF front end in receiver,
amplitude-phase errors would be introduced after the mixing process. In order to
ensure the performance of the multibeam receiver, this paper designed an
amplitude-phase calibration module between acquisition module and the beam-
forming network to measure the amplitude-phase errors and calibrate them.

Figure 42.1b is the structure of calibration module, including calculation unit,
verify unit and calibration unit. The first calculation unit is used to estimate the
channel parameters and calculate the corresponding calibration coefficients. Verify
unit is used to test the effectiveness of the calibration coefficients. Calibration unit
is of curse used to accomplish the process of calibration.

42.2.2 Calibration Theory

Take the uniform circular array as an example, we suppose that the radius of the
antenna array is r and the element number is M ? 1 where the central array is
chose to be the reference in phase calibration. If the receiver works with the DSS-
BPSK signal and the pitching angle and azimuth angle for the signal is assumed as
(/, h), then the DSS-BPSK signal can be expressed as

x tð Þ ¼ A0 � d tð Þm tð Þ exp x0tð Þ ð42:1Þ

where, A0 means the signal intensity. d(t) denotes the symbol information. And
m(t) means the spread spectrum sequence.

If we ignore the influences of the doppler shift and the transmitting delay time,
the received IF signal can be wrote as

yi tð Þ ¼ Ai
1d tð Þm tð Þexp jx0tð Þexp �j/i

a

ffi �
exp �j/i

c

ffi �
; i ¼ 0; 1; . . .M ð42:2Þ
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where, Ai
1 is the amplitude of the received signal. /i

a ¼ x0r cos hi � hð Þsin/=c
denotes the delay phase caused by the array manifold, while c is the speed of light
and hi ¼ 2pi=M. /i

c is also the delay phase which caused by the amplitude-phase
errors in antenna array and the RF front end.

Rewriting (42.2) as a matrix equation, there is

Y ¼ AXT ð42:3Þ

where,

Y ¼ Diag½yi�; A ¼ Diag½Ai
1�;

X ¼ Diag½dðtÞm tð Þexpðjx0nÞexpð�jhi
aÞ�;

T ¼ Diag½expð�j/i
cÞ�:

The aim of the amplitude-phase calibration is to make the delay phase in
different channels only correlative to the array manifold. As the signals in (42.3),
that means Y ¼ X. Thus, the calibration module must achieve the following
transfer

Y ¼ A�1AXTT�1 ¼ IXI ¼ X ð42:4Þ

But in practice, we just need to keep the amplitude and phase in different
channels consistent. That means

Y ¼ A1AXTT1 ¼ CAXCT ð42:5Þ

where, matrix A1 and T1 are just the matrix of amplitude-phase calibration
coefficients.
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Fig. 42.1 System model and the structure of the calibration module: a for the system model and
b for the structure of the calibration module. The GCS in figure (a) means the ground control
station
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42.3 Method for Parameter Estimation

42.3.1 Amplitude-Phase Parameters Estimation

There are two kinds of methods to estimate the amplitude-phase parameters of
signals in a receiver: DFT method and phase-locked loop method. The perfor-
mance of the latter method is determined by its noise bandwidth, integral time and
the filter parameters. When the input conditions are changed, it would make the
loop losing lock undemandingly. However, the method for parameter estimation
which based on the DFT technology is relatively simple and stable. Though, under
the condition of low SNR, this method still has a good performance. So, we mainly
use the DFT method to estimate the amplitude and phase parameters in this paper.
However, because the influence of doppler shift, the traditional DFT method in
parameter estimation will cause the problem of spectrum leakage which will lead
the estimated parameters distortion. And we thus need to alter the traditional DFT
method to eliminate the influence of spectrum leakage problem. Ref. [7] provided
a useful method to solve it.

If the observed calibration signal in any channel is

s nð Þ ¼ A � exp j 2pf0Tn=N þ /0ð Þ½ �; n ¼ 0; 1; . . .N � 1 ð42:6Þ

where, A, f0 and /0 denote the amplitude, frequency and initial phase of the
observed calibration signal respectively.

Divide the sampled sequence into two parts with the same length. Thus, there is

s1 nð Þ ¼ A � exp j 2pf0Tn=N þ /0ð Þ½ �; n ¼ 0; 1; . . .N=2� 1 ð42:7Þ

s2 nð Þ ¼ s1 nð Þ � exp j 2pf0Tð Þ; n ¼ 0; 1; . . .N=2� 1 ð42:8Þ

After the operation of DFT with the length of N/2, their discrete spectrums and
amplitudes and phases are shown as the following equations

S1 kð Þ ¼ A1kexp ju1kð Þ; k ¼ 0; 1; . . .N=2� 1 ð42:9Þ

S2 kð Þ ¼ S1 kð Þ exp jpf0Tð Þ; k ¼ 0; 1; . . .N=2� 1 ð42:10Þ

A1k ¼
A � sin½pðk � f0T=2Þ�
2 sin p k � f0T=2ð Þ=N½ � ð42:11Þ

u1k ¼ /0 þ 1� 2=Nð Þ f0T=2� kð Þp ð42:12Þ

Generally, the amplitude correction coefficients are some relative values. And
otherwise, the doppler shift in an any receiving channel is nearly equal to each
other. Thus, we can use the amplitude of the maximum spectrum to instead the real
amplitude of this channel.
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If the phases of S1(k) and S2(k) at the maximum spectrum point are expressed as
u1 and u2 respectively, then their difference is

D/ ¼ u2 � u1 ¼ pf0T � 2mp ð42:13Þ

It is obvious than the range of f0 belongs to (m ± 0.5) � 2/T. That means D/
distribute in [-p, p]. Combining (42.12) and (42.13), we can obtain the phase
parameter

/̂0 ¼
3N � 2

2N
u1 �

N � 2
2N

u2 ð42:14Þ

42.3.2 Calibration Coefficients Estimation

In order to make the receiver obtaining the maximum gain after calibration, we
need to calibrate amplitude and phase with different reference channels. For
amplitude calibration, we should choose the channel with biggest amplitude as the
reference. And for phase calibration, we should choose the central channel as the
reference.

If Ai, (i = 0, 1, … , M) is the estimated amplitude parameters using the
advanced DFT method in this paper and Amax is the maximum one, it’s easy to
draw the amplitude coefficient matrix

A1 ¼ diag
Amax

Ai

� �
; i ¼ 0; 1; . . .;M ð42:15Þ

Ifui, (i = 0, 1, … , M) is the estimated phase parameters obtained through (42.14),
it contains three parts in practice: the delay phase caused by transmittion (/T), the
delay phase caused by the array manifold expressed as/i, (i = 0, 1, … , M) and the
delay phase come from the inconsistency in different channels expressed as hi,
(i = 0, 1, … , M). Relation between them is

u0 ¼ /T þ /0 þ h0

u1 ¼ /T þ /1 þ h1

..

.

uM ¼ /T þ /M þ hM

8
>>><

>>>:
ð42:16Þ

Normally, the location of the monitoring station is fixed on the ground, and the
location of the satellite can be obtained through the orbit prediction. The incidence
direction of the calibration signal can thus be determined through some certain
geometric transforms. That means the unknown /i in (42.16) is available for the
spaceborne receiver. And if we assume that the first channel is the reference one,
there is /0 = 0, the relative phase errors for all channels can be obtained through
the following equation.
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Dh1 ¼ h1 � h0 � /1

Dh2 ¼ h2 � h0 � /2

..

.

DhM ¼ hM � h0 � /M

8
>>><

>>>:
ð42:17Þ

So the phase calibration coefficient matrix is

T1 ¼ diag exp �jDhið Þ½ �; i ¼ 0; 1. . .M ð42:18Þ

where, there is Dh0 = 0.

42.4 Simulation

This paper has done some simulations to verify whether the proposed method is
helpful to improve the performance of the multibeam receiver while there exist
some amplitude-phase errors between different channels. In simulation, the
antenna array of the multibeam receiver is a uniform circuit array with seven
elements and seven beams. And the working carrier frequency of the antenna array
is 1.5 GHz, and the radius is 0.545 k. The calibration signal is a single-frequency
signal at the carrier frequency. The range of the random amplitude errors between
different channels is -3–3 dB, while their phases are shifting from -180� to 180�.
And the length of DFT calculation is 8,192.

Figure 42.2 shows the standard deviations for amplitude and phase measure-
ments which are derived from different SNR conditions (100 times measurement at
each SNR). From which, we can see that the measurement precision of amplitude
and phase are 0.2 dB and 1.5� while SNR = 0 dB. It is concluded that the method
described in this paper can still provide a high precision of parameter estimation
even though the SNR is much low. In addition, Fig. 42.3 also shows that with the
increase of SNR, the detection accuracy of amplitude and phase parameters has
improved significantly.

Figure 42.3 simulated the point change of the central beam before and after
calibration. Comparing Fig. 42.3a and b, it can be seen that there are tremendous
discrepancies between the ideal beam and the beam without calibration while there
are some amplitude-phase errors in the received signals. This suggests that the
amplitude-phase errors will seriously affect the performance of the spaceborne
multibeam receiver. On the other hand, we can find that the beam after calibration
is close to the ideal nearly by comparing Fig. 42.3a and c which proved that the
proposed method is impactful.

Figure 42.4 is the profile curve of the central beam while the azimuth angle and
pitching angle equal to 0� respectively. Both the two figures are zoomed in.
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Fig. 42.3 The change of central beam before and after calibration: a for the ideal beam point,
b for the beam point before calibration, c for the beam point after calibration
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Fig. 42.2 The standard deviation of the parameter measurement results at different SNR: a for
amplitude measurement results and b for phase measurement results
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Comparing Fig. 42.4a and b, it can be found that the point of the central beam,
before calibration, shifts from (0�, 0�) to (0�, 4�). But it is modified after the
process of calibration.

42.5 Conclusion

This paper proposed a simple and effective method for the calibration of ampli-
tude-phase errors in a spaceborne multibeam receiver which is based on the
satellite-ground link. In this method, a high power calibration signal with single
frequency is imitted by the ground control station. And the receiver uses the
advanced DFT technology to estimate the channel amplitude-phase parameters and
the calibration coefficient matrix. Then the calibration coefficient matrix is used to
compensate the channel amplitude-phase errors after the sampling module. The
simulations proved the feasibility of our scheme. And results show that the method
in this paper can effectively compensate the amplitude-phase inconsistency
between the receiver antenna array and the RF front end. And under the condition
of low SNR, our method still has a good calibration performance.
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Chapter 43
Dynamic Calculation Method of Satellite
Elevation Mask with Rocket Onboard
GPS Real-Time Positioning

Aishui Rao, Yonggang Li, Jian Hu, Junlei Bao and Zhenping Wang

Abstract According to the setting problem of satellite elevation mask of rocket
onboard GPS real-time positioning, the influence of defilade angle on carrier
rocked positioning precision is analyzed, and furthermore, the dynamics calculate
method of satellite elevation mask based on the observable lowest elevation is put
forward. Tested using the actual task data, the result shows that this method can
utilize the most satellites to take part in rocket positioning, also, the position
precision and the speed precision are all meet the demand. This method is espe-
cially propitious to the carrier rocket positioning calculate in the telemetry arc
segment of Marine Tracking.

Keywords Lowest elevation � Positioning precision � Carrier rocket � GPS real-
time positioning � Satellite elevation mask

43.1 Foreword

There are many papers discussing the satellite elevation mask of receiver installed
on the Earth surface, but it is lack of paper which discussing the satellite elevation
mask of receiver installed on the rocket, it’s height is changing with time. Paper [1]
studies the usability of the GPS horoscope with different defilade angle, pointing
out that more satellites can be seen under lower defilade angle, and the horoscope
usability will get an improvement, but that will lead to more atmosphere delay and
many path effects; Paper [2] gives the calculation method of satellite elevation,
points out that the modern GPS receivers all have a minimum elevation request(call
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a satellite elevation mask) to the satellites of the participation positioning, and
generally the value is 5�–10�; Paper [3] studies the influence of low elevation angle
satellite to positioning precision, acquires the conclusion that the better troposphere
delay and vertical precision with 5� defilade angle. GNSS tracking telemetry and
command system have already been extensively applied to track and measure task
of carrier rocket shoot and satellite shoot [4]. The carrier rocket loading GNSS
receiver can real time calculate the trajectory of rocket. Its calculation result calls
rocket onboard positioning result. In order to raise measuring precision, the special
GNSS trajectory calculation software is developed. It real time receives the navi-
gation message sending by the satellite navigation equipments which installed on
the ship, then, combines with the pseudorange data which is transmitted from the
rocket telemetering data to realizes the real-time positioning. This calculation result
calls self locating result [5]. According to the setting problem of satellite elevation
mask of rocket onboard GPS real-time positioning, the dynamics calculate method
of satellite elevation mask is put forward, tested using the actual task data through
GNSS trajectory calculation software.

43.2 The Influence of Satellite Elevation Mask
to Positioning Precision

43.2.1 The Method of Positioning Precision Calculate
of GPS Trajectory

GNSS trajectory calculation software adopts pseudorange point positioning of
least square method. According to positioning principle, the positioning equation
is as following:

V ¼ AX � L ð43:1Þ

Among them, V is a measure noise vector, matrix A is a direction cosine matrix,
X is a position and clock correction vector, L is an observed vector. According to
the precision estimate formula relevant of the least square method, the precision of
positioning the result is estimated as following [6]:

1. Root-mean-square error of pseudorange observed value

r0 ¼ �
ffiffiffiffiffiffiffiffiffiffiffi
VT V

n� 4

r
¼ �

ffiffiffiffiffiffiffiffiffiffiffi
vv½ �

n� 4

r
ð43:2Þ

Among them, [vv] is the square of residual error V, n is the observed satellite
numbers.
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2. The power inverse matrix Qxx of unknown X

Qxx ¼ ðATAÞ�1 ¼

Q11 Q12 Q13 Q14

Q21 Q22 Q23 Q24

Q31 Q32 Q33 Q34

Q41 Q42 Q43 Q44

2
664

3
775 ð43:3Þ

Getting a positioning precision estimate formula:

rP ¼ �r0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðQ11 þ Q22 þ Q33Þ

p
ð43:4Þ

According to formula 43.4, position precision can be obtained while calculating
rocket’s position. The calculation method of speed precision is similar to this [7].

43.2.2 An Example of Positioning Precision Calculate

We set the satellite elevation mask value of GNSS trajectory calculation software as
below: Playback a certain rocket shoot task data to analyze and evaluate the posi-
tioning precision of the self locating result, statistics the minimum value of posi-
tioning precision, as well as the biggest value, average value, standard deviation and
the numbers of satellite participation positioning. As Tables 43.1 and 43.2 show.

Some results can be obtained from Tables 43.1 and 43.2:

1. The higher the satellite elevation mask, the higher the positioning precision and
the fewer the numbers of satellite participation positioning.

2. All positions precision obtains the guide line request(less than 10 m) that the
rocket real time positioning. In addition to the defilade angle -90�, the rest
speed precision obtains the guide line request (less than 0.1 m/s).

3. The standard variance of position precision exists a saltus with the satellite
elevation mask’s changing, from 1 to 3 m; The standard variance of speed
precision also exists a saltus, from 0.01 to 0.2 m/s. It indicates that there is one
critical point within satellite elevation mask between -10� and 15�.

43.2.3 The Reason of Positioning Precision Saltus

Figure 43.1 has drawn the satellite position precision at any time variety curve
diagram, selected the calculation results when satellite elevation mask are -10�, -

15�, and -90� apart. As a result from the diagram, when satellite elevation mask is
-10�, the curve is smooth; when satellite elevation mask is -15�, there is a saltus
at the curve where time is 1,388 s; when satellite elevation mask is -90�, there are
two saltuses at the curve where time is 1,388 and 1,529 s; Around the time 1,388
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and 1,529 s, the satellite positioning precision dissatisfied carrier rocket posi-
tioning precision requests. Inside the task arc segment, the elevation of GPS
satellite shows in Fig. 43.2, the elevation of satellite No. 5 is -14.3� at the time
1,388 s, the elevation of satellite No. 4 is -16.1� at the time 1,529 s. Therefore
low elevation satellite participation positioning calculation is the reason that
makes the positioning precision descended.

Table 43.1 Statistics analytical data of position precision using GPS trajectory

Satellite defilade angle (�) Average value Minimum value Biggest value Standard deviation

15 2.38 0.07 8.90 1.64
10 2.51 0.15 8.90 1.55
5 2.57 0.15 6.01 1.08
0 2.55 0.27 4.99 0.89
-5 3.46 0.27 7.14 1.52
-10 4.13 0.80 7.14 1.26
-15 4.91 0.80 38.30 3.33
-90 5.33 0.80 47.64 4.30

Table 43.2 Statistics analytical data of velocity precision using GPS trajectory

Satellite elevation
mask (�)

Average
value

Minimum
value

Biggest
value

Standard
deviation

Satellite
numbers

15 0.028 0.001 0.123 0.017 6.780
10 0.026 0.001 0.119 0.017 7.431
5 0.023 0.002 0.119 0.017 8.130
0 0.023 0.002 0.119 0.016 8.485
-5 0.023 0.004 0.110 0.015 8.968
-10 0.022 0.003 0.105 0.015 9.306
-15 0.086 0.003 2.190 0.277 9.737
-90 0.140 0.003 4.081 0.448 9.795
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43.3 Dynamic Calculate Method with Satellite Elevation
Mask

43.3.1 The Lowest Elevation of Observable Satellite

The radius of earth is ae, the distance between carrier rocket and the origin of
coordinates WGS84 is R, the lowest elevation of observation satellite is a. When
the connecting line between satellite and rocket onboard receiver is a tangent line
with the Earth, the satellite is the lowest elevation satellite for the rocket onboard
receiver observated, one formula can be find cos = ae/R. Considering GPS
satellite is under the rocket onboard receiver, we can get the formula as following:

a ¼ � cos�1 ae

R

� �
ð43:5Þ

The Earth is an irregular ellipsiod, according to the related parameter of el-
lipsiods WGS-84, the semi-major axis of the Earth is 6,378,137 m, the semi-minor
axis of the Earth is 6,356,752 m. The ae value in the formula should be real time
calculated according to the concrete position of rocket. In the formula 43.5, the
R equals the sum of radius of earth ae and rocket flight height H, therefore giving
rocket flight height, the lowest elevation of observable satellite can be calculated,
parts of datas such as Table 43.3 show.

Figure 43.3 is the curve diagram of satellite elevation and lowest elevation of
observable satellite, the lowest elevation at 1,388 s is -14.5� (at the time the
elevation of No. 5 satellite is -14.3�), the lowest elevation at 1,539 s is -17.4�
(at the time the elevation of No. 4 satellite is -16.8�).
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43.3.2 Dynamic Calculate Method with Defilade Angle

The GPS receiver usually uses static setting method to set satellite elevation mask,
its value is from 5� to 10�. But for the rocket onboard receiver, the method of static
setting will causes a few problems:

1. The higher the rocket flight height, the lower the lowest elevation of observable
satellite, the more the satellites whose elevation is less than 0�. If the defilade
angle is setted from 5� to 10�, some satellites would be shielded. As showed by
Table 43.3, when the height of rocket is 1,000 km, the lowest elevation is -30.2�.

2. There are some satellites contiguous to earth’s surface, they can influence
positioning precision, but can’t be got rid of through artificial setting a static
satellite elevation mask. For example, if satellite elevation mask is set by -15�,
the positioning precision at 1,388 s is dissatisfied with the guide line request.

3. For high-speed carrier rocket, especially when it is under the tumbling
abnormal condition, the GPS satellite under the rocket is so important to the
positioning calculation that it can’t be simply excluded.

Dynamic calculation method with satellite elevation mask is a kind of method
which dynamically calculates satellite elevation mask according to the rocket
flight height and real time sets its value. The satellite whose elevation is lower than
the satellite elevation mask doesn’t participate in positioning calculation. This
method can let the most satellites participate in positioning calculation, and
guarantee positioning precision. Because the reduced positioning precision is

Table 43.3 Lowest elevation of observable satellite change with rocket flight height

Rocket height (km) 0 5 10 50 100 200 300 500 1000
Lowest elevation (�) 0 -2.3 -3.2 -7.2 -10.1 -14.2 -17.2 -22.0 -30.2
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mainly caused by the satellite which is contiguous to the earth’s surface, this kind
of satellite should be obviated. According to formula 43.5, it can be got a formula
of calculation satellite elevation mask:

amask ¼ � cos�1 ae þ He

R

� �
ðR [ ¼ ae þ HeÞ ð43:6Þ

Among them, He is the lowest rocket flight height that requested while adopting
dynamic calculation method with satellite elevation mask.

43.3.3 The Positioning Result of Dynamic Setting Defilade
Angle

In the arc segment of Marine Tracking, rocket flight height is over 100 km,
therefore it can use formula 43.6 to dynamically calculate satellite elevation mask.
The data of position precision and velocity precision in the task arc segment is
shown in Tables 43.4 and 43.5, using dynamic setting satellite elevation mask. The
semi-major axis of the Earth is 6,378,137 m, and the value of lowest rocket flight
height is from 0 to 50 km. Some results can be known from Tables 43.4 and 43.5:

1. The higher the value of lowest rocket height He, the higher the positioning
precision. When He is more than 15 km, the maximum position precision
satisfies the task request (10 m), the maximum velocity precision also satisfies
the task request (1 m/s).

2. Velocity precision changes quickly with He value. It changes from 0.35 to
0.015 m/s while He changes from 0 to 50 km. The value reduces lower than 20
times. Thus, when He equals to 50 km, its positioning precision can satisfy with
carrier rocket task request, this height value exactly is the maximum height of
the troposphere.

When the He value in formula 43.6 equals to 0 and 50 km, the curves of
position precision at any time variety is shown in Fig. 43.4. In the diagram, while
He equals to 50 km, the curve of position precision is smoother, the precision
satisfies task request.

Table 43.4 Data of position precision using dynamic setting satellite elevation mask

The value of He (km) Average value Minimum value Biggest value Standard deviation

0 5.01 1.44 30.10 2.70
5 4.72 1.44 21.42 1.67
10 4.54 1.44 14.08 1.10
15 4.50 1.30 8.52 1.01
20 4.48 0.80 7.43 1.01
25 4.47 0.80 7.43 1.02
50 4.44 0.80 7.43 1.10
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43.4 Conclusion

Based on the calculation method of observable satellite’s lowest elevation, the
paper puts forward a dynamic calculate method of satellite elevation mask
according to the rocket flight height. The method is validated using a certain task
data. As a result of the calculation, it can make as more as possible satellites
participate in positioning while is insure of positioning precision. When receiver is
apart from ground over 50 km, the method can acquire satisfied precision,
especially be suitable for positioning of the flying carrier rocket.
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Chapter 44
Multipath Insensitive Delay Lock Loop
in GNSS Receivers

Rong Si, Baowang Lian and Cha Li

Abstract The multipath effect introduces quite big errors to the traditional DLL-
based code measurement. This paper presents a multipath insensitive delay lock
loop (MIDLL). Then the paper analyzes the correlation model under multipath
signal and introduces the discrimination function of MIDLL detailedly. Simulation
results and analysis show that MIDLL improves the tracking error due to multi-
paths dramatically, and tracking error is limited to 1 m on pseudorange in typical
multipath environments. This loop predominantly applies to strong GNSS signals,
because it is more sensitive than the typical delay lock loop to thermal noise.

Keywords GNSS � Multipath mitigation � MIDLL

44.1 Introduction

Multipath seriously affects the code phase and pseudorange measurement accuracy
of the receiver, the pseudorange error caused by that can be up to a few meters. So,
many researchers have been working on multipath mitigation, and lots of results have
been promising. In general, the existing multipath mitigation techniques can be
divided into three categories. The first is based on the discriminator design, Narrow
Correlator [1] and Stroboscopic Correlator [2] is a typical representative of this
design, which by reducing the multipath signal output of the discriminator, thus
reducing the code phase tracking error and pseudorange error. The second is based on
the design of multipath estimation, MEDLL [3] (Multipath Estimation Delay Lock
Loop) combines the signal estimation and the tracking loop together, thus effectively
reducing the multipath error. The third is based on the design of the receiver
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front-end, it uses some antenna technology that can suppress multipath, such as the
use of chock ring and ground plane, to suppress multipath signal reflected from
the antenna reception on the ground. Compared with the standard delay lock loop, in
the case of medium and long multipaths, these techniques dose improve code
tracking accuracy. But they are not effective for short delay multipaths.

The new technique is based on the fact that there is an invariant point in the
standard discriminator output when the latter is specifically normalized, the paper
proposes a new discriminator that can mitigate multipaths whatever their delays.
Then the paper analyzes the code phase tracking error in detail, and addresses the
issues of the proposed discriminator. Finally, the paper describes the limitation of
the proposed technique and gives simulation results.

44.2 Multipath Effect on Measurement

The receiver tracks the signal through the tracking loop, to get the code phase
measurements. In the presence of multipath signals, these observations may be
affected by multipath signals, in which may induce significant errors. Therefore,
by analyzing the impact of tracking loop can describe measurement error and
characteristic caused by multipath.

The received signal consists of the sum of the direct signal and the many
reflected multipath signals, can be expressed as

sðtÞ ¼
XN

k¼0

AkdðtÞcðt � skÞ cosðx0t þ ukðtÞÞ ð44:1Þ

where, k = 0 indicates that the signal is a direct satellite signal, others are for N
multipath signals, A0, Ak respectively represent the amplitude of the direct signal
and the multipath signal, d(t) represents the navigation data signal, c(t - sk)
represents different delays of the C/A code, x0 represents the frequency of satellite
intermediate frequency signal, uk(t) represents the phase of the kth signal. s(t),

respectively, correlates with the early code SEðtÞ ¼ cðt � s
^

0 � D=2Þ and late code

SLðtÞ ¼ cðt � s
^

0 þ D=2Þ, then

REðeÞ ¼
XN

k¼0

AkRðe� Dsk � D=2Þ cosðuk � u
^

0Þ ð44:2Þ

RLðeÞ ¼
XN

k¼0

AkRðe� Dsk þ D=2Þ cosðuk � u
^

0Þ ð44:3Þ
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where, D is the correlator spacing, R(t) is the correlation function of c(t). ŝ0, û0,
they respectively represent the estimates of the direct signal code phase delay and
carrier phase delay, Dsk = sk - s0, defines the tracking lock error as e ¼ ŝ0 � s0,
then the subtraction of the two equations is the discrimination function.

DðeÞ ¼ REðeÞ � RLðeÞ ð44:4Þ

As shown in Fig. 44.1, in case of no multipath on the received signal, the
discriminator outputs zero corresponding lock error e = 0. DLL locks the signal
through tracking the zero point of the discriminator. In the effect of multipath
signal, the zero point shifts a little, therefore conducts the multipath error, as
shown in Fig. 44.2. It describes the effect of receiver DLL discriminator output
caused by different multipath signal. Table 44.1 gives the parameters of the
multipath signals, including the short multipath (MP1 in phase, MP2 out-of-
phase), the medium multipath (MP3, MP4), and the long multipath (MP5, MP6).

44.2.1 Multipath Insensitive Code Loop

Figure 44.2 shows there is an invariant point in the discriminator output whatever the
multipath. The point corresponds the code synchronization input error (-1 - D/2)
chips (i.e., e = -1 - D/2, DE-L = 0). Assumed that the received signal is the sum
of the direct signal and one multipath ray, then the values of the in-phase early (IE),

Fig. 44.1 Early minus late discriminator output for free multipath
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Fig. 44.2 Early minus late discriminator output for free multipath for different multipaths of
Table 44.1. a Early minus late discriminator output for free multipath and MP1 and MP2. b Early
minus late discriminator output for free multipath and MP3 and MP4. c Early minus late
discriminator output for free multipath and MP5 and MP6
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the in-phase late (IL), and the quadrature phase early (QE), the quadrature phase late
correlation (QL) are given as follows, respectively,

IE ¼ A0 cos h0 � h
^

ffi �
R e� D

2

ffi �
sin pDf0Tð Þ

pDf0T

þ
X

1� k�N

Ak cos hk � h
^ffi �

R e� sk �
D
2

ffi �
sin pDfkTð Þ

pDfkT

ð44:5Þ

QE ¼ A0 sin h0 � h
^

ffi �
R e� D

2

ffi �
sin pDf0Tð Þ

pDf0T

þ
X

1� k�N

Ak sin hk � h
^ffi �

R e� sk �
D
2

ffi �
sin pDfkTð Þ

pDfkT

ð44:6Þ

IL ¼ A0 cos h0 � h
^ffi �

R eþ D
2

ffi �
sin pDf0Tð Þ

pDf0T

þ
X

1� k�N

Ak cos hk � h
^ffi �

R e� sk þ
D
2

ffi �
sin pDfkTð Þ

pDfkT

ð44:7Þ

QL ¼ A0 sin h0 � h
^ffi �

R eþ D
2

ffi �
sin pDf0Tð Þ

pDf0T

þ
X

1� k�N

Ak sin hk � h
^

ffi �
R e� sk þ

D
2

ffi �
sin pDfkTð Þ

pDfkT

ð44:8Þ

where, A0, Ak represents the amplitude of the direct signal and the kth multipath
signal, s represents the prompt code phase, s0 represents the direct signal trans-
mission delay, sk represents the transmission delay of the kth multipath signal, h0,
hk respectively refers to the carrier phase of the direct signal and the kth multipath
signal, h represents the phase of the local carrier, T refers to the predetection
intergration time of the DLL, Df0 represents the frequency error of the direct
signal, Dfk refers to the frequency error of the kth multipath signal, e = s - s0

Table 44.1 Signal define DS direct signal, MP multipath signal

Relative magnitude Delay (chips) Carrier phase

DS 1 0 0
MP1 0.5 0.125 0
MP2 0.5 0.125 p
MP3 0.5 0.625 0
MP4 0.5 0.625 p
MP5 0.5 1.125 0
MP6 0.5 1.125 p
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represents the synchronization error, D means the correlator spacing, R is the
normalized autocorrelation function of the C/A code, expressed as follows,

RðsÞ ¼ CðtÞCðt þ sÞ � 1� sj j sj j � 1
0 otherwise

�
ð44:9Þ

The noncoherent early minus late envelope code loop discriminator is given by

DE�L ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2
E þ Q2

E

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2
L þ Q2

L

q
ð44:10Þ

Below, we derive the formula given by the discriminator output at the invariant
point e = - 1 - D chips. Assume D\ 1 chip and e as the following formula

�1� D
2
� e\� 1� D

2
þmin

D
2
; s1

ffi �
ð44:11Þ

where, s1 represents the relative delay of the shortest multipath.
Then, we can get

�1� D� e� D
2

\� 1� Dþmin
D
2
; s1

ffi �
ð44:12Þ

Because min D
2 ; s1
� �

� D
2

Thus

�1� D� e� D
2

\� 1� D
2
� � 1 ð44:13Þ

Consequently

R e� D
2

ffi �
� 0 ð44:14Þ

From (44.13), we can get

e� D
2
� s1\e� D

2
� � 1 ð44:15Þ

Thus

R e� D
2
� s1

ffi �
� 0 ð44:16Þ
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On the other hand, from (44.11) we can get

�1� eþ D
2

\� 1þmin
D
2
; s1

ffi �
ð44:17Þ

Thus

�1� s1� eþ D
2
� s1\� 1þmin

D
2
; s1

ffi �
� s1 ð44:18Þ

Because minðD2 ; s1Þ� s1, thus

�1� s1� eþ D
2
� s1\� 1þmin

D
2
; s1

ffi �
� s1� � 1 ð44:19Þ

Consequently, we get

R eþ D
2
� s1

ffi �
� 0 ð44:20Þ

We replace the Eqs. (44.5)–(44.8) by Eqs. (44.15), (44.16) and (44.20), thus

IE � 0;QE � 0

IL � A0
sinðpDf0TÞ

pDf0T
cosðh0 � h

^
ÞR eþ D

2

ffi �

QL � A0
sinðpDf0TÞ

pDf0T
sinðh0 � h

^
ÞR eþ D

2

ffi �
ð44:21Þ

For �1� D
2 � e\� 1� D

2 þmin D
2 ; s1
� �

, we can simplify the discriminator func-
tion as follows

DE�LðeÞ ffi �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2
L þ Q2

L

q

¼ �A0
sinðpDf0TÞ

pDf0T
R eþ D

2

ffi �����

����
ð44:22Þ

From Eqs. (44.5) to (44.8) can be obtained, when e B -1 - D/2, the dis-
criminator outputs zero constantly. But this is not the fact, we should note that Eq.
(44.9) is a approximation of the autocorrelation function, in fact, outside the [-1,
1] chip, the autocorrelation function is not a perfect zero . Therefore, at –1 - D/2,
the autocorrelati-on function value is not zero (so the above (44.15, 44.16, 44.20,
44.21) are all approximation). However, at –1 - D/2, due to the early correlation
value equals to the late correlation value, at this point the discriminator outputs
zero, the point we called the invariant point. Thus, the discriminator always goes
through the invariant point whatever the multipath.
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Therefore, we synchronize the local signal to the direct signal by this invariant
point, i.e., the discriminator tracks the signal in case of the prompt code is 1 ? D/2
in advance of the direct signal, which means that the received signal will be
synchronized to very late code finally (VL code, 1 ? D/2 chip from the prompt
code). Therefore, we are concerned about the characteristics of the discriminator
curve within [-1 - D/2, -1 ? D/2].

Assuming a code phase search step of D used during acquisition, the code phase
uncertainty we get from acquisition is ±D/2, therefore, the initial input tracking
error is in the range [-D/2, +D/2]. But the range that we are concerned about is [-
1 - D/2, -1 ? D/2], if we advance the code phase that get from acquisition by 1
chip, thus the initial tracking error will fall in the range [-1 - D/2, -1 ? D/2].
Therefore, this new discriminator is defined as follows:

DðeÞ ¼ �DE�LðeÞ e 2 �1� D=2;�1þ D=2½ � ð44:23Þ

The new discriminator that we called Multipath Insensitive Delay Lock Loop
(MIDLL). From the above, when MIDLL reaches its steady state, the direct signal
is synchronized to the VL code, therefore, when we calculate the pseudorange, the
code phase value obtained from acquisition should minus 1 chip, and then plus
1 ? D/2, then plus the NCO output value locked by the DLL in case of its steady
state, then can get the actual pseudorange value. Furthermore, since the prompt
code in lock state have noise, we refer to the VL code as the input of the PLL.

Here we discuss how to perform a particular discrimination normalization, the
typical discrimination normalization is as follows.

NormE�LðeÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2
E þ Q2

E

q
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2
L þ Q2

L

q
ð44:24Þ

This normalization is not applicable to MIDLL operational region (OR) = [-
1 - D/2, -1 ? D/2] chips. Through simulation, we found the result obtained by
the Eq. (44.25) is a constant in the OR, as shown in Fig. 44.3, so we can use it to
normalize the formula (44.23), as shown in Fig. 44.3.

SUM ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2
E þ Q2

E

q
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2
L þ Q2

L

q
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2
VL þ Q2

VL

q
ð44:25Þ

Then the discriminator is defined as follows.

D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2
L þ Q2

L

p
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2
E þ Q2

E

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2
E þ Q2

E

p
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2
L þ Q2

L

p
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2
VL þ Q2

VL

p ð44:26Þ

Noted that the new discriminator requires three correlators (E, VL, L).
Figure 44.4 is a normalized discriminator output by formula (44.26), respectively,
D = 1 chip and D = 0.25 chip, it can be seen, when the input synchronization
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error e = -1 - D/2, the discriminator always outputs zero. In addition, we also
made two sets of simulation, in which the first set of simulation condition is,
correlator spacing D = 1 chip, the relative amplitude of the multipath signal (in
case of the magnitude ratio of the multipath signal and the direct signal, namely M/
D = A1/A0) is 0.5, the delay is 0.125 chip, the phase is respectively 0 and p; the
other set of simulations only displace the delay by 1 chip. The discriminator output
of MIDLL is shown in Fig. 44.5, it shows that multipath does not affect the
invariant point of the new discriminator, it merely affects the shape of the dis-
criminator curve.

Fig. 44.3 Normalization output (D = 0.25 chip)

Fig. 44.4 Normalized discriminator output (D = 1 chip and D = 0.25 chip)
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44.3 Analysis and Simulation

The preceding analysis assume the receiver bandwidth is unlimited, but in actual,
in order to limit the noise and interference, the receiver bandwidth is limited. The
limited bandwidth filters the high frequency component of the C/A code as well,
resulting that the actual C/A code autocorrelation peak output which is formed by
the noncoherent integration of the receiver code tracking loop is not as Eq. (44.9),
but was similar to Fig 44.6, the shape of a limited bandwidth curve. Figure 44.6
shows the autocorrelation function curve, assuming a 2 MHz bandwidth, it can be
seen that the peak of the angular portion is smoothed out [4, 5], but is still
symmetrical, therefore it has no effect on the standard DLL, but for the proposed
new discriminator, as shown in Fig. 44.7, the receiver bandwidth affects the

Fig. 44.5 New discriminator output in presence of different multipaths

Fig. 44.6 Autocorrelation function of C/A code with 2 MHz filter
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invariant point, because it depends on the zero output of the discriminator. As
shown in the figure, in case of 2 MHz, correlator spacing D = 1 chip, the invariant
point shifts from –1 - D/2 = 1.5 chips to -1.68 chips. Thus, the pseudorange
value obtained by the MIDLL plus 0.18 chip (1.68 - 1.5 chips), in order to get the
correct pseudorange value. This section first study the anti-noise performance and
anti-multipath performance of MIDLL in case of 2 MHz bandwidth.

Thermal noise: in the case of white Gaussian noise, we study the effect of
thermal noise on MIDLL. Figure 44.8 shows the anti-noise performance of
MIDLL which the correlator spacing is 0.25 chip and 0.375 chip, respectively, it is
clearly that the carrier to noise ratio is greater, the correlator spacing is smaller, the
smaller is the tracking error. Figure 44.9 compares the anti-noise performance of
DLL with that of MIDLL in case of correlator spacing is 0.25 chip, obviously, the

Fig. 44.7 Discriminator output of MIDLL. Receiver bandwidth = 2 MHz

Fig. 44.8 Standard deviations of tracking error due to thermal noise for MIDLL
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MIDLL is more susceptible to noise than DLL. Therefore, MIDLL should gen-
erally be used at higher SNR.

The results show that the use of MIDLL can degrade the anti-noise performance
of the receiver. However the anti-multipath performance of MIDLL is remarkable,
so when using D = 0.5 chip and D = 0.375 chip, the thermal noise performance
degradation induced by the use of the MIDLL could be compensated for by its
capacity to significantly reduce the multipath effect, generally most significant.
Remember that the MIDLL is developed to cope with the multipath error on
pseudorange.

Multipath: For MIDLL,the tracking error caused by multipath have strict
analytical relationship with correlator spacing D, the relative magnitude of the
multipath signal, delay and phase. Now we simulate and analyze the multipath
code tracking error caused by these four parameters, as shown in Fig. 44.10,

Fig. 44.9 Standard deviation comparison between MIDLL and NC

Fig. 44.10 Error envelopes of MIDLL due to single multipath ray (BW = 2 MHz, D = 1 chip)
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respectively represents the code phase tracking error curve of MIDLL in M/
D = 0.5 and M/D = 1, Fig. 44.11 respectively shows the code phase tracking
error curve of Narrow Correlator (NC) and MIDLL in M/D = 1. The results show
that when the multipath delay is less than 1 ? D/2, the anti-multipath performance
of MIDLL (BW = 2 MHz) is better than that of NC (BW = 8 MHz), the result is
converse when the multipath delay is greater than 1 ? D/2, this because multipath
does not affect the late correlation value of DLL when the delay is greater than
1 ? D/2. For short delay multipath (multipath delay is less than 0.1 chip), MIDLL
and NC have the same performance. However, due to the short delay multipath
will cause great pseudorange measurement error, we find that when using a large
bandwidth, the MIDLL’s anti-multipath performance for short delay increases
significantly.

To achieve the theoretical performance of MIDLL, we use the RF front-end
filter of 8 MHz. Under this condition, the discriminator output curve is very close
to that of unlimited bandwidth. We do the same simulation analysis under the
bandwidth of 8 MHz to MIDLL, simulation of multipath tracking error curve of
MIDLL under different M/D, as shown in Fig. 44.12, the parameter is, D = 0.125
chip, BW = 8 MHz, M/D = 1 and M/D = 0.5, respectively. Figure 44.13 is the
multipath tracking error curve of Narrow Correlator (NC) and MIDLL under M/
D = 1, respectively. The results show that, MIDLL has a good anti-short delay
multipath performance, and obviously better than the NC.

Furthermore, we also use the software GPS receiver to verify MIDLL’s
validity. The IF signal is generated from the GPS signal simulator, and its fre-
quency is 9.55 MHz, signal sampling frequency is 38.192 MHz, other parameters
are, D = 1 chip, C/N0 = 45 dB Hz. The received signal is the sum of the direct
signal and one multipath ray, assuming the multipath delay is 0.325 chip, M/
D = 0.5. Compared the anti-multipath performance of MIDLL with the NC and

Fig. 44.11 Error envelopes due to a single multipath ray having M/D = 1 for MIDLL
(BW = 2 MHz, D = 1 chip) and for NC (BW = 8 MHz, D = 0.125 chip)
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the DLL, as shown in Fig. 44.14, the pseudorange error in the MIDLL remain
about 1 m, while the NC (D = 0.1 chip) and the DLL pseudorange errors remain
about 10 and 38 m, respectively. Thus, we have checked that the MIDLL is more
precise than the NC, which is in turn more precise than the DLL. The stability and
better anti-multipath performance of the MIDLL is also demonstrated through this
test experiment.

Fig. 44.12 Error envelopes of MIDLL due to single multipath ray (BW = 8 MHz, D = 0.125
chip)

Fig. 44.13 Error envelopes due to a single multipath ray having M/D = 1 for MIDLL
(BW = 8 MHz, D = 0.125 chip) and for NC (BW = 8 MHz, D = 0.125 chip)

520 R. Si et al.



44.4 Conclusion

With the more and more application of high-precision positioning in GNSS,
multipath has become one of the major errors that affect the positioning accuracy.
Currently a variety of multipath mitigation techniques, such as MEDLL, Narrow
Correlator (NC), Stroboscopic and other technology have been applied to the
GNSS receiver, but the ranging accuracy of these technology is not high, and some
techniques are complex to achieve. The proposed MIDLL, under a typical mul-
tipath, it can obtain very accurate pseudorange measurements, and which does not
require postprocess of the observations or any additional hardware, and it is easy to
implement. Theoretical analysis and simulation results show that, MIDLL can
significantly suppress the multipath error, superior of the narrow correlation
technology. However, the loop is more sensitive to noise, it is generally used for
strong SNR. With the modernization of GPS, as well as the development of
Galileo and other satellite navigation systems, the new signal system has been
adopted, we need to further applied the MIDLL to these signals, and evaluate its
effectiveness.
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Chapter 45
Joint Space-Time Interference
Suppression Method of GNSS Receiver
Based on the Maximum CNR Criterion

Guo Yi, Yang Sheng and Shen Rongjun

Abstract Joint space-time adaptive process (STAP) is an advanced interference
suppression method for GNSS receiver. The STAP method based on power
inversion (PI) and beam forming (BF) optimal criterion is widely used. We usually
hope that anti-jamming processing not only null the interference direction, but also
beam forming the satellite signal for antenna array processing gain. But satellite
signal is too weak to hardly estimation the direction of arrive (DOA), and the
estimation error cause anti-jamming performance drop quickly. Aim at this
problem, a joint space-time anti-jamming method based on Maximum CNR cri-
terion is proposed. Firstly, we use PI method to suppress interference primarily,
and acquisition and tracking to get the desired code spread signal, and estimate the
satellite signal direction vector. Then we compare the output CNR of PI and BF
method, control the output to maximum the CNR of output signal. The proposed
method not only avoid the complexity of traditional satellite DOA estimation, but
also overcome the performance loss by the estimation error. The performance is
much better than PI and BF method and the complexity is simple, it is benefit for
engineer realization.
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45.1 Introduction

Joint space-time process is widely used as an advanced anti-jamming technique
[1]. In space-time joint processing, PI (Power Inversion) and BF (Beam Forming)
methods is widely used. Both of them have their advantages and disadvantages
respectively. PI method need not a priori knowledge of the satellite signal direc-
tion, the algorithm is relatively simple, easy to engineering implement. But this
method does not achieve the best reception for each satellite. BF method can
achieve antenna array process gain, but need a priori knowledge of the satellite
signal direction using INS, forecasting ephemeris or DOA estimation algorithm
[2]. The receiver is complexity and high costs, the estimation error of space-time
direction easily lead to the deterioration of the anti-jamming performance. Because
of the above problems, BF method is often used in the engineering implementa-
tion. In this paper, a new joint space-time anti-jamming method based on the
maximum CNR optimal criterion is proposed which combines PI and BF methods,
Firstly, we use PI method to suppress interference initially, acquisition and
tracking to get the desired spread code signal for the estimation of the satellite
signal direction vector. Then we use BF method to anti-jamming and compare the
output CNR of PI method for controlling the channel switch. At last we use
the output results to position. Through compare, analysis and simulation, it is
obviously that the proposed method not only avoid the complex computation of
traditional satellite signal direction estimation, but also overcome the signal loss
for estimation bias. The performance improves greatly compared with the tradi-
tional beam forming method.

In Sect. 45.2, the mathematical model of space-time processing was given. The
BF and PI methods were unified to the same mathematic form. Based on above
analysis, in Sect. 4.3, a new GNSS receiver space-time anti-jamming method is
proposed based on the maximum CNR criterion, the flow diagram and structure
diagram of the proposed method were given. In Sect. 45.4, Numerical simulation
demonstrates that the proposed method is effective and efficient. The conclusion
was given in Sect. 45.5.

45.2 Space-Time Adaptive Processing

The Structure of space-time adaptive processing is shown in Fig. 45.1.
wmnf g; m ¼ 1; 2; . . .;M; n ¼ 1; 2; . . .;N are space-time two dimensional weight

coefficients. MN � 1 dimensional W denotes weight vector of processor. Then

W ¼ ½w11 w21. . .wM1 w12 w22. . .wM2 w1N w2N . . .wMN �T

R ¼ EðXXHÞ is the received data covariance matrix, where X is MN � 1
dimensional received data vector.
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XðtÞ ¼ S � sðtÞ þ
XP

i¼1

aijiðtÞ þ nðtÞ

¼ ½x11 x21. . .xM1 x12 x22. . .xM2. . . x1N x2N . . .xMN �T
ð45:1Þ

Which sðtÞ; S denote satellite signal and its space-time direction vector,
S ¼ St � Ss, St is time domain vector, Ss is space domain direction vector; jiðtÞ; ai

denotes the i th interference and its space-time direction vector; nðtÞ denotes received
noise vector. BF and PI methods can be unified to the same mathematic form.

min
W

WHRXW
ffi �

s.t. WHS ¼ 1 ð45:2Þ

The Largrangian function is showed as follow

L Wð Þ ¼WHRXWffi k gH ffi CHW
� �

ð45:3Þ

where k is a constant. And

rW L Wð Þð Þ ¼ 0 ð45:4Þ

The optimal weight is obtained.

Wopt ¼ Rffi1
X S SHRffi1

X S
� �ffi1¼ lRffi1

X S ð45:5Þ

Assuming the space direction vector of the kth satellite can be obtained by INS,
ephemeris or satellite signal DOA estimation. Defining

11x

∑

12x 1Nx1( 1)Nx −

2( 1)Nx −

( 1)M Nx −

21x 22x 2Nx

MNx1Mx 2Mx
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Fig. 45.1 Structure of space-time adaptive processing
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rk ¼ cos hk cos uk; cos hk sin uk; sin hk½ � ð45:6Þ

where uk, hk represent azimuth angle, elevation angle respectively. Ss ¼ aðrkÞ is
space constraint vector. Furthermore, the space-time constraint vector S can be
obtained. According to Eq. (45.5), the optimal weight of BF method can be obtained.

In the condition that a priori knowledge of the satellite signal DOA is unknown,
the space-time constraint vector S sets as a column vector which first term is 1 and

other terms are zeros, that is S ¼ ½1; 0; . . .; 0�T. According to Eq. (45.5), the
optimal weight of PI method can be obtained.

Assuming the space direction vector of the kth satellite can be obtained by INS,
ephemeris prediction or calculation of DOA estimation. Defining

rk ¼ cos hk cos uk; cos hk sin uk; sin hk½ � ð45:7Þ

where uk, hk represent azimuth angle, elevation angle respectively. Ss ¼ aðrkÞ is
space constraint vector. Furthermore, the space-time constraint vector can be
obtained. According to Eq. (45.5), the optimal weight of BS method can be obtained.

45.3 Joint Space-Time Interference Suppression Method
Based on the Maximum CNR Criterion

In this paper, the joint space-time process method based on the maximum CNR
criterion need take full advantage of BF method, get antenna array gain, obtain
maximum CNR. The traditional space-time direction vector estimation methods
are including in using the cyclostationarity of C code [2], using INS combined
ephemeris information and so on. The computation is high. We derive from
MMSE criterion and deduce a new space-time direction vector estimation method.

MMSE criterion is based on that useful signal has some priori knowledge, it is
proposed that set a reference signal which has much correlation with useful signal
in receiver, and make the mean square error be smallest between array output and
reference signal. Assuming the reference signal is d(t), array output error signal is

eðtÞ ¼ dðtÞ ffi yðtÞ ¼ dðtÞ ffiWHXðtÞ ð45:8Þ

Make the square error of e(t) be the smallest, and the optimal weight vector is

Wopt ¼ Rffi1
X rXd ð45:9Þ

where rXd is correlation vector between reference signal and received signal vector

rXd ¼ E½XðtÞd�ðtÞ� ð45:10Þ
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On MMSE criterion, the selection of reference signal d(t) is a key factor for the
performance of the array. For GNSS receiver, the modulated pseudo code of
the satellite signal is known. If we know exactly the phase of the code and Doppler
shift, then the reference signal d(t) is determined. Here we recover a local refer-
ence signal from carrier tracking loop and code tracking loop. The navigation data
positive and negative polarity can be almost negligible [3].

When the ideal reference signal d(t) is obtained, there is only a coherence l0

difference between d(t) and received signal s(t), take dðtÞ ¼ l0sðtÞ and formula
(45.1) into formula (45.10), and

rXd ¼ E S � sðtÞ þ
XP

i¼1

aijiðtÞ þ nðtÞ
 !

l0sðtÞ
" #

¼ l0pS ¼ lS

ð45:11Þ

Take formula (45.11) into formula (45.9), and

Wopt ¼ lRffi1
X S ð45:12Þ

Comparing Formula (45.12) and (45.5), it is known that after obtaining ideal
reference signal d(t), MMSE criterion and BF criterion are equivalent, and space-
time direction vector can estimate as follows

S ¼ rXd ¼ EðXdÞ ¼ 1
K

XK

k¼1

Xkdk ð45:13Þ

It is avoided high complexity of using the cyclostationarity of navigation, INS
combined with ephemeris information and so on.

The method above can be used in condition that reference signal d(t) is abso-
lutely correct, the signal acquisition and tracking is completely correct. In strong
interference condition, acquisition and tracking may exist large deviation. It causes
space-time direction vector estimation is not correct, and degrades the anti-
jamming performance. The output signal CNR falls instead of rises. In literature
[4], the code aided closed loop iterative convergence method can not converge in
the same condition, and cause more serious consequences compared with the
proposed open loop method.

From earlier derivation, we notice that the optimal weight vector is not affected
by the direction vector error. Combined with BF method, it can remains a better
anti-jamming performance in the harsh environment, acquisition and tracking exist
large deviations and loss of locking. A new space-time interference suppression
method based on maximum CNR criterion for GNSS receiver is proposed in this
paper. The flow diagram is shown in Fig. 45.2. The hardware structure is shown in
Fig. 45.3. The proposed method uses PI method to suppress interference initially,
and acquisition and tracking to obtain the desired spreading code signal for
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estimating the space-time direction vector; Then the BF method is used, the signal
which has larger C/N0 is output by estimating and comparing the two output C/N0

[5], and use the output to position. It avoids the disadvantages of wrong estimation
of space-time direction vector in strong interference condition and the disadvan-
tages of PI method which do not make full use of the space-time direction vector
information which is known exactly. For avoiding the case that the two channel
CNR is similar and the output signal are frequently switched between the two
channels, we can compare the output signal CNR of the two methods regularly,
and switch in the condition that several consecutive comparison results are same.

45.4 Simulation and Analysis

In the following, the performances of PI, BF and the proposed method are ana-
lyzed by simulation. The simulation use five elements ULA (Uniform Linear
Array). The array elements spacing is d ¼ k=2. The time delay node number is 7.
The interference incident angle range is 0� 	 180�. The satellite signals incident
angle is h ¼ 120�. The normalized time delay is satisfied that BD ¼ 1, where B is
receiver processing bandwidth.

The L1 C/A code is adopted in the simulation. The received satellite signal
power is - 157 dBW. The C/N0 formula is C=N0 ¼ Sr þ Ga ffi 10 logðkT0Þ
ffiNf ffi L, where Sr is received satellite signal power and Sr ¼ ffi157 dBW; Ga is
antenna gain and Ga ¼ 0 dB; The receiver thermal noise density is 10 logðkT0Þ ¼
ffi205 dBW=Hz, where k = 1.38 9 10-23 (W s/K) is the boltzmann constant, the
thermal noise reference temperature T0 ¼ 290 K; Nf ¼ 4 dB is receiver noise
figure including the loss of antenna and cables. L ¼ 2 dB is the loss of signal
process and A/D quantization. C=N0 ¼ 42 dB=Hz in single antenna condition can
be calculated. The sample rate is 2 times of chip rate. The receiver processing
bandwidth is about 2 MHz. The in band white noise power is about ffi142 dBW.
And SNR 
 ðffi157Þ ffi ðffi142Þ ¼ ffi15 dB.

There are one broadband interference, one partial band interference and one
single frequency interference. All kinds of interference J/N is 65 dB, the inter-
ference incident angle range is uniform from 0� to 180�.

Figure 45.4 shows the relationship between code estimation bias and output
CNR when satellite signal space-time direction vector is estimated. The figure
shows that BF method is more sensitive to the estimation bias of reference
spreading code signal. When code estimation bias is larger than 0.7 chip, the
performance of proposed method drops quickly; PI method has nothing to do with
the space-time vector direction, the output CNR is more stable. At the same time,
the beam form antenna array gain is loss. When the reference spreading code
signal estimation bias is at [- 0.8, 0.8] chip, the BF method outperforms PI
method. When the estimation bias is larger than 0.8 chip or less than - 0.8 chip,
the PI method outperforms BF method.
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Figure 45.5 shows the space-frequency response two-dimensional spectrum of
weight obtained by the proposed method. From the figure we can see that the
space-time weight vector depression in the corresponding interference position to
anti-jamming and heaving in the corresponding signal position to satellite signal
position to better reception.

45.5 Conclusion

In this paper, a new space-time anti-jamming method based on the maximum CNR
optimal criterion is proposed, aim at the shortcoming of traditional BF method.
The proposed method combines PI and BF method, take their own advantages, and
reduce complexity of estimating direction vector. Simulation demonstrates the
method is effective.
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Chapter 46
Bit Synchronization Method for Highly
Sensitive BeiDou Receiver

Zhifeng Han, Rongbing Li, Jianye Liu, Fei Xie and Ning Wang

Abstract As one of the high-performance receiver, high sensitivity receiver has
gradually become a research hotspot in recent years. Increasing the PDI time can
improve SNR (Signal to Noise Ratio) to track the weak signal on one hand, and
reduce data rate and operand on the other hand, but it needs to consider the effect
of data bits jump. BeiDou Navigation Satellite System (BDS) broadcasts D1 NAV
message on B1I signal. D1 NAV message is modulated with 1 kbps secondary
code of Neumann-Hoffman (NH) code, which can improve suppression of narrow-
band interference and the cross correlation characteristic of satellite signals.
Meanwhile, the NH code limits the pre-detection integration (PDI) time to be
1 ms. So that, to track the weak signal availably, the NH code must be solved to
increase the PDI time. The common method so-called sliding correlation method is
influenced by data bit jumps. A method of Bit synchronization which can also
solve NH code and data bit jumps is designed, by using bits matching method in
groups. Using the QuartusII 7.2 software, the method of Bit synchronization is
designed. The simulation results show that the bit synchronization method is able
to achieve signal synchronization stably and reliably. By bit synchronizing and NH
code solving, the PDI time can be the maximum 20 ms and it will lay the foun-
dation for the further research and application of weak signal tracking sensitivity.

Keywords Bit synchronization � NH code � Beidou receiver � High sensitivity �
PDI
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46.1 Introduction

With the development of satellite navigation system, high-performance receivers
have been the research hotspots at home and abroad. Highly sensitive receiver is
one of the hotspots. SiRF, QinetiQ and u_blox have developed highly sensitive
GPS receiver products [1]. In recent years, many colleges and universities have
carried out research on highly sensitive GPS receiver. With the development of the
Beidou navigation system, highly sensitive Beidou navigation receiver contains
theoretical value and application prospect.

To extend the PDI time is the most common method used to enhance the loop
SNR in highly sensitive receiver. At the same time, to extend the PDI time can
reduce data rate and computational complexity. To extend the PDI time, there are
two aspects need to be considered:

On one hand, the data of 50 bps decides the maximal PDI time to be 20 ms
after bit synchronization in order to avoid data bits jump. How to solve the data
bits jump is the key to realize PDI time extend.

On the other hand, the B1I signal of the MEO/IGSO satellites broadcasts D1
navigation message. D1 navigation message is secondarily modulated with 1 kbps
NH code, which can improve the resistance ability of narrowband interference and
improve the cross-correlation of satellite signals [2]. But at the same time, it limits
the PDI time to be 1 ms by the influence of NH code phase jump. Therefore, NH
code must be solved to eliminate the influence of NH code phase jump and extend
the PDI time.

Thus, in order to improve the sensitivity of the Beidou receiver by extending
the PDI time, the influence of data bits jump and NH code phase change must be
eliminated. Therefore, how to realize bit synchronization of the Beidou signal and
how to solve NH code are the main problems in this paper.

In recent years, Navigation Research Center of Nanjing university of Aero-
nautics and Astronautics have done much research on Beidou satellite navigation
receiver, Beidou/Inertial integrated navigation and so on [3, 4]. Navigation
Research Center has made good progress in theory research, software receiver
design and hardware receiver. This paper is based on the open FPGA/DSP hard-
ware navigation receiver platform to carry out related study.

46.2 Analysis of Beidou Bit Synchronization

46.2.1 Principle of Bit Synchronization

If the PDI time is 1 ms, tracking loop will output 1 kHz original navigation
message binary data after the loop is stabilized. The binary data needs to be bit
synchronization to find the edge of the data bits and convert 20 binary figures to
1 bit figure. Also it needs to be frame synchronization to find the starting edge of
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every frame. Then according to the rules of arrangement, the navigation message
can be got.

The common GPS bit synchronization method is histogram method [5]. The
basic steps are shown in Fig. 46.1.

(1) Divide the loop output binary figures into groups with circularly number 1–20;
(2) Check data jump one by one. If there is a jump, the corresponding count value

plus one.
(3) Judge bit synchronization according to the count value and the threshold.

46.2.2 The Influence of NH on Bit Synchronization

BDS broadcasts D1 NAV message on B1I signal. D1 NAV message is modulated
with 1 kbps secondary code of NH code, as shown in Fig. 46.2. The width of NH
code is equal to one bit navigation data, the width of one NH chip is equal to the
cycle of ranging code.

Therefore, Beidou bit synchronization can’t use the histogram method because
of NH code phase jump affection.

46.2.3 Analysis of NH Code Stripping Technology

The common method to strip NH code is sliding correlation method. Similar to
ranging code stripping, 20 ms binary data is related to the local NH code for
sliding to find relevant peak. The loop structure of the sliding correlation method is
shown in Fig. 46.3.

But in this method, the influence of the data bits jump must be considered [6].
In addition, NH sliding correlation increases the search time to be 20 time of the
original. Therefore, the use of sliding correlation method is not very effective to
strip NH code.

46.3 Bit Synchronization Method for Coherent Integral

In order to enhance the sensitivity of Beidou satellite navigation receiver, the PDI
time is need to be extended to improve the SNR of the loop. In order to extend the
PDI time, the influence of data bits jump and NH code phase change must be
removed to achieve PDI time of 20 ms [7].
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46.3.1 Bit Synchronization Method

If the data bit edge can be found, stripping NH code will be very easy because of
the immobility and repeatability of NH code. However, Beidou NH code phase
changes cause that bit synchronization cannot be implemented by the histogram
method. Therefore, new bit synchronization methods need to be designed.

Fig. 46.1 A synchronous histogram method

Fig. 46.2 Secondary coding schemes

Fig. 46.3 Loop structure of NH code sliding correlation

536 Z. Han et al.



Although NH code results in data bits jump, the relationship between the bits of
data is all right because of repeatability of NH code. Navigation message is
arranged with frame and the frame data starts with 11 bits frame flag having very
strong reliability. Based on frame synchronization and grouping, Beidou bit syn-
chronization method is put forward.

Divide binary data streams into 20 groups using 1–20 cyclical numbers and do
bits matching detection in groups. If there are 20 consecutive groups and the
20 bits match with NH code, the edges of data bits and frame will be found. Bit
synchronization is shown in Fig. 46.4.

In this bit synchronization method, the internal data of each group is checked
not by the bit jump, so this bit synchronization method is not influenced by NH
code phase jump.

Upon completion of bit synchronization and frame synchronization, the data
bits edges and frame starting have been identified. The NH code starting edges and
data bits edges are consistent, so NH code can be stripped directly. This will not
increase additional time.

46.3.2 Procedure of Bit Synchronization

Common frame synchronization method is based on the preamble and parity
detection.

The BDS NAV message in format D1 is structured in the superframe, frame
and subframe. Every superframe is composed of 24 frames. Every frame is
composed of 5 subframes. Every subframe is composed of 10 words. Every
word has 30 bits and lasts 0.6 s. Every word consists of NAV message data
and parity bits. In the first word of every subframe, the first 15 bits is not
encoded and the following 11 bits are encoded in BCH (15,11,1) for error
correction. So there is only one group of BCH code contained and there are
altogether 26 information bits in the word. For all the other 9 words in the
subframe both BCH (15,11,1) encoding for error control and interleaving are
involved. Each of the 9 words of 30 bits contains two blocks of BCH codes
and there are altogether 22 information bits in it (Fig. 46.5).

Based on the above characteristics of Beidou D1, 30 selected figures are
checked by bits matching. The first 11 figures are checked by preamble and the last
15 figures are checked by BCH error correction.

Procedure of bit synchronization and frame synchronization method for
coherent integral is shown in Fig. 46.6.

Procedure of bit synchronization mainly includes circulation packet,
inspection, and NH code bits matching and stripping. Design registers with line
width of 20 and depth of 30. Then 30 bits of each column data are detected,
ensuring that test bits are from different data bits. Bits matching detection
mainly includes preamble and BCH error correction to ensure the reliability of
bit synchronization.
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Fig. 46.4 Bit synchronous principle

Fig. 46.5 D1 navigation message frame structure

46.3.3 The Gain of All Bits Coherent Integral

Coherent integral formula of I branch signal is shown as follows:

IPðnÞ ¼
1

Ncoh

XNcoh

k¼1

iPðnNcoh þ kÞ

Among them, iP(n) is the output signal of correlator; Ncoh is the count of related
results during the PDI time.

iP(n) contains gauss white noise of mean zero and variance r2
n. Signal power ofPNcoh

k¼1 iPðnNcoh þ kÞ enhances N2
coh times than the original. And noise power

enhances Ncoh times because the value can be positive or negative. Therefore, the
SNR increases Ncoh times after coherent integration.

Gci ¼ 10 lg Ncoh

Therefore, if the correlator cumulative time is 1 ms and PDI time is 20 ms, the
coherent integral gain will be about 13.01 dB. Extending the PDI time can greatly
improve the SNR of the loop and greatly enhance sensitivity.
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46.4 The Simulation Analysis

46.4.1 The Simulation Platform

Receiver hardware platform was used to do some experiments to verify the bit
synchronization method. The platform includes antenna unit, radio frequency unit
and baseband unit. The baseband unit is made up with Altera FPGA chip
EP2S6F484I4 and TI DSP TMS320C6713 chip. Programs in the FPGA contain
carrier NCO module, code NCO module, carrier frequency mixing module, code

Preamble and BCH error 
correction

Fig. 46.6 Procedure of bit synchronization
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generation module, correlator module and frame synchronization module; Pro-
grams in DSP contain visible stars prediction, signal capture strategy, signal
tracking loop and other functions.

46.4.2 Simulation Experiment

Use QuartusII 7.2 software to design this bit synchronization and frame syn-
chronization as follows:

GPS_FRAME_SYNC_GEN
(
clock,
clock329,
cs_gnss,
reset,
DUMP,
CHn_I_PROMPT_SIGN,
Frame_sync_flag,
Bit_sync_flag,
clock_1 ms
);

Among them, the clock329 is 32 times of the code NCO clock, as frame
synchronization enable clock; cs_gnss works as module enabling signal input, high
level can make the module work; DUMP is the output signal of code generation
module and here works as input; CHn_I_PROMPT_SIGN is instant accumulation
of I branch; Frame_sync_flag is frame synchronization signal output, cycle for 6 s,
indicates the frame starting. Bit_sync_flag is bit synchronization flag signal.
Clock_1 ms is created for the frame synchronization clock output.

46.4.3 Simulation Results

Bit synchronization and frame synchronization simulation results are shown in
Fig. 46.7.

The data bits were divided into 20 groups. The bit_sync_flag is bit synchro-
nization flag and the frame_sync_flag is frame synchronization flag.

From the simulation results, we can see that the bit synchronization and frame
synchronization method is able to achieve stable and reliable signal synchroni-
zation and frame synchronization, and NH code can be quickly stripped.
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46.5 Conclusion

The data bits jump and NH code phase change limit the extending of Beidou
receiver PDI time. To solve this problem, a new method of bit synchronization and
frame synchronization is put forward by grouping bits matching. On the receiver
hardware platform, QuartusII software was used to verify this new method.

(1) This approach can achieve bit synchronization and frame synchronization at
the same time, and is not affected by NH code phase jump;

(2) This method can strip NH code fast and conveniently and do not cause
additional time delay.

(3) After bit synchronization and NH stripping, the PDI time can be extended to
20 ms. It will greatly improve the SNR and the sensitivity of weak signal.
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Chapter 47
On the Requirements of GNSS
Intermediate Spoofing

Jian Wang, Meng Zhou, Hong Li, Xiaowei Cui and Mingquan Lu

Abstract Intermediate spoofing can control the target receiver successfully
without interrupting tracking loop, so it is strongly secret, while it needs to know
the accurate antenna position and channel condition of victim. In practical con-
dition, position of victim is often fuzzy, which will influence the performance of
spoofing. For a successful spoofing in actual scene with a lower detected proba-
bility, it is necessary to research the requirements of GNSS Intermediate spoofing.
In this paper, according to the principle of intermediate spoofing, we establish the
signal model of intermediate spoofing, and then we analyze the related influence
factors based on a fix successful probability, including signals’ interval, carrier-
frequency difference, carrier-phase difference and code rate difference between
authentic signal and spoofing signal. Monte Carlo simulations present the rela-
tionship between spoofing-to-noise ratio (SSR) and factors, which verify the
reasonable of models and theoretical analysis. Thus, minimum SSR for successful
spoofing is obtained in the case of fuzzy position of victim, which reduces the risk
of being detected. Finally, requirements of successful intermediate spoofing are
summarized. The research is based on actual scene, which extends the application
range of intermediate spoofing, so it has a guiding significance for designing of
GNSS spoofer.

Keywords Intermediate spoofing � Carrier-frequency difference � Carrier-phase
difference � Code rate difference � Minimum spoofing-to-signal ratio
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47.1 Introduction

With the extensive application of GNSS system, navigation warfare has becoming
a hot issue gradually. Early in 2001, the US government has realized the vul-
nerability of GPS, and regarded spoofing as disaster in its internal file [1]. Today,
research on spoofing has made great breakthrough in the US. In lab environment,
spoofing has been proved to be reasonable [2], and in real sense, it has spoofed the
aircraft and yachts successfully [3, 4]. Therefore, in future navigation warfare,
spoofing will become an important and effective tool.

Intermediate spoofing is a kind of spoofing way. It can control the receiver to
output wrong position and time information without interrupting the tracking loop,
so it is extremely concealed. While it needs to know the accurate channel con-
dition and 3D position of target receiver. In other words, to align the carrier phase
completely, accuracy of 3D position must be centimetre, while it is almost
impossible in real sense [5]. Spoofer could overcome this difficulty by enhancing
power of spoofing signal, while this method also has limitations: higher signal
power means higher probability to be detected, and lower signal power means
lower spoofing successful probability. So research on the requirements of suc-
cessful spoofing is necessary. Currently, there is little research on the requirements
of intermediate spoofing. Humphreys et al. [3] declared a standard: when power of
spoofing signal is 10 dB larger than that of authentic signal, it is a successful
spoofing, while they didn’t give the reason. Tippenhauer et al. [6] changed this
standard to 2 dB by analysing pseudo-range, while they didn’t consider the
influence of carrier-phase difference. What’s more, pseudo-range is influenced by
multiple satellites, so it can’t represent the condition of single channel.

In this paper, according to the principle of intermediate spoofing, we establish the
signal model of intermediate spoofing. Then, for a successful spoofing, we analyze
influence of signals’ interval, carrier-frequency difference, carrier-phase difference
and code rate difference to minimum spoofing-to-signal ratio (SSR). Monte Carlo
simulations verify the reasonable of theoretical analysis. Finally, when in real sense,
minimum SSR is presented, and requirements of intermediate spoofing is also sum-
marized. Research in the paper relax restriction of intermediate spoofing, and make it
closer to real sense, so it has a guiding significance for designing of GNSS spoofer.

47.2 Model and Influence Factors

47.2.1 Principle of Intermediate Spoofing

When in tracking mode, the tracking loop keeps tracking the correlation peak of
authentic signal. If the two signals are aligned, spoofing signal tries to take over
the tracking loop by higher power, until the loop tracks the spoofing signal. Ideal
intermediate spoofing works as Fig. 47.1 [2]. First, spoofing signal enters the

544 J. Wang et al.



tracking loop with a low power and a different code rate (t1); then, after it is
aligned with the authentic signal, power of spoofing signal begins to increase until
it is larger than that of authentic signal, in this case, the tracking loop locks on the
spoofing signal (t2); finally, the spoofing signal moves away from the authentic
signal and take over the tracking loop, until the two signals are not overlap.

In real sense, due to the inaccurate position, code phase and carrier phase are
difficult to align completely, estimating carrier Doppler is also inaccurate.
Therefore, spoofer may be increasing its power at a wrong time (e.g. t1), which
weakens the performance of spoofing.

47.2.2 Signal Model

GPS intermediate frequency (IF) signal can be expressed as Eq. 47.1 [7]. Here, A
is signal’s amplitude; C(n) is GPS C/A code; D(n) is navigation message; f is
carrier frequency; u is carrier phase; w(n) is white Gaussian noise (WGN).

S(n) ¼ AC(n) D(n) cos ð2pfnþ uÞ þ w(n) ð47:1Þ

There are some differences on signal parameters between spoofing signal and
authentic signal. After spoofing signal is added, signal received can be expressed
as Eq. 47.2. Here, a is quotient of spoofing signal and authentic signal, which is
another representation of SSR. C

0
(n) is C/A code of spoofing signal, and it has tiny

frequency difference with authentic signal; f
0

is carrier frequency of spoofing
signal; u0 is carrier phase of spoofing signal; s is signals’ interval.

S0(n) = AC(n) D(n) cos ð2pfnþ uÞ þ aAC0(n� sÞD(n) cos ð2pf0nþ u0Þ þ w(n)

ð47:2Þ

When in tracking stage, carrier loop generates local IF carrier signal
cos ð2pfin), and then it down-conversions the signal received to baseband; code
loop generates local C/A code and dispreading the baseband signal. Then, envelop
I2 þ Q2 is formed and can be expressed as Eq. 47.3.

I2 þ Q2 � f½R(t) sinc (fdT)]2 þ ½aR
0
(t� sÞ sinc (f 0dT)]2

þ 2aR(t) R
0
(t� sÞ sinc (fdT) sinc (f0dT) cos ð2pDfdTþ DuÞgA2 þ w2

I þ w2
Q

ð47:3Þ

1t 2t 3t

Fig. 47.1 Schematic
diagram of intermediate
spoofing
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Here, R(t) is the correlation function and can be expressed as Eq. 47.4; R
0
(t) is also

the correlation function but influenced by code rate difference, it can be expressed as
Eq. 47.5 [8]; fd and f0d is residual carrier Doppler; Dfd ¼ f0d � fd is carrier-frequency
difference between spoofing signal and authentic signal; wI and wQ is WGN.

R(t) =
tþ 1; �1� t\0
�tþ 1; ; 0� t� 1

0; others

8
<

: ð47:4Þ

R0ðtÞ ¼ bRðtÞ ¼RðtÞffi 1� 0:25jfd;cTj; jfd;cTj � 2
1=ðfd;cTÞ; jfd;cTj[ 2

ffi
ð47:5Þ

Known from Eq. 47.3, I2 ? Q2 is still non-central chi-square distribution, and
the non-central parameter reflects signals’ interaction.

47.2.3 Influence Factors of SSR

47.2.3.1 Standard of Successful Spoofing

Because of the interaction between spoofing signal and authentic signal, power of
hybrid signal is not simple overlay. In particular, when the carrier-phase difference
is 180�, which means Da = p, power of the two signals cancels each other out as
Eq. 47.3. Therefore, there is no significance to compare with power of signal
separately. In the paper, we define the standard of successful spoofing as follows:
if the correlation peak of hybrid signal is at least c times than that of authentic
signal, we say it is a successful spoofing.

Given the spoofing successful probability g, quotient of spoofing signal and

authentic signal can be calculated by Eq. 47.6. Here, Ps
d(z; d; kÞ and Pj

d(x; d; kÞ are
density probability of authentic signal and hybrid signal, and they can be got from
Ref. [7].

g ¼
Z 1

0

Z 1

cx

Ps
d(z, d; kÞPj

d(x, d; k0)dzdx ð47:6Þ

Equation 47.6 is very complicated and hard to get analytical expression
explicitly, so the theoretical value can be calculated only by simulation. Note that
spoofing is slow and we want to find the minimum SSR, so first we need to identify
a minimum tolerable spoofing successful probability, in the following part, we
consider it as 50 %.
When non-central parameter of chi-square distribution is large enough, the dis-
tribution is Gaussian distribution approximately. In this case, probability density
function is symmetrical. In Fig. 47.2, if J2 ¼ cS2, we know that J1 ¼ cS1 and
J3 ¼ cS3, and then when correlation peaks of authentic signal are S1 and S3,
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spoofing successful probability can be expressed as Eq. 47.7. Thus, Eq. 47.6 can
be simplified as Eq. 47.8. Obviously, if J2 [ cS2, spoofing successful probability
is larger than 50 %, and if J2 [ cS2, spoofing successful probability is less than
50 %. In this case, if the standard above is established, mean of hybrid signal is c
times of that of authentic signal.

g0 ¼ Ps
d(S1; d; kÞ

Z 1

J1

Pj
d(x,d; k0Þdx þ Ps

d(S3,d; kÞ
Z 1

J3

Pj
d(x,d; k0)dx

¼ Ps
d(S1,d; kÞð

Z 1

J1

Pj
d(x,d; k0)dx þ

Z 1

J3

Pj
d(x,d,k0)dxÞ ¼ Ps

d(S1,d; kÞ
ð47:7Þ

g ¼
Z S2

0

Ps
d(x, d, kÞdx ¼ 50 % ð47:8Þ

Mean of non-central chi-square distribution equals to the no-central parameter
approximately, which is also the signal-to-noise ratio (SNR). Known from
Eq. 47.3, SNR of authentic signal and hybrid signal can be expressed as Eqs. 47.9
and 47.10. Here, r is noise power.

k ¼ AR(t) sinc (fdTÞ=rð Þ2 ð47:9Þ

k0 � f½R(t) sinc (fdT)]2 þ ½aR0(t� sÞ sinc (f0dT)]2

þ 2aR(t)R0(t� sÞ sinc (fdT) sinc (f
0

dT) cos ð2pDfdTþ DuÞgðA=rÞ2
ð47:10Þ

Suppose that when there is no spoofing signal, local signal and authentic signal
are aligned, and when spoofing is successful, local signal and spoofing signal are
aligned. So in Eq. 47.9, t = 0, fd = 0 and in Eq. 47.10, t¼ s; f0d = 0. Theoretical
discriminant formula of successful spoofing is expressed as Eq. 47.11.

LðDfd;Du; fd;c; sÞ ¼ k0(t ¼ s;f0d ¼ 0Þ=kðt = 0,fd ¼ 0Þ
¼ ½RðsÞ sinc (DfdT)]2 þ ðabÞ2

þ 2abRðsÞ sinc (DfdT) cos ð2pDfdTþ DuÞ[ c

ð47:11Þ
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47.2.3.2 Influence Factors

Equation 47.12 is the condition of Eq. 47.11, and it describes the influence effect
of carrier-frequency difference, carrier-phase difference, code rate difference and
signals’ interval. Once c[ 1, the constraint succeeds. Following is influence effect
of each factor.

a [ ½�RðsÞ sinc ðDfdT) cos ð2pDfdTþ DuÞ

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c� R2ðsÞ sinc2ðDfdT) sin2ð2pDfdTþ DuÞ

q
�=b

s:t: c� R2ðsÞ sinc2ðDfdT) sin2ð2pDfdTþ DuÞ[ 0

ð47:12Þ

In an ideal condition, Du ¼ 0; fd;c¼ 0; s ¼ 0, then we can get the influence of
carrier-frequency difference due to Eqs. 47.4, 47.5, and 47.12, which can be
expressed as Eq. 47.13.

a[
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c� sinc2ðDfdTÞ sin2ð2pDfdTÞ

q
� sinc ðDfdT) cos (2pDfdT) ð47:13Þ

Let Dfd ¼ 0, fd;c ¼ 0; s ¼ 0, we can get the influence of carrier-phase difference
due to Eqs. 47.4, 47.5, and 47.12, which can be expressed as Eq. 47.14.

a[
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c� sin2ðDuÞ

q
� cos ðDuÞ ð47:14Þ

Let Dfd ¼ 0;Du ¼ 0; s ¼ 0, we can get the influence of code rate difference
due to Eqs. 47.4 and 47.12, which can be expressed as Eqs. 47.5 and 47.15.

a [ ð ffiffifficp � 1Þ=b ð47:15Þ

Let Dfd¼ 0;Du ¼ 0; fd;c = 0, we can get the influence of signals’ interval due
to Eqs. 47.5 and 47.12, which can be expressed as Eqs. 47.4 and 47.16.

a [
ffiffiffi
c
p � R(sÞ ð47:16Þ

47.3 Experiment Results

47.3.1 Condition of Experiments

A series of Monte Carlo simulations are made to research the influence effect of
factors. In the experiments, IF signal of GPS No. 5 C/A code is generated by signal
simulator, and its frequency is 3.563 MHz, SSR is -19 dB. Correlation peak of
Prompt is mean of authentic signal. After adjudging parameters of spoofing signal,
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we notice the correlation peak of Prompt, and simulate the spoofing successful
probability by multiple-run. In particular, when the power of hybrid signal is 3 dB

larger than the authentic signal, which means c ¼
ffiffiffi
2
p
þ 1

� �2� 5:8, we regard a
successful spoofing.

47.3.2 Analysis of Influence Factors

Equations 47.13–47.16 are theoretical formulas in an ideal condition, simulations
can be made to verify their reasonability. Figure 47.3 is the comparison chart. We
can see that the theoretical curve and simulation curve are almost superpose, and
the slight difference are caused by finite Monte Carlo simulation times and points.
So the results shows that the theoretical analysis is reasonable.

Figure 47.4 shows the influence effect of carrier-frequency difference and
signals’ interval. We can see that if there is carrier-frequency difference, tracking
loop won’t lock on the true frequency, which decreases correlation peak of
authentic signal, thus, correlation peak of hybrid signal is also decreases. There-
fore, in some range, if influence of carrier-phase difference is not considered,
minimum SSR increases as the carrier-frequency difference increasing.

Figure 47.5 shows the influence effect of carrier-phase difference and signals’
interval. As signals’ interval increases, interaction between spoofing signal and
authentic signal weakens. When carrier-phase difference is smaller than p/2, which
means cos ðDuÞ[ 0, it can prompt power’s aggregation, so as signals’ interval
increases, SNR loss caused by interaction occupies the dominant position, and the
minimum SSR increases; while when carrier-phase difference is between p/2 and
p, which means cos ðDuÞ\0, it can inhibit power’s aggregation, so as signals’
interval increases, this inhibition ability weakens gradually, and the minimum SSR
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decreases. What is more, when carrier-phase difference is in ½0; p�;cos ðDuÞ is
monotone decreasing. So if fixing signals’ interval, SNR of hybrid signal
decreases, thus, minimum SSR increases as carrier-phase difference increasing.

Figure 47.6 shows the influence effect of code rate difference and signals’
interval. We know that b changes slowly compared with code rate in Eq. 47.5, so
influence of code rate difference is not explicit. On the whole, as the absolute value
of code rate difference increases, the minimum SSR becomes larger. However,
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code Doppler in the receiver belongs to [-3 Hz, 3 Hz], so code rate difference
belongs to [-6 Hz, 6 Hz]. In Fig. 47.6, when code rate difference is in this range,
it has little influence on the minimum SSR.

47.4 Requirements of Intermediate Spoofing

In the receiver, carrier loop involves frequency-locked loop and phase-locked
loop, which ensures both the dynamic range and phase accuracy. Typically, fre-
quency accuracy in acquisition is 500 Hz, so this is the range of carrier-frequency
difference, thus, �250 Hz\Dfd \250 Hz; if the accuracy of receiver position is
not centimeter-level, it is larger than the carrier wavelength, so carrier-phase
difference may be any value, thus, 0\Du\2p; if the carrier Doppler reaches
10 KHz, the code Doppler will be 6 Hz, so range of code rate difference is
[-6 Hz, 6 Hz]; In tracking stage, if code phase offset is smaller than 1 code chip,
code loop can deal with this successfully, so signals’ interval is also in this range,
thus, s\1 code chipand the position accuracy is 300 m approximately.

After that, the minimum SSR can be calculated by Eq. 47.12. Let
x = RðsÞ sinc ðDfdT) and y = cos ð2pDfdTþ uÞ, range of x and y is easy to ver-
ified now. Therefore, calculating minimum SSR is an optimization problem, as
Eq. 47.17.

s:t.

max (
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c� x2 þ x2y2

p
� xyÞ=b

� 2
3p � x� 1
�1� y� 1
b � 1

8
>><

>>:
ð47:17Þ

The Maximum value can be selected form extreme points or boundary points,
and the extreme points can be verify from Eq. 47.18. Easy to know when x = 0
and y = 0, extreme value is selected. Therefore, compared the function value in
extreme point and boundary points, we can obtain the minimum SSR. Here, when
x = 1 and y = -1, minimum SSR can be expressed as Eq. 47.19. In this condi-
tion, carrier-frequency difference is 0, carrier-phase difference is p and signals’
interval is 0.

oz/ox ¼ x(y2 � 1)/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c� x2 þ x2y2

p
� y ¼ 0

oz/oy ¼ x2y/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c� x2 þ x2y2

p
� x ¼ 0

(
ð47:18Þ

a � ffiffiffi
c
p

+ 1 ð47:19Þ

In particular, let c ¼
ffiffiffi
2
p
þ 1

� �2� 5:8, then a � 3.414, which is 10.66 dB. The
result is consistent with Fig. 47.5. Requirements of intermediate spoofing can be
summarized as Table 47.1.
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47.5 Conclusions

Through the attack model of intermediate spoofing, the paper presents a theoretical
discriminant formula of successful spoofing, and analysis the influence of carrier-
frequency difference, carrier-phase difference, code rate difference and signals’
interval. Experiments shows the reasonability of theoretical analysis. What’s more,
when in a reasonable range, code rate difference can hardly influence the minimum
SSR; when carrier-phase difference is between 0 and p/2, the minimum SSR
increases as signals’ interval increasing, while when it is between p/2 to p, the
minimum SSR decreases as signals’ interval increasing; influence of carrier-fre-
quency difference and carrier-phase difference is closely intertwined, so it’s dif-
ficult to evaluate separately. Finally, with an inaccurate condition, calculation
formula of the minimum SSR is presented, which is independent on influence
factors. Thus, requirements of intermediate spoofing are listed. Research in this
paper extends the application range of intermediate spoofing and make it more
suitable for real sense, so it has a guiding significance for designing spoofer.

References

1. Anonymous (2001) Vulnerability assessment of the transportation infrastructure relying on the
global positioning system. Techecnical report, John A. Volpe National Transportation Systems
Center

2. Humphreys TE et al (2008) Assessing the spoofing threat: development of a portable GPS
civilian spoofer. In: Proceedings of ION GNSS meeting, 2008

3. Shepard DP, Bhatti JA, Humphreys TE, et al (2012) Evaluation of smart grid and civilian UAV
vulnerability to GPS spoofing attacks. In: Proceedings of ION GNSS meeting, 2012

4. http://www.insidegnss.com/node/3659
5. Jafarnia-Jahromi A, Lin T et al (2012) Detection and mitigation of spoofing attacks on a vector

based tracking GPS receiver. In: Proceedings of the ITM of the Institute of Navigation, 2012
6. Tippenhauer NO, Pöpper C, Rasmussen KB et al (2011) On the requirements for successful

GPS spoofing attacks. In: Proceedings of the 18th ACM conference on computer and
communications security. ACM, 2011, pp 75–86

7. Parkinson B et al (1996) The global positioning system: theory and application, vol 1. AIAA,
1996

8. Li CX, Wang FX, Guo G (2007) Correlation of PN spread spectrum signal under first-order
dynamics. Acta Electronica Sinica 35(9):1789–1793

Table 47.1 Requirements of
intermediate spoofing

Characteristic Range

Carrier-frequency difference [-250, 250] Hz
Code rate difference [-6, 6] Hz
Position accuracy \300 m
Spoofing-to-signal ratio [10.66 dB

552 J. Wang et al.

http://www.insidegnss.com/node/3659


Chapter 48
Tracking Loop Model and Hardware
Prototype Verification of GNSS/INS
Deep Integration

Tisheng Zhang, Hongping Zhang, Yalong Ban, Xiaoji Niu
and Jingnan Liu

Abstract There is no systematic and complete theoretical model for signal
tracking loop of the GNSS/INS deep integration. And the performance of the
deeply-coupled system based on hardware prototype hasn’t been fully verified.
These limitations block the progress and application of the GNSS/INS deeply-
coupled technology. This paper studies the GNSS/INS deeply-coupled technology
based on the scalar deep integration for GPS L1 receiver. It establishes the transfer
functions between the error sources (including thermal noise, oscillator phase
noise, inertial measurement unit (IMU) error, the delay of Doppler aiding infor-
mation) and the tracking loop error of the deep integration. And then the steady
state tracking model is proposed and analyzed. A hardware/software integrated
GNSS/INS scalar deep-coupled prototype is successfully developed, and real-time
optimizations are made in terms of the system operation and aiding information
delay. The performance of the designed deeply coupled prototype is fully evalu-
ated based on a GPS/IMU hardware simulator and outdoor tests. The result shows
that the INS aiding could improve the steady state’s tracking performance by
extending the integration time to 20 ms and by compressing the bandwidth to 3 Hz
under normal dynamic conditions. The proposed error models, designed methods,
and hardware prototype developed in this paper can be further applied to the key
performance study of the GNSS/INS deeply coupled system, such as the sensitivity
and anti-interference under dynamic conditions.
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48.1 Introduction

Global navigation satellite system (GNSS) and inertial navigation system (INS)
are highly complementary. Therefore the research and development of GNSS/INS
integrated navigation have been a hot spot in the past two decades [1]. According
to the GNSS information used for data fusion, GNSS/INS integrated navigation
could be divided into loosely-coupled system that based on GNSS navigation
results, tightly-coupled system based on GNSS observations, and deeply-coupled
system based on GNSS baseband signals [2, 3]. The deeply coupled system, which
was originally proposed at year 2000, could further take advantage of the dynamic
characteristics of INS to improve the acquisition and tracking performance of
satellite signals in the GNSS receivers [4].

According to the architecture of GNSS receiver’s tracking loop, the deeply
coupled systems are divided to scalar and vector mode [5]. The scalar deeply
coupled system is based on the conventional GNSS receiver tracking loops, with
independent tracking channels. The INS aiding information is inserted into each
channel of tracking loop to help the signal tracking separately [6]. Therefore, the
scalar deeply couple is relatively simple, reliable, and easy to implement. In the
vector deeply coupled system, the INS data and the GNSS signal tracking data are
integrated in a centralized navigation filter to make a centralized data fusion
mechanism. Then the estimations from the filter are feedback to control every
tracking channel, which forms a unified signal tracking strategy [7, 8]. Therefore,
the vector deeply couple can make best use of the available information and get
better performance. However, because of the system complexity and the heavy
computation load, it is a challenge to develop a stable and reliable real-time vector
deeply coupled system that can head for engineering and production. Moreover,
for the estimation accuracy of the Kalman filter can’t meet the needs of the carrier
phase, the carrier phase must be tracked by scalar tracking loop. Therefore, this
paper’s work focuses on the modelling of the tracking loop, the hardware system
implementation and the tests’ verification.

The inertial-aided tracking loop is the key of the scalar deep integration.
Scholars did some researches on the deeply-coupled technologies, including the
model and analysis of the inertial-aided tracking loop, the affect of the crystal and
the IMU quality, the synchronization of the INS information and the tracking loop,
the system performance analysis. 2003 Alban from Stanford proposed a model of
the inertial-aided tracking loop, in which the IMU model and the feed-forward
branch model were oversimplified, and the transfer function could not be used for
quantitative analysis of the tracking error and other performances of the tracking
loop. However, the model has not been further improved [9]. In the deep inte-
gration hardware system, the INS information has more or less delay compared to
tracking loop, but the delay was considered in the inertial-aided tracking loop
model in no literature. 2008 Tang and Ye, respectively, studied the optimal
bandwidth of the inertial aided tracking loop to provide bandwidth value for
different IMU, different C/N. However, the specific model between IMU devices
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error and tracking error was not given [10, 11]. The deeply-coupled system
development requests a relatively high technical threshold, in which the receiver’s
baseband need be adjusted. Deeply coupled systems were developed on software
platforms for research institutions at home and abroad, while companies developed
hardware systems through cooperation [12, 13].

With GPS L1 single frequency receiver for example, based on GNSS/INS
scalar deep integration, this paper builds the model between error sources
(including thermal noise, oscillator phase noise, inertial measurement unit (IMU)
error, and the delay of Doppler aiding information) and the tracking loop error of
the deep integration. And then it proposes and analyzed the INS aided tracking
loop’s steady state error model. Moreover, it develops an integrated real-time
GNSS/INS scalar deeply-coupled hardware prototype system, and optimizes the
prototype for running real-time and INS information delay. Finally, the perfor-
mance of the designed deeply coupled prototype is fully evaluated based on a GPS/
IMU hardware simulator and tests.

48.2 Error Model of INS Aided Tracking Loop

48.2.1 Principle of INS Aided Tracking Loop

The scalar deeply coupled system structure is shown in Fig. 48.1. The upper part is
the GPS receiver subsystem, while the lower part is the inertial navigation sub-
system. The two subsystems assist each other through information exchanging.
The system structure shows that the two subsystems in the scalar mode deep
integration are relatively independent, whose internal structure need be adjusted
relatively small. The difference between deeply coupled system and loosely
coupled system, tightly coupled system is that the INS information is also sent to
the receiver’s baseband (red arrows in Fig. 48.1) in the deeply coupled system,
realized the assistance to the receiver at signal level.

Since GPS receiver and INS are two sensors, they measure in different ways to
calculate navigation information. The vehicle dynamic information is measured
respectively by receiver and INS, so the INS results could be used to assist the
receiver. Since the dynamic changes are responded by the tracking loops in
the receiver, the INS measured dynamic information could be fed forward into the
tracking loops.

The block diagram of the INS aided tracking loop is shown in Fig. 48.2 [14].
The lower part is the tracking loop branch, consistent with the normal structure of
the carrier loop. Since the GPS antenna measures dynamic changes through
receiving satellites’ signal, the direct measured result is the relative dynamic
changes of the GPS antenna and the satellite on line of their sight (LOS).
Therefore, there is a LOS projection between the vehicle and the receiver RF. The
upper part is the INS branch, the measurements of gyros and the accelerometers
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are not dependent on external information, while the accelerometers directly
measure the vehicle’s acceleration (including earth’s gravity), the gyros measure
angular rate. The Doppler aiding information by combining the Doppler measured
by INS after LOS projection and the receiver’s clock drift, which as the feed
forward part is sent into the receiver’s carrier tracking loop. When the system is
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realized, the update of the Doppler aiding information and the tracking loop can’t
be completely synchronous, so the time-delay is added before aiding the tracking
loop.

48.2.2 Error Sources of Tracking Loop

Figure 48.2 shows that the error caused by feed forward branch includes INS
measurement error and Doppler delay error. The INS measurement error could be
divided into IMU bias type error which is unrelated with dynamic and IMU scale
factor type error which is related with dynamic. While the IMU bias type error
includes the IMU device error (constant bias, bias instability, white noise) and the
initial navigation error which has been corrected by coupled navigation results
(velocity error and attitude error), the IMU scale factor type error includes IMU
scale factor error and non-orthogonal error. The Doppler delay error is the non-
synchronization of aiding information and tracking loop, which is caused by the
non-synchronization of IMU and GNSS data collection, INS information com-
puting and transfer delay, the different update rate of aiding information and
tracking loop information.

While the normal tracking loop’s error sources include thermal noise, oscillator
phase noise and vehicle dynamic, the INS aided tracking loop’s error sources
include thermal noise, oscillator phase noise, IMU bias type error, IMU scale
factor type error and Doppler delay error. With the INS assistance, the affect of
vehicle dynamic on the tracking loop is replaced by IMU bias type error, IMU
scale factor type error and Doppler delay error. Figure 48.3 shows the block
diagram of the INS aided tracking loop displaying the affection of different error
sources [14].

It is sum of all the error sources affecting the tracking error dh. The thermal
noise xu and the oscillator phase noise hclk error are independent of each other.
While the oscillator phase noise is added to the input signal hi through the multiply
of the local signal and the input signal, the thermal noise is superimposed on the
input signal when the input signal flows through the tracking loop. Therefore, their
affects on the tracking error are independent of each other, and the normal tracking
loop’s error is analyzed based on this condition. The Doppler aiding information
output from INS is physically independent of tracking loop’s error. The sum of
Doppler aiding information and the output from loop filter is used to control the
NCO, so the affect of the INS branch on the tracking error is independent from the
affect of the thermal noise and the oscillator phase noise. The IMU bias type error
DfIMU , the IMU scale factor type error Ka and the Doppler aiding delay e�st0 are
independent, and their contribution to the Doppler aiding information’s error
are additive. Therefore, the affects on the tracking error from all the error sources
are independent and additive.
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48.2.3 Error Transfer Function

Since the simple structure’s normal tracking loop, the error transfer function can
be deduced by the tracking loop model. The structure becomes more complex and
the types of error sources increase after the INS aiding, and then the function
between each error source and the tracking error can’t be deduced directly.
Because the error sources of the INS aided tracking loop are physically inde-
pendent, and their affects on the tracking error are additive, the error transfer
function between each error source and the tracking error could be researched
individually.

The function between IMU bias type error and tracking error is analyzed as an
example. Assuming there is only IMU bias type error in the feed-forward branch,
the thermal noise and oscillator phase noise are also not considered, Fig. 48.4
shows the affect of the IMU bias on tracking error.

The function of dh and DfIMU can be deducted based on Fig. 48.4:

dhðsÞ ¼ hiðsÞ � hoðsÞ ¼ �
1
s
DfIMUðsÞ 1� HðsÞð Þ ¼ � 1

s

1

1þ KdKoFðsÞ
s

DfIMUðsÞ

ð48:1Þ

DfIMUðsÞ
s

represents the IMU bias type error caused by the feed–forward branch,

which needs the tracking loop to bear. And 1� HðsÞð Þ is the error propagation
function of the normal tracking loop. Therefore, the result matches with intuitive
understanding.

The functions of other error sources and the tracking error can be analyzed
using the same method. Since the affects of all the error sources on the tracking
error are independent, the tracking error caused by all the error sources could be
obtained by adding every error source’s effect result.

2S 1 ( )aK s+
1
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Fig. 48.3 Block diagram of INS aided tracking loop displayed the error sources affect
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dhðsÞ ¼ 1� HðsÞð Þ hclk errorðsÞ � KaðsÞhiðsÞ �
DfIMUðsÞ

s
þ ð1� e�st0ÞhiðsÞ

ffi �

� HðsÞxuðsÞ
ð48:2Þ

The schematic diagram of INS aided tracking loop’s error function is shown as
Fig. 48.5 based on formula 48.2.

48.3 Error Analysis of Tracking Loop

48.3.1 Steady-State Error of Normal Second-Order PLL

Assuming rPLL represents a mean square error of the carrier phase measurement
error, and rtPLL is the thermal noise, rrv is vibration-induced oscillator phase noise,
rrA is Allan deviation oscillator phase noise, and he is dynamic stress error. A
conservative rule of thumb for tracking threshold is that the 3-sigma jitter must not
exceed one-fourth of the phase pull-in range of the PLL discriminator [15].

rPLL ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

tPLL þ r2
rv þ r2

rA

q
þ he=3� 15� ð48:3Þ
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The formula of the thermal noise’s mean square error is

r2
tPLL ¼

0:53xn

C=N0
1þ 1

2Tcoh � C=N0

� �
ð48:4Þ

The tracking error caused by the thermal noise is closely related to carrier to
noise ratio C=N0, noise bandwidth Bn, and coherent integration time Tcoh.

For the second-order PLL, the vibration-induced oscillator phase noise could be
expressed as [15]:

r2
rv ¼

pf 2
0 K2

g Gg

2
ffiffiffi
2
p

fn
¼

p2f 2
0 K2

g Ggffiffiffi
2
p

xn

ð48:5Þ

In the formula, Kg is the g-sensitivity, and Ggðf Þ is the power spectral density of
vibration, f0 is carrier frequency.

For the second-order PLL, the Allan deviation oscillator phase noise could be
expressed as [16]:

r2
rA ¼ 2p2f 2

0
p2h�2ffiffiffi

2
p

x3
n

þ ph�1

4x2
n

þ h0

4
ffiffiffi
2
p

xn

" #
ð48:6Þ

h coefficient reflects the stability of the crystal.
For the second-order PLL, the dynamic stress error caused by frequency ramp

dynamic D< could be expressed as [16]:

D<dh ¼ D<
3x2

n

ð48:7Þ

Therefore, the steady-state error model of second-order PLL could be expressed
as:

rPLL ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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48.3.2 Steady-State Error of INS Aided Second-Order PLL

Under vehicle dynamic conditions, the IMU bias type error is the main aiding
information error factor, so the IMU bias type error need be modeled in detail, and
the IMU scale factor type error is simply modeled as a random constant. Starting
from INS velocity differential equations, simplify and add error disturbance to get
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error equations, and convert to Laplace domain. Then considering the IMU device
error and the initial navigation error, assuming that the satellite is in the north of
the vehicle, DfIMUðsÞ can be expressed as [17]:

DfIMUðsÞ ¼
2p
k

1
s
�

�
bax c

s
þ GMaxð0Þ þ wGMaxðsÞ

sþ 1
Ta

þ waxðsÞ
" #

þ g

s2
� bgy c

s
þ GMgyð0Þ þ wGMgyðsÞ

sþ 1
Tg

þ wgyðsÞ
" #

þ1
s
� dVNð0Þ þ

g

s2
� /Eð0Þ

�

ð48:9Þ

Bringing Eqs. (48.9) into (48.1), the specific model that reflects the relationship
of the IMU bias type error and the tracking error. In literature 14, the influence of
each error component to the tracking error in the navigation update time interval
was analyzed in detail based on the specific model. Its results showed that in the
IMU bias type error, the initial velocity error component was the main factors to
the tracking error. Because the tracking error caused by IMU bias type error
periodically changes with the integration navigation updated, the maximum
tracking error caused by the initial velocity error can be set as IMU bias type
error’s contribution to the loop steady-state error. The maximum tracking error
caused by the initial velocity error can be obtained by converting its error transfer
function into time domain and calculating its derivative.

hV0 ¼
2p � dVNð0Þ
k � e � xn

ð48:10Þ

For the INS aided second-order PLL, frequency ramp input could make IMU
scale factor type error generate loop steady-state error. Starting from the transfer
function of IMU scale factor type error and the tracking error, when the IMU scale
factor type error is modelled as a random constant, the steady-state error could be
obtained by calculating its derivative in time domain.

hKa ¼
Ka � D<

x2
n

ð48:11Þ

Since the tracking error caused by the Doppler delay occurs only when the
vehicle dynamic changes, and the error can quickly converge to zero, steady-state
error analysis need not consider the Doppler delay. Therefore, the steady-state
error model of the INS aided second-order PLL can be written as [14]:
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rAid PLL ¼
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48.3.3 Error Analysis of Steady-State

In order to analyze IMU impact on the tracking error, OCXO is selected, whose g-
sensitivity is 1 9 e-10 (1/g), power spectral density of vibration is 0.05 (g2/Hz).
Figure 48.6 shows the relationship of the INS aided tracking loop’s error and the
bandwidth in the conditions that static, a low-grade IMU MTI-G, C/N0 30 dB-Hz,
coherent integration time 1 ms. While the horizontal axis is the characteristic
frequency of the PLL, the vertical axis is the tracking error (deg).

Figure 48.6 shows that the tracking error caused by the thermal noise rtPLL

increases with bandwidth increasing, and the tracking errors caused by crystal
reduce with bandwidth increasing, which are the same as in normal PLL. Mean-
while, the tracking error caused by the IMU bias type error hV0 reduces with
bandwidth increasing. Under static conditions, compared with normal PLL, the
tracking error of low-grade IMU aided PLL is not significantly larger, so the
contribution of the IMU bias type error to the tracking error can be ignored.

Under dynamic conditions, in addition to the static tracking error, the dynamic
stress error appears in the tracking loop. The test condition is set as follow: the
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vehicle’s acceleration is 1 g, the C/N0 is 30 dB-Hz, the coherent integration time
is 1 ms, and the IMU includes low-grade IMU MTI-G, medium-grade IMU FSAS.
Figure 48.7 shows the relationships of the steady-state tracking error and the
bandwidth, including normal PLL, MTI-G aided PLL, FSAS aided PLL. When the
vehicle’s acceleration is 1 g, the optimal bandwidth of normal PLL is wider than
15 Hz, but the optimal bandwidth is narrower than 5 Hz with the INS aiding. With
the INS aiding, even the low-grade INS, the tracking error is significantly
improved.

48.4 Design and Optimization of Hardware Prototype

48.4.1 Hardware Prototype Design

Figure 48.8 is the self-built hardware integrated platform [18]. The main processor
is TMS320C6713 DSP, and the coprocessor is EP2S60 FPGA, communication
between them through the EMIF of DSP. The GNSS RF unit and the MEMS IMU
unit are connected to the processor by the I/O of FPGA. Depending on the external
device interface definition, FPGA can flexibly define its I/O and design program.
All units on the platform share a common oscillator, which includes TCXO,
OCXO and external interface.

Figure 48.9 shows the software architecture based on the deep integration
hardware platform. Since it is good at high speed digital signal processing in
parallel and the interface control, FPGA is responsible for GNSS IF data sampling,
baseband signal processing, IMU data sampling, etc. However, DSP specializes in
complex calculations and task scheduling, so it is used for GNSS baseband control,
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Fig. 48.8 Self-built hardware integrated platform
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Fig. 48.9 Block diagram of integrated deeply coupled software architecture
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satellite positioning, INS mechanization, Kalman filter algorithm, the LOS
Doppler estimation and aiding tracking.

The advantage of the integrated prototype can be summarized as follows: (1) all
the function units are triggered by the same clock; (2) the deep integration can
choose different types of crystal as the system clock; (3) the platform’s interface is
high speed; (4) integrated software is suit for the deep integration; (5) it has GNSS/
IMU raw data recording and playback function.

48.4.2 Hardware Prototype Optimization

Compared with deep integration on the software platform, the hardware prototype
design need consider running real-time, GNSS/INS data synchronization. It spe-
cifically related to embedded software architecture, IMU and GNSS data sampling
synchronization, and INS aiding information delay.

1. Embedded software architecture

DSP needs to respond GPS data, as well as IMU data, simultaneously process
these data. Therefore, DSP needs to respond to two external interrupts, a higher
priority interrupt (interrupt #1) used for receiving and processing GPS baseband
data, and a lower priority interrupt (interrupt #2) used for receiving and processing
IMU data. Since the correlators in the baseband update every millisecond, the
interval time of interrupt #1 must be less than 1 ms to ensure not to miss inte-
gration results. Considering the processor computing power and the dynamic, the
interval time of interrupt #1 is set as 0.707 ms, and the interrupt #2 is set as 50 ms.

When DSP enters an interrupt service routine, other interrupts are forbidden by
default whatever their priority is. Then if the execution time of an interrupt
exceeds 0.707 ms, some 0.707 ms interrupts will be missed. Therefore the inter-
rupt priority level and interrupt nesting design of the software are necessary. The
external interrupt 1 with 0.2 ms execution time has the highest priority, the
external interrupt 2 with 10 ms execution time has the second highest priority, and
the timer interrupt with 18 ms execution time has the lowest priority. At the same
time, interrupt nesting is allowed in the two lower priority interrupts. Tests showed
that the processor would be able to handle all tasks completed within limited time,
even has free time [19].

2. Synchronization of data sampling

In order to ensure navigation performance, IMU data and GPS data must be
synchronized. And the most effective method is to sample IMU data under GPS
PPS trigger, which could realize the data synchronization essentially. It needs two
conditions: i) GPS receiver can provide PPS, ii) the IMU sampling time could be
controlled by the external. In the integrated prototype, the GPS receiver subsystem
could provide PPS. And the IMU module is designed consists of gyroscopes and
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accelerometers with analog interfaces, sampled by a multiplexing ADC with
controllable sampling time.

The IMU data sampling control module is designed in FPGA. There is no
additional cost of hardware for this platform, only an IMU sampling module needs
to be designed on the FPGA. Six analog signals from sensors (gyroscopes and
accelerometers) are sent to the input of ADC with multiplexer, and the ADC is
triggered by the 200 Hz pulse train to sample IMU data. The PPS signal is gen-
erated in the time base module of the receiver on the FPGA. And the PPS signal is
used to initialize the time-stamp counter. Then the counter could generate a pulse
train to trigger the ADC. Finally, the time stamp is added to the IMU data. Tests
showed that the maximum delay of IMU sampling was 22us, whose effects could
be ignored.

3. INS aiding information delay

If the aiding information could not reflect the vehicle dynamics in time, its
contribution will be greatly weakened, especially with strong dynamics. To ensure
the performance of the system, the time delay of the aiding Doppler should be
short enough.

Data transmission is carried out between FPGA and DSP in the integrated
deeply-coupled system. On one hand, GNSS data and IMU data are using the same
transmission channel (EMIF), which causes essentially the same delay. On the
other hand, the EMIF can be efficient, seamless communication. Therefore, pro-
cessing time difference between loop filter output and INS aiding information is
mainly caused by different processing time of discriminator, loop filter, and INS
mechanization, Doppler estimation. In addition, the Doppler estimation is exe-
cuted once the INS mechanization is completed. Tests showed that the INS aiding
information delayed 0.5 ms to the loop filter output, and the tracking error caused
by delay could be ignored.

48.5 Tracking Performance Testing and Verification

48.5.1 Test Conditions and Methods

Figure 48.10 shows the testing conditions of the deeply coupled system. The GNSS/
INS hardware simulator produced by NAVLABS in America is used to quantita-
tively evaluate the integrated deeply-coupled system. Since the simulator mainly
applies in the vehicle navigation research, it can only output GPS L1, the MEMS
IMU signal can output by SPI interface, high-grade IMU data can only obtain data
files [20]. Table 48.1 shows the IMU configuration parameters in the simulator.
Further dynamic tracking performance testing is carried out using vehicle, including
self-built deeply coupled prototype, medium-grade INS (SPAN-FSAS), etc. The
MEMS IMU on the prototype including a three axis accelerometer (LIS344ALH), a
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singly axis gyroscope (LPR510AL), and a double axis gyroscope (LY510ALH), is
used for low-grade INS aided tracking loop, and the SPAN-FSAS is used for
medium-grade INS aided tracking loop. TCXO and OCXO are provided on the
platform, which could verify the effect of the crystal on the system.

On one hand, in order to verify deeply-coupled system’s dynamic performance
based on medium-grade INS, the problem that importing medium-grade IMU data
to the hardware prototype need to be addressed. On the other hand, repeated
vehicle tests should be avoided. In order to solve these problems, GPS IF/IMU raw
data recording and playback unit is developed based on the hardware prototype. It
not only could replay GPS/IMU data to debug the deeply coupled system, but also

Fig. 48.10 Testing conditions of the deeply coupled system

Table 48.1 IMU configuration parameters in the simulator

Parameters Low-grade
IMU
(MEMS)

Medium-grade
IMU (IXSEA)

Parameters Low-grade
IMU
(MEMS)

Medium-grade
IMU (IXSEA)

Gyro bias(deg/h) 36 0.05 Accelerometer
bias (m Gal)

2,000 102

Gyro white
noise(deg/Hhr)

3.0 0.003 Accelerometer
white noise
(m/s/Hhr)

0.12 0.09

Gyro scale factor
(ppm)

300 30 Accelerometer
scale factor
(ppm)

300 40
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could replace the log IMU data by medium-grade IMU data and achieve medium-
grade INS aided tracking loop testing [21].

48.5.2 Simulator-Based Testing and Verification

In the set simulator scenario, the dynamic changes are frequent including accel-
eration (maximum 2.5 g), deceleration and turning, etc. Here satellite PRN24 as an
example is analyzed the tracking error, whose C/N0 is 50 dB-Hz, elevation is 34�.
Figure 48.11 shows the tracking error of tracking loop with and without INS
aiding, the upper part is the Doppler, and the lower part is the discriminator output.

Figure 48.11a shows the tracking error of the normal second-order PLL with
1 ms integration time and 15 Hz bandwidth. When the vehicle dynamic changes,
the carrier phase error doesn’t change, but the overall margin of phase error is big.
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Fig. 48.11 Tracking error tested by simulator. a normal PLL (1 ms, 15 Hz). b normal PLL
(20 ms, 10 Hz). c MEMS INS aided PLL (20 ms, 3 Hz). d Medium-grade INS aided PLL
(20 ms, 3 Hz)
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Figure 48.11b shows the tracking error of the normal second-order PLL with
20 ms integration time and 10 Hz bandwidth. When the vehicle dynamic changes,
the carrier phase error significantly increases. The result illustrates the normal PLL
is not suitable for long time integration. Figure 48.11c shows the tracking error of
the MEMS INS aided second-order PLL with 20 ms integration time and 3 Hz
bandwidth. When the vehicle dynamic changes, the carrier phase error slightly
increases. Figure 48.11d shows the tracking error of the medium-grade INS aided
second-order PLL with 20 ms integration time and 3 Hz bandwidth. Even when
the vehicle dynamic changes largely, the carrier phase error doesn’t change. Test
results show that: (1) when the vehicle dynamic changes, the normal PLL’s
integration time should not be too long, and it’s bandwidth should not be too
narrow. (2) with the INS aiding, while the tracking loop’s dynamic accuracy is
guaranteed, the tracking error could be reduced by compressing the bandwidth and
lengthening the integration time. (3) when the vehicle dynamic changes largely,
the medium-grade INS has better aiding effect. Therefore, the test results verify the
error model analysis.

Table 48.2 statistically compares the tracking error (RMS) of the normal PLL
with 1 ms integration time and 15 Hz bandwidth and the MEMS INS aided PLL
with 20 ms integration time and 3 Hz bandwidth. For high elevation satellites with
higher signal strength, the tracking error of INS aided PLL is 0.7 times the normal
PLL’s. And for low elevation satellites with higher signal strength, the tracking
error of INS aided PLL is 0.4 times the normal PLL’s. Therefore, while the INS
aided tracking loop’s dynamic accuracy is guaranteed, the tracking error could be
reduced by compressing the bandwidth and lengthening the integration time.

48.5.3 Vehicle-Based Testing and Verification

The vehicle dynamic test under open sky is carried out on 21 June 2013 to further
verify the tracking performance. Here the tracking error of satellite PRN13 as an
example is analyzed, whose C/N0 is 48 dB-Hz, elevation is 45 deg. Figure 48.12
shows the tracking error of tracking loop with and without INS aiding.

Figure 48.12a shows the tracking error of the normal second-order PLL with
20 ms integration time and 10 Hz bandwidth. For the small vehicle dynamic
changes, the carrier phase error doesn’t significantly change. Figure 48.12b shows
the tracking error of the normal second-order PLL with 20 ms integration time and

Table 48.2 Tracking error statistical results

Normal PLL
(1 ms, 15 Hz)

MEMS INS aided PLL
(20 ms, 3 Hz)

PRN = 24(C/N0 = 50) 0.10 rad 0.068 rad
PRN = 22(C/N0 = 45) 0.26 rad 0.098 rad
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2 Hz bandwidth. Even when the vehicle dynamic changes small, the carrier phase
error significantly increases. These test results is the same as the simulator test
results. Figure 48.12c, d respectively show the tracking error of the MEMS INS
aided PLL and medium-grade INS aided PLL with 20 ms integration time and
2 Hz bandwidth. Since the alignment has not fully been achieved, the tracking
error is bigger at the first dynamic change. And then the carrier phase error doesn’t
significantly increase. In addition, for the small vehicle dynamic, MEMS INS
aiding effect is not an obvious disadvantage. The vehicle test results consistent
with the simulator test results further validate the reasonableness of the error
model.

48.6 Conclusions

GNSS/INS deeply-coupled system can realize INS aiding GNSS signal tracking,
and improve the GNSS receiver’s dynamic tracking performance essentially. In
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Fig. 48.12 Tracking error tested by vehicle. a Normal PLL (20 ms, 10 Hz). b Normal PLL
(20 ms, 2 Hz). c MEMS INS aided PLL (20 ms, 2 Hz). d Medium-grade INS aided PLL (20 ms,
2 Hz)
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order to improve the theory of the INS aided GNSS tracking loop and hardware
system verification, this paper proposes an error model that could be used for
quantitative analysis of error sources affecting the tracking error. And it deduces
the steady-state tracking model. Then it develops and optimizes the real-time
deeply-coupled prototype based on hardware platform for example with GPS L1.
Finally tracking errors of tracking loops before and after INS aiding are tested by
simulator and vehicle. The test results show that: (1) with the INS aiding, while the
tracking loop’s dynamic accuracy is guaranteed, the tracking error could be
reduced by compressing the bandwidth and lengthening the integration time.
(2) MEMS INS can significantly improve the dynamic tracking performance. The
test results are consistent with the analysis results of the error model, verifying the
reasonableness of the error model. The proposed error model and hardware
prototype developed can be further applied to the key performance study of the
GNSS/INS deeply coupled system, such as the sensitivity and anti-interference
under dynamic conditions, and provide theories, methods for further deep inte-
gration study.
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Chapter 49
Characteristic Analysis and Fast Adaptive
Synchronization Algorithm of GPS
CNAV-2 Navigation Message
Synchronization Code

Zhong-liang Deng, Jie-qiang Li, Chang-ming Li, Lu Yin and Yue Xi

Abstract In the navigation data processing, the speed and accuracy of the frame
synchronization processing plays an important role in system efficiency and signal
analysis. Unlike other navigation message which synchronized using a fixed
sequence, In GPS L1C CNAV-2 navigation message, and the synchronization code
uses the BCH (51, 8) code based TOI (Time of Interval) and is no longer fixed
binary sequence. The TOI, in GPS L1C CNAV-2 navigation message, is the 18 s
count value in every 2 h while indicated by ITOW (Interval Time of Week) and
cyclically changes between 0 and 399. Thus, the BCH coding generated by the
TOI is circular. Thus, the synchronization algorithm used in fixed binary sequence
does not work anymore. Beside, circularity makes us have to count maximum
correlation in the two adjacent frames simultaneously and traversal 256 pairs of
sequences at last in each detection, which influence the speed of the frame
detection and the real timeliness of receiver. To solve this problem, beginning with
the shift registers which generate synchronized code of GPS L1C CNAV-2
navigation message, this paper analysis the three characteristics of the loop
resistance, autocorrelation, and cross-correlation. Then, the paper designs the fast
adaptive synchronization algorithm for GPS L1C CNAV-2 navigation message. In
this synchronization algorithm, the first step is estimating the number of error bit in
the front nine bit of 52 bit, an integral BCH coding. Then, filter and sort these
possible pairs of sequences. When we count the maximum correlation in the two
adjacent frames simultaneously, the pairs of sequences is detected based on the
priority order. Thus, the fast adaptive synchronization algorithm makes the fast
synchronization and low rate of false synchronization in different signal
conditions.

Keywords GPS L1C � Synchronization codes characteristics � Adaptive �
Synchronization algorithm
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49.1 Introduction

With the development of technology, the Global Navigation Satellite System GNSS
(Global Navigation Satellite System) has become the main method of autonomous
orientation navigation by the use of measuring the radio distance between the user and
satellites whose position has been known. From the beginning of the 1960s, U.S. led in
building a global satellite navigation system GPS which was deployed completely in
1995 and has spawned many new industries [1]. The 21st century, the United States
began the GPS modernization program. In the program, the new civilian navigation
signals L2C, L5, L1C will be worldwide broadcast in the oncoming generation of GPS
satellites. Among them, the GPS L1C signal modulated on the L1C\A RF carrier
enhances interpretability between GPS and other GNSS systems [2]. The CNAV-2
navigation message modulated on the L1C signal is innovative and brings some
different of frame format and Frame format frame synchronization.

49.2 CNAV-2 Navigation Message Synchronization Code
Generation and Characteristic Analysis

49.2.1 CNAV-2 Navigation Message Frame Format
and BCH (51, 8) Encoding

CNAV-2 navigation message frame consist of three sub-frame, namely, first sub-
frame 52 bit, second sub-frame 1,200 bit, third sub-frame 548 bit, 1,800 bit totally
[3]. The frame format of CNAV-2 navigation message is shown in Fig. 49.1.

The first sub-frame, which is used to extract TOI and synchronize navigation
message, is as long as 52 bit generated by BCH (51, 8) based on the TOI (Time of
Interval). The TOI is the 18 s count value in every 2 h while indicated by ITOW
(Interval Time of Week). The difference between two TOI in the two adjacent
frames is 1. The second sub-frame and the third sub-frames are generated by the
original message after CRC check, LDPC coding, interleaving.

BCH code is a very important cyclic code. Cyclic code generating polynomial
is expressed as follows [4]:

g xð Þ ¼ LCM m1 xð Þ;m3 xð Þ; . . .m2t�1 xð Þ½ �

Among, mi(x) is a prime polynomial. LCM means to extract the least common
multiple in the formula. The least common multiple is the generating polynomial
of BCH code. BCH code can correct t random errors assuming d is the minimum
code distance.

t ¼ d � 1ð Þ=2
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BCH (51, 8) linear shift register is shown in Fig. 49.2 [5]. The TOI data is the
18 s count value in every 2 h while indicated by ITOW (Interval Time of Week).
TOI data period N is 400, which is calculated by expression as follow.

N ¼ 2 h � 3;600 s=hð Þ=18 s ¼ 400

TOI data, in the range of 0–399, is expressed by 9 bit binary number. TOI data
bits 1–8 (8 LSBs) are loaded into the generator, Most Significant Bit (MSB) first, as
initial conditions of the registers, which is then shifted 51 times to generate
51 encoded symbols. The ninth bit of TOI data (MSB) shall be modulo-2 added to
the 51 encoded symbols and it shall also be appended as the MSB of the 52-symbol
TOI message.

It was apparent from BCH (51, 8) linear shift register that the TOI and BCH
(51, 8) encoding results is relational. The mapping diagram is shown in Fig. 49.3.

BCH (51, 8) encoding results of some TOI is shown in Table 49.1.

subframe1
52bit

subframe 2
1200bit

subframe3
548bit

Fig. 49.1 Frame format of CNAV-2 navigation message

Fig. 49.2 Linear shift register of BCH (51, 8)
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49.2.2 Autocorrelation and Cross Correlation

Similar to the auto-correlation curve and cross-correlation curve of L1C Ranging
Codes [6], the 52 bit long TOI have good autocorrelation and cross correlation.

The Fig. 49.4 is the auto-correlation curve of 52 bit generated by BCH (51, 8)
when TOI is 15. Through the figure, we can get that the autocorrelation value is
maximum only when the offset is zero.

The Fig. 49.5 is the cross-correlation curve of 52 bit generated by BCH (51, 8)
when TOI is 15 and 16. Through the figure, we can get that the cross-correlation
value is low whether what the offset is zero.

Through the analysis above, if the navigation message has been synchronized,
we can get the TOI data, the second-class time of this frame, by calculating the
correlation value of 52 bit demodulated and 52 bit encoded by BCH (51, 8) with
TOI ranging of 0–399.

49.2.3 Quasi-Cyclic Characteristics

Through analyzing the 52 bit BCH (51, 8) encoding result generated by TOI
ranging of 0–399, we can get that it has quasi-cyclic characteristics. As the
Table 49.1 shown, compared with the BCH (51, 8) encoding results when TOI is 30,

9 1 2 3 4 5 6 7 8

9 8 7 6 5 4 3 2 1
Other
43bit

TOI:

encode:

Fig. 49.3 Mapping diagram between TOI and BCH (51, 8) encoding results

Table 49.1 BCH (51, 8) encoding results of some TOI

TOI BCH (51,8) encoding results

15 0111100000110011110100001101000100110110011001000110
16 0000010001010011111011000011101101110111000010010100
30 0011110000011001111010000110100010011011001100100011
32 0000001000101001111101100001110110111011100001001010
64 0000000100010100111110110000111011011101110000100101
68 0001000101001111101100001110110111011100001001010000
81 0100010100111110110000111011011101110000100101000000
136 0000100010100111110110000111011011101110000100101000
162 0010001010011111011000011101101110111000010010100000
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the BCH (51, 8) encoding results when TOI is 15 is 1 bit offset to the left. The other
BCH (51, 8) encoding result in Table 49.1 also show the quasi-cyclic characteristics,
as the following Fig. 49.6.

Quasi-cyclic characteristics cause the same correlation values in the adjacent
bit. Assuming that we receive 53 bit, as shown in Fig. 49.7, the front 52 bit is
exactly the BCH (51, 8) encoding result when TOI is 16, and the after 52 bit is
exactly the BCH (51, 8) encoding result when TOI is 32. Thus, we can’t confirm
which the correct first bit of the navigation message is.

Consider that the difference of BCH (51, 8) encoding result by the TOI of the
first sub-frame of the adjacent frame, we use BCH (51, 8) encoding result
generated by (TOI, TOI + 1) to calculate the correlation values with the first

Fig. 49.4 Autocorrelation
curves of BCH (51, 8)
encoding results when
TOI is 15

Fig. 49.5 Cross-correlation
curve of BCH (51, 8)
encoding results when TOI is
15 and 16
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sub-frame of the adjacent frame. If the correlation value is maximal, this bit is the
correct first bit of the navigation message.

But TOI value ranges from 0 to 399. Figure 49.8 shows that we need 400 pairs
(TOI, TOI + 1) to calculate the correlation values per bit, which spend a lot of
time and resources and a fast synchronization scheme is needed.

49.3 Fast Adaptive Synchronization Algorithm Based
on CNR

49.3.1 The Relationship of CNR and BER

To achieve positioning by GPS receiver, GPS receiver must extract the ephemeris
representation, clock correction, and accuracy parameters to calculate the position
of the satellite. But when the satellite signal is weak or when the interference is
serious, the demodulated navigation message has higher error rate. Use the GPS
L1C simulator simulate the signal whose navigation message has been known and
use GPS L1C signal receiver demodulates the message and calculate the CNR.

Adjust the output power to output different simulator L1C signal with different
carrier to noise ratio. Comparing the bits demodulated by the receiver under the
different condition of the different CNR, with the standard known navigation
message, we get the relationship between the CNR and BER, as shown in
Table 49.2.

Due to the acquisition sensitivity of the most GPS receiver is -140 dB and the
corresponding CNR is around 30. In this paper, we estimate error bit range and
correlation value range in the MSB 9 bit of 52 bit we received, based on the actual
CNR when the GPS L1C signal has been stably tracked., as shown in Table 49.3.

81 162 68 136 16 32 64

ROR Rotate One Bit Right

Fig. 49.6 Quasi-cyclic characteristics of BCH (51, 8) encoding results

Fig. 49.7 Quasi-cyclic characteristics of BCH (51, 8) encoding results
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49.3.2 Traversal Sequence Filter and Synchronization
Algorithm

In the process of frame synchronization, we locate error location based on the error
range. Thus, inverse the corresponding bits to achieve filtering and sorting the
400 pairs TOIs. For example, the algorithm is introduced as follow when the CNR
is not less than 40.

1. The adjacent two frames, calculated correlation value, are denoted as n and
(n + 1) frame. And the MSB 9 bit of 52 bit of the first sub-frame in the first
frame is denoted as a9 a8 a7 a6 a5 a4 a3 a2 a1.
Assuming a0i = 1 ffi ai; i 2 [1, 9];
Thus, According to the estimated error range, correct the error location of a9 a8

a7 a6 a5 a4 a3 a2 a1 in order. Include the case of error-freely, it has ten possible
sequences, as shown in Table 49.4.

2. Correct 9 bit data and calculate the TOI of first frame as the mapping rela-
tionship mentioned in Fig. 49.3. The results are recorded as (TOI0, TOI0 + 1),
(TOI1, TOI1 + 1),���, (TOI9, TOI9 + 1).

3. Calculate the correlation values of BCH (51, 8) generated by the first number of
(TOIi, TOIi + 1) and 52 bit of the first frame. Calculate the correlation values
of BCH (51, 8) generated by the second number of (TOIi, TOIi + 1) and 52 bit
of the second frame. The case of error-free has the priority to calculate the
correlation values. If these two correlation values exceed the preset threshold
synchronously, then consider the bit detected now is the first bit of a frame. And

52bit 1748bit 1748bit52bit

TOI+1: 0TOI+1: 399

TOI+1: 1TOI+1: 0

......

Fig. 49.8 Traversal 400
pairs of sequences in each
detection

Table 49.2 BER under different CNR

C/N (dB) 10 15 20 25 30 35 40 45

BER/10e-6 31 30.3 29.4 27.7 24.2 18.5 9.8 2.3

Table 49.3 The error range forecast based on the CNR

CNR Error bit range Correlation value range

C/N (dB) C 40 B1 50
40 C C/N (dB) C 30 B2 48
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the TOI detected now is the second-class time of the frame based on the
GPS-based time.

When the CNR is low than 40, it is need to consider the case of two bit error. In
detail, we show the algorithm flowchart as Fig. 49.9.

Table 49.4 TOI forecast based error bit range

Sort Demodulation message Correction message Remark N
frame

n + 1
frame

1 a9 a8 a7 a6 a5 a4 a3 a2 a1 a9 a8 a7 a6 a5 a4 a3 a2 a1 No error TOI0 TOI0 + 1
2 a9 a8 a7 a6 a5 a4 a3 a2 a1 a9

0 a8 a7 a6 a5 a4 a3 a2 a1 First bit error TOI1 TOI1 + 1
: : : : : :

10 a9 a8 a7 a6 a5 a4 a3 a2 a1 a9 a8 a7 a6 a5 a4 a3 a2 a1
0 Ninth bit

error
TOI9 TOI9 + 1

Signal
acquisition

Signal track Calculate CNR

Correlation operation 
when 1 error

Correlation operation 
when no error

Correlation operation 
when 2 error

pottery iterations of 
LDPC decode in sub-

frame 2 and sub-frame 
3

frame synchronization Next 52bit started with
next bit

Analysis navigation 
message and 

Calculate position

Y

Y

Y

N

N

N

Fig. 49.9 Flowchart of fast synchronization algorithm
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49.3.3 Algorithm Verification

First, generate the stimulant GPS L1C signal as the test signal source by GPS L1C
Signal Generator. Then, use the GPS L1C Software Receiver to achieve acquisi-
tion, tracking, frame synchronization algorithm simulation. Compute the total time
and the total number of bits detected from achieving signal tracking to achieving
frame synchronization. The average time per bit is defined by the quotient of the
total time and the total number of bits detected, as shown in Fig. 49.10.

From the figure, it can be seen that the average time per bit is greatly reduced
by using the Fast Adaptive Synchronization Algorithm.

49.4 Summary

In the paper, we, firstly, introduced the frame format of modern GPS L1C signal
CNAV-2 navigation message. Secondly, this paper analyzes the autocorrelation,
cross-correlation, quasi-cyclic of the synchronization code. Then the paper pro-
posed a method that forecast error range based on the error range. The simulation
results show that this Fast Adaptive Synchronization Algorithm improve efficiency
distinctly.
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Chapter 50
The Performance Analysis of Acquisition
for GNSS Signal Over Frequency
Non-selective Fading Channel

Lei Chen, Shuai Han and Weixiao Meng

Abstract As most research focuses on improving the acquisition sensitivity and
speed in AWGN (Additive White Gaussion Noise) channel, this paper will present
the theoretical analysis of acquisition performance for GNSS signal over fre-
quency non-selective fading channel. The complementary cumulative distribution
function for the correlation peak value higher than a threshold Rth is derived when
the channel is slow and fast fading respectively. For the Rician fading, when the
threshold Rth is larger than a special value, the acquisition performance over slow
fading channel will surpass the performance over fast fading channel. Conversely,
the performance for fast fading will be better. But, both of them are inferior to the
performance over AWGN channel. For the Rayleigh channel, theoretical analysis
shows that the acquisition performance for GNSS signal over slow fading channel
exceeds the performance over fast fading channel. Finally, the acquisition for GPS
signal transmitted over frequency non-selective fading channel has been simulated
and the simulation results confirm the validity of the derivations and analysis.

Keywords Acquisition � Frequency non-selective fading channel

50.1 Introduction

With the development of Global Navigation Satellite System (GNSS), navigation
and location have become indispensable service in daily life. The GNSS receiver,
as major devices of user segment, is also gradually matured. To acquire the coarse
delay of Pseudo-random Noise (PRN) code and estimate the Doppler frequency
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bias of GNSS signal, the acquisition should be completed firstly in GNSS receiver.
Then, the received signal will be imported into tracking loop to accomplish the
precise synchronization.

As one of most important components in GNSS receiver, the acquisition
technology of GNSS signal has been intensively studied. Most of researches focus
on two targets: one is to accelerate the acquisition, such as the parallel acquisition
algorithm [1] and the method based on FFT [2]; the other is to improve the
sensitivity of acquisition, such as coherent accumulation [3], assisted acquisition
[4] and combined acquisition [5]. However, all of above-mentioned researches
hypothesize that GNSS signal transmitted over additive white AWGN channel.
Actually, in the Urban canyons or indoor environment where consist of numerous
reflectors and scatterers, the channel that GNSS signal transmitted will be multi-
path fading channel. Thus, in this study, we will analyze the performance of
acquisition for GNSS signal over frequency non-selective fading channel.

The remainder parts of this paper are organized as follows: Sect. 50.2
introduces the signal model, the correlation peak for GNSS signal over frequency
non-selective fading channel. In Sect. 50.3, Rician fast fading and slow fading
scenarios are investigated. And the probability density function and the comple-
mentary cumulative distribution function for correlation peak value higher than a
threshold Rth are derived. Followed in Sect. 50.4, Rayleigh fading channel are
investigated. And the acquisition for GPS signal transmitted over frequency non-
selective fading channel has been simulated in Sect. 50.5. Finally, Sect. 50.6
presents the conclusion and future works.

50.2 Signal Model

For the multipath fading channel, if the signal bandwidth is greater than the
coherence bandwidth of the channel, the channel becomes frequency-selective and
the multipath components are resolvable. On the other hand, if the signal band-
width is less than the channel coherence bandwidth, the channel will be frequency-
nonselective. In this condition, the multipath components in the received signal are
not resolvable and the received signal appears to arrive at the receiver via a single
fading channel [6]. The IF signal model of GNSS signal over frequency-nonse-
lective fading channel is given by

s tð Þ ¼ h tð ÞD tð Þc tð Þej2p fIFþfdð Þt þ n tð Þ ð50:1Þ

where h tð Þ denotes channel fading parameter, D tð Þ denotes navigation data, c tð Þ
denotes PRN code, fd represents Doppler frequency bias and n tð Þ represents
Gaussian noise.

As our analysis focus on the relation between the fading channel and correlation
peak exported from correlator, the navigation data and Gaussian noise can be
neglected and we assume that the Doppler frequency bias is zero. Let c t � t0ð Þ
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represent the duplicated PRN code of GNSS receiver. Then, the correlation result
after correlation operation between received signal and local duplicated signal is
expressed as

R sð Þ ¼
ZNTC

0

h tð Þc tð Þc t � t0 þ sð Þdt ð50:2Þ

where N denotes the code length of PRN code, TC is the period of one chip. And
the correlation peak is the correlation value when t ¼ s:

Similarly, for the discrete signal, the correlation result is written as

R nð Þ ¼
XN

m¼1

h mð Þc mð Þc m� m0 þ nð Þ: ð50:3Þ

Due to c mð Þ 2 �1; 1f g; the correlation peak when n ¼ m0 is

R m0ð Þ ¼
XN

m¼1

h mð Þ: ð50:4Þ

As GNSS signal transmitted through frequency non-selective fading channel,
the channel fading parameter h mð Þ is random variable. So the correlation peak,
being equal with the sum of series random variables, is also a random variable.

50.3 Rician Fading Channel

For the Rican fading channel, the channel parameter is given by

h mð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffi

j
1þ j

r
rþ

ffiffiffiffiffiffiffiffiffiffiffi
1

1þ j

r
rx mð Þ: ð50:5Þ

where, the parameter j (also called K-factor) is ratio of the energy in the specular
path (the line-of-sight path) to the energy in the scattered path (the aggregation of
large number of reflected and scattered paths). And x mð Þ�CN 0; 1ð Þ presents that
x mð Þ are circularly symmetric complex Gaussian variables.

Then, h mð Þj j; the module of the channel fading parameter, is Rican distributed
with the parameter j; r2ð Þ: The probability destiny function is expressed as

f hj j xð Þ ¼ 2 jþ 1ð Þx
r2

e
�j�

jþ1ð Þx2

r2

� �

I0 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j jþ 1ð Þ

r2

r
x

 !
ð50:6Þ

where I0 �ð Þ is the zero order modified Bessel function of the first kind.
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50.3.1 Fast Fading Channel

The fast fading channel is defined as that the changing period of the channel
parameter is equal to the period of GNSS PRN code chip and the channel
parameter stay invariant within a PRN code chip period TC: Then, we have the
correlation peak as

RRician
fast m0ð Þ ¼

XN

m¼1

h mð Þ ¼ N

ffiffiffiffiffiffiffiffiffiffiffi
j

jþ 1

r
rþ

ffiffiffiffiffiffiffiffiffiffiffi
1

jþ 1

r
r
XN

m¼1

x mð Þ: ð50:7Þ

Let X ¼ 1ffiffiffi
N
p
PN

m¼1
x mð Þ; then, X�CN 0; 1ð Þ; so we have

RRician
fast m0ð Þ ¼ N

ffiffiffiffiffiffiffiffiffiffiffi
j

jþ 1

r
rþ

ffiffiffiffi
N
p ffiffiffiffiffiffiffiffiffiffiffi

1
jþ 1

r
rX: ð50:8Þ

Then, RRician
fast m0ð Þ

���
���; the module of the correlation peak, is Rican distributed

with the parameter Nj; j
jþ1 N2 þ 1

jþ1 N
� �

r2
� �

: The probability destiny function

after simplification is shown as

f
RRician

fast

�� �� xð Þ ¼ 2 jþ1ð Þx
r2N

e
�Nj� jþ1ð Þx2

Nr2

� �
I0 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j jþ1ð Þ

r2

r
x

 !
: ð50:9Þ

For a given threshold Rth; the complementary cumulative distribution function
(CCDF) for correlation peak value higher than the threshold is

PRician
fast x [ Rthð Þ ¼ Q

ffiffiffiffiffiffiffiffiffi
2jN
p

;
Rth

r
ffiffiffiffiffiffiffiffiffiffiffi

N
2ðjþ1Þ

q

0

B@

1

CA ð50:10Þ

where Q �ð Þ is Marcum Q function, defined as

Q a; bð Þ ¼
Zþ1

b

xe�
x2þa2

2 I0 axð Þdx: ð50:11Þ
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50.3.2 Slow Fading Channel

In the slow fading channel, we assume that the changing period of the channel
parameter is equal to the period of GNSS PRN code and the channel parameter
stay invariant within a PRN code period NTC: Then, we get the correlation peak as

RRician
slow m0ð Þ ¼

XN

m¼1

h mð Þ ¼ N

ffiffiffiffiffiffiffiffiffiffiffi
j

jþ 1

r
rþ N

ffiffiffiffiffiffiffiffiffiffiffi
1

jþ 1

r
rx mð Þ: ð50:12Þ

Then, RRician
slow m0ð Þ

�� ��; the module of the correlation peak, is Rican distributed

with the parameter j;N2r2ð Þ: The probability destiny function is given by

f
RRician

slowj j xð Þ ¼ 2 jþ 1ð Þx
N2r2

e
�j� jþ1ð Þx2

N2r2

� �
I0 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j jþ 1ð Þ

N2r2

r
x

 !
ð50:13Þ

For a given threshold Rth; the CCDF for correlation peak value higher than the
threshold is obtained as

PRician
slow x [ Rthð Þ ¼ Q

ffiffiffiffiffiffi
2j
p

;
Rth

Nr
ffiffiffiffiffiffiffiffiffiffiffi

1
2 jþ1ð Þ

q

0
B@

1
CA: ð50:13Þ

50.3.3 General Case

For the general case, we assume that N denotes the length of PRN code and K is
the coherence integration gain, DT is the period of channel parameter variation and
l ¼ DT=TC is the channel variation factor. When KNTC=DT is integer, the cor-
relation value and the correlation peak of GNSS signal are shown as

R nð Þ ¼
XK�1

k¼0

XN

m¼1

h mþ kNð Þc mþ kNð Þc m� m0 þ nð Þ; ð50:15Þ
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1
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ð50:16Þ

Let X ¼ 1ffiffiffiffiffiffiffiffiffi
KN=l
p PKN=l�1

m¼1
x mð Þ; then X�CN 0; 1ð Þ; and we can obtain that
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RRician
l;K m0ð Þ ¼ KN
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The module of the correlation peak, RRician
l;K m0ð Þ

���
���; is Rican distributed with the

parameter KNj
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: The probability destiny function is shown as
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For a given threshold Rth; the CCDF for correlation peak value higher than the
threshold is given by

PRician
l;K x [ Rthð Þ ¼ Q
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CA: ð50:19Þ

50.4 Rayleigh Fading Channel

For the Rayleigh fading channel, the channel parameter h mð Þ�CN 0; r2ð Þ; the
module of the channel fading parameter is Rayleigh distributed and the probability
destiny function is presented as

f hj j xð Þ ¼ 2x

r2
e�

x2

r2 : ð50:20Þ

50.4.1 Fast Fading Channel

The fast fading channel is defined as above that the period of the channel
parameter changing is equal to the period of GNSS PRN code chip and the channel
parameter stay invariant within a PRN code chip period TC: Then, we have the
correlation peak as

RRayleigh
fast m0ð Þ ¼

XN

m¼1

h mð Þ ð50:21Þ
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Then the correlation peak is the summation of N independent identically-dis-
tributed random variables which are distributed as CN 0; r2ð Þ: So the correlation

peak is distributed as CN 0;Nr2ð Þ: The module of correlation peak, RRayleigh
fast m0ð Þ

���
���;

is Rayleigh distributed. Thus, the probability destiny function is given by

f
RRayleigh

fast

�� �� xð Þ ¼ 2x

Nr2
e�

x2

Nr2 ð50:22Þ

For a given threshold Rth; the CCDF for correlation peak value higher than the
threshold is presented as

PRayleigh
fast x [ Rthð Þ ¼

Zþ1

Rth

f
RRayleigh

fast

�� �� xð Þdx ¼ e�
R2

th
Nr2 ð50:23Þ

50.4.2 Slow Fading Channel

In the slow fading channel, the assumption is same as above mentioned that the
changing period of the channel parameter is equal to the period of GNSS PRN
code and the channel parameter stay invariant within a PRN code period NTC:
Then, the correlation peak is

RRayleigh
slow m0ð Þ ¼ Nh mð Þ: ð50:24Þ

Hence, the correlation peak is CN 0;N2r2ð Þ: The module of correlation peak,

RRayleigh
slow m0ð Þ

���
���; is Rayleigh distributed. The probability destiny function is given by

f
RRayleigh

slowj j xð Þ ¼ 2x

N2r2
e�

x2

N2r2 : ð50:25Þ

For a given threshold Rth; the CCDF for correlation peak value higher than the
threshold is expressed as

PRayleigh
slow x [ Rthð Þ ¼

Zþ1

Rth

f RRayleigh
slowj j xð Þdx ¼ e�

R2
th

N2r2 : ð50:26Þ

50.4.3 General Case

For the general case of Rayleigh fading channel, we assume that N denotes the
length of PRN code and K is the coherence integration gain, DT is the period of
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channel parameter variation and l ¼ DT=TC is the channel variation factor. When
KNTC=DT is an integer, the correlation value and the correlation peak of GNSS
signal are shown as

R nð Þ ¼
XK�1

k¼0

XN

m¼1

h mþ kNð Þc mþ kNð Þc m� m0 þ nð Þ; ð50:27Þ
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XKNTC=DT�1

m¼0

x mð Þ ¼ l
XKN=l�1

m¼0

x mð Þ;
ð50:28Þ

where x mð Þ�CN 0; r2ð Þ: Let X ¼
PKN=l�1

m¼0
x mð Þ; then X�CN 0; KN

l r2
� �

: So we have

R m0ð Þ ¼ lX: ð50:29Þ

The module of correlation peak, RRayleigh
l;K m0ð Þ

���
���; is Rayleigh distributed with the

parameter lKN
2 r2: The probability destiny function is followed as

f
RRayleigh

l;Kj j xð Þ ¼ 2x

lKNr2
e
� x2

lKNr2 : ð50:30Þ

The expectation and variance are

E RRayleigh
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; ð50:31Þ

Var RRayleigh
l;K m0ð Þ
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2
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2
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And the CCDF for correlation peak value higher than the threshold Rth is
expressed as

PRayleigh
l;K x [ Rthð Þ ¼

Zþ1

Rth

f
RRayleigh

l;Kj j xð Þdx ¼ e
�

R2
th

lKNr2 : ð50:33Þ

50.5 Numerical Analysis and Simulation

We have analyzed the performance of acquisition for GNSS signal over frequency
non-selective fading channel and derived the probability destiny function and the
complementary cumulative distribution function of the module value for the
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correlation peak. In this section, the acquisition of GPS signal will be simulated to
verify the correctness of derivation and analysis.

As the length of GPS C/A code is 1023, when 1 ms coherent accumulation is
utilized, the expectation and standard variance of the correlation peak module
value for GPS C/A code are listed in Table 50.1. And Figs. 50.1 and 50.2 show the
probability destiny function when GPS signal transmitted over fast fading and
slow fading channels, respectively. And the correlation peak of C/A code is no
longer constant value. For the Rician fading channel, either the fast fading or slow
fading, the expectation of the module value for the correlation peak increases and
the standard variance decreases with the increasing of the Rician fading factor j:
While, for the Rayleigh fading channel, the expectation in fast fading is much less
than the value in slow fading which illustrates that fast fading scenario has more
disadvantage for GPS C/A code acquisition.

Figure 50.3 shows the theoretical and the simulated complementary cumulative
distribution function for the module of the correlation peak when given a threshold
Rth. The consistency between the theoretical results and the simulation results
confirm the validity of the derivations and analysis in Sects. 50.3 and 50.4. For the
Rician fading scenario, when j ¼ 5 and Rth \ 935, the CCDF in fast fading is
higher than the value in slow fading. On the contrary, when j ¼ 5 and Rth [ 935,

Table 50.1 The expectation and the standard variance of the correlation peak module for GPS
C/A code

Rayleigh fading Rician fading

j ¼ 1 j ¼ 3 j ¼ 5

Fast fading Expectation 28.3454 723.7238 886.0883 933.9582
Standard variance 14.8168 15.9922 11.3082 9.2331

Slow fading Expectation 906.61 927.3025 964.1131 982.0085
Standard variance 473.9093 432.0175 342.0745 286.6850
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Fig. 50.1 The PDF of the correlation peak module for GPS signal over fast fading channel
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the CCDF in slow fading is higher. Hence, the same threshold will affect the
acquisition performance for the signal transmitted over fading channel with dif-
ferent fading speed. While for the Rayleigh fading scenario, the performance in
slow fading channel will be much superior to the fast fading channel. The reason is
that there is no line-of-sight component in Rayleigh fading channel and the fast
fading will completely destroy the auto-correlation properties of C/A codes.

The probability of detection for GPS signal over fading channel when C/N0 is
44 dB-Hz is simulated in Fig. 50.4. The x-axis denotes the fading period of the
channel and the measurement unit is millisecond. The 0.001 ms corresponds to
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fast fading period and 1 ms corresponds to slow fading period. In this simulation,
the threshold is 1023/2, half of C/A code length. For Rician fading channel, the
simulation results show that the detection probability in fast fading is superior to
the probability in slow fading. But the simulation results in Rayleigh channel are
just opposite. The simulation results in Fig. 50.4 coincide with the CCDF in
Fig. 50.3 when threshold is 1023/2.

50.6 Conclusion

In this study, we have analyzed and simulated the performance of acquisition for
GNSS signal over frequency non-selective fading channel. The probability density
function and the complementary cumulative distribution function are derived when
GNSS signal transmitted over Rician fading channel and Rayleigh fading channel
respectively. The analysis and simulation show that the Rayleigh fading has more
disadvantage than Rician fading. The effect of fading channel on the probability of
false alarm is not considered in this study and this will be detailed study the future
works.
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Chapter 51
Research on High Sensitivity Acquisition
Methods for the BDS B1I Signal

Lei Chen, Hong Lei Qin and Tian Jin

Abstract As the BDS B1I signal transmitted by MEO/IGSO satellites is modu-
lated with 1 kbps Neumann-Hoffman code (NH code), the coherent integration
time is limited within 1 ms, which cause difficulties to acquire weak signals. To
overcome the problems brought by high bit-flipping rate of NH code, this paper
conducts research to improve PMF-FFT (partial matched filter and fast Fourier
transform) methods [1, 2] according to the feature of the B1I signal. Firstly, the
estimation of NH code phase is done during acquisition to remove the effect of NH
code and extend coherent integration time. And then incoherent integration is done
to further improving the processing gain. Finally, simulations are conducted, the
results show that the revised PMF-FFT methods can successfully acquire B1I
signal as weak as 23 dB-Hz.

Keywords BDS � NH code � High sensitivity acquisition � PMF-FFT

51.1 Introduction

The BeiDou Navigation Satellite System (BDS) is a satellite navigation system
established and run independently by China, which has wide application prospect
and important strategic significance. In some specific environments like forests,
urban and canyon, satellite signal power declines seriously due to occlusion, which
causes difficulties for receivers to acquire it. Thus needs high sensitivity acquisi-
tion methods to enhance the sensitivity of receivers.

Generally, acquisition methods can be divided into two categories as the serial
search method and the parallel search method. The serial search method [3] means
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using digital correlators to scan for specific satellite signal in both Doppler fre-
quency domain and code phase domain. This method costs few resources but has
slow speed. The parallel search method [4] means using FFT method to realize
parallel search in Doppler frequency domain or code phase domain. At present,
high sensitivity acquisition is realized mainly by extending the coherent and
incoherent integration time. As the BDS B1I signal transmitted by MEO/IGSO
satellites is modulated with 1 kbps Neumann-Hoffman code (NH code), the
coherent integration time is limited within 1 ms when using the methods men-
tioned above and so the acquisition sensitivity is limited.

To overcome the problems brought by high bit-flipping rate of NH code, this
paper conducts research to improve partial matched filter and fast Fourier trans-
form (PMF-FFT) methods [5] according to the feature of the B1I signal. The
estimation of NH code phase is done during acquisition to remove the effect of NH
code and extend coherent integration length. And incoherent integration is done to
further improving the processing gain.

The paper is organized as follows. Section 51.2 presents an overview of the
general structure of the received B1I signal. Section 51.3 introduces the traditional
acquisition method and analyzed how NH code affects the sensitivity of traditional
acquisition method. Section 51.4 presents the PMF-FFT combined NH code
estimation and incoherent integration method, the frequency response and detec-
tion probability is derived. Section 51.5 presents the result of simulation experi-
ments and Sect. 51.6 is the summary of the whole paper.

51.2 Signal Model

The BDS B1I signal is received by antenna and is demodulated to intermediate
frequency through low noise amplifiers, filters and down-converters. The inter-
mediate frequency signal i(n) and q(n) is shown as follows:

i nð Þ ¼ AC nþ sð ÞD nð ÞNH nð Þcos 2p f0 þ fdopp

ffi �
nDT þ /0

ffi �
þ ni nð Þ ð51:1Þ

q nð Þ ¼ AC nþ sð ÞD nð ÞNH nð Þsin 2p f0 þ fdopp

ffi �
nDT þ /0

ffi �
þ nq nð Þ ð51:2Þ

The two formulas above can be expressed in plural form as:

r nð Þ ¼ AC nþ sð ÞD nð ÞNH nð Þ exp j2p f0 þ fdopp

ffi �
nDT þ /0

ffi �
þ Nnoise ð51:3Þ

where A is the received carrier amplitude, C(n) is the C/A PRN of B1I signal, s is
the initial code phase, D(n) is the navigation data, NH(n) is the Neumann-Hoffman
code, f0 is the intermediate frequency, fdopp is the Doppler frequency, /0 is the
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carrier accumulated phase, DT is the Sampling interval, ni and nq are Gaussian
white noise (GWN) following normal distribution which are independent of each
other.

51.3 Signal Model

Take the serial acquisition [6] method as example to analyze the performance of
the traditional acquisition method when acquiring B1I signal. Method diagram as
shown in Fig. 51.1.

Firstly, the Doppler frequency and code phase range are divided by certain
search step, composing multiple search units. In each unit, the code phase of local
recurrence carrier frequency domain corresponds to the central position of the unit.
Baseband signal and the local recurrence carrier are mixed to obtain the signal as
follows:

r nð Þ ¼ AC nþ sð ÞD nð ÞNH nð Þ exp j2pfdnDT þ /0ð Þ þ Nnoise ð51:4Þ

Mixing result is correlated with the local recurrence spread spectrum code:

i nð Þ ¼ AD nð ÞR sð ÞRNH s0ð Þsinc 2pfdoppnDT
ffi �

cos /0ð Þ þ ni ð51:5Þ

q nð Þ ¼ AD nð ÞR sð ÞRNH s0ð Þsinc 2pfdoppnDT
ffi �

sin /0ð Þ þ nq ð51:6Þ

RNH(s0) is the correlation result of the baseband signal and the local PRN code.
The incoherent integral amplitude of each search unit can be calculated as follows:

r nð Þj j2 ¼ i nð Þj j2þ q nð Þj j2

¼ AR sð ÞRNH s0ð Þ sinc 2pfdoppDT
ffi ��� ��ffi �2 ð51:7Þ

If the amplitude of the maximum non coherent integration is above the preset
capture threshold, it means that the acquisition is successful and the current fre-
quency is the real frequency of the signal, and the initial code phase can be got by
the peak position, otherwise means the signal does not exist or the
acquisition fails.

It can be inferred from Eq. (51.7) that the amplitude of incoherent integration is
influenced by the correlation result of NH code. The autocorrelation characteristic
curve of the NH code modulated by BD B1I signal is shown in Fig. 51.2. It can be
seen that RNH(s0) reached its maximum when NH codes of the baseband signal and
the local PRN are completely synchronized, otherwise it drops rapidly. So if the
NH code is not striped, the coherent integration length will be limited in 1 ms, so
that the acquisition sensitivity is limited. In order to improve the acquisition
sensitivity, NH code stripping method is indispensable.
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51.4 Revised PMF-FFT Method Based on Incoherent
Integration and NH Code Stripping

51.4.1 Acquisition Method Architecture

Figure 51.3 shows the structure of the Revised PMF-FFT method based on
incoherent accumulation and release of NH code stripping. The revised method
mainly contains four parts: NH code stripping, partial matched filtering, Fast
Fourier Transform, and incoherent integration. The particular steps of the method
are as follows:

1. Firstly, the number of partial matched filter P, the coherent integration length Ti

and the incoherent accumulation times M are set before time.
2. The sampling frequency is denoted by fs. So the total amount of sampling data

needed for one time acquisition is Ntotal = Ti � M � fs.
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3. Generate the local C/A PRN with the length equal to Ti. Denote the NH code
sequence as: NH 20½ � ¼ 0; 0; 0; 0; 0; 1; 0; 0; 1; 1; 0; 1; 0; 1; 0; 1; 0; 0; 1; 1; 1; 0½ �:
Assuming that the initial NH code phase of the input signal is NH[0]. Modulate
the local C/A PRN and the NH code sequence together and divide the modu-
lated sequence into P sections. Divide the input Ti long signal sampling
sequence into P sections as well and correlate the corresponding PRN section
and signal section to get the partial correlation results. Transfer the partial
correlation results to the complex FFT (the whole number of FFT points is K) to
resolve the residual carrier frequency between the receiver and the satellite.

4. Input the next Ti long signal sampling sequence and repeat step (2) until it has
been done M times. Calculate the modulus of the FFT results and accumulate
the corresponding M modulus respectively. Save the accumulation results.

5. Shift the local PRN sequence a few points and repeat step (2) to step (3) until
the possible PRN code phase has been checked.

6. Set the initial code phase of the local NH code to NH[1], NH[2] … NH[19]
successively and repeat step (2) to step (4). After all the accumulation results
are got, find the peak result and compare with the threshold which is set before
time. If the peak result is bigger than the threshold, that means the signal is
successfully acquired.

51.4.2 System Model

Regardless of the initial carrier phase, the in- and quadrature-phase accumulations
are shown in Eqs. (51.8) and (51.9).
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i nð Þ ¼ AC nþ sð ÞD nð ÞNH nð Þcos 2pfdnDTð Þ þ ni ð51:8Þ

q nð Þ ¼ AC nþ sð ÞD nð ÞNH nð Þsin 2pfdnDTð Þ þ nq ð51:9Þ

Denote the number of the sampling data contained in every section as:

N ¼ Ti � fsð Þ=P

The outputs of the partial matched filter are:

Ii ¼
XN iþ1ð Þ�1

k¼Ni

AR ið ÞRNH ið ÞD ið Þ cos 2pfdkDTð Þ þ ni kDTð Þ½ � ð51:10Þ

Qi ¼
XN iþ1ð Þ�1

k¼Ni

AR ið ÞRNH ið ÞD ið Þ sin 2pfdkDTð Þ þ nq kDTð Þ
� �

ð51:11Þ

R ið Þ ¼ 1
N

XNðiþ1Þ�1

k¼Ni

C kð ÞCp kð Þ ð51:12Þ

RNH ið Þ ¼ 1
N

XNðiþ1Þ�1

k¼Ni

NH kð ÞNHp kð Þ ð51:13Þ

where i = 0,1,2,…,(P - 1), R(i) is the cross-correlation value of the signal PRN
and local PRN, and RNH(i) is the cross-correlation value of the signal NH code and
the local NH code.

Only consider of the condition when the signal PRN and local PRN, signal NH
code and local NH code perfectly matched, when R(i) = RNH(i) = 1 according the
Eqs. (51.12) and (51.13). Assume that the navigation data remains unchanged
during the coherent integration period, then Eq. (51.14) can be derived from Eqs.
(51.10) and (51.11).

V ið Þ ¼
XN iþ1ð Þ�1

k¼Ni

exp 2pfdkDTð Þ þ ns kDTð Þ½ � ð51:14Þ

V ið Þ ¼ sin pfdNDTð Þ
sin pfdDTð Þ

� �
� exp j2pfdiNDTð Þ � exp jpfdNDTð Þ

exp jpfdNDTð Þ

� �

þ
XN iþ1ð Þ�1

k¼Ni

ns kDTð Þ
ð51:15Þ

The outputs of the partial matched filters are then transferred to the complex
FFT. The number of the complex FFT points is K. Calculate the modulus of the
outputs of the complex FFT.
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V̂ l kð Þ
�� �� ¼

XK�1

i¼0

exp �j2pik=kð Þ � V ið Þð Þ

¼ sin pfdNDTð Þ
sin pfdDTð Þ

� �
� sin pfdNPDT � pPk=Kð Þ

sin pfdNDT � pk=Kð Þ

� �����

����þ Ns

ð51:16Þ

where k = 0, 1,…, (K - 1), l = 1,…, M, and Ns is the noise part. Square and
accumulate the modulus, and the final results can be expressed as follows:

V̂2 kð Þ
�� ��

M
¼ 1=Mð Þ

XM

l¼1

V̂ l kð Þ
�� ��2 ð51:17Þ

Set the acquiring threshold before time and compare the peak output of
Eq. (51.17) with it. If the peak output of Eq. (51.17) is larger than the acquiring
threshold, then the signal is acquired successfully. The Doppler frequency of the
signal can be derived according to the location of the peak as follows:

fd ¼
kP

KTi
:

51.4.3 Performance Analysis

When the searching signal does not exist or the signal PRN and local PRN do not
matched, the output results V̂2 kð Þ

�� ��
M

behave according to center chi-square dis-
tribution with 2M degrees of freedom. The probability density function (PDF) of
V̂2 kð Þ
�� ��

M
can be expressed as follows when r2 = 1.

fnoise Vð Þ ¼ 1
2MC Mð Þ Vð ÞM�1e�V=2; V� 0 ð51:18Þ

When the searching signal exists, V̂2 kð Þ
�� ��

M
behave according to the noncentral

chi-square distribution with 2M degrees of freedom and the PDF is as follows [7].

fsignal Vð Þı ¼ 1
2

V

k

� �M�1
2

e �
kþV

2ð ÞIM�1½ V � kð Þ
1
2� ð51:19Þ

Where k is the noncentral parameter and can be calculated as follows [8]:

k ¼
sin pfdNDTð Þ
sin pfdDTð Þ

	 

� sin pfdNPDT�pPk=Kð Þ

sin pfdNDT�pk=Kð Þ

	 
���
���

P � N

The false alarm probability of one V̂2 kð Þ
�� ��

M
can be calculated according to

Eq. (51.18).
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Pfa ¼
Zþ1

Vt

fnoise Vð Þ � dV ð51:20Þ

The false alarm probability of one time acquisition is as follows:

PFA ¼ 1� 1� Pfa

ffi �K ð51:21Þ

The detection probability of one V̂2 kð Þ
�� ��

M
can be calculated according to

Eq. (51.19).

Pd ¼
Zþ1

Vt

fsignal Vð Þ � dV ð51:22Þ

The detection probability of one time acquisition is as follows:

PD ¼ 1� 1� Pdð ÞK ð51:23Þ

Set the needed PFA before time, the PD can be calculated according to Eqs.
(51.18)–(51.23).

Figure 51.4 shows the relation between detection probability and CN0 under
different incoherent integration times. The detection probability is calculated under
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the condition that the false alarm probability PFA = 0.001, the number of FFT
points is 200 and the carrier Doppler frequency is fd = 0 Hz. It shows that the
detection probability rises as the incoherent accumulation time increases.

51.5 Simulation Results

Simulation experiment is carried out to prove the acquisition sensitivity of the
revised PMF-FFT method. The signal data used in the experiment is generated by
simulation method, so that the exact code phase and Doppler frequency can be
known before time. The exact code phase of signal is 204.6, and the exact carrier
Doppler frequency is 1 kHz. A series of signal data of different CN0 are generated
for the test of acquisition sensitivity.

The parameters of the implemented method are as follows. The sampling fre-
quency is fs = 50 MHz. The coherent integration time is Ti = 20 ms. The number
of partial matched filter is P = 200. The number of complex FFT points is
K = 200. The frequency resolution is fdis = P/(Ti � K) = 50 Hz. The number of
incoherent integration is M = 5.

Table 51.1 shows the results of the revised PMF-FFT method when the CN0 of
input signal varies from 25 to 21 dB-Hz, where the italicized parts mean suc-
cessfully acquired. Figure 51.5 shows that the output peak to noise ratio goes
down when the CN0 of the signal decrease. Figures 51.6, 51.7 and 51.8 show the
results of the method when the code phase of local PRN is set equal to the exact
signal code phase and the signal CN0 varies from 22 to 24 dB-Hz. From these tree
figures, it can be seen that there is a clear peak at the true location when
CN0 C 23 dB-Hz, and there is no obvious peak when CN0 B 22 dB-Hz.

Two contrast experiments are carried out in order to verify the improvement of
the acquisition sensitivity of the revised method. The first experiment is comparing
the acquisition sensitivity of the method with or without NH code stripping. The
second experiment is comparing the acquisition sensitivity of the method with or
without incoherent integration when NH code stripping is included. The results are
shown in Tables 51.2 and 51.3. Table 51.2 illustrates that the acquisition

Table 51.1 Acquisition result under different CN0 conditions

20 ms coherent integration, 5 time incoherent integration, with NH code stripping

Signal CN0
(dB-Hz)

Carrier Doppler
frequency

PRN code
phase

Peak Noise Peak/noise
ratio

25 1 kHz 204.6 3.52E+07 4.98E+06 7.0679
24 1 kHz 204.6 2.92E+07 5.00E+06 5.8336
23 1 kHz 204.6 2.61E+07 4.98E+06 5.2313
22 550 721.3 2.33E+07 4.98E+06 4.6691
21 850 84.9 2.30E+07 4.98E+06 4.6142
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sensitivity of method with NH code stripping is 9 dB higher than method without
NH code stripping when the coherent integration length is 20 ms. Table 51.3
illustrates that the acquisition sensitivity of method with five times incoherent
accumulation is 5 dB higher than method without incoherent accumulation.
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Table 51.2 Acquisition sensitivity of PMF-FFT without NH code estimation

Acquisition method Acquisition
sensitivity (dB-Hz)

20 ms coherent integration, 5 time incoherent integration,
NH code stripping

36

1 ms coherent integration, no incoherent integration, no
NH code stripping

41
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51.6 Conclusion

The BDS B1I signal transmitted by MEO/IGSO satellites is modulated with 1 kbps
NH code, limiting the coherent integration time within 1 ms, which cause diffi-
culties to acquire weak signals. Aiming at solving this problem, this paper presents
a revised PMF-FFT acquiring method, combining the NH code stripping method
and incoherent integration method together with the traditional PMF-FFT method.
The effect of NH code on traditional acquisition method is analysed in Sect. 51.3.
The structure of the revised method is presented and the system model is given in
Sect. 51.4. The simulation experiment results are given in Sect. 51.5. It turns out
that the revised PMF-FFT method can successfully acquire signal as weak as
23 dB-Hz in simulation environment, which is 9 dB higher than method without
NH code stripping and 5 dB higher than method with NH code stripping but
without incoherent integration. The future works include: (1) Implementing the
revised PMF-FFT using FPGA and test the performance with actual signal; (2)
Studying ways to compensate the PRN code phase according to the carrier Doppler
frequency on the basis of the revised PMF-FFT method.
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Chapter 52
Analyses of Ratio Test Technique
for Satellite Navigation Receivers
Anti-spoofing

Long Huang, Weihua Mou, Guangfu Sun and Feixue Wang

Abstract An effective method to attack GNSS receivers tracking the authentic
satellite is to make the code phase of spoofing signals relatively slipping respect to
the corresponding authentic ones. In this paper, a detection technique based on
ratio test of correlation peak is proposed to the auto-aligned synthesis spoofing
mode. By analyzing the distortion process of correlation peak, the maximum of the
ratio test result and its position are calculated, and setting the threshold of ratio test
accordingly. Simulation results show that the proposed ratio test method could
achieve a detection probability of 90 % with a false alarm probability of 5 %, and
could also avoid false alarm induced by multipath and signal fluctuations.

Keywords GNSS � Satellite navigation receiver � Spoofing interference � Ratio
test � Anti-spoofing

52.1 Introduction

Spoofing is a kind of correlative interferes to CDMA systems. By transmitting
similar signals with higher power, spoofing could induct target receivers and result
in wrong time and position outputs or even no information out. Spoofing interferes
can be divided into re-radiated and generated types. The re-radiated spoofing must
be co-operated with suppressing interferes to conduct effective attacks, while
generated spoofing could take effect alone by directly invading code tracking loops
of receivers. Consequently, generated spoofing is more practical and becomes a
main spoofing technique.
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To the application scenario of spoofing attacks to the receivers tracking the
authentic signals, a ratio test technique is proposed in this paper to detect the
invading process of generated spoofing interferes. The ratio test technique needs
only add a small software module to the traditional GNSS receivers with nothing
modified in hardware, and could achieve the detection probability (PD) of 90 %
with a false alarm probability (Pfa) of 5 %.

52.2 System Model

The code tracking loops of GNSS receivers usually take the structure of Delay
Lock Loops (DLL), while ~Iearly ~Iprompt and ~Ilate presenting the early channel, prompt
channel and late channel respectively. As shown in Fig. 52.1, the correlations of
early channel are basically equal to the late channel.

Define the ratio test detector as:

C Dð Þ ¼
~Ilate

~Iprompt
¼ 1� D

2
ð52:1Þ

It means that the ratio test detector is a constant related to the early-late space
(D) when tracking the authentic signals.

The invading process of a generated spoofing to a GNSS receiver can be
demonstrated in Fig. 52.2.

The grey triangle is the CCF (correlation function) of authentic signal and local
replicated codes, and the black triangle is the CCF of spoofing signal and local
replicated codes. The red dashed shows the synthesized plot of the authentic and
spoofing CCFs.

Supposing that the spoofing signals moved from the late to the early relative to
the authentic signals, it is obvious that the spoofing taking effect only when the
mismatch of signals phases less than 1 + D. In this process, the correlation of late
channel ascends while the correlation of prompt channel descends, which results in
the ratio test outputs grows in the spoofing processing. Therefore, a generated
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Fig. 52.1 CCF of authentic
signal
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spoofing can be detected by comparing the ratio test results to the predefined
threshold.

To conduct a effective attack, the generated spoofing signals should fill the
following conditions:

• The spoofing signal power entering the target code loop should be higher than
the authentic signal;

• The moving speed of spoofing signal relative to authentic signal should be less
than the maximum dynamic range.

The following analyse is restricted to the code phase mismatch range between
1 + D to 0. The characteristic of ratio test is just the same in the remaining
process.

The focus of ratio test technique is to find the reasonable threshold, which
guaranteeing the effective diction of spoofing which the false alarm probability is
constricted.

In corroding to the position of late and prompt channels in the synthesized CCF,
the invading process could be divided into the following phases.

52.2.1 Phase I of Spoofing Invading

Phase I is defined as that the prompt channel positioned in the authentic CCF area
(grey real line in Fig. 52.3) and the late channel positioned in the synthesized CCF
area (red dash line in Fig. 52.3).

In this phase, the correlations outputs of late channel ascend while the corre-
lation outputs of prompt channel descend. Consequently, the ratio test detector is a
increasing function, and the maximum comes in at the end of this phase:
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Fig. 52.2 Invading process of generated spoofing signal (Color figure online)
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CL max Dð Þ ¼
1� D

2 þ D
4 Rsp

1� D
4 Rsp

1\Rsp\2

[ 1þ Rsp � 1
ffi �

D
2 Rsp� 2

8
><

>:
ð52:2Þ

52.2.2 Phase II of Spoofing Invading

Phase II is defined as that the prompt channel and the late channel both positioned
in the synthesized CCF area (red dash line in Fig. 52.4).

In this phase, the correlation outputs of late and prompt channel both ascend
with time. The ratio test detector could be presented as:

CL sð Þ ¼
L0 þ Rsp � 1

ffi �
s

P0 þ Rsp � 1
ffi �

s
ð52:3Þ

Derivative the upper equation,

oCL sð Þ
os

¼
Rsp � 1
ffi �

P0 � L0ð Þ
P0 þ Rsp � 1

ffi �
s

� �2 \0 ð52:4Þ

That is the ratio test is a decreasing function in phase II of spoofing invading
process.

52.2.3 Phase III of Spoofing Invading

Phase III is defined as that the prompt channel positioned in the synthesized CCF
area (red dash line in Fig. 52.5) and the late channel positioned in the spoofing
CCF increasing area (black real line in Fig. 52.5).

In this phase, the correlation outputs of late and prompt channel both ascend
with time as in phase II. The ratio test detector could be presented as:
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CL sð Þ ¼
P0 þ Rsp � 1

ffi �
D
2 þ Rsps

P0 þ Rsp � 1
ffi �

s
ð52:5Þ

Derivative the upper equation,

oCL sð Þ
os

¼
� Rsp � 1
ffi �2D

2

P0 þ Rsp � 1
ffi �

s
� �2 \0 ð52:6Þ

That is the ratio test is also a decreasing function in phase III of spoofing
invading process.

52.2.4 Phase IV of Spoofing Invading

Phase IV is defined as that the prompt channel positioned in the synthesized CCF
area (red dash line in Fig. 52.6) and the late channel positioned in the spoofing
CCF decreasing area (black real line in Fig. 52.6).

In this phase, the correlation outputs of late descend with time while the cor-
relation outputs of prompt ascend with time. Therefore, the ratio test is also a
decreasing function in phase IV of spoofing invading process.
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In the all four invading phases, the ratio test detector ascends with time only in
phase I, so the maximum of ratio test in the whole invading process is just the
maximum in phase I.

CL max Dð Þ ¼
1�D

2þD
4Rsp

1�D
4Rsp

1\Rsp\2

[ 1þ Rsp � 1
ffi �

D
2 Rsp� 2

(
ð52:7Þ

52.3 Detection Method

According to the upper analyses, a dualistic hypothesis testing could be con-
structed based on the ratio test detector:
H0 spoofing is present;
H1 spoofing is absent.

The statistical characteristic of the correlation output of the late and prompt
channels can be written as:

~IL H0j �N 1� D
2
; r2

� �

~IP H0j �N 1; r2
ffi �

~IL H1j �
N 1� D

2 þ D
4 Rsp; r2

ffi �
1\Rsp\2

N 1þ Rsp � 1
ffi �

D
2 ; r

2
ffi �

Rsp� 2

(

~IP H1j �
N 1� Rsp

4 ; r
2

� 	
1\Rsp\2

N 1; r2ð Þ Rsp� 2

8
<

:

ð52:8Þ

The ratio test detector is derived by dividing a normal random variable by
another normal random variable, and the probability distributing function (PDF)
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can not be calculated directly. In this paper, the Monte Carlo is conducted to
inquire the pdf of ratio test detector. It is plotted in Fig. 52.7.

The threshold of spoofing detection could be determined based on the Neyman–
Pearson rule:

Pfa ¼ P CL [ cThjH0f g
PD ¼ P CL [ cThjH1f g

ð52:9Þ
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That is to a certain false alarm probability (Pfa), the decision threshold cTh can
be concluded according to p CLjH1ð Þ; and then the spoofing detection probability
(PD) can be calculated according to p CLjH1ð Þ: The receiver-operation-charac-
teristic (ROC) curves are figured in Fig. 52.8.

According to the Eqs. (52.8) and (52.9), to a certain false alarm probability
Pfa

ffi �
; the decision threshold cTh is only related with the early-late space of

receiver code tracking loops and the signal-to-noise rate (SNR) of the authentic
signals. Figures 52.9 and 52.10 present the detection probability of ratio test in
different conditions.
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52.4 Simulation Verification

A simulation verification platform is build based on a software GNSS receiver, as
shown in Fig. 52.11.
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Fig. 52.11 Test platform of spoofing detection
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The basic parameters of the test platform are:

• Bandwidth of the carry tracking loop is 10 Hz;
• Bandwidth of the code tracking loop is 1 Hz;
• Accumulated time is 1 ms.

The software GNSS receiver kept tracking to the authentic signals in the first
10 min. And then, a spoofing signal with a relatively motion of 0.5 Hz was added
in.

Figures 52.12 and 52.13 give the ratio test detector outputs with time in dif-
ferent scenarios, in which the right subplot is zoomed in the left one and the
horizontal red line presents the detection threshold.

From the simulated results, it can be concluded:

1. The ratio test detector proposed in this paper can effectively detect the invading
of generated spoofing with nearly no false alarm;

2. The simulated maximum of the ratio test is identical to the previous theoretical
analyses;

3. The receiver could keep tracking to the synthesized signals when Rsp \ 2 and is
out of tracking state when Rsp C 2, which is also identical to the previous
theoretical analyses.
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52.5 Conclusions

A detection technique based on ratio test of correlation function is proposed to the
generated spoofing attack. By analyzing the distortion process of correlation
function, the maximum of the ratio test detector and its position are calculated, and
setting the threshold of ratio test accordingly. Simulation results show that the
proposed ratio test method could achieve a detection probability of 90 % with a
false alarm probability of 5 %, and could also avoid false alarm induced by
multipath and signal fluctuations.
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Chapter 53
Multitone-Based Non-linear Phase
Variation Estimation for Analog
Front-Ends in GNSS Receivers

Feiqiang Chen, Junwei Nie, Zhengrong Li and Feixue Wang

Abstract For high precision GNSS applications, accurate online measurements
and calibrations of non-linear phase variation of analog front-ends at receivers is
indispensable. Previous approaches are designed for off-line measurements, which
rely on expensive instruments such as vector network analyzer (VNA). Therefore,
they cannot facilitate online measurements, where the frequency response of
analog front-end varies over time. Against this background, a novel multitone-
based estimation method is proposed. Specifically, a multitone signal is injected
into the front-end, while maximum likelihood (ML) estimation and least square
(LS) linear fitting are performed at the output signals in order to estimate the non-
linear phase variation. The proposed method could be conveniently realized at the
GNSS receivers for online measurements. The accuracy of the proposed method is
validated through comparisons with a benchmark Agilent VNA.

Keywords Non-linear phase variation � GNSS � Receiver � Multitone signal �
Estimation

53.1 Introduction

The Global Navigation Satellite System (GNSS) is a space based radio navigation
system. It provides 3D positioning and timing solutions to users anywhere in the
world at any time. As reliance on GNSS receivers has increased, so too has the
desire for precise positioning. When dealing with a sub-decimeter accuracy goal,
every potential source of error must be accounted [1].
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It is well understood that the frequency-dependent amplitude and non-linear
phase variation of antenna and analog front-end hardware can introduce biases into
the code and carrier phase measurements of GNSS receivers [2, 3]. For high
precision applications, precisely calibrating these biases is highly required. The
effect of antenna on received signals could be taken into account by using mea-
sured reception patterns [4]. Unfortunately, due to the frequency difference
between input and output signals caused by down-converter, obtaining the phase
frequency response of the analog front-end hardware using conventional tech-
niques is a daunting task. Moreover, front-end hardware consists of analog devices
including bandpass filters, down-converter and so on, whose frequency response
will change with the temperature, humidity and over life natural of devices. So, the
frequency-dependent amplitude and non-linear phase variation of front-end hard-
ware should be accurately estimated and calibrated on-the-fly.

Compared with linear, invariant system, phase response measurement for front-
end hardware in GNSS receivers is much more complex and difficult due to the
frequency-converting device. Several approaches are known to be able to over-
come the problem caused by frequency-converting. Agilent Technologies uses
PNA series Vector Network Analyzer (VNA) to measure the phase response of
frequency-converting systems based on reference mixer method [5, 6]. Its major
advantage is high precision and accuracy, while it requires complex calibration
procedures and some additional components except the VNA. The Rohde &
Schwarz Corporation proposed a two-tone method [7], it simultaneously measures
the phase difference between the two carriers at the input and output of the fre-
quency-converting system, then calculates the group delay using these phase
differences and the carrier frequency offset. Frequency/amplitude modulation
approach [8] measures the group delay based on phase comparison. The drawbacks
of the above approaches are obvious. They all require expensive instruments such
as VNA and complex calibration procedures, which made them difficult to inte-
grated to the GNSS receivers for on-the-fly measurements.

In this paper, we proposed a novel estimation method to obtain the non-linear
phase variation of analog front-end hardware in GNSS receivers. It need only a
simple multitone signal generator, the estimator could be realized in the digital
signal processor (DSP) of GNSS receivers. Thus it could be conveniently inte-
grated to the receivers for the on-the-fly measurements. We demonstrate the
accuracy of the proposed approach by comparing the estimated results with the
measurement results obtained from Agilent VNA.

53.2 Front-End Hardware Model

Front-end hardware components of a common GNSS receiver contain bandpass
filters, mixer, lowpass filters and so on. We could model the front-end hardware by
cascade a down converter and an equivalent filters whose frequency response are
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consist of bandpass filters, lowpass filters and other components. The model of the
front-end hardware is shown in Fig. 53.1.

53.3 Estimation Method Based on Multitone

A multitone signal is given by

xðtÞ ¼
XM

i¼1

cosðxit þ u0Þ ð53:1Þ

It consists of M single tones, which have equivalent amplitude (Assume
amplitude is 1) and initial phase u0, while xi is the frequency of the i-th tone.

Figure 53.2 shows the principle of the proposed estimation method. A multi-
tone signal with the same initial phase is injected to the front-end hardware, the
phases of input tones are constant. After passing the front-end hardware, the
frequency of each tone will down-converted to a lower value. If the front-end
hardware has linear phase frequency response, then the effect of front-end hard-
ware on each tone is just adding an equivalent delay, the phases of output tones
will keep linear versus frequency. While if the phase frequency response of the
front-end hardware is not linear, the phases of output tones will not be linear
versus frequency, and the phase deviations from line are the non-linear phase
variation of the front-end hardware.

Define the frequency response of the equivalent filter as

HðxÞ ¼ AðxÞ exp j/ðxÞf g ¼ AðxÞ exp jðxsþ D/ðxÞÞf g ð53:2Þ

where AðxÞ is the amplitude frequency response, /ðxÞ is the phase frequency
response, and s is the group delay of the equivalent filter, D/ðxÞ is the non-linear
phase variation which needs to be estimated and calibrated.

By injecting the multitone signal in Eq. (53.1) into the front-end, the output
signal after the down converter is given by Eq. (53.3), Where x0 is the local
oscillator frequency, umix is a unknown constant phase of the down converter (the
gain of the down converter has no effect on phase estimation, assume it is 1),
f ðx0;xiÞ is the high frequency component introduced by down converting and
will be filter by low-pass filter.

Down
Converter

Equivalent 
Filter

ADC

Front-end HardwareAntenna

Digital
Processor

Digital Receiver

Fig. 53.1 Model of the front-end hardware
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ymixðtÞ ¼
XM

i¼1

AðxiÞ cos ðxi � x0Þt þ u0 þ umix½ � þ f ðxi;x0Þ ð53:3Þ

After passing the equivalent filter and analog-to-digital converter (ADC), the
output signal at time n may be expressed in Eq. (53.4), Where s0 is a unknown
constant delay determined by sampling time of ADC, wðnÞ is narrowband
Gaussian noise with zero mean and variance r2. When the ADC sampling rate
satisfies the Nyquist sampling theorem, wðnÞ may be treated as uncorrelated.

yðnÞ ¼
XM

i¼1

AðxiÞ cos ðxi � x0Þnþ hðxiÞ½ � þ wðnÞ ð53:4Þ

Where hðxiÞ ¼ xis0 þ u0 þ umix þ /ðxiÞ.

53.3.1 ML Estimator for Phase Estimation

By applying the Maximum Likelihood (ML) estimation method in [9], the ML
estimator for the output phase of the i-th tone hðxiÞ is expressed as

f

ϕ

0ϕ

phases of
 input tones

phases of output tones
(after passing a linear phase 

channel)

phases of output tones
(after passing a non-linear phase 

channel)

 non-linear phase variation

Fig. 53.2 Schematic of the proposed multitone-based estimation method
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ĥðxiÞ ¼ arctan
�bi

ai

ffi �
ð53:5Þ

by defining the parameter vectors a ¼ a1 a2 . . . aM½ �T and b ¼ b1 b2 . . . bM½ �T as

well as the observed data vector Y ¼ yð0Þ yð1Þ . . . yðN � 1Þ½ �T of length N, a and
b could be formulated as

a
b

� �

2M�1

¼ ðHT HÞ�1HT Y ð53:6Þ

According to Eq. (53.4), H can be expressed as H = [C S], where

C ¼

1 1 � � � 1
cosðx1 � x0Þ cosðx2 � x0Þ cosðxM � x0Þ

..

. . .
.

cos½ðN � 1Þðx1 � x0Þ� cos½ðN � 1ÞðxM � x0Þ�

2
6664

3
7775

N�M

and

S ¼

1 1 � � � 1
sinðx1 � x0Þ sinðx2 � x0Þ sinðxM � x0Þ

..

. . .
.

sin½ðN � 1Þðx1 � x0Þ� sin½ðN � 1ÞðxM � x0Þ�

2

6664

3

7775

N�M

:

53.3.2 LS Linear Fit for Non-linear Phase Variation
Estimation

Firstly, assume the ML estimator has no error, that is to say we could obtain hðxiÞ
precisely. Let us rewrite hðxiÞ in Eq. (53.4) as

hðxiÞ ¼ xiðsþ s0Þ þ u0 þ umix þ D/ðxiÞ ð53:7Þ

where D/ðxiÞ is the non-linear phase variation which needs to be estimated and
calibrated.Because the constant delay s0 and mixer phase umix are unknown, we
could not obtain D/ðxiÞ directly in Eq. (53.7).

Note that if the non-linear phase variation D/ðxÞ is 0, then hðxÞ will be linear
versus x. By performing Least Square (LS) linear fit on hðxÞ, we could obtain
D/ðxiÞ using Eq. (53.8)

D/ðxiÞ ¼ hðxiÞ � ðaxi þ bÞ ð53:8Þ
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where a and b are linear and constant term of the coefficients, which will minimize
error, E, given by

E ¼
XM

i¼1

hðxiÞ � ðaxi þ bÞ½ �2 ð53:9Þ

that is to say, if there is no ML estimator error for phase estimation, we could
obtain the non-linear phase variation D/ðxiÞ precisely.

Then, considering the ML estimator error, the ML estimator of the output phase
of the i-th tone could be expressed as

ĥðxiÞ ¼ hðxiÞ þ DhðxiÞ ð53:10Þ

where DhðxiÞ is the phase estimation error of each output tone. From the output
signal we may obtain the phase estimation of each tone, and thus obtain the data

set xi; ĥðxiÞ
� �

; i ¼ 1; 2; . . .;M
n o

.

Therefore, the coefficients a and b may be estimated by

a ¼
PM

i¼1

h
xi � 1

M

PM
i¼1 xi

i
ĥðxiÞ � 1

M

PM
i¼1 ĥðxiÞ

h i

PM
i¼1 xi � 1

M

PM
i¼1 xi

� 	2 ð53:11Þ

b ¼ 1
M

XM

i¼1

ĥðxiÞ �
a

M
ð53:12Þ

Finally, we could obtain the estimator for non-linear variation given by

D/
^
ðxiÞ ¼ ĥðxiÞ � ðaxi þ bÞ ð53:13Þ

According to ML estimation theorem, as the signal-to-noise (SNR) of multitone
and sample data length increases, the precision of estimator in Eq. (53.13) will
improve.

The proposed method introduced above is summarized in Table 53.1.

53.4 Field Test Results

In order to assess the performance of the proposed estimation method, field test
have been carried out on front-end hardware of a GNSS receiver.

Firstly, we use Agilent VNA to measure the amplitude and group delay of the
front-end under test, the reference mixer method have been used in order to
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improve the precision of the measurement results. The results are shown in
Fig. 53.3.

Figure 53.3a is the amplitude response, Fig. 53.3b is the group delay response.
We can see that, the bandwidth of the front-end hardware under test is about
20 MHz, and the center frequency is about 46.5 MHz. Moreover, its group delay
are not constant over pass-band, it has group delay variation about 60 ns.

Secondly, calculate the non-linear phase variation from the group delay test
results and regard it as a reference.

Finally, Estimate the non-linear phase variation using the proposed method, the
multitone used in the experiment consists of 201 tones, whose frequencies are
uniformly distributed between 31.5 and 61.5 MHz, the sample data length is
65,536, and SNR is about 30 dB here. Then compare the estimation results with
those obtained from Agilent VNA. Test results are shown in Figs. 53.4 and 53.5.

Figure 53.4 shows the non-linear phase variation measurement results.
Figure 53.5 shows the estimation error compared with Agilent VNA. It is obvious
that the non-linear phase variation estimation results show a good agreement with
those measured by Agilent VNA over the bandwidth of interest. The precision of
non-linear phase variation estimation could reach 2�. Although the error becomes
large out of the pass-band because of low SNR, it is acceptable, because there is
little signal power out of the bandwidth of interest.

Table 53.1 Multitone-based non-linear phase variation estimation method

1) Generate multitone signal x(t) as expressed in Eq. (53.1)
2) Inject the multitone into the front-end hardware under test, obtain output data y(n)
3) Estimate the phases of the output tones using Eq. (53.5)

4) Perform LS linear fit on data set xi; ĥðxiÞ
� �

; i ¼ 1; 2; . . .;M
n o

, obtain coefficient a and b

5) Estimate the non-linear phase variation using Eq. (53.13)
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53.5 Conclusions

A novel approach has been presented to estimate the non-linear phase variation of
analog front-end hardware in GNSS receivers. The approach is particularly suit-
able for high precision applications. It need only a simple multitone signal gen-
erator, the estimator could be realized in the DSP of GNSS receivers. Thus it could
be conveniently integrated to the receivers for the on-the-fly measurements. In this
paper, the accuracy of the proposed approach has been established by comparing
the estimated results with those obtained from Agilent VNA.
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Chapter 54
Correlation Side-Peaks Cancellation
Technique for Sine-BOC Signal Tracking

Bo Qu, Jiaolong Wei, Zuping Tang and Tao Yan

Abstract With the development of GNSS systems, BOC modulation signal has
been widely used in the modernized GPS, Galileo, and Beidou. BOC signal has the
split power spectrum density (PSD), which has better compatibility with GPS C/A
signal. Furthermore, the PSD of BOC signal has more high frequency components,
which results in better code tracking performance and multipath mitigation per-
formance than BPSK signal. Because of the sub-carriers, the autocorrelation
function (ACF) of BOC modulation signal has a main peak and some side peaks.
The traditional delay locked loop (DLL) may be locked on the side peaks of ACF,
which causes the extra tracking error. In this paper, an unambiguous tracking
method is proposed for BOC modulation signal. The received BOC signal is
correlated with two different local reference signals with the tailored waveform to
obtain correlation outputs. Then the correlation outputs are combined to eliminate
side peaks and obtain the combined correlation with one peak. The early minus
late power (EMLP) discriminator can be used to lock on the sole peak of the
combined correlation function. This unambiguous tracking techniques has been
analyzed for BOC (1, 1) signal in the simulation. The simulation results show that
this technique can achieve the unambiguous tracking for BOC signal and maintain
the same level of the tracking performance as the traditional tracking loop.

Keywords GNSS � BOC modulation signal � Unambiguous tracking � Delay
locked loop
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54.1 Introduction

With the development of GNSS systems, BOC modulation signal has been widely
used in the modernized GPS [1], Galileo [2], and Beidou [3]. Different from the
traditional BPSK modulation signal, the sine-subcarrier or cosine-subcarrier is
employed in BOC modulation signal to modulate the pseudo random noise (PRN)
code so that it has the split power density spectrum (PSD) and more high fre-
quency component. Thus, BOC modulation signal could provide better tracking
accuracy and anti-jamming performance than BPSK modulation signal.

The traditional delay locked loop utilizes the autocorrelation function (ACF) of
the PRN code to track the received signal. Due to the effect of the subcarrier, the
ACF of BOC modulation signal has one main peak and multiple side peaks, and the
number of correlation peaks grows with the increase in the order of BOC modulation
signal. When DLL is used to track the received signal, it may lock on the side peak of
the ACF, which causes a large tracking bias. This is the tracking ambiguity problem.
In order to solve this problem, some unambiguous tracking methods have been
proposed in recent years. The bump-jumping (BJ) technique based on the magnitude
comparison between the prompt and its neighboring peaks, which can solve the
tracking ambiguity problem of BOC modulation signal [4]. However, the BP
method isn’t suitable for the situation that carrier-to-noise ratio is low. Reference [5]
proposed a BPSK-like method, in which the BOC modulation signal is treated as
two BPSK modulation signals to implement the unambiguous tracking for BOC
modulation signal. Nevertheless, the high frequency component in BOC modulation
signal hasn’t been utilized effectively, which reduces the tracking accuracy for
GNSS receivers. Reference [6] proposed the ASPeCT method which subtracts the
cross-correlation between the BOC modulation signal and BPSK modulation signal
from the ACF of BOC modulation signals. Although ASPeCT implements the
unambiguous tracking, it is only suitable for BOC(n, n) modulation signal. A dual
estimate method has been proposed in [7] and improved in [8]. This unambiguous
tracking method employs delay locked loop (DLL) and subcarrier locked loop
(SLL) to track code phase and subcarrier phase, respectively. Compared with the
traditional method, the dual estimate method needs the extra SLL, which increases
the implementation complexity.

An unambiguous tracking technique is proposed for sine-BOC modulation
signal in this paper. This unambiguous technique designs two reference waveforms
and cancels the side peak of the correlation function by combining the cross-
correlation between the received signal and two reference signals. Moreover, this
technique needs the same number of correlators as that of BP method and ASPeCT
method, which has low implementation cost.

The paper is organized as follows: In the Sect. 54.2, BOC modulation signal
and the ambiguity problem are briefly introduced. Section 54.3 introduces the
designed waveform and the unambiguous tracking method. Section 54.4 shows the
tracking accuracy and multipath performance of the proposed method. Finally
conclusions are drawn in Sect. 54.5.
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54.2 Sine-BOC Modulation Signal

BOC modulation signal can be obtained by multiply the binary PRN code by
square wave subcarrier. When the square wave subcarrier has sine phase, the BOC
modulation signal is named as sine-BOC modulation signal. When the square
wave subcarrier has cosine phase, the BOC modulation signal is named as cosine-
BOC modulation signal. BOC modulation signal represented by the frequency of
subcarrier and the PRN code is usually notated as BOC(m, n), where m represents
that the subcarrier frequency is m 9 1.023 MHz and n represents that the PRN
code rate of BOC modulation signal is n 9 1.023 MHz. m and n are positive
integers, and m [ n. k = 2 m/n is the order of BOC modulation signal, which is
usually positive integer.

BOC modulation signal can be represented by the product of PRN code and the
subcarrier:

sðtÞ ¼ cðtÞscðtÞ ð54:1Þ

cðtÞ is PRN signal, which can be denoted as

cðtÞ ¼
Xþ1

i¼�1
cipðt � iTcÞ ð54:2Þ

where cif g is the PRN code with the chip width Tc, PðtÞ is chip waveform. scðtÞ is
square subcarrier, which is denoted as

scðtÞ ¼ sgnðsinð2pfst þ uÞÞ ð54:3Þ

where fs is the subcarrier frequency. When u is zero, the subcarrier is sine sub-
carrier; when u is p/2, the subcarrier is cosine subcarrier.

When PRN code is modulated by the subcarrier, its power density spectrum
(PSD) is split and the main power of BOC modulation signal is located at the
subcarrier frequency, which can keep high separation degree from BPSK modu-
lation signal. The PSD of sine-BOC modulation signal can be represented as:

GBOCðfs;fcÞðf Þ ¼ fc

sin pf
2fs

ffi �
sin pf

fc

ffi �

pf cos pf
2fs

ffi �

0
@

1
A

2

; k ¼ 2fs

fc
is even ð54:4Þ

GBOCðfs;fcÞðf Þ ¼ fc

sin pf
2fs

ffi �
cos pf

fc

ffi �

pf cos pf
2fs

ffi �

0
@

1
A

2

; k ¼ 2fs
fc

is odd ð54:5Þ

The ACF of BOC modulation signal can be obtained by Inverse Fourier
transform of PSD:
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RðsÞ ¼ ð�1Þlþ1 1
p
�l2 þ 2lpþ l� p
� �

� 4p� 2lþ 1ð Þ sj j
Tc

� �
; sj j\Tc ð54:6Þ

where p ¼ m=n, l ¼ ceilð2p sj j=TcÞ, and i ¼ ceilðxÞ represents the smallest integer
which meets the condition i� x.

The ACFs of BPSK modulation signal and BOC(1, 1) modulation signal are
shown in Fig. 54.1.

From Fig. 54.1, we can see that the ACF of BPSK modulation signal has one
peak. However, due to the effect of subcarrier, the ACF of BOC(1, 1) signal has a
positive peak and two negative peaks. With the increase in the order of BOC
signal, the number of ACF peaks grows. The ACF of BOC(1, 2) signal has three
positive peaks and four negative peaks.

Because of the multiple peaks of ACF of BOC modulation signal, there are
multiple zero-crossing points for the traditional early minus late power (EMLP).
The EMLP discriminator output is shown in Fig. 54.2.

In Fig. 54.2, the correlator spacing of EMLP is 0.2 Tc. When the discriminator
output for BPSK modulation signal is zero, there is a sole zero-crossing point.
Therefore, BPSK signal can be tracked unambiguously by the traditional DLL.
Beside a zero-crossing point at time delay 0, there are four zero-crossing points
around 0.5 and -0.5 Tc. The BOC(1, 2) signal has more zero-crossing points than
BOC(1, 1) signal. However, only when DLL is locked on the zero-crossing point at
0 Tc, the received navigation signal can be tracked accurately. When the DLL is
locked on the other zero-crossing points, there is an estimate bias which causes the
large ranging error.

54.3 Unambiguous Tracking Method for Sine-BOC
Modulation Signal

The proposed unambiguous tracking method in this paper utilizes the correlation
between two reference signals and the received signal to cancel the side peak of
the cross-correlation so that the DLL can track the received signal unambiguously.

The waveform of the reference signal is designed as follows (Fig. 54.3):
This waveform gðtÞ of the reference signals can be expressed as

sðtÞ ¼
1 0� t�w=2
�1 �w=2� t� 0
0 other

8
<

: ð54:7Þ

where w is the width of the waveform.
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Then the waveform can be used to generate two local reference signals, as
shown in Fig. 54.4.

The local reference signals in Fig. 54.4 can be denoted as

r1ðtÞ ¼
Xþ1

i¼0

cigðt � iTcÞ ð54:8Þ

r2ðtÞ ¼
Xþ1

i¼0

cigðt � iTc � TcÞ ð54:9Þ

The reference signal r2(t) has 1 chip relative time delay to the reference signal
r1(t).

The cross-correlations of the received signal with r1(t) and r2(t) are R1(s) and
R2(s). We can cancel the side peak and obtain the combined correlation function
with one peak.

RcomðsÞ ¼ R1ðsÞj j þ R2ðsÞj j � R1ðsÞ � R2ðsÞj j ð54:10Þ

The combined correlation functions of BOC(1, 1) modulation signal and
BOC(1, 2) modulation signal are shown in Figs. 54.5 and 54.6, respectively. The
chip widths are 1 Tc for BOC(1, 1) modulation signal and 0.5 Tc for BOC(1, 2)
modulation signal. We can see that the correlation functions R1(s) and R2(s) have
multiple peaks. However, the combined correlation function Rcom(s) has the sole
peak. Thus, this combined correlation function can be used to track the BOC
modulation signal unambiguously by traditional EMLP discriminator.

54.4 Simulation Results

The tracking accuracy and multipath performance of the proposed tracking tech-
nique are analyzed in this section.

Figure 54.7 shows the tracking error versus the signal to noise power density
(SNR) of the proposed method, ASPeCT, and the traditional DLL tracking
method. The front-end bandwidth of the receiver is 4 MHz, the correlator spacing

1 1 -1-1

1( )r t

ic

Tc

2 ( )r t

Fig. 54.4 Local reference
signals
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is 0.25 Tc, the tracking loop bandwidth is 1 Hz, and the integration time is 1 ms.
The tailored waveform width is 1 Tc, and the received signal is BOC(1, 1)
modulation signal. It can be seen that the proposed method can reach the same
level accuracy as that of the ASPeCT and the traditional tracking method.
Although the ASPeCT has also the high tracking accuracy, ASPeCT is suitable for
BOC(n, n) modulation signal [6], and the proposed method has no limitation on the
order of BOC modulation signal.

Figure 54.8 shows the tracking performance of the proposed method, ASPeCT,
and the traditional DLL tracking method in multipath environment. The simulation
employs the two-path model which contains one direct signal and one multipath
signal. The multipath to direct ratio of amplitude is -10 dB, the time delay of
multipath signal varies from 0 to 1.5 Tc. The front-end bandwidth is 4 MHz, the
correlator is 0.25 Tc, the bandwidth of the tracking loop is 1 Hz, and the
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integration time is 1 ms. The waveform width of the proposed method is 1 Tc. It is
shown from Fig. 54.7 that the ASPeCT and the EMLP have the similar multipath
performance, while the proposed method has slightly worse multipath performance
than ASPeCT and EMLP. Therefore, the proposed method is suitable for the
situation with less multipath signal.

54.5 Conclusions

An unambiguous tracking method has been proposed for BOC modulation signal
to solve the tracking ambiguity problem. The proposed method utilizes two dif-
ferent reference signals composed by the tailored waveform to correlate with the
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received signal and obtain two different correlation functions. Then these corre-
lation functions can be combined to obtain the combined correlation function with
the sole main peak, which can be used by EMLP to track BOC signal unambig-
uously. The tracking accuracy and multipath performance are analyzed in this
paper. The analyzing results shows that the proposed method can track BOC
modulation signal unambiguously, and reach the same tracking performance of the
traditional tracking method.
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Chapter 55
Research on User Terminals’ Acquisition
Sensitivity Based on P2P Aiding

Dai Weiheng, Tian Shiwei, Sun Lipeng and Chang Jiang

Abstract With development of short range communication technology, P2P (Peer
to Peer) networks are pervasive, and the nav-com user terminals become popular.
The application of P2P networks provide the new method to improve positioning
performances of user terminals. Compared to conventional A-GNSS augmenta-
tion, P2P aiding is completed by user terminals each other, which don’t depend on
preinstalled communication infrastructures (e.g., mobile communication base
stations). In P2P networks, aiding sources are closer to aided users than conven-
tional base stations aiding. The advantage can provide more accurate and reliable
augmentation information, so the user terminals can get better augmentation
performances. Now there are some groups research P2P aiding, but their topic is
the mean acquisition times. But the acquisition sensitivity is very important metric
for both military users and civil users. The paper researches performance of
acquisition sensitivity in P2P networks. The aiding peer can receive both GNSS
signals and the communication signals of aided peer. According to the real-time
measurements of carrier phase and frequency offset, the aided peer can get real-
time local frequency offset values. Based on these values, the peer can extend
coherent integration time and improve the acquisition sensitivity. Simulation show
that the aided user can complete coherent integration of several seconds, and the
non-aided user only do for hundreds of milliseconds. The aided terminal can
reliably work in low signal-noise ration, even in 10 dB Hz condition. The
requirement of communication rate is less than 1 kps.
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55.1 Introduction

The navigational signal from satellites is extremely weak, and the sources of
radiation are far way. On the earth, the civil signal power is only -133 dBm, and
the signal get weaker 10–20 dB in house. So the availability of satellite navigation
is limited, it can’t be used in challenge environments. To resolve the problem,
many methods have been researched, and these technologies can be separated into
two categories. The first kinds are integrated navigation, the satellite navigation is
used outdoor, and the inertial navigation or other terrestrial radio navigation is
used in challenge environments. Through utilizing multiple methods, the avail-
ability of navigation system is improved. But the method require the user has many
navigation sensors, the complexities and costs of user are also increased. The
second methods improves the sensitivity of receivers by using advanced digital
signal processing algorithm, adopting external augmentation technologies. The
former ones are called high-sensitivity technologies, and the latter ones are called
Assisted receiver technologies. For civil users, the sensitivity of high-sensitivity
can achieve -155 dBm and the weaker signals. The assisted receiver has similar
performance metric. High-sensitivity receiver needs more resources including
computing ability, memory spaces, stable clock. The assisted receiver need
communication module, and it can receive and send information to external server.
With development of microelectronic technologies, GNSS receivers are usually
integrated into smartphones, so the user can improve the performance of local
GNSS receiver through communicating with cell stations. The users can get more
sensitivity, shorted time-to-first-fixed, and more accuracy.

Recently, the development of short-distance communication system is rapid, for
example, WLAN, UWB, and ZigBee, etc. Among the users, the information
transmission rate is high, which is different from cell communications. In the
background, the paper will research the way to improve the sensitivity of receivers.
There are other papers discuss the improvement about time-to-first-fix, or accu-
racy, and these topics will not discussed in the paper.

55.2 A-GNSS Technology

55.2.1 The Principle of A-GNSS

There are major approaches to assist GNSS known as MS-assisted and MS-based
GPS. ‘‘MS’’ stands for mobile station, means the GNSS receiver, in MS—assisted
GNSS the position is calculated at a server, and the GNSS receiver’s job is only to
acquire the signals, and send the measurements to the server. In MS-based GNSS,
the position is calculated by receiver itself. If the receiver is not going to compute
position, then it does not necessarily need satellite orbit data. It is possible to keep
these at the server, and the server can directly compute the acquisition assistance
data and send it to receiver.
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The frequency and time assistance data will be used to reduce uncertainty of
time and frequency respectively. The receiver can get information about almanac,
ephemeris or initial position, and to compute the expected observed satellite
Doppler frequencies. It can reduce the frequency search space.

The A-GNSS time assistance partitions neatly as follows: CDMA networks have
time accuracy of microseconds, enough to provide cod-delay assistance. GSM,
UMTS and WCDMA networks have time accuracy of one to two seconds, not
enough to provide code-delay assistance. If time assistance is better than 1 ms of
accuracy, we call it fine-time assistance. Otherwise we call it coarse-time assistance.

55.2.2 Shortcomings of A-GNSS Technologies

The A-GNSS technologies now are based on cell stations and servers mainly.
Mobile users receive assistance data or computation resources to complete using
weak signals in challenge environments. But the improvement of sensitivity has
close relationship to the accuracy of assistance information. When the accuracy of
assistance time and frequency is high, the receiver can reduce the search scope more
obviously. And we can improve sensitivity when the requirement of false alarm rate
is fixed. The cell radius is usually several kilometers, So the accuracy of time
assistance only achieves several chips. In the cell communication architecture, the
possibility of improving sensitivity is low. The short-distance communication
technologies can help to be a peer-peer (P2P) networks. Different from traditional
cell networks, the P2P networks can result in assistance among the users [1]. The
assistant data is produced by users, and this assistant model is called self-assistance.

55.3 The Principle of P2P Assistance

With the development of short-distance communication and NAV-COM inte-
grated technologies, the smartphones are usually equipped the chips of GNSS
receiver and short—distance communication modules now. Under these condi-
tions, users can exchange measurements and message data each other. This is the
physical foundation for P2P assistance. Compared with traditional A-GNSS
technology, the assisted peer accepts the information which is sent by peer nearby,
not cell stations. In the Fig. 55.1, the assisting peer is outdoor, so the quality of
signal is good, and the peer can work normally. The outdoor peer can get infor-
mation of position, time, frequency, navigation message and measurements. The
assisted peer is indoor, so it doesn’t work without the assistant data. The assisted
peer can get these information through short-distance communication systems, so
it can acquire weak signal in the house.

Comparing with the assistance provided by cell stations, the P2P assistance has
two advantages [2]: (1) The assisting peer is closes to the assisted peer, and the
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similarity between both sides is high, so the accuracy of assistant data is high. (2)
Short-distance communication systems can provide high speed communication
channel between both sides, so assisted peer can get more information in the same
time. Based on these advantages, P2P assistance can provide the better perfor-
mance than A-GNSS technology, and the improvement of sensitivity is more.

The receiver must increase the coherent integration time to detect weak signals.
But the increasing is limited by three factors: data bit length, user dynamic, and
local clock stability. The influence of bit length can be resolved by assisted
navigation message. And in the future, the pilot signals will be introduced in
satellite navigation, so this restriction will disappear. So the limiting factors are
only dynamic and clock stability.

To simply the problem, the paper only research the influence of the clock, so we
suppose the user is static. In P2P assistance frameworks, the paper can improve
clock stability to extend the coherent integration time (Fig. 55.2).

The communication modules and GNSS receiver use the same clock, and it is a
reasonable assumption. Assisting peer can receiving both GNSS signals and short-
communication signals. Assisted peer can communication with assisting peer, and
both sides can to be time synchronized. So the peers can get carrier NCO value at
the same time, named /i,0, /i,1, /i,2, …, /i,T, ui,0, ui,1, ui,2, …, ui,T respectively.
And the sampling time interval is set as DT.

Dfpeers ¼
ui � ui�1

T
� /i � /i�1

T
¼ fcomm;a þ fDOPP;u � fcomm;d � fDOPP;u

¼ fcomm;a � fcomm;d

Assisting Peer Assisted Peer

Navigation Satellite

Signal Outdoor Signal Indoor

Fig. 55.1 System scheme of
peer to peer assisting
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Communicating the carrier NCO value between the peers, we can get the
frequency offsets. fcomm,a is communication frequency of assisting peer, and fcomm,d

is that of assisted peer.
The frequency standard of GNSS is very stable, so we can take this frequency

as standard frequency. The assisting peer can receive GNSS signals, and get the
frequency offset between assisting peer’s clock and standard frequency. Because
the communication and GNSS receiver module use one clock, we can get com-
municating frequency offset to standard frequency through simple projection
operation. The communicating frequency offset between two peers is known in
advance, and the communication frequency offset of assisted peer is also known.
And we can use this frequency offset to assist the acquisition of weak GNSS
signals.

From the former analysis, we can know the frequency of assisted peer is a
bridge, and the frequency of assisting peer can be corrected in real time. So the
frequency can be kept stable in scope, the influence of clock can be mitigated and
the integration time is also extended.

Now we analysis the accuracy and influence factors of this assistance, and the
assisted peer is static.

The accuracy is effected by accuracy of assisting peer frequency value, the
frequency offset between two peers, ratio value a of communication frequency to
GNSS frequency.

Through resolving the carrier Doppler frequency value from multiple satellites,
we can get velocity and real-time clock frequency offset of user.

D _X ¼ HTH
ffi ��1

HTD _q

H is observing matrix, and D�_q is measurements of Doppler frequency, and D _X
is a vector including three-dimension velocity and local clock’s frequency offset
value.

The estimation accuracy of frequency value of assisting peer can be computed
by this formula:

rDoppler ¼
ffiffiffi
2
p
� rGNSScarrierphase=Tinterval

rlocalfrequcnyoffset ¼ TDOP � rdoppler

Assisting Peer Assisted Peer

Short-distance 
Communication Signals

GNSS Signals GNSS Signals

Fig. 55.2 The principle of P2P frequency transfer
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The estimation accuracy of frequency offset between two peers is expressed as:

D Dfpeers

ffi �
¼ ðDðui � ui�1Þ � Dð/i � /i�1ÞÞ

Tinterval

rpeers ¼ 2 � rcommcarrierphase=Tinterval

So the accuracy of assisted frequency value is expressed as:

rassistedfrequency ¼ rlocalfreoffset þ a � rpeers

Now the accuracy of tracking of PLL can achieve 0.02 cycle. When the time
interval is 200 ms, the accuracy of Doppler frequency is 0.14 Hz. And the value of
TDOP is usually between 1 and 2, we set TDOP to 1.5. Based on these assumption,
the accuracy of assisting peer’s frequency is 0.21 Hz, and the relative accuracy is
1.3e-10.

For high speed communication, communicating modules must do carrier phase
tracking, and the accuracy is usually 0.05 cycle. When the observation time
interval is 200 ms, the accuracy of frequency offset between peers is 0.35 Hz.

Based on the estimation of accuracy in former section, we know the accuracy of
assisted frequency value is 0.41 Hz when the time interval is 200 ms. The energy
loss due to frequency offset can be computed by the formula:

R Dfð Þ ¼ sin cðDfTÞ

Df is frequency offset value, and T is coherent integration time. If the frequency
offset value is 0.41 Hz and integration time is 200 ms, the loss is only 1 %. The
improvement of accuracy and time interval of assistance data can result in
reduction of energy loss. But it need more communication overheads.

With the assistance data about frequency information, the assisted peer can
increase the coherent integration time by accumulation of each segment’s result
(Fig. 55.3).

In the acquisition of weak signals, local signals will integrate with the input
signals. Usually the peer uses TCXO, and its short-term stability is only 1e-9.
There are large frequency offset, so the coherent integration time limited to 20 ms.

In the new algorithm, through compensating the local frequency offset of each
segment, we can keep the stability of local frequency in a relative long time and
extend integration time. When the time is extended to 2 s, the sensitivity will be
improved 20 dB comparing to the sensitivity when integration time is only 20 ms.
From references, we know the requirement of SNR is 11.7 dB when the false
alarm rate is 0.001 and the success rate is 0.95. So when the integration time
extend to 2 s, the accepted carrier-noise ratio is 8.7 dB Hz. And the time is extend
to 20 s, the density of signal can less than 0 dB Hz.
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55.4 Algorithm Simulation and Performance Analysis

The paper validate the performance of algorithm about improving sensitivity based
on P2P assistance. We do the computer simulation experiments which depend on
the Matlab software, and integrated with semi-physical experiments.

We validate the frequency stability of TCXO by Beidou signal simulator and
the receiver developed by ourself. The simulator transmits B1 signal that the center
frequency is 1,561.098 MHz and the carrier-noise-ratio is 60 dB Hz. These
parameter can reduce the influence of noise. Supposing the user is static, and
operating model of receiver is multiple-satellites timing service with known
position. By the measurements of carrier phases from PLL and averaging opera-
tions, we can get high-accuracy local clock frequency values. The signal simulator
uses atomic clock, and the receiver use TCXO. Their stability have two orders of
magnitude of difference. So the result of experiments is credible. Figure 55.4 gives
a series of real time frequency value of TCXO, and the time interval of sampling is
200 ms.

From Fig. 55.4, we can know the short-term (hundreds of milliseconds) fre-
quency stability of TCXO is 1e-11 order, and the stability in seconds is 1e-9
order [3]. The multiplication of coherent integration time and frequency offset can
determine the performance of coherent accumulation. The energy loss can be
computed as following formula [4]:

Loss ¼ 20 log 10ðsin cðDfTÞÞ ðdBÞ

From the formula, we can see that the loss is 4 dB when frequency offset value
is a half of reciprocal of integration time. In the designation of receiver, the
frequency offset value usually is set as a quarter of reciprocal of integration time.
So the frequency can’t exceed 2.5 Hz when the integration time is 100 ms, and the
frequency can’t exceed 0.25 Hz when the integration time is 1 s. For B1 frequency
signals, the stability of clock must be 1e-9 and 1e-10 order respectively.

We can deduce that the coherent integration time is limited to hundreds of
milliseconds based on the stability of TCXO. The conclusion can do from refer-
ences and out experiment data. When the integration time is extended to several

Coherent 
Integration

Correcting 
frequency 

offset

Weak Signal 
Acquisition

Assisted Peer

GNSS Signals

Local Signals Frequency Offset 
Between Local 

Signals and 
GNSS Signals

Accumulation of 
each segment’ s

integration value

Fig. 55.3 The acquisition process based on accumulation of multiple-segments integration value
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seconds, the loss increases at the same time. It is not helpful to improve the pre-
detection SNR.

We record the signal sent from simulator, and playback in the software receiver
which is coded in matlab software. And the frequency information of local signal
use the measuring data shown in former paper. The Doppler frequencies due to
radial movement between satellite and users can be predicted and eliminated. So
the reason of fluctuation of frequency is the frequency offset of local clock.

At first, we simulate the curve about pre-detection SNR for different coherent
integration time without assistant information. The carrier-to-noise ratio of input
signal is 10 dB Hz.

The Fig. 55.5 shows the pre-detection SNR for different integration time. With
the increasement of integration time, the SNR increases at first and stop to improve
later. Due to the frequency offset, the SNR can’t to increase at all time. At last the
SNR is only 5.6 dB that does not satisfy the requirement of acquisition.

In the new algorithm, user can correct the frequency offset in real time through
P2P assistance. With the reduction of frequency offset, the users can extend the
coherent integration time and improve the pre-detection SNR at last.

In Fig. 55.6, we can see that use can complete long time coherent integration
operation by P2P assistance. The carrier-to-noise ratio of input signal is also
10 dB Hz. Compared to the Fig. 55.5, the pre-detection SNR increases with the
extending of integration time. At last the SNR can achieve the need of reliable
acquisition, and the sensitivity of receiver is also improved.

The paper also research the influence of assistant time intervals. From the
Fig. 55.6, we can know the performance of improvement of sensitivity is better
with the time interval is shorter, and the receiver can achieve the threshold of
acquisition faster. But with the shorter time interval, the communication system
must have higher information transmission rate. And in our algorithm, the
exchanging information includes the frequency offset values and carrier phase

Fig. 55.4 TCXO short-term
frequency values
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measuring data. Even the assistant time interval is 100 ms, and the requirement of
transformation rate is less than 1 kps. The communication overheads can be
accepted in short-distance communication system totally.

55.5 Conclusion and Future Works

With the development of short-distance communication systems and P2P net-
works, the paper propose a real-time frequency offset corrected methods based on
the P2P assistant frameworks. We describe the principles and process, and verify

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

1

2

3

4

5

6

Coherent Integration Time ( Second )

P
re

-C
or

re
la

tio
n 

S
N

R
 (

 d
B

 )

Curve about Pre-Correlation SNR with Coherent Integration Time Fig. 55.5 Pre-correlation
SNR with time of coherent
integration without assistant
data

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

2

4

6

8

10

12

14

Coherent Integration Time ( Second )

P
re

-C
or

re
la

tio
n 

S
N

R
 (

 d
B

 )

Curve about Pre-Correlation SNR with Coherent Integration Time 

Time Interval is 100ms

Time Interval is 200ms
Time Interval is 500ms

Fig. 55.6 Pre-correlation
SNR with time of coherent
integration with assistant data

55 Research on User Terminals’ Acquisition Sensitivity Based on P2P Aiding 647



the effectiveness by computer simulations. The results prove that the method can
improve the sensitivity of receivers obviously, and the communication overheads
are low.

In the future, we continue to research the method in multiple peers’ assistant
data, and the peers are dynamic.
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Chapter 56
The Design and Analysis of BeiDou
B1 Non-GEO Satellites High Sensitivity
Acquisition

Hang Ruan, Zhou Zheng, Jian Li and Feng Liu

Abstract With the development of the BEIDOU satellite navigation system, its
receiver sensitivity requirements continue to rise. Compared with tracking, it is
difficult to improve the sensitivity for the reason that acquisition needs a larger
amount of calculation and faces a high real-time requirement. As a result,
acquisition is the key factors limiting the sensitivity. In this paper, in order to
improve the Compass B1-frequency signal acquisition sensitivity, it designs a
standard called the mean detection probability based on the analysis of the pseudo-
code mismatch, Doppler mismatch, coherent integration, non-coherent accumu-
lation, detection probability and false alarm probability. According to the standard,
it achieves a high sensitivity of -147 dBm Compass B1 signal acquisition method
and it is verified by simulation.

Keywords High sensitivity � Coherent accumulation � Non-coherent accumula-
tion � The mean detection probability

56.1 Introduction

At present, the acquisition sensitivity of GPS L1CA navigation receiver can reach
-147 dBm when there is no assistance from other resource. It is the cold start
sensitivity of the receiver which will help a lot in common weak signal application.
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In contrast to the GPS L1CA signal for civil use, the non-GEO satellite of
Compass B1 signal has similar properties in the aspect of signal modulation, the
navigation data length and satellite dynamic. As a result, the acquisition sensitivity
of B1 non-GEO satellite can also reach -147 dBm. Furthermore, the acquisition
speed can be more or less slowed down to improve the sensitivity for the reason
that the Compass satellite stay a long time in view so that it will almost not affect
the location speed when acquiring the satellite out of view.

In the environment of weak signal, the main approach to improve the acqui-
sition sensitivity is to expend the power accumulation length including coherent
integration length, non-coherent accumulation length [1] and differential coherent
process [2]. All of these methods are to increase the accumulation gain and
enhance SNR so as to realize high sensitivity acquisition. On the other hand,
satellite signal acquisition has the property of large searching range, high real-time
request and high amount of data to process. It needs down sampling to reduce the
complexity of calculation for the purpose of high efficiency process which will
bring an extra power loss. Moreover, the Doppler frequency estimation error will
also bring SNR loss [3]. Introduces a code phase bias compensation scheme but it
is at the expense of efficiency which will increase a lot of steps. In total, the
essential method to solve the problem is to further improve the sensitivity.

In this paper, according to the problem above, it designs a module of BEIDOU
B1 non-GEO satellite signal in consideration of the mismatch of code phase and
Doppler shift. Based on this module, the detection probability and false alarm
probability of coherent integration and non-coherent accumulation is calculated. A
design approach based on the mean detection probability is introduced and an
acquisition module with the sensitivity of -147 dBm is devised. Simulation is
carried out to validate the theoretical analysis.

56.2 Signal Module

The received satellite signal is frequency down-converted, filtered and sampled by
the receiver and transferred to the immediate frequency signal whose expression is
as (56.1)

s nTsð Þ ¼
ffiffiffiffiffiffi
2P
p

c nTsð Þd nTsð Þcos 2p fIF þ fDð ÞnTs þ uð Þ þ nw nTsð Þ ð56:1Þ

where Ts is the sampling rate, P is the signal power, cð�Þ is the pseudo random
noise code sequence, dð�Þ is the navigation data, fIF is the local immediate fre-
quency, fD is the Doppler frequency, u is the carrier phase, nw is the additive
Gaussian Write Noise. The noise power is r2

n. The digital discrete signal is then
sent into the acquisition module to search the signal parameters which are Doppler
frequency and code phase. The main methods of acquisition include parallel fre-
quency search, parallel code phase search and match filter. The received signal is
complex multiplied with local generated carrier, correlated and accumulated with
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the local code to form the detection statistic variable. The expression of the signal
after carrier complex multiplying and code correlation is as (56.2)

sc nTsð Þ¼
ffiffiffiffiffiffi
2P
p

d nð ÞR s;Dfdð Þsinc pDfdTCð Þeju þ nc nTcð Þ ð56:2Þ

where R s;Dfdð Þ is the pseudo random code autocorrelation function which is a
function of initial code phase delay s and Doppler estimation error Dfd. Tc is the
coherent integration length, nc is the noise component after accumulation. When
the signal power can be detected, the code phase error is within a chip, so the
expression of the autocorrelation is written in a chip as (56.3)

R s;Dfdð Þ ¼ 1
Pc

XPc�1

n¼0

RTp sþ n � Dfd
fRF

� �
ð56:3Þ

where RTp
ð�Þ is a triangle function with the width of �Tp and amplitude of 1. Tp is

the code chip period, fRF is the signal radio frequency and Pc is the number of code
chip during the integration period.

In the situation of common sensitivity with the relative short power accumu-
lation, Dfd nearly doesn’t have influence on the shape of the code autocorrelation
function. However, in the acquisition of weak signal, the coherent integration is
long and the number of non-coherent accumulation is large so that the impact of
Doppler estimation mismatch on autocorrelation cannot be ignored. Figure 56.1
illustrates the autocorrelation function of BEIDOU B1 signal with the Doppler
mismatch of 500 Hz and different power accumulation length. It is clearly that the
mismatched Doppler frequency changes the main peak location and brings power
loss. The longer the power accumulation length is, the larger the power loss and
the peak bias are. So the mismatched Doppler frequency cannot be ignored.
Figure 56.2 gives out the power loss with different frequency shift and coherent
integration length. When the power accumulation length extends 200 ms, Doppler
frequency shift is over 500 Hz, the power loss is more than 0.5 dB. As a result, in
the signal model of the paper, the impact of Doppler frequency on the autocor-
relation function is considered.

In the real acquisition module, the input signal has to be further down-sampled
in order to reduce the resource consumption, improve the instantaneity of hunting
and accelerate the code chip searching speed. Consequently, the sampling rate of
the acquisition input signal is really low which is usually the same as or twice as
the code rate. The low sampling rate will bring an extra power loss and the
expression of acquisition input signal is as (56.4)

S nTcð Þ ¼
ffiffiffi
P
p

d nð ÞR kTsc þ Ds;Dfdð Þsinc pDfdTcð Þeju þ nc nTcð Þ ð56:4Þ

where Tsc is the signal sampling interval, k is the relative code phase error of
sampling point within a chip, Ds is the relative phase error between the sampling
point and right phase with the range of �Tsc=2; Tsc=2ð Þ.
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56.3 The Mean Detection Probability

56.3.1 Coherent Integration and Non-Coherent
Accumulation

After orthogonal demodulation, the received signal is divided into in-phase branch
and quadrature branch which can be expressed as (56.5) and (56.6)
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Ic nTcð Þ ¼
ffiffiffi
P
p
� d nð ÞR kTsc þ Ds;Dfdð Þsinc pDfdTcð Þcosuþ nc nTcð Þ ð56:5Þ

Qc nTcð Þ ¼
ffiffiffi
P
p
� d nð ÞR kTscþDs;Dfdð Þsinc pDfdTcð Þsinuþnc nTcð Þ ð56:6Þ

The acquisition module complex multiplies the local carrier and correlates the
local code with the received signal and noise at the same time. Taking the noise of
in-phase branch as an example, the processing is as (56.7)

In ¼
XN�1

n¼0

nw nTscð Þ � cos 2p fIF þ fe;d

� �
þ u

� �
� c nTscð Þ;u�U �p; pð Þ ð56:7Þ

where N is the number of sampling point in the coherent integration length. The
noise variance after coherent integration is as (56.8)

var Inð Þ ¼ E I2
n

� �
� E Inð Þð Þ2¼ r2

n=2Tc ð56:8Þ

The noise power of quadrature branch is the same as that of the in-phase branch.
When the signal is absent, the correlation results of both in-phase branch and quadrature
branch obey the Gaussian distribution with the mean value of 0 and variance of r2

n=2Tc.
When the signal is present, the correlation result of in-phase branch and quadrature
branch obey the Gaussian distribution with the variance of r2

n=2Tc and means of
E Icð Þ and E Qcð Þ respectively. The expression of the mean is as (56.9) and (56.10)

E Icð Þ ¼
ffiffiffi
P
p
� d nð ÞR kTsc þ Ds;Dfdð Þsinc pDfdTcð Þcosu ð56:9Þ

E Qcð Þ ¼
ffiffiffi
P
p
� d nð ÞR kTsc þ Ds;Dfdð Þsinc pDfdTcð Þsinu ð56:10Þ

The final detection variable after coherent integration and amplitude calculation
is as (56.11)

De ¼ I2 nTcð Þ þ Q2 nTcð Þ ð56:11Þ

It is the square sum of two independent Gaussian random variables. It obeys the
central v2 distribution with the freedom of 2 when the signal is absent and the non-
central v2 distribution with the freedom of 2 when the signal is present. The
expressions of detection probability and false alarm probability is as (56.12) and
(56.13)

Pfa bð Þ ¼ 1� exp
b

2r2

� �
ð56:12Þ

PD bð Þ ¼ Q1

ffiffiffi
a
p

r
;

ffiffiffi
b
p

r

� �
ð56:13Þ

where b is the detection threshold, r2 is equal to r2
n=2Tc, Q1 �ð Þ this the first order

Marcum Q function, a is the square sum of the two independent Gaussian random
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variable which is expressed as (56.14). When the false alarm probability is 1e-3,
the detection probability of different coherent integration length corresponding to
different CNR is shown in Fig. 56.3. If it requests that the detection probability
reaches 99 % when the signal power is -147 dBm, the coherent integration length
should be set longer than 20 ms.

a ¼ P � R2 kTsc þ Ds;Dfdð Þ � sinc2 pDfdTcð Þ ð56:14Þ

In the acquisition of BEIDOU B1 signal, the modulation of navigation data
limits the expending of the coherent integration length. Even demodulated the NH
code, the longest integration length is only 20 ms. For the purpose of further
improve the sensitivity without assistance from other resource, non-coherent
integration is introduced to increase the power accumulation. After non-coherent
integration, the detection variable is as (56.15)

Dnonc ¼
XN

n¼1

I2 nTcð Þ þ Q2 nTcð Þ
� �

ð56:15Þ

where N is the number of non-coherent accumulation, n is the start time of each
segment of coherent integration. As they are independent from each other and
obey Gaussian distribution, they obey central and non-central v2 distribution with
the freedom of 2 N respectively when the signal is absent and present. The false
alarm probability and detection probability is as (56.16) and (56.17)
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Pfa bð Þ ¼ QN 0;

ffiffiffi
b
p

r

� �
ð56:16Þ

PD bð Þ ¼ QN

ffiffiffi
a
p

r
;

ffiffiffi
b
p

r

� �
ð56:17Þ

where QNð�Þ is the Nth order Marcum Q function, r2 = rn
2/2Tc, a is the square sum

of all the Gaussian random variable which form the detection statistic variable
which is expressed as (56.18)

a ¼
XN

i¼1

P � R2 niTsc þ Ds;Dfdð Þ � sinc2 pDfdTcð Þ ð56:18Þ

In conclusion, the detection probability with different combination of coherent
integration length and non-coherent accumulation time when both the code phase
estimation error and frequency shift estimation error is zeros, false alarm proba-
bility is 1e-3 is drawn in Fig. 56.4. It shows that the difference between the
detection performances of 100 ms coherent integration and 4 ms coherent inte-
gration, 25 non-coherent accumulation is 4 dB.

56.3.2 The Mean Detection Probability

The detection probability is a function of detection threshold, code phase esti-
mating error and Doppler frequency estimating error. In the real signal acquisition
model, as the description above, the code phase and Doppler frequency shift is
searched discretely. In the process of detection, the parameters that is determined
to characterize the signal corresponds to the search step which is most closed to the
real signal parameters. It is a special result of all the situations that the detection
result is totally the same as the signal parameters. As a result, the analysis of the
acquisition detection performance should consider the power loss that discrete
process brings besides the affection of the CNR on it. Since the signal parameter
corresponding to the sampling point in the search space obey union distribution, a
standard called MDP which is short for Mean Detection Probability is raised to
evaluate the performance of acquisition model in discrete form.

In the domain of code phase, after the down-sampling of the signal, the Ds in
the expressions of in-phase branch and quadrature branch appears randomly in the
sampling interval with the same probability. In other words, Ds obey uniform
distribution in the range of (-Tsc/2, Tsc/2) [4]. In the domain of frequency, in order
to reduce the impact of sinc envelop loss on the sensitivity, the frequency
searching range of the detection is set as wide as (-1/2Tc, 1/2Tc). The value of Dfd

randomly appear in the searching area with the equal probability so that it also
obeys uniform distribution. As a result, in consideration of the whole acquisition
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procedure according to the real model of acquisition described above, the Mean
Detection Probability (MDP) is derived and expressed as (56.19)

PMDP bð Þ ¼ Tc

TSC

ZTSC=2

�TSC=2

ZTC=2

�TC=2

PD b;Dfd;Ds;Pð ÞdDfddDs ð56:19Þ

where b is the detection threshold gained by fixed false alarm probability,
PD b;Dfd;Ds;Pð Þ shows the detection probability of different carrier Doppler
frequency and different code phase error. The MDP of coherent integration is
gained by substituting (56.12, 56.13, 56.14 into 56.19) and that of non-coherent
accumulation is gained by substituting (56.16, 56.17, 56.18 into 56.19).

According to (56.19), the MDP is a function of signal power, Doppler fre-
quency error and code phase error in the conditional of that the threshold is
determined by false alarm probability. If the signal power is confirmed, MDP is a
function of code phase and Doppler frequency. As the expression above is really
complex, the signal model is simplified by converting the digital discrete pro-
cessing into SNR. The mean code phase error Ec and the mean acquisition Doppler
frequency error Ef is expressed as (56.20) and (56.21) respectively.

Ec ¼
1
T

ZTSC=2

�TSC=2

sj jds ¼ TSC

4
ð56:20Þ

Ef ¼ Tc �
ZTC=2

�TC=2

Dfdj jdDfd ¼
1

4TC
ð56:21Þ
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The mean signal power loss brought by code phase error and frequency mis-
match error is as (56.22)

Lossc ¼ 20ffi log R Ec;
1

4Tc

� �� �
ð56:22Þ

The mean signal power loss brought by carrier frequency error is as (56.23)

Lossf ¼ 10ffi log sinc2 1
4TC4

� �� �
ð56:23Þ

Figure 56.5 illustrates the detection probability of different CNR and different
sampling rate whose coherent integration length is 20 ms, non-coherent accumu-
lation is 5 times, frequency searching step is 50 Hz and false alarm probability is
1e-3. In the ideal condition, the acquisition sensitivity can reach -150 dBm with
20 ms coherent integration and 5 times non-coherent accumulation. In consider-
ation of the discrete sampling and Doppler frequency mismatching, the perfor-
mance of detection is degraded. When the sampling rate is 2 MHz which is the
same as the code rate of BEIDOU B1 signal, the detection probability cannot reach
99 % with the signal power of -147 dBm

As the direct coherent integration length is relative long, the acquisition fre-
quency step is only 50 Hz and the Doppler mismatch loss in code domain is really
small. The detection probability curve in Fig. 56.5 is without consideration of the
code accumulation loss brought by Doppler estimation error.

In real application, the frequency searching step of 50 Hz is so small that it will
seriously slow down the acquisition speed. Segment match filter with FFT will
well solve the problem [5]. For example, if the coherent integration length is
20 ms and divided into 64 segments and the number of FFT points is 128, the
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frequency search range is 1.6 kHz when the frequency estimation error loss is
0.9 dB. The mean frequency estimation error is 400 Hz. Since the accumulation is
long, the code Doppler mismatching will lead a power loss that cannot be ignored.
In addition, the fence effect of FFT will also bring an extra power loss of 0.9 dB.
Figure 56.6 shows the detection probability of different sampling rate with the
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Doppler frequency shift of 400 Hz. The hence effect of FFT, Doppler frequency
shift impact on carrier synchronization and code correlation is all considered in the
figure. It concludes that the BEIDOU non-GEO satellite will reach the standard of
1e-3 false alarm probability and 99 % detection probability when the sampling
rate is twice the code rate, coherent integration length is 20 ms and non-coherent
accumulation number is 5.

56.4 Design and Simulation

In order to further verification the parameters analysis, the Mento Carlo simulation
is done to test the high sensitivity acquisition of BEIDOU B1 non-GEO satellite
with the acquisition parameter designed above. In the simulation, the acquisition
engine is a segment match filter with FFT. The number of FFT points is 64,
coherent length is 20 ms and non-coherent accumulation is 5 times which is
determined according to the analysis. The coefficient of match filter is the B1
pseudo random noise code sequence modulated NH code. The signal power is -

147 dBm, Doppler frequency shift obeys uniform distribution in the range of
±800 Hz and code phase obeys uniform distribution in sampling interval. The
detection scheme is to find the maximum value and validate whether the corre-
sponding parameter is right or not. The simulation result is as follow.

Figures 56.7 and 56.8 is the code phase detection and frequency detection result
with the code sampling rate of 2 and 4 MHz respectively. The correct code phase is 1
and the Doppler frequency 500 Hz. It is clearly that the detection probability is only
92.77 % when the sampling rate is 2 MHz, coherent length is 20 ms and non-coherent
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accumulation is 5 which is the same as the theoretical analysis. When the sampling
rate is 4 MHz, coherent length is 20 ms and non-coherent accumulation number is 5,
the detection probability is 99.07 %. It claims that the sensitivity of BEIDOU non-
GEO acquisition reaches -147 dBm with the engine coefficient of 4 MHz sampling
rate, 20 ms coherent integration and 5 non-coherent accumulations.

56.5 Conclusion

In this paper, for the purpose to fulfill the requirement of the BEIDOU B1 non-
GEO satellite acquisition sensitivity, it numerically analyzes the main scheme to
improve the acquisition sensitivity based on the property of the BEIDOU B1 non-
GEO satellite. The basic power accumulation length to realize the sensitivity of -

147 dBm is gained. At the same time, it introduce a conception of mean detection
probability to evaluate the true performance of acquisition in consideration of code
Doppler mismatch, carrier Doppler mismatch and the discrete process. Through
model simplification, it calculates the detection probability and gain the digital
acquisition method with the sensitivity of -147 dBm. The simulation has also
been done to verify the acquisition performance.
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Chapter 57
Robustness and Accuracy Analysis
of a Compatible Narrow Correlation
Assisted Double Delta Algorithm

Xinhui Lin, Lei Zhang, Hang Ruan and Feng Liu

Abstract Double Delta is an anti-multipath algorithm which is now widely used.
It uses a set of narrow correlation and a set of wide correlation to correct phase
function, and has a high resolution phase detector. It has the advantages that can
effectively take up medium or long delays multipath with fewer resources. Pre-
vious studies and experiments have proved the anti-multipath performance of
Double Delta algorithm, however the lack of studies that its poor traction easily
lead to loss of lock and error code loop lock problem. In this paper, the above
problem is considered, the multipath error envelope and the discriminator S-curve
of Double Delta technical in BPSK and BOC signals is compared and it can be
found that Double Delta technical also has good anti-multipath performance in
BOC signal but error lock phenomenon is more prominent. Then a narrow cor-
relation assisted Double Delta tracking method is put forward. The advantage in
the robustness without the loss of tracking accuracy is proved through simulation
and testing. It can detect false lock problem of Double Delta and make it suitable
for the new GNSS signal such as BOC signal. The improved method enhances the
robustness and compatibility of the tracking loop, and the consumption of addi-
tional hardware resources and the algorithm complexity is low. The results have a
certain reference value of the receiver’s anti-multipath channel design and engi-
neering implementation.
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57.1 Introduction

Measurement error of modernized GNSS receiver consists of the following
components: satellite orbit errors, satellite clock errors, ionospheric error, tropo-
spheric error, the receiver clock error, receiver noise and multipath effects. With
the development of differential technology, satellite and receiver clock errors,
ionospheric and tropospheric errors can be eliminated by differential technology,
receiver noise can be eliminate effectively through filtering techniques. Multipath
error is different from these above errors, it is closely related to environmental
conditions surrounding the receiver antenna, but is little related to the space. So it
is difficult to eliminate by differential technique. Therefore, multipath error has
become one of the main errors of the precision positioning.

The commonly used multipath error elimination techniques based on changes in
the internal structure of the receiver [1] are narrow correlation technologies, ELS
technology, Double Delta technology and MEDLL technology. Although MEDLL
technology which can estimate the delay and amplitude parameters of the multi-
path signal, but it requires a lot of internal correlation resources, so it’s not widely
used in the receiver. The Double Delta technology which has the many advantages
such as a small amount of computation, taking up small extra resources, low
complexity, real-time, can be used to rapidly changing multipath occasions, has
good effect on the medium or long delay multipath suppression and has better
performance than narrow correlation and ELS technology, has been widely used.

Previous research on the Double Delta focused on its multipath performance.
Literature [2] gives the Double Delta multipath error analysis and derives its code
tracking error envelope expression. Literature [3] analyzed the multipath perfor-
mance of Double Delta technology in the band-limited receiver channel. In fact,
due to changes in the structure of the discriminator function, Double Delta tech-
nology easily occur false locked phenomenon. With the development of new
GNSS signal such BOC, Double Delta algorithm also has a good multipath per-
formance, but its false lock phenomenon is also more prominent [4]. Therefore, the
study of the false lock phenomenon of Double Delta technology, improve its
robustness has a very important engineering significance.

In this paper, the robustness of Double Delta discriminator is analyzed. The
narrow correlation assisted Double Delta to detect the false lock is put forward.
The simulation shows that this method can effectively improve the robustness of
the Double Delta technology and improve the ability of the loop to adapt the
dynamic. While this method can improve the application of Double Delta to the
new system signal and make it suitable for the new GNSS signals.
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57.2 Performance and False Lock Problem of Double
Delta Technical

57.2.1 Multipath Performance Analysis Based on Multipath
Error Envelope

Multipath error envelope is the direct relation between the multipath delay and the
measurement error under ideal conditions. The ideal condition is that the relative
amplitude of the multipath is known, there is only one way multipath signal and
the direct signal is not blocked. Although multipath error envelope model sim-
plifies the complex multipath environment, but it is still very suitable for the
comparison between the multipath performances between different signals,
because it directly reflects the modulation and code rate of the signals [5].

As Fig. 57.1a, by comparing multipath error envelope between the traditional
width correlation, the narrow correlation and Double Delta in the BPSK signal, the
following conclusions can be obtained: the narrower width the correlation is, the
better the multipath performance the receiver has. Compared with the traditional
width correlation, the narrow correlation can effectively reduce multipath error.
For the 0.1–0.9 chip delay multipath signal which the multipath error increases
obviously for the wide correlation, narrow correlation can suppress multipath error
in a low level. Compared with the narrow correlation technique, Double Delta
technique can suppress multipath error to zero for multipath signal of about
0.2–0.8 chip delay. It can be illustrate that Double Delta has better performance to
the multipath signals of medium length chip delay and it’s only sensitive to the
multipath signal which is shorter than 0.2 chip or long than one chip delay.

Figure 57.1b is the multipath error envelope of wide correlation, narrow cor-
relation and Double Delta technique in BOC (1,1) signal. The following conclu-
sions can be drawn: the narrow correlation technique can also obtain good
resistance to the narrow correlation technique using the BOC (1,1) signal may also
be obtained good resistance to multipath effects in the BOC (1,1) signal. And when
the multipath delay in the medium or long chips, the narrow correlation algorithm
in BOC (1,1) signal has better effects than in BPSK signal, which is due to the
BOC signal has more sharply correlation peaks than the BPSK signal. And mul-
tipath error magnitude of Double Delta technology is smaller than narrow corre-
lation, so it can be demonstrated that the multipath suppression of Double Delta is
also superior to the narrow correlation.

57.2.2 Analysis of False Lock Problem

Receiver uses EMLP discriminator when performing code tracking, it distributes a
pair of correlation E and L on both sides of the correlation peaks. Figure 57.2a is the
EML discriminator curve of wide correlation, narrow correlation and Double Delta
in BPSK signal.
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As can be seen, the correlation spacing is smaller, the smaller the pulling range
of the discriminator function has, the worse stability of the loop is, and it is easily
to loss of lock. Compared with the traditional wide correlation, the pulling range of
the discriminator of the narrow correlation is greatly reduced, which resulted in the
problem that narrow correlation has worse stability than wide correlation. The
phase detector result of Double Delta for more than 0.2 chip phase shift is zero. It
is easily lead to instability and false lock of the loop.

Figure 57.2b is the EML discriminator curve of wide correlation, narrow cor-
relation and Double Delta in BOC (1,1) signal. As can be seen, BOC (1,1) signal
discriminator function has multiple zero crossing points, if large multipath delay
may cause false locks, so a bump-jumping aided tracking is necessary. The
autocorrelation function of BOC (1,1) signal has the auxiliary peak so when using
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Double-Delta technique, it should be ensured that the spacing between the two
outermost correlation is smaller than the width of the correlation peak function.
And compared to the narrow correlation, the discriminator function of Double-
Delta technology has more zero crossing points in BOC (1,1) signal. So the use of
auxiliary detection technique is necessary to avoid false locks. Thus greatly
increasing the resources consumption and complexity of the algorithm, making the
Double Delta usefulness in the new GNSS signal

57.3 False Lock Detection Strategy Based on Narrow
Correlation Assisted Double Delta

From the analysis of second chapter, the conclusion can be drew that: Double
Delta technology has a good anti-multipath effect on both for BPSK signal or BOC
signal, but there are false lock problems in both types of signals. False locking
problem in the BOC signal is more prominent. In order to avoid false lock, bump-
jumping detection algorithm is need to be used, thus the additional cost of the
correlation resource is consumed, and this is a key reason Double Delta algorithm
is restrict used in the new GNSS signal. Future new GNSS signal has two main
characteristics: widely used BOC modulation and using the pilot channel assisted
data channel for tracking. This provided the conditions for the detection of false
lock of Double Delta.

57.3.1 False Lock Detection Model

The channel structure of a Narrow Correlation Assisted Double Delta (referred
NADD) is shown in Fig. 57.3.

(1) Channel Structure
Three-way NCO of narrow correlation is used in pilot channel, while the data
channel using the five-way NCO of Double Delta for tracking. The reason for this
choice is because the power of the pilot channel signal is usually higher than the
data channel (such as the power rate of GPS-L1C frequency is 3:1) or the
same.(the power rate of GPS-L5 frequency is 1:1). While the pilot channel is not
modulated message, the problem of the data sign bit flip is not need to be con-
sidered, which has higher tracking sensitivity. Stability of narrow correlation
channel is generally better than the Double Delta channel and it has better
advantage for tracking sensitivity.

(2) Loop control algorithm based on the joint tracking
The joint pilot and data channel tracking loop is used in this method, a three NCO
combined five NCO weighted discriminator is used in loop control process, as
shown in Eq. (57.1):
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D ¼ a½2ðE1� L1Þ � ðE2� L2Þ� þ ð1� aÞðE � LÞ ð57:1Þ

Overall loop control process is shown in Fig. 57.4. When that tracking loop
starts, take a value 0, uses a three-way NCO discriminator for loop control, making
the loop stable and fast locking to the correct point. After the loop is locked, enter
the normal tracking mode, the value of a is one, uses a five-way NCO discrimi-
nator as a result for loop control, in order to enhance the pseudo-distance tracking
accuracy of the loop in multipath environment. During normal tracking mode, the
output of each discriminator is compared. Since signal of the pilot channel and the
data channel is synchronization while the distribution of the noise is independent.
If the false lock condition occurs on Double Delta channel, the discriminator
output of narrow correlation channel will offset value 0. Detection method is set a
counter, the counter initial value is 0, the lower limit of the counter is set to 0. The
results of the phase statistics once every 100 ms, if the phase error exceeds
the threshold, the counter is incremented by one, if not more than the threshold, the
counter is decremented by one. Set counter threshold is T. When the counter value
exceeds T, stop normal loop control, enter the false locked correction mode, set a
value 0, restart the narrow correlation for loop control, traction the loop back to the
right tracking point, making the Double Delta Technology lock in the right
tracking point, and all counters are cleared. After the loop locks to the right point,
and then resume a weight of one, switch back to the normal tracking mode.
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57.3.2 Selection of the Decision Threshold

In this paper, the discriminator output of three-way narrow correlation is set as a
standard to determine whether the loop is false locked. In addition to the effects of
multipath, without the presence of other interference sources, the measurement
error is mainly due to code phase jitter caused by the thermal noise. The variance of
the code measurement errors due to thermal noise, for the traditional non-coherent
early minus late method, the values rtDLL can be estimated by Eq. (57.2) [6].

rtDLL ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

BL

2C=No
Dð1þ 2

ð2� DÞTcohC=No
Þ

s

; D� p
BfeTC

ð57:2Þ

Among them, the bandwidth for the RF front-end is Bfe, Tc is the pseudo-code
yards wide.

The multipath error formula of narrow correlation, i.e. the relationship between
code tracking error and correlation spacing d, multipath parameters [2] (relative
amplitude, phase and delay) may be expressed as

se ¼

sa cosð/Þ
1þa cosð/Þ ; 0 \sffi a

da cosð/Þ
2 ; a\sffi b

a cosð/Þ
2�a cosð/Þ ðTC þ d

2� sÞ; b\sffi c

0; s[ c

8
>>>>><

>>>>>:

ð57:3Þ

To sum up, the detection threshold of the narrow correlation discriminator output
is

R ¼ rtDLL þ se ð57:4Þ
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Fig. 57.4 Tracking strategy of NADD
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When taking the space of the narrow correlation 0.1 chip, the variance of the code
phase measurement error of the thermal noise are around 0.005, the code phase
measurement error caused by multipath is about 0.04, so the threshold should be
taken about 0.045.

Under normal circumstances, in order to avoid frequent switching occurs, the
loop requires a low false alarm rate and a low false detection probability. Here a
Tong detector is set which A is T +1, B is one [6]. Here the false alarm probability
\10-6, and false detection probability \10-7 as a standard, under the medium
carrier to noise ratio, the threshold value T of the counter takes 12.

57.3.3 Compatibility and Promotion of the Model

The major public civil signal of GPS and Galileo system is shown in Table 57.1.
China’s Beidou satellite navigation system will also follow several major modu-
lation and multiplexing methods.

From several signals listed in Table, for those mainstream class new GNSS
signal, the methods described herein can be completely compatible. For single-
channel non-multiplexed signals, a five-way NCO weights combined discriminator
based on a single channel can be built. For a dual-channel multiplexed pilot/data
channel for BPSK or BOC signal, five-way NCO can be build on data channel and
a three-way NCO can be built on pilot channel, using different phase detector
according to different weights.

57.4 Simulation of NADD Performance

The advantage of the method in this paper is that avoiding the Double Delta anti-
multipath algorithms false lock problems under the premise of keeping the same
accuracy and multipath performance. Make the Double Delta algorithm can be
applied to the new GNSS signals, meanwhile improve the robustness of the loop.
The simulation is also considered from two aspects from the robustness and
tracking accuracy.

Table 57.1 Main civil signal of GPS and Galileo

Signal name Modulation type Multiplexed type

GPS-L1C/A BPSK (1) None
GPS-L1C TMBOC (6,1/4/33) Pilot/Data
GPS-L2CM/L2CL TDDM-BPSK (1) Time multiplexed
GPS-L5C QPSK (10) Two channels
Galileo-E1 CBOC (6,1,1/11) Pilot/Data
Galileo-E5a/E5b AltBOC (15,10) Pilot/Data
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57.4.1 Loop Robustness Simulation

First consider the robustness of the loop, adds 0.2 chip offset when the loop is in a
stable tracking process which makes Double Delta algorithm lock on the wrong
point, while the narrow correlation can return to normal traction. After the sim-
ulation, record the accumulation of the three methods using a narrow correlation,
Double Delta algorithm and the proposed method of NADD and the results shown
in Fig. 57.5.

As can be seen from the figure, after the chip offset is added, the narrow
correlation can be not affected, maintaining normal tracking. Double Delta affected
by this offset and leads to false locks, then eventually leading to loss of lock loop.
The proposed method NADD is able to detect this shift in time, and correct the
false locks, use the narrow correlation loop to maintain the loop to the right
tracking point, keep the loop a steady tracking.

The upper and lower in Fig. 57.6 is respectively the output of the weighted
combination discriminator used for tracking and narrow correlation discriminator
used for detection. As can be seen from the above figures, the weighted combi-
nation discriminator has such a process: start loop tracking, use the narrow cor-
relation to traction, switch to the Double Delta for multipath tracking, adds the
chip offset to make the false lock, switch back to narrow correlation for traction,
re-lock to the correct tracking point, and then switch to the Double Delta for
multipath tracking. As can be seen from the bottom of the figure, the narrow
correlation has such a process: for the loop control, detect a large jitter exceeds the
threshold, re-start to traction the loop back to the right tracking point.
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57.4.2 Tracking Accuracy Test

Figure 57.7 is the comparative of three tracking accuracy under the multipath
signal is 0.5 chip delay and the amplitude rate to the direct signal is 0.6. As can be
seen from Fig. 57.7, in multipath conditions Double Delta algorithm performance
is superior to the narrow correlation, and the methods NADD described in this
paper use Double Delta algorithm for tracking after the initial phase of the narrow
correlation traction. Tracking accuracy and multipath performance is approximate
as Double Delta algorithm, improving the robustness of the loop without any
tracking accuracy losses.
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57.5 Conclusion

In this paper, a Narrow Correlation Assisted Double Delta is proposed to solve the
problem of Double Delta technology easily gets false locked. In an effective
solution solve the problem of Double Delta technology easily gets false locked
meanwhile promote the Double Delta algorithm applied to the new GNSS signals.
Compared with other anti-multipath method be aimed specially at new BOC
signal, the feature which pilot channel assisted data channel of new GNSS signal is
used in this method. And it can compatible with BPSK and BOC signals of new
and old systems effectively. This method is mainly to increase the control of
software algorithms level, and consumes no additional hardware, the impact on
system resources and power is small. This improvement can have good perfor-
mance on both loop robustness and anti-multipath, and has some practical value in
the actual engineering.
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Chapter 58
Dynamic Delay Generation Method Based
on Variable Fractional Delay Filter

Hai Sha, Huaming Chen, Zhicheng Lv, Guozhu Zhang and Gang Ou

Abstract In the traditional dynamic delay generation method, the delay accuracy
is difficult to increase and the wideband is very narrow. In this paper, a high-
precision and wideband method is proposed. This method uses the VFD filter to
achieve the fractional delay, through the Farrow structure the delay can be changed
on line. The simulation shows that when the filter order is 50, the 0.01 sampling
delay accuracy can be achieved in ±0.9p bandwidth.

Keywords Satellite navigation � Dynamic delay generation � Variable fractional
delay filter � Weighted least squares

58.1 Introduction

Dynamic delay generation method is a key technology in satellite navigation
signal simulator, ground remote control system, anti-jamming antenna array
receiver and other equipment. The accuracy of this method will determine the
performance of the entire system. Meanwhile, with upgrading modern satellite
navigation systems constantly, the signal bandwidth is greatly improved. There-
fore, the study on high precision, wide bandwidth dynamic delay generation
method has an important value of work for the construction and promotion of
Chinese Beidou satellite navigation system.

Conventionally, traditional methods for generating dynamic delay can be
divided into two categories, one is based on a numerically controlled oscillator
(NCO) method [1], and the other is based on a fractional delay (FD) filter method
[2, 3]. Wherein the structure of the former method is very simple, but it cannot
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achieve the fractional point sampling delay; the latter method can only achieve a
limited fractional point sampling delay, if improving accuracy, the filter resources
need to be largely increased. Meanwhile the bandwidth of two methods is very
narrow; the solution to generate the wideband signal delay can only increase the
operating frequency. Hence this paper proposes a method to generate dynamic
delay based on variable fractional delay (VFD) filter.

VFD filter can change the any fractional point sampling delay online, without
redesigning a new filter, which is widely used in real-time signal processing
system. Among the existing literature, [4] provide a comprehensive review of
several standard FD filter design techniques; [5–11] proposed a variety of VFD
filter design methods. Based on the analysis and comparison of the traditional
methods, this paper is detailed discussed on the process on the method based on
VFD filter, and through some examples, the superiority of proposed method is
demonstrated.

58.2 Traditional Methods

58.2.1 Dynamic Delay Generation Method Based on NCO

In NCO, the output frequency is controlled by the phase control word, which
principle is simply described as the periodic process of incremental and cumula-
tive overflow back to zero. In satellite navigation system, the dynamic delay
generation method based on NCO can be used in two ways, one way is that the
NCO output pulse is used as a clock of pseudo-code generator; another way is that
the NCO output pulse is generated the read address of pseudo-code sequence
memory. The results of two methods are essentially the same, their principle are
shown in Fig. 58.1.

Firstly the initial register value of pseudo-code generator or the initial address
of pseudo-code memory is obtained by the initial delay value. Then, the phase
control words calculated by code rate are real-time adjusted continuously, which
achieved the dynamic delay generation.

58.2.2 Dynamic Delay Generation Method based on FD
Filter

FD filter is used to delay fractional sampling signal, the dynamic delay generation
method based on FD filter [2] is shown in Fig. 58.2. The pseudo-code signal
generator produced the nominal frequency signal; according to the initial delay
and Doppler information, the address of FD filter group is calculated by the
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address generator, the address is responded to implement the different signal delay,
thereby the dynamic delay generation is completed.

In Fig. 58.2, the accuracy of this method is related to the number of FD filters.
When the FD filter number is N, the accuracy is 1/N sampling delay, the mth FD
filter is m/N. Therefore, this method can achieve some fixed fractional sampling
delay; the method is also so-called dynamic delay generation method based on
fixed fractional delay (FFD) filter.

58.2.3 Comparison of the Traditional Methods

The difference between the two traditional methods is mainly reflected in the way
to delay fractional sampling signal, the simulation is accomplished by the two
methods respectively. The simulation is to delay C/A signal with 0.2 sample points
in GPS system, the results are shown in Fig. 58.3.

For the NCO method, it cannot achieve the signal delay in less than the clock
cycle; the simulation result is an average delay. Meanwhile, the delay result is the
neighboring integral sampling data, this method can be considered as a zero-order
interpolation. Then for the FFD filter method, each sampling points is delayed, the
output value is calculated by known data, it can be assumed that the method is a
multi-order interpolation.
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In summary, the two methods are essentially to achieve the dynamic delay
signal resampling; these are all the realization form of FD filter. For the NCO
method, the delay value of FD filter is 0 or 1; for the FFD filter method, the delay
value of FD filter is fixed m/N. Nevertheless for the VFD filter method, the delay of
FD filter is any value among [0, 1], therefore, from the perspective of the FD filter,
the three methods have a unified FD filter model,

Hd ¼ e�jpx ¼
p ¼ 0; 1 for NCO method
p ¼ m

N for FFD filter method
p ¼ any value for VFD filter method

8
<

: ð58:1Þ

where p is the fractional delay. From formula (58.1), the NCO and FFD filter
methods are the special circumstance of VFD filter method.

58.3 Dynamic Delay Generation Method based VFD
Filters

When the based VFD filter dynamic delay generation method is used to control the
pseudo-code signal delay in satellite navigation system, the principle is shown in
Fig. 58.4.

The sampled pseudo-code signals in nominal frequency were stored in the data
buffer memory; and the current delay is calculated through pseudo-ranges and their
derivatives, which were provided by external mathematical simulation software,
the delay value is decomposed as integer sampling delay and fractional sampling
delay. The integer sampling delay is achieved by changing the read address of data
buffer memory, and then the fractional sampling delay is achieved by changing the
delay of VFD filter.
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58.3.1 Dynamic Delay Calculation Method

To obtain the delay at any time, the three-order Taylor function of the pseudo-
range information was usually the model of dynamic delay, the function was
expressed

r tð Þ ¼ r0 þ vt þ 1
2

at2 þ 1
6

jt3 ð58:2Þ

where r0 is the initial pseudo-range, v is the one-order derivative of pseudo-range
or radial velocity, a is the two-order derivative of pseudo-range or radial accel-
eration, j is the three-order derivative of pseudo-range or radial jerk.

To implement the (58.2) function in hardware, the 3-order accumulator was
used, which structure is shown in Fig. 58.5.

Where D0, D1, D2 indicates the registers in three accumulators; k0, k1, k2

represents the cumulative parameter; p0, p1, p2 represents the output of the
accumulators. The output of the third order accumulator p0 is

p0ðnÞ ¼ k0 þ nk1 þ
1
2
ðn2 � nÞk2 þ

1
6
ðn3 � 3n2 þ 2nÞk3: ð58:3Þ

Let the system sampling frequency is fs, the pseudo-code frequency is fc, the
register word length is N, then the relationship of r(t) and p0(n) is

p0ðnÞ
M

fc
fs
¼ r

n

fs

ffi �
; M ¼ 2N : ð58:4Þ

Contrasting with the coefficient of parameter n, it is solved for
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Fig. 58.4 Principle diagram of dynamic delay generation method based on VFD filter
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58.3.2 VFD Filter Design Method

The ideal frequency response of VFD filter is

Hd x; pð Þ ¼ e�jx N
2þpð Þ ¼ e�jxN

2 � e�jxp � xp�x�xp;�0:5� p� 0:5 ð58:6Þ

where N is the order number of the digital filter, p is the fractional delay value.
And the transfer function of FIR filter can be described as

H z; pð Þ ¼
XN

n¼0

hn pð Þz�n ¼
XN

n¼0

XM

m¼0

h n;mð Þpmz�n ¼
XM

m¼0

XN

n¼0

h n;mð Þz�n

 !
pm

ð58:7Þ

where the coefficient hn(p) can be expressed as M-order polynomial, the Farrow
structure [12] is used to achieve the formula (58.7), as shown in Fig. 58.6.

Therefore on the condition of minimum square error criterion, the design on
VFD filter can be expressed as an unconstrained optimization problem,

min
ZZ

W xð Þ Hd x; pð Þ � H ejx; p
� ��� ��

2

dxdp ð58:8Þ

D2 D1 D0

k0k1k2

p2 p1 p0

k3

Fig. 58.5 Structure of 3-order accumulator
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Currently, the simplest method is to design the Lagrange type VFD filter [4],
which has the maximum flatness in the frequency x = 0, but the bandwidth is
very narrow. For the wide-band applications, more efficient design method is
iterative weighted least squares (IWLS) method, the details process of IWLS
method is in [7].

58.4 Examples and Results

The biggest difference between the proposed method with others is utilizing the
VFD filter, which has wide-band, high delay accuracy and low complexity
characteristics.

58.4.1 Analysis of Accuracy

To evaluate the performance, the maximum absolute error of variable frequency
response em, the maximum absolute group delay error es are defined, respectively,
by

em ¼ max Hd x; pð Þ � H e�jx; p
� ��� ��; 0�x�xp; 0� p� 0:5

	 

ð58:9Þ

es ¼ max
N

2
þ p� s x; pð Þ

����

����; 0�x�xp; 0� p� 0:5

� �
ð58:10Þ

To compute the errors in Eq. (58.9)–(58.10), frequency x and parameter p are
uniformly sampled at step sizes xp/200 and 1/60, respectively in this section.

An N = 50, M = 7, and xp = 0.9p VFD filter is designed with IWLS method.
Figure 58.7 shows that the absolute error of frequency response and absolute error
of variable frequency response, respectively. The maximum error of es is located in
the 0.9p cutoff frequency, and the em is very small in the entire band.

However, if using the FFD filter method proposed by [2, 3], the bandwidth of
pass band is only 0.6p, which cannot appease the demand of 0.9p bandwidth.

HM(z) HM-1(z) H1(z) H0(z)

x(n)

y(n)

p

……

……

Fig. 58.6 Farrow structure
of VFD filter
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Further, the Table 58.1 shows the results of VFD filter in the different order
N. when N = 40, the delay accuracy is 0.1 sampling delay in the entire frequency
band, the amplitude error is -65 dB; when N = 60, the accuracy is up to 0.01
sampling delay, the amplitude error is -93 dB.

58.4.2 Analysis of Algorithm Complexity

Because the Farrow structure is used by the VFD filter method, the parameter p is
only reset on changing the filter delay characteristics. But for the FFD filter
method, the all parameters of sub-filter is reset. On the other hand, according to the
[2], if the accuracy requests the 0.001 sampling delay, the 1,024 filter coefficients
need to be saved. Nevertheless, for the same requests of 0.001 sampling delay and
0.6p bandwidth, the only 250 filter coefficients need to be saved in the VFD filter
method. Therefore, the complexity of the VFD filter method is far less than the
FFD filter method.
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58.5 Conclusions

This paper analyzes the principle and characteristics on the traditional dynamic
delay generation method. In perspective of FD filter model, the NCO method and
FFD filter method are all special cases of the VFD filter method. Meanwhile the
proposed VFD filter method can solve the dynamic delay generation in high-
precision, wide band conditions. The simulation results indicate that the proposed
method can achieve the 0.01 sampling delay accuracy in the 0.9p pass band when
the order of VFD filter is 50. The computational complexity is far less than the
traditional method.
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Table 58.1 Results of VFD
filter in different orders N.
(M = 7, xp ¼ 0:9p)

N em es

20 0.017328(-35 dB) 0.483923
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40 0.000541(-65 dB) 0.048835
50 0.000104(-79 dB) 0.012767
60 0.000021(-93 dB) 0.003155
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Chapter 59
Spoofing Jamming Suppression
Techniques for GPS Based on DOA
Estimating

Yaotian Zhang, Lu Wang, Wenyi Wang, Dan Lu and Renbiao Wu

Abstract This paper studies GPS receiver anti-spoofing jamming problems.
Unlike blanket jamming, spoofing jamming is hidden because its power level
below noise floor. Besides, spoofing jamming has the same format with satellite
signals. A designed spoofing jamming can guide GPS receiver positioning errors
occurred and change its navigation line. The existing jamming suppression
methods of satellite navigation systems are more suitable for blanket jamming
suppression, while for spoofing jamming suppression, these methods are almost
invalid. The current published literature make the spoofing jamming detection
technology as the major research direction, and rarely involve how to suppress
spoofing jamming. This paper analyzes the characteristics of repeater spoofing
jamming. For one and multiple of repeater spoofing jamming scenarios, beam
forming and RELAX algorithm are proposed to estimate the DOA (Direction of
Arrival) of spoofing jamming respectively. After detecting the DOA of spoofing
jamming, GPS receiver can steer nulling to the direction of spoofing jamming and
suppress spoofing jamming by constructing the projection matrix of spoofing
jamming. Simulation experiments prove the correctness and the effectiveness of
the two methods.
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59.1 Introduction

When GPS (Global Positioning System) signals arrival GPS receivers, its power
really weakness about -160 dBW. GPS receivers vulnerable to blanket jamming
and spoofing jamming. Unlike blanket jamming, spoofing jamming is hidden
because its power level below noise floor and has the same or similar format with
authentic satellite signals. Spoofing jamming can guide GPS receiver deviating
from accurate navigation and positioning. Spoofing jamming has two forms:
production spoofing jamming and repeater spoofing jamming. Repeater spoofing
jamming cost lower and technically easy to achieve, is the most important way of
spoofing jamming and gradually tends to intelligence. Spoofing jamming has
become a major threat to satellite navigation systems. In 2010, the British Lon-
don’s global satellite navigation security conference pointed out that we should not
only concerned about the precision of navigation but also more concerned about its
reliability, security and robustness [1, 2].

Anti-spoofing jamming technology can be divided into two categories, namely
spoofing detection and spoofing mitigation. Spoofing detection algorithms con-
centrate on discriminating the spoofing jamming signals but they do not neces-
sarily perform countermeasures against the spoofing attack, while spoofing
mitigation techniques mainly concentrate on neutralizing the detected spoofing
jamming signals and help the victim receiver to retrieve its positioning and nav-
igation abilities. Currently, the majority of anti-spoofing jamming technology
proposed in the literature are belonging to spoofing detection, for the study of
spoofing mitigation is relatively few. Spoofing mitigation technology mainly
includes RAIM technology (Receiver Autonomous Integrity Monitoring) and
multi-antenna technology. Ledvina proposes an extended RAIM technique that is
able to detect and exclude the outlier measurements injected by the spoofing
jamming. However, RAIM technology is effective only in cases where only one or
two spoofing measurements are present among several authentic pseudo-ranges;
otherwise, if the spoofed pseudo-range measurements are in majority, the RAIM
technique might reject authentic measurements [3]. McDowell proposes an array
antennas technology that is able to suppress spoofing jamming. This technology
use the information which obtained after tracking satellite signals to estimate the
DOA (Direction of Arrival) of each satellite signals and detect the DOA of
spoofing jamming. After detecting the direction of spoofing jamming, antennas
array can steer a null toward the spoofing jamming source and suppress its harmful
effect. However, this technology is effective only in cases where only one spoofing
jamming existing and needing feedback information [4]. Daneshmand proposes a
double antennas array technology and multi-antennas array technology [5, 6].
These techniques make correlation operation between the data received from each
antenna and the data from reference antenna to detect the direction of spoofing
jamming. Finally, antennas array can steer a null toward the spoofing jamming
source and suppress it. The disadvantage of these techniques is not applicable to
the cases where multiple spoofing jamming existing. This paper proposes a multi-
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antennas beam forming and null steering technology for the spoofing scenario of
single and multiple repeater spoofing jamming sources (each repeater spoofing
jamming source contains multiple repeater satellite signals).

59.2 Data Model

Assume a uniform linear array composed by N element. Antenna array received
signals can be written as

x nTsð Þ ¼
XNa

m¼1

am

ffiffiffiffiffiffi
pa

m

p
Fa

m nTsð Þ þ
XNs

k¼1

bk

ffiffiffiffiffi
ps

k

p
Fs

k nTsð Þ þ n nTsð Þ ð59:1Þ

where Na and Ns are the number of authentic signals and spoofing jamming sources
respectively. Note that, each repeater spoofing jamming source contains multiple
repeater satellite signals, Nk are the number of repeater satellite signals for each
repeater spoofing jamming source. n(nTs) is the complex additive white Gaussian
noise vector, Ts is the sampling interval.

Fa
m nTsð Þ ¼ Da

m nTs � sa
m

� �
ca

m nTs � sa
m

� �
ej/a

mþj2pf a
mnTs ð59:2Þ

Fs
k nTsð Þ ¼

XNk

l¼1

Ds
l nTs � ss

l

� �
cs

l nTs � ss
l

� �
ej/s

lþj2pf s
l nTs ð59:3Þ

where a and s refer to the authentic signals and spoofing jamming respectively and
/, f, p and s are the phase, Doppler frequency, signal power and code delay of the
received signals respectively. D(nTs) and c(nTs) represent navigation data bits and
PRN code. am is the logogram of a(hm), representing steering vector of mth
authentic signals,

am ¼ a hmð Þ ¼ 1 e�j2p
k dsinhm � � � e�j N�1ð Þ2p

k dsinhm
� �T ð59:4Þ

bk is the logogram of b(hk), representing steering vector of kth spoofing jamming,

bk ¼ b hkð Þ ¼ 1 e�j2p
k d sin hk � � � e�j N�1ð Þ2p

k d sin hk
� �T ð59:5Þ

in (59.4) and (59.5), k and d represents the wavelength of the satellite signal and
the spacing between antenna arrays respectively.
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59.3 Spoofing Jamming Suppression Techniques Based
on DOA Estimating

59.3.1 Spoofing Jamming Suppression Techniques
for Single Repeater Spoofing Jamming Source

Single repeater spoofing jamming source usually composed by a spoofing device
which repeating multiple satellite signals, in the presence of single repeater
spoofing jamming source, beam forming is proposed to estimate the DOA of
spoofing jamming source. Actually, beam forming is matched filtering, a non-
parametric algorithm and has a good effect on estimating the DOA of single
repeater spoofing jamming source. Beam forming to estimate the DOA of spoofing
jamming can be summarized as: searching the peak value of aH(h)Ra(h),

ĥk ¼ arg max
h

aH hð ÞRa hð Þ ð59:6Þ

where a(h) represent steering vector of the uniform linear array, R is the sample
covariance matrix,

R ¼ E x nTsð ÞxH nTsð Þ
� �

¼
XNa

m¼1

pa
mamaH

m þ
XNs

k¼1

Nkps
kbkbH

k þ r2I ð59:7Þ

where Ns = 1 since there is only one spoofing jamming source, r2 represent the
power of noise. The power of authentic signals, spoofing jamming and noise
satisfy the following relationship,

pa
m\ps

k � r2 ð59:8Þ

Thus, to be directly estimating the DOA of spoofing jamming from (59.6) is
impossible, because the authentic signals and spoofing jamming are drowned in
the noise level. To solve this problem, the power of the noise must be subtracted
from R. Noise power is mainly distributed in the main diagonal of R. If a unit
matrix which has a similar power with noise subtracted from R, then the power of
the noise can remove from R. Considering the power of noise much larger than the
power of authentic signals and spoofing jamming, the power of the unit matrix can
be decided by the average of the main diagonal elements of R. ~R represents the
sample covariance matrix after removing the power of the noise,

~R ¼ R� fI ð59:9Þ
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where f is the average of the main diagonal elements of R,

f ¼ trace Rð Þ=N ð59:10Þ

by substituting ~R from (59.9) in (59.6),

ĥk ¼ arg max
h

hH hð Þ~Rh hð Þ ð59:11Þ

where h(h) represent steering vector of a uniform linear array.
After estimating the DOA of spoofing jamming source, the spoofing subspace

P can be obtained,

P ¼ h ĥk

	 

hH ĥk

	 

=N ð59:12Þ

According to the projection theory, the orthogonal projection matrix to the
spoofing subspace can be obtained as

P? ¼ I� h ĥk

	 

hH ĥk

	 

=N ð59:13Þ

Thus, if the orthogonal projection matrix is applied to vector x(nTs) as

y nTsð Þ ¼P?x nTsð Þ ¼ P?
XNa

m¼1

am

ffiffiffiffiffiffi
pa

m

p
Fa

m nTsð Þ þ P?
XNs

k¼1

bk

ffiffiffiffiffi
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k

p
Fs

k nTsð Þ þ P?n nTsð Þ

� P?
XNa

m¼1

am

ffiffiffiffiffiffi
pa

m

p
Fa

m nTsð Þ þ P?n nTsð Þ

ð59:14Þ

the spoofing jamming is removed from the received antenna array signals. The
derivation of spoofing jamming suppression of the formula (59.14) is as follows,

P?bk ¼ bk � h ĥk

	 

hH ĥk

	 

bk=N ¼ bk � qh ĥk

	 

ð59:15Þ

where q ¼ hH ĥk

	 

bk=N, if ĥk has sufficient accuracy with hk, then normalized

correlation coefficient q & 1, namely P?bk � 0.
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59.3.2 Spoofing Jamming Suppression Techniques
for Multiple Repeater Spoofing Jamming Source

Multiple repeater spoofing jamming sources composed of multiple spoofing
devices. Each spoofing device broadcasts several specific satellite signals. These
spoofing devices composed by a pseudo-constellation. In the presence of multiple
repeater spoofing jamming sources, relaxation (RELAX) algorithm is proposed to
estimate the DOA of spoofing jamming sources. RELAX algorithm was proposed
by Li and Stoica [7], it is a parametric algorithm to estimate signal parameters and
has a good effect on estimation the DOA of multiple repeater spoofing jamming
sources. By the following formula repeated iteration to obtained all DOA of
spoofing jamming sources, N

0
is the number of samples,

xk nTsð Þ ¼ xðnTsÞ �
XNspoof

i¼1;i 6¼k

aðĥiÞŝi nTsð Þ ð59:16Þ

ŝk nTsð Þ ¼ aH hkð Þxk nTsð Þ
N

����
hk¼ĥk

; n ¼ 1; 2; . . .;N 0 ð59:17Þ

ĥk ¼ arg min
hk

XN0

n¼1

I� a hkð ÞaH hkð Þ
N

xkðnTsÞ
����

����
2

¼ arg max
hk

XN 0

n¼1

aH hkð Þxk nTsð Þ
�� ��2

ð59:18Þ

After estimating the DOA of spoofing jamming sources, according to the pro-
jection theory, the orthogonal projection matrix to the spoofing subspace can be
obtained as,

P? ¼ I� A hð ÞAH hð Þ=N ð59:19Þ

where A hð Þ ¼ h ĥ1

	 

h ĥ2

	 

� � � h ĥk

	 
h i
is the array manifold of spoofing

jamming sources. The spoofing jamming is suppressed by applying the orthogonal
projection matrix to antenna array received signals.

59.4 Simulation Results

For single spoofing jamming source, an antenna array with ten elements is used
and the antenna configuration is chosen a uniform linear array with a half GPS L1
wavelength spacing. Authentic signal is PRN1, transmitted from the direction at
azimuth of 0�, SNR = -20 dB. Spoofing jamming composed by PRN1, PRN2,
PRN3, PRN14 from the direction at azimuth of 25�, INR = -18 dB.
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Figure 59.1 is the result of acquisition before spoofing suppression. It is
observed that GPS receiver acquires three spoofing PRNs, namely PRN2, PRN3
and PRN14. It is indicated that the repeater spoofing jamming can indeed acquired
by the receiver. Note that, PRN1 doesn’t acquired in Fig. 59.1 due to antenna array
received signals have both authentic PRN1 and spoofing jamming PRN1. The
result of PRN1’s cross ambiguity functions (CAF) contains two distinct correlation

Fig. 59.1 The result of acquisition before spoofing suppression

Fig. 59.2 PRN1’s CAF before spoofing suppression
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peaks in Fig. 59.2, not met with the acquired conditions of GPS receiver, that’s the
reason which GPS receiver failed to acquire PRN1 in Fig. 59.1.

Figure 59.3 is the antenna array pattern of beam forming. We can see that the
antenna array forming a deep null steering at the direction of spoofing jamming.
Figure 59.4 is the result of acquisition after spoofing suppression. It is observed
that GPS receiver only acquired PRN1. In order to certain whether the spoofing
jamming suppression successfully, we can observe the PRN1’s CAF after spoofing
suppression.

Figure 59.5 is the PRN1’s CAF after spoofing suppression. It can be observed
by comparing the Figs. 59.5 and 59.2 that the PRN1’s CAF only existing the
authentic peak and the spoofing peak disappearing after spoofing suppression.

Fig. 59.3 The antenna array
pattern of beam forming

Fig. 59.4 The result of
acquisition after spoofing
suppression
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For multiple spoofing jamming sources, an antenna array with ten elements is
used and the antenna configuration is chosen a uniform linear array with a half
GPS L1 wavelength spacing. Authentic signal is PRN1, transmitted from the
direction at azimuth of 0�, SNR = -20 dB. One spoofing jamming composed by
PRN1, PRN2, PRN3, PRN6, PRN14, PRN20 and PRN22 from the direction at
azimuth of 20�, INR = -18 dB. The other spoofing jamming composed by PRN1,
PRN2, PRN3, PRN6, PRN14, PRN20 and PRN25 from the direction at azimuth of
70�, INR = -18 dB.

Fig. 59.5 PRN1’s CAF after spoofing suppression

Fig. 59.6 The result of
acquisition before spoofing
suppression
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Figure 59.6 is the result of acquisition before spoofing suppression. It is
observed that GPS receiver acquired only two spoofing PRNs, PRN22 and PRN25.
The results of PRN1’s, PRN2’s, PRN3’s, PRN6’s, PRN14’s and PRN20’s cross
ambiguity functions (CAF) contains two distinct correlation peaks are similar to
the result in Fig. 59.2 and not met with the acquired conditions of GPS receiver
too. The GPS receiver fails to acquire PRN1, PRN2, PRN3, PRN6, PRN14 and
PRN20.

Figure 59.7 is the antenna array pattern of RELAX algorithm. It is observed
that the antenna array forming two deep null steering at the directions of two
spoofing jamming. Thus the antenna array can suppress spoofing jamming
effectively.

Fig. 59.7 The antenna array
pattern of RELAX algorithm

Fig. 59.8 The result of
acquisition after spoofing
suppression

692 Y. Zhang et al.



Figure 59.8 is the result of acquisition after spoofing suppression. It is observed
that GPS receiver only acquires the authentic PRN1.

59.5 Conclusions

This paper analyzes the characteristics of repeater spoofing jamming, proposing
estimating the DOA of spoofing jamming source first, then constructing the pro-
jection matrix of spoofing jamming and suppressing spoofing jamming. For one
and multiple of repeater spoofing jamming scenarios, beam forming and RELAX
algorithm are proposed to estimate the DOA of spoofing jamming respectively.
Simulation results prove the correctness and the effectiveness of the two methods.
Besides, the two methods need not change the structure of GPS receivers and
navigation information solving. These two methods can directly suppress spoofing
jamming in spatial, easy to implement and less calculation and have a certain
significance to anti-spoofing GPS receiver. In the future, in order to achieve the
adaptive switching between beam forming and RELAX algorithm in the presence
of single and multiple spoofing jamming, the number of spoofing jamming must be
detected by using spoofing jamming detection technology.
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Chapter 60
A High-Dynamic Null-Widen GPS
Anti-jamming Algorithm Based
on Statistical Model of the Changing
Interference DOA

Yanxin Ma, Dan Lu, Wenyi Wang, Lu Wang and Renbiao Wu

Abstract The directions of arrival (DOA) of interference changes rapidly with
time in high-dynamic satellite navigation system, which leads to the mismatch
between weights training data and weights applying data during the adaptive
processing. In this case, the conventional adaptive anti-jamming algorithms are
invalid since jammers may easily move out of the array pattern nulls and could not
be suppressed. In this letter, a novel method of null-widen is deduced based on the
Laplace distribution model of the changing interference DOA in high-dynamic
environment. By taking the moving interferences as discrete interference sources
obey the Laplace distribution, the extension matrix can be obtained and the
average covariance matrix can be calculated from matrix product to broaden
the width of nulls. The new method does not alter the noise contribution to the
covariance matrix and does not require information about interference DOA.
The width of nulls is easy to control. In addition, by combining with the power
minimization approach, the new null-widen method does not need the DOA of
desired satellite signal. The proposed method can provide correctly acquisition.

Keywords GPS � High-dynamic � Interference suppression � Null widening �
Adaptive array � Laplace distribution

60.1 Introduction

In satellite navigation system, because the satellite is usually far away, the satellite
signal received by GPS receiver array is so weak that it is susceptible to interferences
[1]. Various kinds of spatial adaptive processing algorithms have been proposed for
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interference cancellation in GPS, including the power minimization approach [2],
minimum variance distortionless response method [3], adaptive as well as blind
adaptive beamforming [4], which could effectively suppress interferences and
improve the performance of the system when the receiver is mounted on static or
low-dynamic platform. However, for high-dynamic GPS receiver, the DOA of
interference changes rapidly with time, which leads to the mismatch between
weights training data and weights applying data during the adaptive processing. In
this case, the conventional adaptive anti-jamming algorithms are invalid since
jammers may easily move out of the array pattern nulls and could not be suppressed.

Null-widen technology can extend the period of time for the interference
moving out of the nulls and effectively solve the problem mentioned above. The
derivative constraint [5] and covariance matrix taper (CMT) [6–9] are the two
methods most studied at present. Gershiman have presented an algorithm in [5]
which sets derivative constraints on jammer directions to broaden the width of
nulls. But this method is computation-intensive and the control of null-width is not
flexible. Mailloux and Zatman respectively proposed the null-widen methods by
adding virtual interference sources and expanding the bandwidth of interference
signal [6, 7], but the Mailloux’s method may adds noise contribution to the
covariance matrix. The statistical model of the changing interference DOA is
discussed by Li Rongfeng. He proved that the result of the uniform distribution
mode is equal to Zatman method [9]. However, the changing interference DOA
doesn’t simply obey the uniform distribution mode in high-dynamic environment.
In this letter, a novel method of null-widen is deduced based on the supposed
Laplace distribution model, which does not have to know the information about
the directions of both the desired signal and the interference. The extension matrix
obtained here does not alter the noise contribution to the covariance matrix and the
width of nulls is easy to control.

60.2 Signal Model of the High-Dynamic Array

In high-dynamic satellite navigation system, not only velocity and acceleration,
but also differential of acceleration of the receiver changes rapidly. However,
because the satellite is usually far away, we can assume the DOA of the satellite
signal remains constant in a short time for the stable GPS receiver. By contrast, the
interference direction relative to the GPS receiver is rapidly changing due to the
source-receiver distance is very close [10].

Consider a uniform linear array with M elements, the space between adjacent
elements is half of the wavelength. Suppose there are L satellite signals and
P interference signals, the data vector received array can be written as

xðtÞ ¼
XL

l¼1

slðtÞaðulÞ þ
XP

p¼1

upðtÞa up tð Þ
ffi �

þ nðtÞ ð60:1Þ
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where, sl(t), ul, denote the lth satellite signal and its DOA (l = 1, 2, …, L),
up(t) represents the pth interference, up(t) denotes the DOA of the pth interference
which is changing with time (p = 1, 2, …, P). a(u) denotes the steering vector,
a(u) = [1, e-jpsinu, …, e-j(M-1)psinu]T, and n(t) denotes the Gaussian white noise.
Assume the satellite signal, interference and noise are independent of each other.

Compared with the interferences and the noise, the satellite signal is so weak
that it can be neglected. Then, the covariance matrix of received array data can be
written as

R ¼ E xðtÞxHðtÞ
ffi �

�
XP

p¼1

r2
pa up tð Þ
ffi �

aH up tð Þ
ffi �

þ r2
nI ð60:2Þ

where, E[�] is mathematical expectation (�)H is conjugate transpose, rp
2 denotes the

power of pth interference, rn
2 denotes the power of noise, I is unit matrix.

During the practical adaptive processing, we usually use batch mode on account
of the restriction of processing speed and algorithm convergence performance. The
specific measure is applying the adaptive weight calculated by a block of sampling
data snapshots to the next block. Because the signal must be stable during the
adaptive processing, the required data snapshots which are collected for forming
the adaptive weight are very short. So, Eq. (60.2) can be changed as follows

R̂ ¼ E x̂ðtÞx̂HðtÞ
ffi �

�
XP

p¼1

r2
p aðupÞ aHðupÞ þ r2

nI ð60:3Þ

up denote the current direction, x̂ðtÞ is the current short sampling data snapshots.
Then the element (k, l) of R̂ can be obtained

R̂ k; lð Þ �
XP

p¼1

r2
pe�j2p

k xk�xlð Þ sin up þ r2
ndkl ð60:4Þ

As the sample data in formula (60.3) contains only the ‘‘current’’ interference
information, the null of the adaptive beam pattern so obtained at this point by
adaptive algorithm is extremely sharp and jammers may soon move out of the null
in this case. The robustness of the algorithm is very poor. Null-widen technology
can effectively solve the problem mentioned above. The general method of null-
widen is to build a new covariance matrix �R [8] by extending interference sources.
�R is the result of the sampling covariance matrix R̂ dot product the taper matrix T.

�R ¼ R̂� T ð60:5Þ

where, symbol � denotes the Hadamard product. T is also called the extension
matrix. In the next article, a new extension matrix is proposed based on the change
of interference DOA to be Laplace distribution. And it can effectively broaden the
width of nulls.
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60.3 Method of Broadening Nulls

As the DOA of interference changes rapidly with time, up(t) can be described as
an extension of the current direction up

up tð Þ ¼ up þ Dup ð60:6Þ

It is easy to explicate that the interference DOA is mainly in a state of constant
or changed little during a very short period of time in high-dynamic movement
processing. That is to say the value of Dup mainly concentrated in a small angle
range around 0�. Therefore, the Laplace distribution model can be used to describe
the change of interference DOA in high-dynamic environment. f(Dup) is the
probability density function of Dup.

f ðDupÞ ¼
1

2kp
e�

Dup�ljj
kp ð60:7Þ

Here, the unit of up and Dup is degree, l = 0, variance is 2kp
2.

The average covariance matrix of the received array signal is

�R ¼
XP

p¼1

r2
p

Z
f Dup

� �
a up tð Þ
ffi �

aH up tð Þ
ffi �

dDup þ r2
nI ð60:8Þ

Then the element (k, l) of �R can be obtained

�R k; lð Þ =
1

1þ Dkl
p

180

� �2

XP

p¼1

r2
pe�j2p

k xk�xlð Þ sin up þ r2
ndkl ð60:9Þ

where, Dkl ¼ 2p
k kp xk � xlð Þ cos up.

Let

T k; lð Þ ¼ 1

1þ Dkl
p

180

� �2 ð60:10Þ

As is shown in the formula above, when k = l, T(k, l) = 1, dkl = 1

�R k; lð Þ =
XP

p¼1

r2
pe�j2p

k xk�xlð Þ sin up þ r2
ndkl

= R̂ k; lð Þ ffi T k; lð Þ
ð60:11Þ

When k = l, dkl = 0,
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�R k; lð Þ = T k; lð Þ
XP

p¼1

r2
pe�j2p

k xk�xlð Þ sin up

= R̂ k; lð Þ ffi T k; lð Þ
ð60:12Þ

According to the formula (60.11) and (60.12), �R can be rewritten as

�R ¼ R̂� T ð60:13Þ

T is the extension matrix, but the interference DOA up in T is hard to get in
practical application.

According to the high-dynamic movement model we can know that when
|cos up| = 1, the interference DOA has the fastest change, then the null width
should to be extended is the biggest. Therefore, we select the parameter kmax

which can generate the required maximum null width instead of kp cosup to form
the extension matrix. Then

T k; lð Þ ¼ 1

1þ k2
max xk � xlð Þ p2

90 k

ffi �2 ð60:14Þ

It can be seen from the formula above that new extension matrix does not need
the information about the directions of interference and does not alter the noise
contribution to the covariance matrix as well.

Using the extended covariance matrix for interference suppression, there is the
following optimization problem

minwH �Rw

s:t: wHdM ¼ 1
ð60:15Þ

where, w = [w1, w2, …, wM]T is the weight vector, dM ¼ 1; 0; . . .; 0½ �T is a M * 1
dimensional vector.

Equation (60.15) can be solved in Lagrange’s multiplier method, then

w ¼
�R
�1dM

dH
M

�R
�1dM

ð60:16Þ

60.4 Simulation

In this simulation experiment, consider a ULA with 7 elements (i.e., M = 7). The
DOAs of the four satellite signals produced by high-dynamic simulator are -40�,
0�, 20�, 40�, SNR = -20 dB. For the stable GPS receiver, because the satellite is
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usually far away, we can assume the DOA of the satellite signal remains constant
in a short time, even in high-dynamic environment. According to the high-dynamic
movement model given by Hinedi [11], assume the receiver moves along a straight
trajectory and the distance between receiver trajectory and interference source is r.
Then we can calculate that the DOA of interference could change 30� in 3 s, when
the initial velocity is 1 km/s and r = 10 km. Suppose the great change of inter-
ference DOA is 3� during a period of time (weight updating time in batch process),
and the interference impinges on the array in direction changing from -20� to -

17� gradually, INR = 40 dB. The weight vector is calculated by the data sampled
in the interference DOA -20�, kp = 0.8. Simulation result is obtained by aver-
aging results of 100 Monte Carlo experiments using 10 data snapshots.
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Fig. 60.1 Comparison of beam patterns obtained via the power minimization method and the
null-widen methods of inter-frequency signal. a Comparison of the full beam patterns, b localized
beam pattern of the null

Fig. 60.2 Comparison of the interference suppression performance between the power
minimization method and the null-widen methods. a Comparison of the output SINR, b the
partial enlarged view of null-widen methods
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In Fig. 60.1a, the beam pattern formed via the null-widen power minimization
method (dashed lines) is compared with that obtained via the power minimization
method (solid line). For clarity, the magnified null part is shown in Fig. 60.1b.
From the figure it can be noted that all the null-widen methods can explicitly
broaden the width of the null, but the new method provide the deepest pattern null
compared with the other two null-widen methods on the same width.

Figure 60.2 gives the comparison of the output signal to interference plus noise
ratio (SINR) as a function of the input SNR, which is obtained by averaging results
of 100 Monte Carlo experiments. From Fig. 60.2a it can be noted that significant
improvement of interference suppression performance can be achieved by using
the null-widen methods. And from Fig. 60.2b we can find that the result of Zatman
method is slightly better than Mailloux method on the same null width, but the new
method is the best.

To further verify the anti-jamming performance of the new method in high-
dynamic environment, the acquisition of satellite signals are performed by using
high-dynamic GPS receiver. Figure 60.3 gives the comparison of acquisition
performance, from which it can be noted that the power minimization method
fails, while the new method works well.

60.5 Conclusion

The directions of jammers changed rapidly in high-dynamic environment, hence
the conventional adaptive anti-jamming algorithms were invalid and the GPS
receiver failed to acquire satellites. In allusion to the problem, a new null-widen
method based on Laplace distribution model is presented for interference mitiga-
tion. The proposed method does not have to know the information about the
directions of both the desired signal and the interference, in addition, it doesn’t alter
noise contribution to the covariance matrix. The simulation results demonstrate the
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Fig. 60.3 Comparison of the acquisition performance between the power minimization method
and the new method. a The power minimization method, b the new method
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validity of the method proposed in this paper, and it can provide correctly acqui-
sition and accurately positioning.
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Chapter 61
System Clock and Time Reference
Ambiguity Solution Method Based
on Clock Quartering

Lei Chen, Jingyuan Li, Yangbo Huang and Gang Ou

Abstract This paper researches a method of system clock and time reference
ambiguity solution based on clock quartering. For satellite navigation receiver of
satellite navigation system ground monitoring station, in the time-frequency digital
signal processing section, phase ambiguity between time base and the input clock
cause the time difference of the local time and time-frequency jumps. And this
finally leads to pseudorange jumping problem. A solution is proposed in this paper
that FPGA dividing the clock cycle into 4 equal portions, sampled 1PPS by using
the given sampling frequency which is twice of input clock frequency, measured
the portions where the rising edge of 1PPS signal is, get the phase difference
between input clock and 1PPS signal, judge using falling or rising edge of clock
for sampling edge by the distance between rising edge of 1PPS signal and the
rising or falling edge of clock. As long as the connection of time reference and
time-frequency system has not been changed, the sampling edge would not be
changed once it was chosen. DSP save the portion number, and automatically
choose the sampling edge each time system startup. And compare stored 1PPS
signal phase portion number and FPGA output 1PPS signal phase portion number.
If the monitor shows the difference of them is greater than or equal to 2, it means
that the connection is changed or time-frequency signal problems occurred, then
the monitoring software alarm and retests the phase portions and reset the portion
number. By this way, the phase ambiguity of satellite navigation system ground
monitoring station has been solved successfully.
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jumping � Sampling edge
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61.1 Introduction

Beidou satellite navigation ground station signal measuring communication sys-
tems used reference 1PPS (1 Pulse per Second) signal and the system clock
(88.45 MHz) signal at the same time. In the time-frequency digital signal pro-
cessing part, input 1PPS signal is sampled by sampling rate, which is system clock
(88.45 MHz), to achieve synchronization of receiving terminal’s local time and the
system time of time-frequency [1].

With the development of satellite navigation systems, synchronization accuracy
requirements of satellite navigation system has reached sub-nanosecond middle-
weight on the current time [2]. Clock is the most important and special signal part in
the circuit since most of the devices within the system are acting on the clock on the
edge. It requires a strictly small difference of clock signal delay, otherwise it may
cause temporal logic state error. Thus clearly FPGA (Field Programmable Gate
Array, Field Programmable Gate Array) factors that determine the system clock delay
to minimize has a very important significance to ensure the stability of the design.

In digital communication system, stable transmission of data must meet setup
and hold time requirements [3].

The so-called set-up time (Setup Time), refers to the data stability constant time
before the trigger’s rising edge of the clock signal arriving. If it’s not so long
enough that the data will not be at the rising edge of this clock into the flip-flop [3].
Figure 61.1 shows a set-up time tolerance. In which, Tclk is the system clock cycle.
Tffpd is the response time of trigger output. Tcomb is the time required for the signal
output of flip-flop passing combinational logic. Tsetup is expressed settling time.

The so-called hold time (Hold Time), refers to the data stable constant time
after the rising edge of the clock signal triggers. If the hold time is not enough, the
data also can’t be transported into the flip-flop [3]. The hold time tolerance is
shown in Fig. 61.2. In which, Thold is represents hold time.

In the receiving terminal of ground stations satellite navigation and positioning
measurement and communication system, there is no constrain of phase relationship
between the system clock (88.45 MHz) and the 1PPS signal. Therefore, when the
1PPS signal sampled by the system clock (88.45 MHz), it will not meet the require-
ments of setup and hold time, which will cause the relationship of local time and the
time-frequency system changed, and eventually lead receiver pseudorange jump.

Shown in Fig. 61.3, when the rising edge of external 1PPS’s phase and the
system clock (88.45 MHz) substantially aligned, it may produces two kinds of
phase relationship 1PPS signals inner FPGA after sampling by the rising edge.
Each of them is shown in Fig. 61.3, ‘‘Internal detected second pulse signal I’’ and
‘‘internal pulse signal detected by the second II’’, so the local time generated by
the 1PPS signal also has two types.

Based on the background above, this paper analyses the phase relationship
between the system clock and the time reference (1PPS), proposes system clock
and time reference ambiguity solution method based on clock quartering, points to
solve the practical problems in engineering applications above.
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61.2 Model Designs of Phase Detection and Ambiguity
Solution Method

61.2.1 Method Proposing

For solving the practical problems in engineering application, this paper proposes
a method of system clock and time reference ambiguity solution based on clock
quartering. The time reference (1PPS) and the phase of the system clock can be
ensure to be monitored stably, if the connection of time-frequency signal lines has
been changed and the time-frequency system operating well. By the clock mon-
itoring and selection techniques, phase ambiguities between 1PPS signal and the
system clock can be solved.

Figure 61.4 shows a block diagram of the achievement of digital orthogonal
transformation. The IF digital signal, which exports form ADC (Analog/digital
converter), is a real signal. And the sampling rate is 88.45 MHz. The signal
passing digital orthogonal transformation module is separated into I signal and Q
signal which are orthogonal complex signals. After the transformation, the signal
sampling clock rate changes form system clock (88.45 MHz) to 22.1125 MHz.
The signal after orthogonal transformation has been secondary quantitative. The
high 4 bits output of I/Q branch signal after transformation is taken into use.

The phase relationship of time reference (1PPS) and the system clock has 4
kinds of possible relationships each time when system starting up. And at each
time when starting up, we should avoid the phase ambiguity.

Digital signal sampled is controlled by the sampling phase counter, which is
driven by the system clock (88.45 MHz). The counter has 4 kinds of value, 0, 1, 2, 3.
Each time when DSP transports time reference to the terminal, the counter clears at
the arriving edge of external 1PPS signal. Here’s external 1PPS signal is generated by
the input system clock (88.45 MHz) after sampling clock signal. The 1PPS signal
above is sampled by system clock (88.45 MHz). When the external 1PPS signal
phase is substantially aligned with the rising edge of the system clock (88.45 MHz),
FPGA internally may produce two kinds of 1PPS signal with different phase rela-
tionship sampled by the rising edge. At the moment of DSP timing if the input system
clock (88.45 MHz) and 1PPS signal occur phase jitter, the counter clearing time
sequence will change, which results in the extraction phase of the signal transition.
And ultimately reflects in the pseudorange jumping integral multiple of 11 ns. The
problem solved by the 1PPS signal phase selection module by the following.

61.2.2 Design Ideas of Proposed Method

This design idea of the method is shown in Fig. 61.5. Measure the phase difference
between the input clock signal and the 1PPS by some method, judge to use the falling
edge of system clock to sample if the rising edge of 1PPS signal is closed to the rising
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edge of system clock. Judge to use the rising edge of system clock to sample if the
rising edge of 1PPS signal is closed to the falling edge of system clock. Once the
sampling edge is determined, it will not be changed as long as the connection of
time-frequency system and time-frequency signal. It should be ensured that the
1PPS phase drift relative to the system clock should be less than 1/4 clock cycles.

Figure 61.6 shows a schematic diagram of clock phases divided. Firstly, the
clock cycle is divided into 4 divisions. FPGA samples 1PPS signal by using the
frequency 4 times of the input clock’s frequency, then the phase part in which
1PPS signal’s rising edge occurs can be detected. And FPGA output the part
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number to DSP (Digital Signal Processor). DSP reads the part number, and stored
in FLASH (Flash Memory).

The 1PPS signal phase selection registers in the module are read-only, using 2
bit (D1, D0), which contains 4 states, 0–3. DSP control monitor software to display
these registers to indicate the phase relation between input 1PPS signal and system
clock (88.45 MHz). According to the state of the registers, we determine to use the
rising or falling edge. If the state is 0 or 1, select the falling edge. If the state is 2 or
3, select the rising edge. This action done by the 1PPS signal sampling edge
selection register in DSP interface. The register is available for writing at the least
one bit as a terminal configuration parameter used to select the input clock of using
rising or falling. This register is only set once when system installed on the station
according to the actual to the relation of input 1PPS signal phase and the system
clock (88.45 MHz) clock phase, later fixed.

The device’s phase logical timing sequence diagram of 1PPS signal output
selecting is shown in Fig. 61.7.

Each time when starting up, FPGA detects 1PPS signal’s phase number and
sends to register. If the rising edge of 1PPS located in 0 or 1, the falling edge is
taken into use for sampling. Others, the rising edge is taken into use for sampling.
Meanwhile, DSP compares the phase number stored in FLASH with the current
phase number. If the difference between them is greater than or equal to 2, alarm to
monitoring software to indicate that some problems occur in the time-frequency
signal which needs to reset.

Through the FPGA and DSP we realize real-time monitoring of time reference
(1PPS), eliminate the phase randomly changes at each time system starting up,
solve the ambiguity between time reference (1PPS) and the system clock.

If an exception occurs, DSP alarms immediately and re-adjust the phase of
system clock. Ultimately, DSP and FPGA ensure the determined a stable phase
relationships of time reference (1PPS) and the system clock, and ensure the
pseudorange output form the receiver do not jump.
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Fig. 61.7 Scheme: sampled 1PPS output signal timing
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61.3 Implementation Steps of Phase Detection
and Ambiguity Solution Method

Step I: Firstly, FPGA divides input system clock’s clock period into 4 equal
portions, as shown in Fig. 61.8. FPGA generates in-phase clock (clk8x) and
inverted clock (clk8x_inv) by twice of the system clock’s frequency.

Step II: FPGA samples external 1PPS signal by the in-phase clock (clk8x) and
inv-phase clock (clk8x_inv) to obtain the no inverting and inverting two kinds of
1PPS signal that i_1pps and q_1pps.

Step III: 1PPS’s phase selection signal timing sequence is shown in Fig. 61.8,
judging the value of {clk4x, i_1PPS} at the rising edge of clk8x. As the arrow-
heads shown in Fig. 61.8, according the different location of external 1PPS,
{clk4x, i_1PPS} could be 4 different value, 10, 11, 01 and 00. The 4 values are
corresponding to the 0, 1, 2, 3 location which is the number of system clock’s
quartering parts in which the rising edge of 1PPS may be. FPGA output the value
to DSP. DSP reads the part number and store in FLASH.

Step IV: Each time when system starts up, DSP reads 1PPS signal phase
number stored in the FLASH. If the number is 10 or 11, it means the rising edge of
the 1PPS signal is within the range of 0 or 1, FPGA is set by DSP to use the falling
edge to sample 1PPS and gets output signal i_1pps shown in Fig. 61.8. Others, if

01

0 1 2 3System Clock

2 Times of System 
Clock
Inv-phase Clock

2 Times of System 
Clock
In-phase Clock

External Input 
1PPS Signal

1PPS Sampled by 
Inv-phase Clock

1PPS Sampled by 
In-phase Clock

Phase Relation of 
Output Clock and 
1PPS

1010 01

clk4x

clk8x

clk8x_inv

ext_1pps_ipad

i_1pps

q_1pps

{cLk4x,i_1pps}

Fig. 61.8 Scheme: timing sequence of 1PPS signal phase selecting signal
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the number is 01 or 00, it means the rising edge of the 1PPS signal is within the
range of 2 or 3, FPGA is set by DSP to use the rising edge to sample 1PPS and gets
output signal q_1pps shown in Fig. 61.8.

61.4 Simulations and Validation of Phase Detection
and Ambiguity Solution Method

Figure 61.9 shows a schematic of functional verification method. By using the
function generator, simulate the state that phase relation of system clock
(88.45 MHz) and 1PPS signal changes. Functional verification method scheme is
shown in Fig. 61.9, note that the ranging measurement signal link is left out (not
given) in Fig. 61.9 while the test states still follow the normal connection.

Validation steps are as follows.
Step I:
Adjusting the function generator output clock phase, interval 1 ns, checking

whether FPGA query output 1PPS signal phase number changes through DSP to
verify the FPGA 1PPS phase detector is functioning correctly (This step has been
verified through software emulation).

Step II:
Adjusting the phase of the function generator to a critical point, and then

determine the sampling edge. After that, adjusting the function generator phase
between ±2 ns, observing whether the output pseudorange jump or not. (On
normal situation, pseudorange will produce a continuous change by the continual
changing of clock phase, but should not result in jump). Here we verification the
feasibility of this ambiguity method.

We select a measuring communication satellite uplink earth for the testing
experiment. The initial phase is adjusted by function signal generator.

Case I: Phase monitoring value varies between 2 and 3; 1PPS signal edge value
is set to rising edge. The results are shown in Table 61.1.

Case II: Phase monitoring values vary between 2 and 3; 1PPS signal edge value
is set to falling edge. The results are shown in Table 61.2 (Jumping of Phase
Ambiguity Occurred).

Receiver
Time-Frequency

System

Function
Generator

Time Reference
(1PPS)

Reference Clock
(10MHz)

System
Clock

(88.45MHz)

Fig. 61.9 Scheme:
functional verification
method
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Analysis: The phase monitor value in test varies between 2 and 3, 1PPS signal’s
rising edge has aligned to and the system clock’s falling edge.

On the first test experiment, 1PPS signal’s sampling edge value is set to rising
edge. When the phase monitoring values varied between 3 to 2, reset DSP
(equivalent terminal re-timing), the pseudorange has not occurred jumping.

On the second test experiment, 1PPS signal’s sampling edge value is set to
falling edge, when the phase monitoring values varied between 2 to 3, reset DSP,
the pseudorange has occurred jumping and the jump distance is integral numbers
the clock system(88.45 MHz)’s cycles (see the italicised values in Table 61.2).

This result proves that: setting rising edge sample can solve phase ambiguity
when monitor value between 2 and 3.

Case III is that phase monitor value varies between 0 and 1. The 1PPS signal’s
sampling edge value is set to rising edge. The testing results are as follows in
Table 61.3.

Case IV is that phase monitor value varies between 0 and 1. The 1PPS signal’s
sampling edge value is set to falling edge. The testing results are as follows in
Table 61.4.

Analysis: Monitoring value of the test phase changes between 1 and 0. In this
case 1PPS signal’s rising edge is aligned with the system clock’s rising edge.

On the third test experiment, 1PPS signal’s sampling edge value is set rising
edge, when the phase monitoring values varied between 0 to 1, reset DSP, the
pseudorange has occurred jumping and the jump distance is integral numbers the
clock system(88.45 MHz)’s cycles (see the italicised values in Table 61.3).

Table 61.1 Testing results
on case I

DSP reset times Phase monitor value Pseudorange/m

0 3 -1100.616686
1 3 -1100.642458
2 3 -1100.616936
3 3 -1100.615113
4 2 -1100.619390
5 2 -1100.624828
6 2 -1100.612223
7 2 -1100.653630

Table 61.2 Testing results
on case II (jumping of phase
ambiguity occurred)

DSP reset times Phase monitor value Pseudorange/m

0 2 -1100.653630
1 2 -1100.624223
2 2 -1100.625056
3 2 -1100.414395
4 3 -1111.890725
5 3 -1111.773983
6 3 -1111.910657
7 3 -1111.749460
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On the fourth test experiment, 1PPS signal’s sampling edge value is set to
falling edge. When the phase monitoring values varied between 0 to 1, reset DSP,
the pseudorange has not occurred jumping.

This result proves that: setting falling edge sample can solve phase ambiguity
when monitor value between 0 and 1.

61.5 Conclusions

These results demonstrate the correctness of the device for time reference (1PPS)
and the system clock phase monitoring, and demonstrate the validity of the device
for solving the phase ambiguity of system clock and time reference. For mea-
surement and communication system, just by input correct settings through
external signal, the phase ambiguity problems of system clock and time reference
can be solved.
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Chapter 62
Wavelet Packet Transformation Based
Technique in Mitigation DME Pulsed
Interference for GNSS

Liuli Li, Wenyi Wang, Dan Lu, Lu Wang and Renbiao Wu

Abstract The Galileo E5 and GPS L5 signals are important components of
GNSS, however, the Galileo E5 and GPS L5 signals lie within the Aeronautical
Radio Navigation Service (ARNS) band, where Distance Measuring Equipment
(DME) works in, and strong pulsed interference originating from DME stations
can degrade the performance of GNSS receivers. At high altitude, the worse DME
interference environment is. Because the similarity between wavelet and DME
pulse is higher than that of the GNSS signals, it is easier to detect and remove
interference in wavelet packet domain. Although the wavelet packet transforma-
tion (WPT) based DME pulse mitigation had been proposed, but the parameters
about WPT are not discussed systematically which pay important role in mitiga-
tion performance. This paper mainly discusses the parameters selection about
WPT including wavelet, composition level, threshold rules and thresholding
function. Mitigation Performance are assessed with respect to threshold rules and
threholding function by numerical experiments.

Keywords GNSS � DME � Wavelet packet transformation � Pulsed interference
mitigation

62.1 Introduction

Global Navigation Satellite System (GNSS) is a satellite system consists of global,
regional and augmentation systems, it uses United States GPS, Russian GLON-
ASS, European Union’s Galileo, Compass of China, WASS (Wide Area Aug-
mentation System), EGNOS (European Geostationary Navigation Overlay
Service), MSAS (Multi-Functional Satellite Augment System) and other systems
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to allow receivers to determine their location to high precision, and providing
Integrity Checking and navigation security alarms information.

The Galileo E5 signal and the GPS L5 signal are important components of the
future GNSS, they are primarily serving the civil navigation, occupying a dedi-
cated frequency band [1]. These signals lie within the ARNS band, they suffer
interference from the services in this band, in particular, strong power pulsed
signals from DME systems, which operate in the frequency span between 960 and
1,215 MHz. These pulsed interference degrades the SNR (signal-to-noise ratio)
potentially causes the tracking loops of receivers to fail to converge [2]. At higher
altitude, the more line-of-sight DME pulsed signals are received, the worse DME
interference environment is [1].

A variety of approaches to DME pulsed interference mitigation have been
proposed, among these, the time domain pulse blanking is the most common
method [2]. The time domain pulse blanker removes the signal samples when
the amplitude of the received signal sample exceeds the threshold indicating the
presence of pulsed interference, so as the useful signal is removed. Because the
similarity between wavelet and DME pulse is higher than that of the GNSS sig-
nals, in recent years, some researchers propose WPT based pulsed interference
mitigation algorithm [3–5], which processing mitigation in wavelet coefficients
domain through a pre-designed threshold. But they don’t have a systematic
analysis about parameters selection corresponding WPT, and these will pay
important role in DME interference mitigation performance. This paper discusses
parameters selections of WPT including wavelet, composition level, threshold
rules and thresholding function. Mitigation Performance are assessed with respect
to threshold rules and threholding function by numerical experiments.

62.2 Mathematical Model

The X-mode DME ground system transmits Gaussian-shaped pairs with a 3:5 ls
half-amplitude pulse width and an inter-pulse interval of 12 ls. A pulse pair has
the following expression [3],

spulse pairðtÞ ¼ e�
a
2t2 þ e�

a
2ðt�DtÞ2 ð62:1Þ

where a ¼ 4:5� 1011 s�2; Dt ¼ 12 ls: Each pulse pair is modulated by a carrier
has the following expression, which is illustrated in Fig. 62.1,

sDMEðtÞ ¼ P�
XN

k¼1

ðe
�aðt�tk Þ2

2 þ e
�aðt�Dt�tk Þ2

2 Þ � cosð2pfI þ hIÞ ð62:2Þ

where P is the DME peak power at the receiver antenna level; ftkg is the set of
pulse pair arrival times; fI is the frequency of the received DME signal; hI is the

716 L. Li et al.



DME signal carrier phase at the antenna of the receiver; N is the total number of
pulse pairs.

The received GNSS signal including interference from M DME stations can be
expressed as following,

sRðtÞ ¼ sGNSSðtÞ þ
XM

i¼1

sDMEiðtÞ þ nðtÞ ð62:3Þ

where sGNSSðtÞ is useful GNSS signal; sDMEiðtÞ is modulated DME singles from
one DME station; nðtÞ is addictive white noise. The GNSS signals are buried under
the noise level.

62.3 WPT Based DME Interference Mitigation

WPT is a time-frequency analytical tool for signal, which is an improvement to
wavelet transformation (WT). Comparing with WT, WPT decomposes the high
pass filter output which the WT doesn’t, thus is used to get the advantage of better
frequency resolution representation. The multi-resolution property of WPT which
enables wavelets to extract information at different scales, making them a powerful
tool for representing local characteristic of the signal, such as edge, spikes,
breakpoints and so on. A depth-3 WPT tree of sRðtÞ is shown in the Fig. 62.2,
where A represents high frequency, D represents low frequency, the index is the
decomposition level.

The substance of WPT is a criterion function that measures the degree of sim-
ilarity between wavelets basis and signals, the higher similarity, the bigger wavelet
packet coefficient is. The coefficients which represent the DME interference signal
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are bigger than that represent the GNSS signal. Setting the coefficients that are
above the pre-defined threshold to zero or shrinking it, while those below the
threshold are preserved to extract the interference. WPT based DME interference
mitigation includes three steps as following:

1. Wavelet Packet Transformation
The GNSS signal including DME interference is translated to the wavelet packet
domain by selecting a proper wavelet and decomposition level L.
2. Threshold Selection and Processing
Rescale the wavelet packet coefficients in level L according to different threshold
rules.
3. Inverse Wavelet Packet Transformation
The inverse wavelet packet transformation is performed by the modified coeffi-
cients to get output signal.

As can be seen from the above three steps, three parameters pay an important
role in mitigation performance: the wavelet, the decomposition level and
threshold.

62.3.1 Selection of Wavelet

In accordance with the definition of wavelet transform, the coefficient of wavelet
decomposition will be more localized if the mother function is more similar to the
analyzed signal. To perform Multi-Resolution Analysis, the compactness and the
orthogonality of the wavelet is required. Transient and non-periodic signals are
best extracted with an asymmetrical wavelet basis function, which provides a
better match to the shape of the DME pulse than a symmetrical waveform.
Daubechies, Symlet and Coiflet wavelets meet the three properties above. Db5
wavelet is recommended in DME pulsed mitigation [2], so the wavelet type used
in this paper is db5.

1A

( )Rs t

2AA 2DA

3ADA3DAA3AAA 3DDA

1D

2AD 2DD

3ADD3DAD3AAD 3DDD

Fig. 62.2 Wavelet packet decomposition tree
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62.3.2 Decomposition Level Selection

Since WPT is achieved through uniform bank filters where the frequency-response
at each level is obtained through dyadic frequency-scaling operation of the pre-
vious level, the ideal wavelet packet frequency resolution BWL is linked to the
wavelet decomposition level L as [6]:

BWL ¼
fs=2
2L

ð62:4Þ

where fs is the sampling frequency. The number of decomposition level is up to the
point where the wavelet packet frequency resolution is comparable with the
interference bandwidth.

The maximum level depends on the two main operations in the procedure of
wavelet packet decomposition: convolving with filter and down-sampling, which
is determined as [7]:

LM ¼ R0 log2 ls= lw � 1ð Þ½ � ð62:5Þ

where the ls and lw are the length of original signal and filter respectively; R0 is the
round towards zero function. The proper decomposition level is determined by the
consideration between wavelet packet frequency resolution and maximum level. In
our case, sampling frequency is 5.714 MHz; 99 % of the DME pulsed interference
energy falls within 800 kHz, the length of the interference detection window is
134 points. The length of filter corresponding db5 is 10. So 3 is selected as
decomposition level in this paper.

62.3.3 Threshold Selection

Wavelet packet transformation has been used as a denoising technique in signal
processing, and mainly there are two types of thresholding function: hard threshold
and soft threshold [8]. In general, decomposed wavelet packet coefficients corre-
spond to useful signal is bigger than that associated with noise, and setting the
smaller coefficients can get the denoised signal. However, in our case, useful
GNSS signal is under noise level while DME pulsed interference is of strong
power. It is necessary to modify the classical thresholding function, meaning that
the smaller wavelet packet coefficients are preserved while the bigger ones are
zeroed or shrinking. The modified hard threshold function is:

ŵj;k ¼
0 wj;k

ffiffi ffiffi[ k
wj;k wj;k

ffiffi ffiffiffi k

�
ð62:6Þ
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where k is threshold and wj;k is the kth wavelet packet coefficient in level j, the ŵj;k

is the wavelet packet coefficient after thresholding.
The modified soft threshold function is:

ŵj;k ¼
sgnðwj;kÞk wj;k

ffiffi ffiffi[ k
wj;k wj;k

ffiffi ffiffiffi k

�
ð62:7Þ

where sgnð�Þ is the sign function.
MATLAB wavelet toolbox provides four threshold selection rules including:

Stein’s Unbiased Risk Estimate (SURE), fixed form threshold (Sqtwolog), Heu-
ristic SURE and minimax principle [8]; and are listed in Table 62.1.

62.3.4 Interference Mitigation Scheme Design

Figure 62.3 shows the schematic of WPT based DME interference mitigation.
Firstly, the incoming IF (Intermediate-Frequency) signal samples are passed
through a moving window. The next step is time domain DME pulse detection. Once
the DME signal is detected, it will be transformed into wavelet packet domain.
Secondly, make threshold treatment with coefficients and get thresholded wavelet
coefficients. The thresholded wavelet coefficients are then used to perform IWPT to
obtain output signal excluding interference to replace detected interference samples.

Table 62.1 Description of threshold selection rules

Rule
name

Description

Rigrsure Selection using the principle of Stein’s unbiased risk estimate (SURE)
Sqtwolog Fixed form threshold equal to the square root of two times the logarithm of the length

of the signal
Heursure Selection using a mixture of the first two options mentioned
Minimaxi Threshold selection using the minimax principle

IF samples 
include pulsed 

interference

Wavelet 
packet 

transformation

Threshold
selection and 
processing

Inverse wavelet packet 
transformation

IF samples exclude 
pulsed interference

Acquisition

Interference 
detection

Fig. 62.3 Block diagram of WPT based mitigation technique
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If no interference is detected, the sample is preserved. Finally, the output signal
enters the acquisition block to estimate its mitigation performance.

62.4 Results and Discussion

In the MATLAB environment, we use correlation peak to next peak ratio (CPPR)
[2] as acquisition merit to compare DME interference mitigation performance by
different threshold rules and thresholding functions. The higher value of CPPR, the
better performance of the acquisition is.

In the experiments, the satellite data from one satellite PRN1 (PRN: Pseudo
Random Noise code) are interfered by one DME station, and are down-converted
at the intermediate frequency of 4.309 MHz. The inter-frequency of the received
DME signal is 4 MHz, and the pulse pair repetition rate of the DME station is
10,000 pulse pairs per second. Take 10 ms of data enters to acquisition block.

Defining the DME pulses peak power to noise ratio as JNR (Jammer-to-Noise
Ratio); we compare WPT based mitigation by different threshold rules and time
domain blanking with different JNR. The CPPR results are shown in Table 62.2,
and each CPPR value is the mean CPPR value after 10 acquisition trails for each
method. As shown in Table 62.2, H indicates hard thresholding and S indicates
soft threholding; TB represents time domain blanking and Original represents
original data without interference mitigation.

The successful acquisition is defined as CPPR greater than 2 in the receiver,
otherwise unsuccessful. As shown in Table 62.2, the CPPR is smaller than 2 when
JNR is 20 or 25 dB, meaning that the original data fail in acquisition. After apply
different types mitigation methods listed in Table 62.2, the receiver can capture

Table 62.2 Acquisition performance comparison among different mitigation techniques for
different JNR

JNR (dB) 10 15 20 25
Method

Rigrsure(H) 7.7786 8.0282 7.9701 7.8162
Rigrsure(S) 8.1335 8.2714 8.1473 7.782
Sqtwolog(H) 7.0262 7.3615 7.3306 7.3498
Sqtwolog(S) 5.8339 5.2844 4.5515 4.1312
Heursure(H) 7.9033 7.6789 8.285 7.9301
Heursure(S) 7.6699 7.6552 8.0991 7.7493
Minimaxi(H) 7.6221 7.6474 7.9232 7.9849
Minimaxi(S) 7.3582 6.9587 6.2802 6.1579
TB 5.8801 6.4961 6.3274 6.8527
Original 4.925 2.5051 1.0808 1.0462
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satellite successfully with different JNR. Under the condition of 3 stage WPT using
db5 wavelet, the Rigrsure(H), Rigrsure(S), Sqtwolog(S), Heursure(H), Heur-
sure(S), Minimax(H), Minimax(S) methods are perform better than time domain
blanking expect Sqtwolog(S) method.

Considering another experiment, when JNR is 20 dB, 10 s of satellite date from
eight satellites (PRN1, PRN2, PRN3, PRN6, PRN14, PRN20, PRN22, PRN25) is
added to acquisition and tracking. CNR (Carrier to Noise Ratio) is used as the
figure of merits based on the receiver tracking results, the higher CNR gain, the
better performance of the tracking is. Compare with WPT based mitigation by
threshold rules of Heursure using hard and soft thresholding respectively, time
domain banking and original data. The acquisition results is shown in Fig. 62.4,
and the tracking results in shown in Fig. 62.5, where each value is the mean value
after 10 acquisition and tracking trails for each method. When the receiver fails in
acquisition, the CNR is assumed to be zero.

As can been seen in Figs. 62.4 and 62.5, the original signal without mitigation
can only capture one satellite but fail to capture seven satellites. After applying
mitigation method, all the eight satellites can be capture and tracked successfully.
Among the methods, Heursure rule based WPT performs better than time domain
blanking in acquisition and tracking results.

Fig. 62.4 CPPR of eight
PRNs for different mitigation
methods (JNR = 20 dB)

722 L. Li et al.



62.5 Conclusion

We describe wavelet packet transformation based DME pulse interference miti-
gation as well as discuss parameters including the selection of wavelet, decom-
position level selection, threshold rules and thresholding. The acquisition and
tracking results are used to evaluate interference mitigation performance. The
numerical experiments show that wavelet packet transformation of db5 waveform
and decomposition level 3 behaves better than time domain blanking. Among
different threshold rules, Rigrsure, Heursure and Minimaxi give better results.
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Chapter 63
A GNSS Space-Time Anti-jamming
Algorithm Based on Convex Optimization

Shunxiao Wu, Yangbo Huang, Feng Tian and Gang Ou

Abstract Traditional space-time adaptive processing algorithm can not well
balance the demands between canceling jams and beam-forming. Aimed at this
problem, A new algorithm based on convex optimization and multiple objectives
programming is proposed for the designing of space-time filter. Two object
functions are defined, and are combined via an object weight coefficient to form a
single optimization goal. The relationship between the object weight coefficient
and the optimization results is analyzed, and then proposed the criterion for judge
the rationality of the object weight coefficient. The method for finding the optimal
object weight coefficient is then developed. Results of computer simulation show
that: the new method can form wide band main beam for useful signal direction
under both strong and weak jams with a more low inserting loss compared with PI
method; it overcomes the shortcomings of MSINR method that pass band of
equivalent filter for useful signal direction will get narrower when the taps
increase; especially when the signal and narrow-band jams come from the same
direction the new method can still perform well.

Keywords STAP � Beam-forming � Convex optimization � MOP

63.1 Introduction

As the satellite navigation signal is vulnerable to interference, the demand for high
anti-jamming performance is more urgent under the background of military
application. So far, adaptive array based on joint space-time processing technology
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is mainly used for improving anti interference capacity of the satellite navigation
system (GNSS) receivers. Joint space-time processing is an advanced signal
processing technique, and it is widely used in the field of radar [1] and commu-
nication [2]. In 2000, R. L. Fante proposed to apply this technology to the GPS
receiver’s anti-jamming [3] for the first time, and achieved good results. Joint
space-time processing is essentially designing the weighting coefficients of each
space-time filter tap in the antenna array back-end based on certain optimization
criterion. The usual anti-jamming criterions are power inversion (PI) criterion,
maximum signal-to-noise ratio (MSINR) criterion and linear constrained mini-
mum variance (LCMV) criterion. PI criterion is to minimize the space-time filter
output signal’s power under the constraint that the filter coefficients are not all
zero. Without using direction information of GNSS satellites, PI method has an
uncontrollable influence on the useful signal, so it can not achieve high anti-
jamming performance, although it is relatively simple to implement. MSINR
criterion is to maximize the Signal-to-Interference-plus-Noise Ratio (SINR) at the
space-time filter output; it can put the main beam toward the useful signal while at
the same time form nulls in the direction of strong interference. However, as
literature [4] points out, under narrowband assumption and MSINR criteria the
equivalent frequency response at the signal direction gradually becomes narrow
and centered on signal carrier frequency when the number of time domain taps
increase, so for the wideband GNSS signal the loss of array processing becomes
large. LCMV criterion is to minimize the space-time filter output signal’s power
under some linear constraint, so PI and MSINR can be seen as special case of
LCMV. Performance of LCMV is determined by specific adopted constraints,
literature [5] proposes a special method to establish constraints for cancelling
broadband interference which at first use space-time two-dimensional power
spectrum to estimate the arrival direction of interferences, then put null response at
those directions. This method can deeply depress interference signals; however,
peaks of space-time power spectrum is find through direct searching, so large
amount of calculation is needed, the method can not be universally used.

Boyd SP et al. [6] apply convex optimization algorithm to the design of antenna
array beam pattern, namely finding the space-time filter weights which make the
array response in each direction and each frequency approximate desired response
as far as possible. Yan S. [7] point out that the space-time filter weights optimi-
zation design is a special class of convex optimization problems—second-order
cone optimization problem which has effective solving algorithm, and get an
uniform form to model and solve these problems which also supports interference
cancellation on the basis of Boyd. The high effective algorithms for solving
convex optimization problems brings great flexibility to space-time filters design,
so the shortcoming of traditional PI and MSINR method can be well overcame.
But in the open literature there is no method that can well balance the two demands
of depressing interference and optimizing array response in the useful signal’s
arrival direction. The usual approach is to set one constraint for a target and then
optimize another goal, it is difficult to determine parameters used in the con-
straints, so is the disadvantage of such method.
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In this paper the idea of multiple objective optimizations is adopted to achieve
the two goals of depressing interference and reducing useful signal loss simulta-
neously. The first object functions indicating the interference cancellation effect is
proposed, and the second object function is to indicate the frequency response
deviation between the actual and desired one at the useful signal arrival direction.
The desired frequency response is designed to satisfy two goals, one is to minimize
the Carrier power to noise density ratio (CNR) loss at the receiver’s dispreading
output point, and the other is to get good phase center consistency of the whole
array. By introducing a weighting factor the two object functions is combined to a
whole object function, and the optimization of the whole object function can be
solved fast by convex optimization techniques if a weighting factor is given in
premise. On this basis a novel criterion used for judging if the two optimization
goals are sufficiently optimized for a given weighting factor is proposed, and then
by using the criterion an optimal weighting factor can be searched out. The space-
time filter weighting coefficients corresponds to the optimal weighted factor can
guarantee deep null strap in the arrival direction of interference and forming a
broadband main beam toward the useful signal, so the new methods effectively
overcomes the defects of conventional PI and MSINR method.

63.2 Structure of Space-Time Filter and Its Convex
Optimization Form

The common processing structure of space-time filter for a GNSS receiver with an
anti-jamming antenna array is shown in Fig. 63.1, M is the num of antenna array
elements, each array element is followed by N time domain taps, the tap interval is T,
and xL is the down converting frequency. Let fwmng; n ¼ 1; 2; . . .;N; m ¼
1; 2; . . .;M to be the weighting coefficients of the time-space filter, usually expressed
in a MNX1 dimension vector form: W ¼ ½w11;w12; . . .;w1N ;w21; . . .;w22; . . .;
wM1; . . .;wMN �. T is required less than 1/B, B is bandwidth of the front end, and the
total delay time of each array element is (N - 1)T which is required to cover different
multi-path delays [5].

Traditional methods analyze space-time filter using narrowband assumption,
while literature [8] points out that for the broadband GNSS signal the narrowband
assumption can introduce obvious biases and proposed a more precision broad-
band model. Under the broadband model, the array response to a single frequency
signal can be expressed as follows:

Hðx;/k; hkÞ ¼ WH ½ttðxÞ � tsðxþ xL;/k; hkÞ� ð63:1Þ

In Eq. (63.1): the signal’s direction of arrival (DOA) is donated as ð/k; hkÞ;
tsðxþ xL;/k; hkÞ ¼ e�jðxþxLÞs1 ; . . .; e�jðxþxLÞsN

ffi �T
is the space domain steering

vector, s1; . . .; sN is the signal delay time difference at each array element;
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ttðxÞ ¼ 1; . . .; e�jxðM�1ÞTffi �T
is the time domain steering vector; ˜ is Kronecker

product. The product aðx;/k; hkÞ ¼ ttðxÞ � tsðxþ xL;/k; hkÞ is defined as
space-time joint steering vector. Let Rxx (MN 9 MN dimension) to be the
covariance matrix of data at each taps, then output signal power of the space-time
filter is Pout ¼ WHRxxW . As the GNSS signal’s power is far lower than the power
of noise and jams, so minimizing Pout can realize interference cancellation.

Convex optimization problem is a very wide class of optimization problems, it
only requires that the optimization object function is convex and the range of
optimizing variable is a convex set. Although solution of convex optimization
problem can not be always directly expressed as simple formula, there are efficient
algorithms to find it, such as interior point methods [9]. In engineering practice,
Matlab toolbox CVX is usually used to solve convex optimization problems [10].
Therefore, if convex optimization technique is used in space-time filter design, the
key lies in forming the design problem in the convex optimization form. Under the
broadband assumption, a uniformly convex optimization form for the antenna
array space-time processing design is proposed in literature [7], its main results
can be compactly expressed as the following object function and constraints:

minlp; p 2 1; 2; 3; 4f g
s:t: cðFPB;HMLk kq16l1

pðFPB;HSLÞk kq26l2

WHRxxW6l3

Wk k6l4

WHaðf0; hsÞ ¼ 1

ð63:2Þ

Σ

ΔΔ Δ

ΔΔ Δ
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Fig. 63.1 Space-time
filtering structure
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In Eq. (63.2): the upper limit of difference between actual response and
expected response within the main beam of the array is l1, and l2 is the upper limit
of difference between actual response and expected response (usually take value 0)
within the side lobes of the array, this two constraints is realized by sampling in
frequency and DOA and then measured with 2 or ? norm. The upper limit of
signal output power is l3, and l4 is upper limit of amplitude of the weight vector
which is used to ensure robustness of the results. The last equality constraint is
used to ensure that for useful signal the array response equals to 1. As the design
goal in this paper is anti-jamming, l3 should be the object function. Therefore,
other parameters for constraints should be assigned manually, so it’s difficult to
ensure achieve the optimal results.

63.3 Multi-objective Optimization of Interference
Suppression and Beam Forming

63.3.1 Multi Object Optimization Function

For simplification of analysis, assume that antenna array elements are identical; the
desired signal is only one satellite signal, and its DOA is ð/0; h0Þ. For the opti-
mization goal of depressing interference the space-time filter output signal’s power
can be use as object function, so the first object function is P1ðWÞ ¼ WHRxxW . At
the DOA of signal each frequency will get a unique array response, thus forming
an equivalent filter Hðx;/0; h0Þ for the useful signal, characteristics of the filter
determines impact of the array on carrier to noise ratio, ranging accuracy, etc. of
the spread spectrum GNSS signal. Firstly a desired filter Hdðx;/0; h0Þ is con-
structed based on an ideal weight coefficient case which minimizes the signal’s
carrier to noise ratio loss and equivalent phase center consistency of the array, then
use the deviation between the actual array response and the desired filter response
as the second object function P2(W) corresponding to the optimization goal of
minimizing CNR loss. Several kind of norm can be used to measure the degree of
approximation of two filters. In this paper the 2-norm is chosen based on the
consideration that when a narrow-band jamming come in the same or near DOA
with the useful signal, Hðx;/0; h0Þ should have very low amplitude at some
frequency points, therefore P2(W) can be expressed as follow:

P2ðWÞ ¼
1
Fs

Z 0:5Fs

�0:5Fs

Hðx;/0; h0Þ � Hdðx;/0; h0Þj j2dw ð63:3Þ

In order to facilitate numerical calculation, taking samples in frequency, thus
integration is converted to summation, namely:
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P2ðWÞ ¼
1
K

Xi¼K�1

i¼0

Hðxi;/0; h0Þ � Hdðxi;/0; h0Þj j2 ð63:4Þ

In Eq. (63.4): xi; i ¼ 0; 1; . . .;K � 1 are the uniformly spaced sampling points
in the pass band, generally sampling point K & 15 N [11].

In order to ensure minimum distortion of signal, the desired filter should have
the constant amplitude response of 1, and at the same time its group delay should
be independent of signal’s DOA. Choose an array element as the reference ele-
ment, for this reference element set only one tap’s coefficient to 1 other coefficient
to 0, and for other elements set all coefficient to 0, in such configuration a good
desired filter is obtained with its group delay has nothing to do with signal DOA.
So the response of desired filter can be expressed as follow:

Hdðx;/0; h0Þ ¼ e�jLTw ð63:5Þ

In Eq. (63.5): L is the group delay, usually take the value of [N/2].
In order to take both consideration of interference depression and reduce of

signal CNR, by introducing a positive weighting factor k, functions corresponding
to two optimization goals is combined to a total object function:

PðW ; kÞ ¼ P1ðWÞ þ kP2ðWÞ ¼ WHRxxW þ kP2ðWÞ; k [ 0 ð63:6Þ

Combining with (63.4) and (63.5), the total object function is as follow:

PðW ; kÞ ¼ WHRxxW þ k
K

Xi¼K�1

i¼0

WHaðxi;/0; h0Þ � e�jLTxi
�� ��2 ð63:7Þ

Unlike ordinary weighting, weighting factor k is a parameter need to be
determined by some judging criterion and searching method.

63.3.2 Optimization of Weighting Factor

For a given k, solving the following unconstrained optimization problem will get a
weighting vector Wopt(k) for the space-time filter.

min
W

PðW ; kÞ ð63:8Þ

It is easy to judge that Eq. (63.8) is a convex optimization problem, and can
efficiently be solved. As P(W, k) reflects the two optimization goals, so the
solution Wopt(k) embodies the two demands in different extend, but how to
determine the value of k is still a question. Therefore the rationality of k need to be
analyzed, and the optimal weighting factor kopt can thus be defined, and then
Wopt(kopt) is the global optimal weighting vector.

730 S. Wu et al.



When k?0, the object function tends to P1(W), the solution Wopt(k)?0,
apparently, signal and interference are suppressed at the same time; when
k? + ?, the object function tends to P2(W), meanwhile the interference sup-
pression goal is ignored. The two extreme cases are unreasonable. When value of k
traversing from 0 to +?, P1(Wopt(k)) and P2(Wopt(k)) can be viewed as two
functions with variable of k, and this two function can be shown as non reduce and
non increasing functions respectively. Here is the proof process:

For the optimization problem (63.8), assume that solving values by traversing
from 0 to +? for k, you can get two functions P1(Wopt(k)) and P2(Wopt(k)), it can be
shown that the two functions are non reduced and non increasing functions respec-
tively. Here is the proof process: take two weighting factors 0 \ k1 \ k2 \ + ?,
according to its definition the following two formulas can be obtained:

P1ðWoptðk2ÞÞ þ k1P2ðWoptðk2ÞÞffiP1ðWoptðk1ÞÞ þ k1P2ðWoptðk1ÞÞ

and

P1ðWoptðk1ÞÞ þ k2P2ðWoptðk1ÞÞffiP1ðWoptðk2ÞÞ þ k2P2ðWoptðk2ÞÞ:

According to the above two formulas:

k2ðP2ðWoptðk1ÞÞ � P2ðWoptðk2ÞÞÞffiP1ðWoptðk2ÞÞ � P1ðWoptðk1ÞÞ

and

P1ðWoptðk2ÞÞ � P1ðWoptðk1ÞÞffi k1ðP2ðWoptðk1ÞÞ � P2ðWoptðk2ÞÞÞ:

Because k2 [ k1, thus P2ðWoptðk1ÞÞffiP2ðWoptðk2ÞÞ and
P1ðWoptðk1ÞÞffiP1ðWoptðk2ÞÞ, so the two function’s reduction and not increasing
properties are proved.

In anti-jamming applications, minimizing the first object function P1(W) should
be a priority, therefore k should choose as small as possible value under certain
constraints, without the constraints the unreasonable situation WoptðkÞ ! 0 will
appear. Taking MSINR method as reference, a reasonable constraint for k is that
there is one frequency sampling points where the actual array response approxi-
mates the desired filter’s response. This constraint can not only prevent k ? 0, but
also give enough flexibility to depressing the narrow-band interference comes
from the signal direction. Based on the above consideration, taking a positive
number d as the upper limit, a set for the feasible k can be defined as follow:

Sd ¼ kjmin
i
jWoptðkÞHaðxi;/0; h0Þ � e�jLTxi j � d

� �
ð63:9Þ
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Therefore the optimal weighting factor is expressed as follow:

kopt ¼ inf Sd: ð63:10Þ

63.3.3 Searching the Global Optimal Weighting Vector

The solving process of the space-time filter’s optimal weighting vector is also the
calculation process of optimal weighting factor defined in formula (63.10). Before
calculating formula (63.10), firstly the allowable deviation in formula (63.9)
should be determined. The less the value of d, the more stringent requirements of
array response approximating desired filter is, general requirement is d B 0.01,
meanwhile d can not be infinitely close to 0, there should be a lower bound. When
just minimize the second object function (corresponding to k ? + ?), the most
approximation to desired filter can be got. So the solution of the following problem
will produce weighting vector corresponding to k ? + ?, namely Wopt(+?).

min
W

P2ðWÞ: ð63:11Þ

Apparently formula (63.11) is also a convex optimization problem. So the
lower limit of can be defined as follow:

dmin ¼ min
i
jWH

optðþ1Þaðxi;/0; h0Þ � e�jLTxi j: ð63:12Þ

The amount of computation and mathematics prove involved is difficult when
solving the optimal weighting factor defined by formula (63.10), this paper uses
the search method to find the approximate value �kopt. Considering that k is a scale
factor, and the larger k is, the more easy to satisfy k 2 Sd, therefore searching is
carried out by geometrically way. To sum up, the novel space-time filter design
process for anti-jamming is as follows:

1. To solve the problem (63.11), and use formula (63.12) to obtain dmin;
2. To select allowable deviation dðdmin\d� 0:01Þ and increasing rate aða[ 1Þ of

weighting factor, and initial weighting factor k0 [ 0;
3. To solve the optimization problem (63.8), judge whether k0 e Sd, if satisfied,

stop the search, else transfer to step 4;
4. To solve the optimization problem (63.8), with increased kk ¼ akk�1 and

determine whether kk 2 Sd, if satisfied, stopping searching, else continue step 4.

When searching is stopped, making �kopt ¼ kk and take the corresponding
Woptð�kkÞ as the optimal weighting vector. In practical application, in order to
reduce the search step, we can adjust the value of a and k0.
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63.4 Performance Simulation

63.4.1 Performance Evaluation Method

To accurately assess anti-jamming performance, simulation experiments use
equivalent array gain to measure space-time anti-jamming performance of the
filter, the definition of equivalent array gain is as follow [11]:

Ge ¼
CNRe

CNR0
: ð63:13Þ

In Eq. (63.13): CNR0 is the carrier to noise ratio got at despread spectrum point
when a single element is used and no interference exist; CNRe is the carrier to
noise ratio got by a receiver after the space-time filter processing and with
interference existing. As the sampled data at each element is generated by Matlab,
so CNR0 can be controlled, and CNRe is estimated by a software receiver. In order
to speed up the simulation speed, the generation of signal and noise, interference,
and space-time filtering processing use Matlab, while the software receiver run on
a dedicated hardware acceleration system of Cadence, namely PalladiumIII sys-
tem. On PalladiumIII system, the HDL description of the receiver and its test
bench is compiled and runs on many distributed processors parallel, thus the
simulation rate is about 1/300 of the actual rate. So only 2–3 min of simulation
time is consumed to complete the signal acquisition, tracking and carrier to noise
estimation. The sensitivity of the receiver is 32 dB Hz.

63.4.2 Typical Examples and Performance Comparison

In the simulation: a 4 element phalanx array is used with the element space of

d ¼ kj j
2 ; kj j is corresponding to the wavelength of the signal carrier frequency, the

useful signal is the GPS L2P signal; data sampling rate is (62/3) MHz, using 1 ms
data points to estimate the cross-correlation matrix Rxx; take 0.2 MHz as the
interval, and take 101 uniformly distributed frequency sampling points in the
signal bandwidth of 20 MHz as xi; i ¼ 0; 1; . . .; 100.

Simulation experiment 1: there are 1 useful signals and 3 unrelated interference
signal incident, the DOA of useful signal is (0�, 60�), DOAs of three interference
are (45�, 15�), (165�, 20�), (285�, 25�). Interference signal is wideband interfer-
ence with BPSK modulation, center frequency is the same as signal and bandwidth
is 20 MHz. The CNR for signal is 43 dB Hz, three interferences have the Jam to
signal power ratio (JSR) of 55 dBc. Solving the optimization problem (63.11)
obtaining dmin = 3.4077e-06, setting d = 0.005, a = 1.5, k0 = 101, and setting
time tap number N to 21, and L = 10, after the 17 step search, obtain the optimal
weighting vector. The software receiver gets CNRe = 38.04, taking it into account
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that the processing loss of the receiver is 0.5 dB, so CNR0 = 42.5,
Ge ¼ 38:04� 42:5 ¼ �4:46 dB. Under the same signal interference configuration
the equivalent array gain is Ge ¼ �6:85 dB for the PI method, while for the
MSINR method the array output signal can not be acquired, so
Ge\32� 42:5 ¼ �8:5 dB. The equivalent filter’s responses at the signal’s DOA
got by three kinds of methods are as shown in Figs. 63.2, 63.3 and 63.4 respec-
tively. The simulation results shows that when the number of interference is equal
to the freedom of the array and the interference is strong, loss of CNR is large for
the three methods, but the loss is relatively smallest by this novel method, and the
array response in the signal’s DOA is closer to desired filter compared to PI
method, can better ensure the ranging precision and antenna array equivalent phase
center consistency. For MSINR method, as literature [4] pointed out, its equivalent
filter bandwidth in the signal direction is too narrow, serious loss of useful signal is
caused. Reducing time domain tap number to 1, namely use pure spatial pro-
cessing, Ge = -0.4 dB will be obtained by the MSINR method, but a pure spatial
processing is too sensitive to channel adaptation and multipath interference, it has
a poor robustness [1, 3].

Simulation experiment 2: the DOA of signal is (0�, 60�), the CNR of signal is
43 dB Hz, no interference exist, time domain tap number is 21. Ge ¼ 2:51 dB is
obtained by using the new novel method, Ge ¼ �3:34 dB is obtained by using PI
method, Ge ¼ �5:23 dB is obtained by using MSINR method. The new novel
method has positive array gain, while other method have negative gain, so it’s
broad-band beam-forming effect is obvious.
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Fig. 63.2 The equivalent filter obtained by this paper’s method in experiment 1

734 S. Wu et al.



Simulation experiment 3: there is only one signal and interference, and both
have the same DOA of (30�, 20�), the CNR of signal is 43 dB Hz, the JSR is
45 dBc, the interference is BPSK modulation, bandwidth is 0.2 MHz, time domain
tap number is 21. Ge ¼ 1:89 dB is obtained by using the new novel method, and
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Fig. 63.3 The equivalent filter obtained by PI method in experiment 1
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Fig. 63.4 The equivalent filter obtained by MSINR method in experiment 1
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the equivalent filter in signal direction is shown in Fig. 63.5, it is seen that nar-
rowband interference that is in the same DOA of signal can also be effectively
depressed. By using PI method, the array CNR loss was significantly higher than
the new novel method. Equivalent filter’s response at the signal’s DOA is shown in
Fig. 63.6, it is seen that as the goal of PI method is to reduce the output power, the
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Fig. 63.5 The equivalent filter obtained by this paper’s method in experiment 3 (JSR = 45 dBc)
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Fig. 63.6 The equivalent filter obtained by PI method in experiment 3 (JSR = 45 dBc)
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null of filter is too wide. For the PI method, with the JSR increasing to 70 dBc, the
array’s output signal cannot be acquired, namely Ge ¼ �8:26 dB, while the new
novel method can effectively anti-interference, and Ge ¼ �4:19 dB is obtained.

63.5 Conclusion

Traditional PI algorithm has shortcomings of high insertion loss and can hardly
forming the main beam toward the signal direction, because it has not effectively
balance the two goals of depressing interference and reducing CNR loss, and
traditional MSINR algorithm will form very narrow bandwidth filter for useful
signal when the number of the time domain tap is large, which leads to serious loss
of CNR. The utilization of convex optimization techniques in antenna array
adaptive processing provides a way to solve the problem. But there are problems
like parameter selection and inconvenience to realize in engineering for the current
convex optimization based anti-jamming methods. In this paper, the anti-jamming
space-time optimal filter design problem is modeled as a two object programming
problem. The MOP problem is solved by introducing a weighting factor to com-
bine a total object function, and then the rationality criterion of the weighting
factor is analyzed. Then a searching method is proposed to find the optimal
weighting factor, and the global optimal weighting vector for the space-time filter
is obtained at the same time. Combined with evaluation of numerical simulation
and software receiver, it proves that the new novel method can effectively balance
the two goals, in the premise of certain increase in computational cost; the method
in this paper is superior to traditional PI and MSINR method.
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Chapter 64
Research on Multipath Mitigation Based
on the Variable Length Reduced Sigma
Point Kalman Filter

Jing Peng, Yingxue Su, Jingyuan Li and Feixue Wang

Abstract In the modernized GNSS systems, multipath has become the major
limitation to the application of high precision positioning and the performance of
all sorts of receivers. Moreover, the characteristics of multipath of different sat-
ellites are different in the combined constellation. Towards the aim of multipath
mitigation for the monitoring stations in Beidou navigation satellite system (BDS),
this paper analyzes the characteristics of multipath of combined constellation in
BDS system first, and an algorithm of multipath mitigation based on the variable
length Reduced Sigma Point Kalman Filter (RSPKF) is put forward subsequently,
which can be employed in the multipath mitigation for different kinds of satellites
in the combined constellation. The results of field experiments implied that, the
standard deviation of multipath residuals for all frequencies and all kinds of sat-
ellites were reduced more than 27 % by the proposed algorithm while compared
with the multipath mitigation method based on the fixed data length RSPKF.

Keywords Satellite navigation and positioning � Multipath mitigation � Variable
length reduced sigma point Kalman filter � Combined constellation

64.1 Introduction

In the future, the performance of global navigation satellite system will be
improved dramatically, and demands for increased accuracy have lead to new
signal system and enhancement such as elimination of systematic errors. Most of
the systematic errors such as ionospheric delay, tropospheric delay, satellite orbit
errors and clock bias can be reduced by the mathematical models or by the
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difference method, and these improvements make multipath error, which is diffi-
cult to be eliminated by the model due to its diversity related to the environment,
become the dominant error source in the application of high precision positioning,
particularly in the combined GNSS systems [5].

With the development of Beidou Navigation System (BDS), multipath error has
become the significant factor which limits the performances of all sorts of
receivers and even the whole satellite navigation system. In the period of BDS
experimental satellite, the field experiment analysis results showed that there was
an obvious fluctuation in the pseudo-range observation. By the investigation of
comparison experiments, the pseudo-code multipath was finally located as the
primary reason of fluctuation. In order to improve the measurement precision of
receiver, it is necessary to take measure to eliminate the multipath error. Besides,
the main installation consideration for some urban monitoring stations has been
primarily based on the accessibility, cost-saving and easy maintenance, and the
multipath mitigation should be also considered to improve the data quality of
observations in those urban monitoring stations.

Several techniques for multipath mitigation based on the data post-processing
have been developed in the last decades due to their flexibility and easy realization
[6, 13], these data processing techniques are the significant approaches for the
analysis of multipath characteristic and data quality assessment as well. Moreover,
the multi-carrier modulation is used in the modernized GNSS system [9]; Hein [3],
and the combined constellation is employed by the BDS system [11], all these
characteristics determine the data processing method of multipath mitigation in
the modernized GNSS system will be different from the conventional method,
particularly in the combined constellation BDS system. So far, BDS system is in
operation, which provides the regional service to the Asia and the Pacific area.
Considering the promotion of the industrialization of BDS, it is urgent to deal with
the BDS regional experimental data to put forward an effective multipath mitigation
method for modernized GNSS receivers and monitoring stations.

64.2 Multipath Extraction Method Based on the Optimal
Dual Frequency Data Combination

64.2.1 Code Minus Carrier Phase Observation

Generally, the pseudo-range multipath observation can be obtained by the results
of pseudo-code minus carrier phase [7, 8] without cycle slip (it is so-called CMC
observation), which is not the real multipath as the errors caused by other effects
such as carrier phase multipath, receiver noise, and etc. are combined in addition to
pseudo-range multipath.

Only considering the correction of the first-order parameter of ionospheric
error, assuming that the high-order parameter can be negligible, the observation
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equations of pseudo-range and carrier phase can be described respectively as
follows:

qj ¼ Rþ A1

f 2
j

þ dtrop þ cðdtu � dTsÞ þMPqj
þ eqj

ð64:1Þ

kjuj ¼ R� A1

f 2
j

þ dtrop þ cðdtu � dTsÞ þ kjNj þ mpLj þ eLj ð64:2Þ

where: j is the subscript which indicates a certain frequency of signal (j = 1, 2, 3);
q is the pseudo-range observation; u is the real carrier phase observation; N is the
integer ambiguity; k is the wavelength of carrier phase; R is the real range between
satellite and receiver; A1 is the first-order parameter of ionospheric delay; dtrop is
the tropospheric delay; dtu and dTs are the receiver clock bias and satellite clock
bias respectively; MPq and mpL are the pseudo-range multipath and the carrier
phase multipath respectively; eq and eL are the measurement noise of pseudo-code
and carrier phase; and c is the vacuum speed of light.

Take triple frequencies GNSS system for example, the single frequency
pseudo-range multipath can be described by the linear combination of pseudo-
range and multi-carrier phase observations.

MPqi
¼ qi �

X3

j¼1

ci;jkjuj þ Ki ð64:3Þ

where: i; j 2 ð1; 2; 3Þ, which indicates the certain frequency of pseudo-range and
carrier phase respectively, fci;jji; j 2 ð1; 2; 3Þg represent the combination param-
eters, and Ki is the composite of the measurement noise, carrier phase multipath,
interchannel delay for the ith frequency and integer ambiguities.

Substitute the pseudo-range and carrier phase equations into Eq. (64.3), it gets:

MPqi
¼ MPqi

þ 1�
X3

j¼1

ci;j

 !
Sþ 1

f 2
i

þ
X3

j¼1

ci;j

f 2
j

 !
A1 ð64:4Þ

where: S ¼ Rþ dtrop þ cðdtu � dTsÞ:

64.2.2 Selection of the Optimal Dual Frequency
Combination

Assuming the multipath observation could be extracted by dual frequency obser-
vations, the combination parameters can be calculated by Eq. (64.4) as follows:

ci;n þ ci;m ¼ 1
ci;n

f 2
n
þ ci;m

f 2
m
¼ � 1

f 2
i

ffi
ð64:5Þ
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where: i; n;m 2 ð1; 2; 3Þ, n and m indicate the selected dual frequency combina-
tion. The frequency factor is defined lnm � f 2

n =f 2
m, and the analytical expressions of

ci,n and ci,m can be obtained as:

ci;n ¼
1þ lmi

1� lmn

ci;m ¼
1þ lni

1� lnm

8
>><

>>:
ð64:6Þ

After the combination of dual frequency data, the variance of carrier phase
measurement noise can be magnified as:

r2
/i
¼ c2

i;nr
2
/n
þ c2

i;mr2
/m

ð64:7Þ

where r2
/j

is the variance of the composite of carrier phase measurement noise and

carrier phase multipath.
From Eq. (64.7), the magnification of carrier phase measurement noise is dif-

ferent when choosing different combination of dual frequency data. Thus, we
suggest that the optimal dual frequency combination should be selected while
extracting the multipath observation.

In the condition of same carrier loop noise bandwidth, predetection integration
time, and carrier to noise ratio, after the dual frequency combination, the mag-
nifying times to the standard deviation of carrier phase measurement noise for ith
frequency can be described as:

vi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2

i;nlmn þ c2
i;m

q
ð64:8Þ

And the dual frequency combination which makes Eq. (64.8) the smallest is the
optimal dual frequency combination for the multipath extraction. Therefore, we can
get the optimal dual frequency combination for GPS, BDS, and Galileo respec-
tively, such as L1 and L5 for GPS, B1 and B2 for BDS, E1 and E5a for Galileo.

64.3 Multipath Estimation Based on the Adaptive Filtering

After extracting the multipath observation by the optimal double frequency com-
bination, a short-term model can be involved to describe the multipath observation,
and the pure multipath error can be obtained by the adaptive filter subsequently.

64.3.1 Process Model and Measurement Model

In this paper, a joint filter [12] is employed to estimate the multipath error and the
parameters of multipath short-term model simultaneously. Assuming that the state

random variable is x�k ¼ xk wk½ ffiT, where xk is the state variable of multipath,
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wk ¼ wk;1 . . . wk;M½ ffiT is the parameter vector of multipath short-term model,
k 2 N is the discrete time index, and yk is the observation vector.

The discrete process and measurement equations can be described as follows:

x�k ¼ f ðx�k�1; n
�
k�1Þ

yk ¼ hðx�k ; vkÞ

ffi
ð64:9Þ

Expand Eq. (64.9), it gets:

xk

wk;1

..

.

wk;M

2

6664

3

7775 ¼

fðxk�1; . . .; xk�M ;wk�1;1; . . .wk�1;MÞ
wk�1;1

..

.

wk�1;M

2

6664

3

7775þ

nk�1

rk�1;1

..

.

rk�1;M

2

6664

3

7775 ð64:10Þ

fðxk�1; . . .; xk�M;wk�1;1; . . .wk�1;MÞ ¼
XM

i¼1

wk�1;ixk�i ð64:11Þ

yk ¼ xk þ vk ð64:12Þ

64.3.2 Reduced Sigma Point Kalman Filter

For an nx-dimension state space, 2nx + 1 sigma points are required in the standard
Sigma Point Kalman Filter (SPKF) to represent the statistical characteristic of the
state distribution. This algorithm can be considered as the statistical linearization,
which is able to overcome the inherent limitations such as nonlinear transforma-
tion error caused by the synthesis linearization in EKF. However, the number of
sigma points is related to the dimension of state space, thereby the calculation
of sigma points in SPKF might cause computational burden to the system when the
dimension of state variable is very large.

To solve this problem, Julier and Uhlmann [4] proposed a Reduced Sigma Point
Kalman Filter (RSPKF) which employs a spherical simplex method as the criterion
of sigma point selection. Only nx + 2 sigma points are required to represent the
mean and covariance of state variable, which lie on a hypersphere with radius of

ffiffiffiffiffi
nx
p

.
In the RSPKF algorithm, the sigma points can be calculated as [4]:

X i ¼ xþ
ffiffiffiffiffiffiffi
Pxx

p
Ai ð64:13Þ

where
ffiffiffiffiffiffiffi
Pxx

p
is a matrix square root of the state covariance, Aiis referred to as the

sigma point matrix, which determines the distribution of sigma points in the
hypersphere. The definition of Ai in details can be found in Julier and Uhlmann [4]
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The weight of sigma point can be defined as:

Wi ¼
0�W0� 1 i ¼ 0

1�W0
nxþ1 i ¼ 1; . . .; nx þ 1

ffi
ð64:14Þ

The RSPKF algorithm can be described as the following steps.

1. Calculate the sigma points

X i;k�1 ¼ x̂k�1 þ Sxx;k�1Ai i ¼ 0; . . .; nx þ 1 ð64:15Þ

2. Time update stage

X i;kjk�1 ¼ fðX i;k�1Þ i ¼ 0; . . .; nx þ 1 ð64:16Þ

x̂kjk�1 ¼
Xnxþ1

i¼0

WiX i;kjk�1 ð64:17Þ

Sxx;kjk�1 ¼ qr
ffiffiffiffiffiffi
W1
p

ðX1:nxþ1;kjk�1 � x̂kjk�1Þ Sww;k�1

h in o
ð64:18Þ

Sxx;kjk�1 ¼ cholupdate Sxx;kjk�1;X 0;kjk�1 � x̂kjk�1;W0

� �
ð64:19Þ

3. Measurement update stage

Yi;kjk�1 ¼ hðX i;kjk�1Þ i ¼ 0; . . .; nx þ 1 ð64:20Þ

ŷkjk�1 ¼
Xnxþ1

i¼0

WiYi;kjk�1 ð64:21Þ

Syy;k ¼ qr
ffiffiffiffiffiffi
W1
p

ðY1:nxþ1;kjk�1 � ŷkjk�1Þ Svv;k

h in o
ð64:22Þ

Syy;k ¼ cholupdate Syy;k;Y0;kjk�1 � ŷkjk�1;W0

� �
ð64:23Þ

Pxy;k ¼
Xnxþ1

i¼0

WiðX i;kjk�1 � x̂kjk�1ÞðYi;kjk�1 � ŷkjk�1ÞT ð64:24Þ

Kk ¼ Pxy;k=ST
yy;k

� �
=Syy;k ð64:25Þ
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x̂k ¼ x̂kjk�1 þ Kkðyk � ŷkjk�1Þ ð64:26Þ

Uk¼ KkSyy;k ð64:27Þ

Sxx;k ¼ cholupdate Sxx;kjk�1;Uk;�1
� �

ð64:28Þ

where
ffiffiffiffiffiffiffi
Pxx

p
can be obtained by the Cholesky factorization [10] Pxx ¼ ST

xxSxx,

and Sxx denotes the formal triangle matrix which is the Cholesky factor of Pxx.
S

ww;k�1
and S

vv;k
denote the matrix square root of process noise and measurement

noise matrix covariance respectively. qr �f g represents the QR decomposition,
and cholupdate(�) represents the rank-one Cholesky update [2].

64.3.3 Variable Length Reduced Sigma Point Kalman Filter

64.3.3.1 Characteristic of Multipath in Combined Constellation

BDS system uses the combined constellation design which consists of GEO
satellite, IGSO satellite and MEO satellite. Due to the different motions of different
types of satellites, the multipath of different satellite will show different charac-
teristics for the reference or monitoring station.

Figure 64.1 shows the comparison of Fast Fourier Transform (FFT) spectrum of
multipath observations with three frequencies for the combined constellation in
BDS system. The observation period is from UTC 09:15:28 to UTC 11:37:19,
August 27, 2012. The monitoring receiver antenna is mounted on a building roof.
The sampling rate is 1 Hz. The type of observation is the wide-correlated pseudo-
range. Moreover, the optimal dual frequency combination of B1 and B2 is chosen
to extract the multipath observation data.

From Fig. 64.1, it implies that the frequency components of the multipaths of
combined constellation are mainly concentrated within 0.01 Hz. In particular, the
multipath of GEO satellite shows the characteristic of low frequency variety, and
the frequency component of the multipath is mainly concentrated within 0.005 Hz
in which the data from B3 frequency is obvious.

64.3.3.2 Variable Length RSPKF

To adapt the multipath mitigation algorithm to the combined constellation, a
variable data length can be set for different kinds of satellites. If the observation
data indicates GEO satellite, a process model with long data length is involved due
to the characteristic of GEO multipath shows the low frequency variety. Other-
wise, if the observation data indicates IGSO or MEO satellites, the data length
M of process model will be set as a short one.
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Considering the design idea of the Variable Length Least Mean Square
(VLLMS) filter [1], the proposed filter in this paper is consisted of three parallel
RSPKF filters. The control module adapts the data length by the output errors of
the three RSPKF filters. The schematic structure of variable length RSPKF is
showed in Fig. 64.2. Unlike VLLMS filter, it is not necessary to input a multipath
signal in the proposed filter. This character can be used in the real-time estimation
of multipath for all kinds of receivers and navigation terminals.

According to the order control principle in VLLMS [1] the data length of
variable length RSPKF can be controlled as the following steps at instant k.

1. Calculate the output errors:

ek;i ¼ yk � xk;i; i ¼ 1; 2; 3 ð64:29Þ

2. Select the optimal data length by L times iteration.

mi ¼
1
L

Xk

j¼k�Lþ1

e2
i ðjÞ; i ¼ 1; 2; 3 ð64:30Þ
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Fig. 64.1 FFT spectrum of multipath for BDS combined constellation. a B1. b B2. c B3
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Mkþ1;1 ¼
Mk;1 þ 1 if m1 [ m2 [ m3

Mk;1 if m1 [ m2 and m2�m3

Mk;1 � 1 otherwise

8
<

: ð64:31Þ

Mkþ1;2 ¼ Mkþ1;1 þ 1
Mkþ1;3 ¼ Mkþ1;1 þ 2

ffi
ð64:32Þ

The selection of iteration times L is important to the proposed filter. If L is
small, it will help the realization of the multipath mitigation in real-time process,
and it might not find the optimal data length yet. If L is large, it guarantees the
enough iteration times to find the optimal data length, but it also brings the heavy
computational burden to the filter. Hence, the maximum iteration times is set to
Lmax = 5 in this paper.

64.4 Experimental Results

Take the field experimental data of BDS as an example, a self-developing receiver
and antenna are used to collect the data. The observation period is from UTC
06:11:21 to UTC 07:11:21, August 6, 2012. Analyzing the observation data selected
from G1, I1, and M1 satellites respectively. The sampling rate is set to 1 Hz, and
B1/B2 optimal dual frequency combination is selected for multipath extraction.

In the experiment, the matrices covariance of process noise and observation
noise can be set as:

Q�k ¼ diag Qx
..
.
Qw

� 	
ð64:33Þ

Rk ¼ r2
mp ð64:34Þ
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Fig. 64.2 Schematic
structure of variable length
reduced sigma Kalman filter
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where Qx ¼ 0:12, Qw ¼ 0:52 � diagð1; . . .; 1ÞM�M , M is the data length, and rmp is
the standard deviation of multipath error, which is set to 0.5 m.

Table 64.1 shows the performance comparison of variable data length and fixed
data length RSPKF. It shows that the standard deviation of the residual of mul-
tipath with three frequencies for G1, I1 and M1. From Table 64.1, it implies that
the residual of the proposed filter is smaller than which of the fixed data length
RSPKF filters. The standard deviation of the residual of multipath with three
frequencies in G1, I1 and M1 satellites reduced more than 27 % when compared
with the fixed length RSPKF filters.

Table 64.2 shows the comparison of positioning error before and after multi-
path mitigation. It indicates that the positioning root mean square error of XYZ
directions increased 1.9, 16.9 and 56.8 % for the experimental fixed station by
using the proposed mitigating multipath algorithm.

64.5 Conclusion

In view of the characteristics of multipath in the combined constellation, a mul-
tipath mitigation algorithm based on the variable length RSPKF is put forward
with a multipath short-term model. The field experimental results show that the
self-controlling variable length RSPKF filter is more applicable in the multipath

Table 64.1 Comparison of multipath residual of RSPKF filters with different data lengths (unit:
m)

Frequency PRN Data length

Variable 10 20 50

B1 G1 0.0061 0.0095 0.0094 0.0095
I1 0.0087 0.0153 0.0153 0.0155
M1 0.0127 0.0214 0.0218 0.0217

B2 G1 0.0052 0.0081 0.0081 0.0081
I1 0.0082 0.0147 0.0147 0.0147
M1 0.0113 0.0199 0.0204 0.0211

B3 G1 0.0065 0.0092 0.0092 0.0093
I1 0.0084 0.0133 0.0134 0.0134
M1 0.0122 0.0201 0.0207 0.0212

Table 64.2 Comparison of positioning error before and after multipath mitigation (unit: m)

RMS-X RMS-Y RMS-Z

Before mitigation 11.358 5.581 1.501
Fixed length RSPKF 11.159 4.707 0.648
Variable length RSPKF 11.147 4.636 0.648
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mitigation of the combined constellation than the fixed one. As the proposed
method can be applicated in multipath mitigation without storing large amount of
data and it can adjust parameters adaptively, it shows the potential capability in
real-time application for multipath mitigation of fixed stations in the condition of
cycle slip being repaired and the integer ambiguity being resolved.
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Chapter 65
Implementation of a Software-Defined
BeiDou Receiver

M. Zahidul H. Bhuiyan, Stefan Söderholm, Sarang Thombre,
Laura Ruotsalainen and Heidi Kuusniemi

Abstract Satellite-based positioning is undergoing a rapid change. Both the GPS
and the GLONASS systems are being modernized to serve better the current
challenging applications in harsh signal conditions. These modernizations include
increasing the number of transmission frequencies and changes to the signal
components. In addition, the European Galileo and the Chinese BeiDou systems
are currently under development for global operation. Therefore, the research and
development of Global Navigation Satellite System receivers in view of these new
upcoming systems has been experiencing a new upsurge. In this paper, the authors
discuss the main functionalities of a GNSS receiver in view of BeiDou satellite
navigation system. While describing the main functionalities of a software defined
BeiDou receiver, the authors also highlight the similarities and differences
between the signal characteristics of BeiDou B1 open service signal and the legacy
GPS L1 C/A signal, as they both exhibit similar characteristics in general. In
addition, the authors implement a novel acquisition technique for long coherent
integration in the presence of NH code modulation in BeiDou D1 signal. Finally,
the authors present a BeiDou-only navigation fix with the implemented software-
defined BeiDou receiver.

Keywords BeiDou satellite navigation system � Software-defined receiver

65.1 Introduction

The Chinese satellite navigation system BeiDou has a mixed space constellation
that has, when fully deployed, five Geostationary Earth Orbit (GEO) satellites,
twenty-seven MEO satellites and three Inclined Geosynchronous Satellite Orbit
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(IGSO) satellites. The GEO satellites are operating in orbit at an altitude of
35,786 km and positioned at 58.75�E, 80�E, 110.5�E, 140�E and 160�E respec-
tively. The MEO satellites are operating in orbit at an altitude of 21,528 km and an
inclination of 55� to the equatorial plane. The IGSO satellites are operating in orbit
at an altitude of 35,786 km and an inclination of 55� to the equatorial plane. These
satellites broadcast navigation signals and messages within 3 frequency bands. The
BeiDou system has been in development for more than a decade, and it is esti-
mated to be operational with global coverage at the latest in 2020. The BeiDou
satellites transmit ranging signals based on the CDMA (Code Division Multiple
Access) principle, like GPS and Galileo. The mixed constellation structure of
BeiDou results in better observation geometry for positioning and orbit determi-
nation compared to current GPS and GLONASS, and future Galileo, especially in
China and neighboring regions. The BeiDou system has already started contrib-
uting to the multi-GNSS benefits where increased accuracy, availability and
integrity are possible when utilizing interoperable GNSS.

The characteristics of BeiDou B1I (B1 In-phase) signal can be compared with
GPS L1 signal in order to realize the similarities and differences between the two
systems. Both the civilian signals from these two systems have similar charac-
teristics in general, for example, the periods of their spreading codes are both 1 ms
long, and the coordinate systems and the navigation message structures are almost
the same with minor differences [1, 2]. This eventually means that many algo-
rithms that are implemented for the GPS receiver can be readily available to the
BeiDou receiver without any major modification. But to improve the positioning
performance, all the modern GNSS signals, including BeiDou and the GPS L5,
introduce a second layer of modulation between the navigation data and the PRN
code chips, known as Neumann-Hoffman (NH) code modulation. This ultimately
improves the data bit rate of the modern GNSS signals. The legacy GPS L1 C/A
signal has a data bit rate of 50 bps, which means that 1 bit data lasts for 20 ms (i.e.,
the PRN code cycle repeats 20 times for each data bit). The data bit rate of BeiDou
D2 signal is 500 bps which means that 1 bit data lasts for only 2 ms (i.e., 2
spreading code cycles). The data bit rate of BeiDou D1 signal is 50 bps originally,
but after modulated by NH code, the data bit rate becomes 1 kbps. So compared to
the GPS signal, the data bit rate of BeiDou signal increases significantly. Partic-
ularly, the NH code modulated D1 signal has 1 kbps data bit rate which makes
data bit transition possible within the data bit boundary. The use of NH code and
the resultant increase in the data bit rate has pros and cons. On the positive side,
the NH code can boost the ability of anti-narrowband interference and improve the
cross-correlation property of satellite signals and the bit synchronization [3];
whereas on the negative side, the existence of NH code makes the acquisition and
tracking of the modernized GNSS signals more challenging [4–7].

The use of a software-defined GNSS receiver is highly appreciated for its
flexibility, re-configurability and diversity. These unique characteristics of a
software-defined receiver make it possible to develop and then to validate new
algorithms for optimizing the receiver performance at a low cost [8]. A number of
software-defined receivers have already been developed for GNSS signal reception
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and processing [8–11]. Most of these receives are capable of processing GPS,
GLONASS and Galileo signals. Recently, a PC-based BeiDou software receiver is
introduced in [12] with limited algorithmic details on how to acquire, track and
process a NH code modulated BeiDou signal. Therefore, in this paper, the authors
discuss the main functionalities of a BeiDou receiver considering the challenges
introduced by the existence of NH code modulation.

The rest of this paper is organized as follows. Sect. 65.2 discusses the main
functionalities of a software-defined GNSS receiver in view of BeiDou satellite
navigation system. In Sect. 65.3, data collection scenarios and experimental
configurations are presented and the positioning results are presented. Finally,
conclusions and the future work lists are discussed in Sect. 65.4.

65.2 Software-Defined GNSS Receiver

A GNSS software-defined receiver consists of three major components, RF front-
end unit, a signal processing unit, and a navigation processing unit. The RF front-end
module is responsible for signal amplification, noise filtering, down-conversion,
automatic gain control, and analogue-to-digital conversion. The front-end module
converts the received analog data to digital Intermediate Frequency (IF) data at a rate
which is several times more than the code chipping rate. A 26 MHz sampling
frequency is used to generate the raw digitized IF samples in all the experimented
cases of this work.

The digital IF data are then processed by a signal processing unit whose main
responsibilities include signal acquisition, code and carrier tracking and data
demodulation. The demodulated data and the resulting pseudorange measurements
are then utilized by a navigation processing unit in order to offer a Position,
Velocity and Timing (PVT) solution, along with some other relevant information.
The software-defined receiver differs from a conventional receiver in the sense that
the functions of the processing and navigation units, including correlation/tracking
and navigation tasks, are delivered by software, leading to a more flexible design
with potential savings in cost and power.

A software-defined GNSS receiver platform, named as FGI-GSRx, has been
developed in Finnish Geodetic Institute for the analysis and validation of novel
algorithms for an optimized GNSS navigation performance. The basic version of
FGI-GSRx is based on an open-source software receiver platform [8], and it has
been adapted recently to be BeiDou-compatible with a dual-frequency front-end
from Nottingham Scientific Limited (NSL) [13]. The NSL front-end, ‘stereo v2’ is
used to capture the BeiDou data. The stereo front-end configuration is presented in
Table 65.1. The BeiDou B1I signal spectrum, time-domain plot and bin distri-
bution of the digitized IF samples are shown in Fig. 65.1.
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65.2.1 BeiDou Signal Acquisition

The main purpose of signal acquisition is to determine which of the satellites are
visible to the user and then, to coarsely estimate the carrier Doppler and the code
frequency of those visible satellites. In other words, signal acquisition is a three
dimensional search, where the satellite PRN number, the carrier Doppler and the
code phase are coarsely estimated. An FFT-based signal acquisition technique is
implemented in the receiver. The traditional coherent acquisition techniques used
for GPS L1 C/A signal cannot directly be applied to BeiDou D1 signal acquisition
due to the presence of NH-code modulation. In case of BeiDou D1 signal, the sign
changes occur more frequently than that of a GPS L1 C/A signal due to the
presence of NH code. Therefore, an acquisition scheme for BeiDou D1 signal with
more than 1 ms coherent integration period may appear dangerous, if sign infor-
mation is not consistently preserved. In view of this sign transition problem, a
novel acquisition technique is implemented for BeiDou D1 signal that preserves
the total useful signal energy in the presence of a sign transition, and hence, makes
a correct acquisition decision on the presence of the satellite, and its carrier
Doppler and the corresponding code phase. The working principle of the novel
BeiDou D1 acquisition technique is depicted in the following.

1. For a coherent integration period of Tcoh ms, a (Tcoh*1000 = ) Xbit number of
NH code bits is selected first. For example, for a coherent integration period of
5 ms, the first 5 bits of NH code, i.e., [-1-1-1-1-1] can be selected. Also, a
long incoming BeiDou signal of (Tcoh + 20-1) ms is required to carry out the
FFT-based acquisition. In case of Tcoh = 5 ms, the acquisition metric will be
consisted of 24 ms long incoming signal.

2. The frequency resolution is chosen such that the frequency bin size is less than
2/3Tcoh, where Tcoh is the coherent integration time. In case of a 5 ms inte-
gration time, the frequency bin size should be less than or equal to 133.33 Hz.

3. The chosen Xbit long NH code sequence is then multiplied with the locally
generated BeiDou PRN codes in order to form a Xbit long NH-code-modulated-
PRN-code-cycles.

4. An FFT-based correlation is then performed on each Tcoh ms blocks of
incoming BeiDou signal with the locally generated Xbit long NH-code-
modulated-PRN-code-cycles (i.e., the output of step 3.) with an incoming signal
index increment of 1. An example on how the incoming BeiDou D1 signal is
structured for acquisition is shown in Fig. 65.2 below for a coherent integration
period of Tcoh = 5 ms.

Table 65.1 NSL stereo v2
front-end configuration for
BeiDou B1I signal reception

Intermediate frequency 6.5 MHz
Front-end bandwidth 4.2 MHz
Sampling frequency 26 MHz
Number of quantization bits 2 bits
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Fig. 65.1 BeiDou signal spectrum (up), time-domain plot (lower-left), and bin distribution of the
digitized IF samples

Fig. 65.2 24 ms long incoming BeiDou signal is structured into 20 chunks of 5 ms long block
with an index increment of 1
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5. As the NH code length is 20 bits, there are altogether 20 chunks of correlation
matrices with all possible code delay and carrier Doppler combinations for a
specific BeiDou satellite. The winning index is the one which has the maximum
correlation peak, and therefore, it can then be used for detecting the presence of
the satellite, along with the estimation of the carrier Doppler and the code phase
via a pre-detection threshold computed against a certain probability offalse alarm.

The above acquisition technique is used in the software receiver in order to
acquire the BeiDou IGSO and MEO satellites. The resultant acquisition metric is
shown in Fig 65.3.

65.2.2 BeiDou Signal Tracking

The acquisition approach discussed above gives the initial estimates of the carrier
Doppler and the code offset. After the acquisition, the control will be handed over
to tracking loops to track the variations of carrier phase and code offset due to the
line of sight movement between the satellites and the receiver. Conventional DLL
and FLL-assisted PLL tracking loops [14] are implemented in the software
receiver. The main objective of signal tracking is to wipe off the code and
the carrier. The DLL synchronizes the code phase of the local replica with the
incoming signal, whereas the carrier tracking loop synchronizes the carrier fre-
quency and phase with those of the incoming signals. Figure 65.4 below shows the
tracking status of BeiDou PRN 11 for a 99 s long data.

Bit boundary detection: Once the BeiDou receiver keeps tracking the carrier
phase and the code offset of the incoming signal, the next phase is to detect the bit

Fig. 65.3 Acquisition metric for BeiDou IGSO and MEO satellites
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boundary and then to wipe off the NH code. The purpose of bit boundary detection
is to avoid integration across a data bit-edge which might cause errors in the
navigation message detection. Algorithms for the bit boundary detection can be
found in [10, 15, 16]. The Histogram Method, for instance, senses the bit sign
changes and keeps a statistic of their position. But this approach will not work with
the BeiDou D1 signal due to the presence of NH code. The sign changes in this
code within the data bit boundary would in fact be detected as data bit changes
affecting the statistics that this method uses for the bit boundary detection. On the
other hand, as the data bits are now modulated with the NH code, a simple
correlation of the incoming NH code modulated data with the locally generated
NH code can then be used to estimate the bit edge. The index with a maximum
correlation peak of 20 will be perfectly aligned with the NH code, and it can then
be used as the bit boundary index.

C/N0 estimation: The Carrier-to-Noise density ratio (C/N0) in the receivers is
often calculated based on the ratio of the narrowband and the wideband power
[15]. If this C/N0 estimation technique is used, the NH code must have to be wiped
off before the narrowband power is calculated. Otherwise, the narrowband power

Fig. 65.4 Channel tracking status for PRN 11

65 Implementation of a Software-Defined BeiDou Receiver 757



calculation will be erroneous due to the presence of bit transition within the 20 ms
bit boundary. In the implemented software-defined BeiDou receiver, the C/N0 is
estimated based on the ratio of the signal’s narrowband power to its wideband
power as mentioned in [15]. Figure 65.5 shows the C/N0 of the tracked BeiDou
satellites. As shown in the figure, the C/N0s of the IGSO satellites’ signals are
lower than the MEO satellites’ signals, as they have to traverse longer distance
than the MEO ones.

Navigation solution: At the navigation message decoding phase, the first step
is to detect the sub-frame preambles on the demodulated data. The BeiDou nav-
igation message has both error correction coding and data interleaving. The error
correction is performed by the Bose, Chaudhuri, and Hocquenghem (BCH 15, 11,
1) codes, which are capable of correcting one-bit error within every block of
15 bits. After successfully decoding the navigation message, a receiver position
can be calculated via a least-square method with at least 4 visible satellites with
decoded ephemerides.

65.3 Live Data Collection and Results Analysis

A dual-frequency front-end from NSL is used to capture the real BeiDou data. The
maxim 2,769B front-end [13] is configured according to the details mentioned in
Table 65.1. The BeiDou B1I signal spectrum, time-domain plot and bin distri-
bution of the digitized IF samples were already shown in Fig. 65.1 of Sect. 65.2.

The latest BeiDou data was collected on November 27 at around 5:40 AM UTC
time at a static position with a roof antenna in Finnish Geodetic Institute,

Fig. 65.5 C/N0 for the tracked BeiDou satellites
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Kirkkonummi, Finland. The data was collected for about 99 s. The sky-plot at the
time of data collection is shown in Fig 65.6. There are 1 GEO satellite (PRN 05), 2
IGSO satellites (PRNs 6 and 9), and 2 MEO (PRNs 11 and 12) satellites. At the
moment, the FGI-GSRx BeiDou receiver can acquire, track and offer a navigation
solution with BeiDou D1 signal from IGSO and MEO satellites. The authors have
been working to include GEO satellites’ (D2) signal reception capability in their
software-defined BeiDou receiver.

The horizontal error scatter plot is shown in Fig. 65.7, and the position error
variations in ENU frame is shown in Fig. 65.8. The position error statistics is
finally presented in Table 65.2.

The error statistics were computed for a stand-alone code-phase based position
solution without applying any environmental error corrections. Among the few
collected data sets, the error statistics are shown also with one other old data set
from Aug 21, 2013. Both the data sets were 99 s long, and they were collected with
the same front-end configuration as mentioned earlier in Table 65.1. The position
error statistics were computed with respect to true known position. The horizontal
and vertical mean errors for Nov 27, 2013 dataset were 4.66 and 4.88 m respec-
tively with a mean PDOP of 5.96. And, the horizontal and vertical mean errors for
Aug 21, 2013 dataset were 5.94 and 9.74 m respectively with a mean PDOP of 4.75.

Fig. 65.6 Sky-plot of BeiDou satellite navigation system at UTC time 5:40 AM at Finnish
Geodetic Institute with elevation cut-off angle 10�
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Fig. 65.8 Position error variations with respect to true position in ENU frame

Fig. 65.7 Horizontal error scatter plot

Table 65.2 Position error statistics with respect to true position

Data
collection
date

Horizontal Vertical

Std.
Dev.(m)

Mean
(m)

Max
(m)

Mean
HDOP

Std. Dev.
(m)

Mean
(m)

Max
(m)

Mean
VDOP

Nov 27, 2013 3.02 4.66 12.58 3.83 3.19 4.81 15.39 4.56
Aug 21, 2013 3.48 5.94 16.47 3.40 3.74 9.74 16.75 3.33
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65.4 Conclusions

This paper presents the main functionalities of a software-defined BeiDou B1I
receiver, while highlighting the similarities and differences of BeiDou B1I signal
has with the existing GPS L1 C/A signal. A novel acquisition technique for long
coherent integration in the presence of NH code was also presented and imple-
mented. Real data was collected with a front-end, which is then processed with the
implemented software-defined BeiDou receiver. BeiDou-only positioning results
were presented for a static scenario with two 99 s long datasets. The performance
of the software-defined BeiDou receiver was presented with different statistical
parameters. Future work includes acquisition, tracking and decoding of BeiDou
D2 signals from GEO satellites. In addition, the authors are currently working to
achieve a multi-GNSS navigation solution with GPS, BeiDou and Galileo navi-
gation systems.
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Chapter 66
GNSS Spoofing Mitigation Based on Joint
Detection of Code Doppler and Carrier
Doppler in Acquisition

Dingbo Yuan, Hong Li and Mingquan Lu

Abstract GNSS spoofing is extremely deceitful and destructive because it can
lead victim receivers to output misleading time and position information. There-
fore, timely and low cost spoofing detection and mitigation is of great importance
for critical GNSS applications and services. This paper presents a method for
GNSS spoofing mitigation based on joint detection of code Doppler and carrier
Doppler in acquisition. Subsequently, the performance of the method is evaluated.
Theoretical and simulation results demonstrate that the method is effective, and it
does not require additional hardware.

Keywords Spoofing mitigation � Code Doppler � Acquisition

66.1 Introduction

Nowadays, Global Navigation Satellite System (GNSS) is becoming more and
more predominant, since an increasing number of applications and services rely on
precise location information and time synchronization, such as communications
networks, emergency response and financial transactions [1]. However, GNSS
signals are vulnerable to interference and jamming because of being extremely
weak signals over wireless channels. In addition, GNSS signal structures are open
to the public, so they are more susceptible to disruptive attacks. Among them,
spoofing is extremely deceitful and deadly, because it can generate misleading
position and time information and it is difficult to be detected by users [2–4].
Hence, reliable spoofing detection and mitigation is of great importance for GNSS
applications and services.
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As is described in [5–7], spoofing attacks could be classified into three cate-
gories depending on their design complexity and the corresponding anti-spoofing
techniques: simplistic spoofing, intermediate spoofing and sophisticated spoofing.
Simplistic spoofing just generates and broadcasts GNSS signals, but does not
attempt to make spoofing signals consistent with genuine signals from the satel-
lites. Intermediate spoofing generates spoofing signals and attempts to synchronize
them with the current genuine signals from the satellites. As for sophisticated
spoofing, it generates several spoofing signals and it not only makes them con-
sistent with genuine signals, but also makes themselves consistent with each other.

A lot of methods for spoofing detection and anti-spoofing have been proposed
in the past years [8–12]. And they could be described briefly as follows. Amplitude
(power) test and time-of-arrival test could be implemented easily in GNSS
receivers and they turn out to be very effective for simplistic spoofing. Angle-of-
arrival test and consistency test between GNSS and inertial measurement unit
(IMU) would be more protective but they require additional hardware. Crypto-
graphic authentication would be the most protective but it has to modify current
GNSS receiver and GNSS signal structure.

As for simplistic spoofing attacks, because of spoofing signal not being consis-
tent with genuine signal necessarily and the relative movement between the spoofer
and victim receiver, the code Doppler and carrier Doppler between the spoofing and
genuine signals are not consistent any more. As for intermediate spoofing [5], it has
to make the victim receiver lock the spoofing signal without breaking the current
tracking loop. The spoofer has to adjust the code phase and carrier frequency of the
spoofing signal to align with the genuine signal. Consequently, the code Doppler
and carrier Doppler between the spoofing and the genuine signals are not consistent
any more. Generally, in order to align with genuine signal, the code Doppler of the
spoofing signal is higher than that of the genuine signal.

In addition, acquisition is the first step of baseband signal processing, so
spoofing detection and mitigation at this stage is of great importance and alarm
could be set as early as possible. Given this, a method for GNSS spoofing detection
and mitigation based on joint detection of code Doppler and carrier Doppler in
acquisition is proposed in this paper. Meanwhile, performance evaluation of the
proposed method is presented as well. We give a detailed discussion about how
genuine signal-to-noise ratio (called signal-to-noise ratio, as well, SNR), spoofing-
to-genuine ratio (SGR), acquisition number and acquisition time interval affect the
spoofing mitigation performance. At the end of the paper, simulation results are
provided to demonstrate the theoretical results.

66.2 Signal Model

Let s(t) denote the received intermediate frequency composite signal, and then it
can be expressed as

sðtÞ ¼ sSðtÞ þ sGðtÞ þ nðtÞ ð66:1Þ
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where n(t) represents the additive white Gaussian noise (AWGN) while sS(t) rep-
resents spoofing signal and sG(t) represents genuine signal, and they are expressed
as follows [13].

sSðtÞ ¼
ffiffiffiffiffiffiffiffiffiffi
2PSc

p
fcode þ f dop

S;code

� �
t þ /S;code

� �
cos 2p fIF þ f dop

S;carrier

� �
t þ /S;carrier

� �

sGðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffi
2PGc

p
fcode þ f dop

G;code

� �
t þ /G;code

� �
cos 2p fIF þ f dop

G;carrier

� �
t þ /G;carrier

� �

ð66:2Þ

Here PS and PG are the power of the spoofing and genuine signals, respectively,
c(.) is the pseudo noise code, fIF is the carrier frequency and fcode is the nominal PN

code chip rate. f dop
S;code and f dop

S;carrier are the code Doppler and carrier Doppler of the

spoofing signal, respectively, while f dop
G;code and f dop

G;carrier are the code Doppler
and carrier Doppler of the genuine signal, respectively. /S;code, /S;carrier, /G;code

and /G;carrier are the initial code phase and carrier phase of the spoofing signal and
genuine signal, respectively.

Let a and b denote SNR and SGR. Let r2 denote the power of noise. Then, they
can be expressed as follows,

a ¼ PG

r2
; b ¼ PS

PG
ð66:3Þ

For a simplistic spoofing attack, spoofing signals do not have to be consistent
with genuine signals. Moreover, there may be a relative movement between the

spoofer and the victim receiver. Consequently, f dop
S;code and f dop

S;carrier would not be

consistent with f dop
G;code and f dop

G;carrier either.
As for an intermediate spoofing attack, it has to make the victim receiver lock

the spoofing signal without breaking the current tracking loop [14]. So the spoofer
has to adjust the code phase and carrier frequency of the spoofing signals con-
tinuously to align with the genuine signals. Usually, there are two strategies for the
spoofer to align with the genuine signals received by the victim receivers [14].
Strategy 1 in Ref. [14] maintains the consistency between the carrier Doppler and
the code Doppler, and it aligns with the genuine signals by changing the code

Doppler and carrier Doppler simultaneously. In this way, both f dop
S;code and f dop

S;carrier

would not be consistent with f dop
G;code and f dop

G;carrier any more. Strategy 2 in Ref. [14]
breaks the consistency between the code Doppler and carrier Doppler. The code
Dopplers of the spoofing signals and genuine signals are not the same any more
while the carrier Dopplers of them are still consistent. In this way, the consistency

between f dop
S;code and f dop

S;carrier is not maintained.
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66.3 The Principle of the Algorithm

As is described above, the code Doppler and carrier Doppler of the spoofing
signals are not consistent with the genuine signals any longer. Hence we try to
monitor the code Doppler and carrier Doppler of the received signals to detect and
mitigate the spoofing signals. As is known to us, acquisition is the first step of
GNSS baseband signal processing. It would be timely and alarm could be raised as
early as possible if we can make spoofing detection and mitigation at acquisition
stage. Hence, we will present the principle of the method for spoofing mitigation
based on joint detection of code Doppler and carrier Doppler in acquisition.

The method could be divided into two parts: baseband signal acquisition and
spoofing mitigation. They are described in detail as follows.

66.3.1 Baseband Signal Acquisition

Like traditional signal acquisition, baseband signal acquisition here mainly does
coherent and non-coherent integrations of received and local signals. And then
compared with a preset threshold which is derived from a desired false alarm
probability according to Neyman-Pearson criterion [15], we search the code phase
domain and the frequency domain to get a peak. However, it is a little different here.

Generally, we can just get coarse code phase and carrier Doppler in acquisition.
In order to make spoofing mitigation, we need to get accurate code Doppler and
carrier Doppler. Thus, we should do acquisition more than once. Let us denote the
acquisition number as N. The time interval between each acquisition would be
constant and it is denoted as d. For each acquisition, let Tcoh and K denote the
coherent integration time and non-coherent integration number, respectively.

Firstly, we can get the non-coherent integration of each acquisition. Meanwhile,
after the desired false alarm probability is preset, we can get the corresponding
threshold [15]. Then we can get the non-coherent results which are over the
threshold. And we record the corresponding code phase and carrier Doppler as,

Cn ¼ ½cn1; . . .; cnL�; Fn ¼ ½fn1; . . .; fnL� ð66:4Þ

Here n represents the nth acquisition and L represents numbers of non-coherent
results which are over the threshold. As we know that the ideal code autocorre-
lation function is a delta impulse function, if sample rate fs is very high, there may
be more than one point over the threshold. We should just retain one point from
each delta impulse peak by

cni � cnj

�� ��� fs=fcode; 1ffi i; jffi L; i 6¼ j ð66:5Þ

At each acquisition, we would get two code phases and corresponding carrier
Dopplers. If there is only one point over the threshold, then the two code phases
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and carrier Dopplers would be the same. Otherwise, if there is more than one point
over the threshold, then we should get two code phases and carrier Dopplers whose
corresponding correlation results are the first and second maximum. The code
phase and corresponding carrier Doppler at the nth acquisition would be denoted
as

Cn ¼ ½cn1; cn2�; Fn ¼ ½fn1; fn2� ð66:6Þ

After N acquisition, we obtain a code phase matrix and a carrier Doppler
matrix, which are expressed as follows,

C ¼

c11 c12

c21 c22

� � � � � �
cN1 cN2

2
664

3
775

N�2;

F ¼

f11 f12

f21 f22

� � � � � �
fN1 fN2

2
664

3
775

N�2

ð66:7Þ

66.3.2 Spoofing Mitigation

In baseband signal acquisition, after several acquisitions, we get the code phase
matrix and carrier Doppler matrix. Then in spoofing mitigation stage, we would
identify spoofing signal and genuine signal based on two matrix in Eq. (66.7). As
we all know, the code Doppler is proportional to the carrier Doppler for genuine
signal, because the Doppler effect is caused by the relative motion between the
satellite and the receiver. Generally, for civilian receivers and L1 C/A signal, the
motion is not highly dynamic, so relative velocity is less than 2 km/s, the corre-
sponding carrier Doppler is less than 10 KHz. And the C/A code rate is
1.023 MHz, so the corresponding code Doppler is less than 6 Hz. As for the
spoofing signal, in order to align with the genuine signal, its code Doppler is
usually higher and it is not consistent with the carrier Doppler any more. There-
fore, we should firstly find out the code Dopplers and carrier Dopplers of both
genuine and spoofing signals so that we can distinguish them. Generally, the code
and carrier Doppler of the genuine signal and spoofing signal vary slowly and we
can treat them as constant in a short time. Given this, in order to find out the code
Doppler of the genuine signal and spoofing signal, we should actually find out two
straight lines from the code phase matrix C, the slope of each line is actually the
desired code Doppler. And the intercept of each line is actually their corresponding
initial code phase. Similarly, we could find out two straight lines from the carrier
Doppler matrix F, the average intercept of each line is actually the corresponding
carrier Doppler.

Let tn denote the start time of each acquisition, we can easily see that
tn � tn�1 ¼ d. In order to fit two straight lines from the given code phase matrix C,
we should firstly get the classification line of the code phase matrix by
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A ¼
PN

n¼1 cn1 þ cn2 � 2�cð Þ tn ��tð Þ
2
PN

n¼1 tn ��tð Þ2
ð66:8Þ

B ¼ �c� A�t ð66:9Þ

where

�t ¼ 1
N

XN

n¼1

tn ð66:10Þ

�c ¼ 1
2N

XN

n¼1

cn1 þ cn2ð Þ ð66:11Þ

With the parameter A and B, we can easily calculate the point of the classifi-
cation line at time tn. They can be expressed as the following equation.

cn ¼ Atn þ B ð66:12Þ

In case that the two lines would intersect each other, we should get the possible
intersection point and it can be denoted as m.

m ¼ arg
1ffi nffiN

minfminðcn1 � cn; cn2 � cnÞg ð66:13Þ

Then we could divide the code phase matrix into two separate sets by checking
whether the code phase at time tn is below the classification line or not. That is to
say, the two separate code phase sets could be expressed as follows.

C1 ¼ fcnijcni [ cn; 1ffi nffim; 1ffi iffi 2g
[ fcnijcniffi cn;m\nffiN; 1ffi iffi 2g

C2 ¼ fcnijcniffi cn; 1ffi nffim; 1ffi iffi 2g
[ fcnijcni [ cn;m\nffiN; 1ffi iffi 2g

ð66:14Þ

Correspondingly, we could divide the carrier Doppler matrix into two separate
sets using the same rules. They can be expressed as the following equations.

F1 ¼ ffnijcni [ cn; 1ffi nffim; 1ffi iffi 2g
[ ffnijcniffi cn;m\nffiN; 1ffi iffi 2g

F2 ¼ ffnijcniffi cn; 1ffi nffim; 1ffi iffi 2g
[ ffnijcni [ cn;m\nffiN; 1ffi iffi 2g

ð66:15Þ

For convenience, we would rewrite the above four sets as follows.

C1 ¼ fc1ðnÞj1ffi nffiNg; C2 ¼ fc2ðnÞj1ffi nffiNg
F1 ¼ ff1ðnÞj1ffi nffiNg; F2 ¼ ff2ðnÞj1ffi nffiNg

ð66:16Þ
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Then we can get the corresponding code Doppler and carrier Doppler by

f dop
i;code ¼

PN
n¼1 ðciðnÞ � 1

N

PN
n¼1 ciðnÞÞðtn ��tÞ

PN
n¼1 ðtn ��tÞ2

; 1ffi iffi 2 ð66:17Þ

f dop
i;carrier ¼

1
N

XN

n¼1

fiðnÞ; 1ffi iffi 2 ð66:18Þ

For genuine signal, the code Doppler should be proportional to the carrier
Doppler, and the relationship between them could be expressed as

f dop
G;code=f dop

G;carrier ¼ R. Take civil L1 C/A signal as an example, R would be 1/1540.
Thus, we should test the ratio between the code Doppler and carrier Doppler. The
ratio of the spoofing signal would be farther from R than that of the genuine signal.
Then we can find out the spoofing signal by a preset threshold RT. If the ratio is
over the threshold, we declare that it is spoofing signal. Otherwise, it is genuine

signal. That is to say, if f dop
i;code=f dop

i;carrier � R
���

���[ RT , then corresponding Ci and Fi

would be the code phase and carrier Doppler of spoofing signal, and the tracking
loop would not lock it. Otherwise, it would be the code phase and carrier Doppler
of genuine signal. In this way, we successfully mitigate the spoofing signal.

66.4 Performance Analysis and Evaluation

As we know, the performance of the proposed method is influenced by many
factors, such as SNR, SGR, acquisition number, acquisition time interval and
sampling rate, etc. Here we would give a detailed analysis about how SNR, SGR
and acquisition number affect the spoofing mitigation performance.

66.4.1 SNR and SGR

We would regard spoofing mitigation probability as a parameter to evaluate the
performance of the proposed method. Since the first step of the proposed method is
baseband signal acquisition, it is obvious that the power of the genuine signal and
spoofing signal will influence the spoofing mitigation probability.

Here we assume that the spoofing signal is independent with the genuine signal.
We know that the signal acquisition is set up as a hypothesis test, testing the
hypothesis H1 that genuine signal is present, the hypothesis H2 that spoofing signal
is present versus the hypothesis H0 that the signal is not present. Thus the cor-
responding general probability density of each acquisition could be expressed as
follows [15], where fs is the data sample rate and IK�1ð:Þ is a modified Bessel
function of the first kind.

66 GNSS Spoofing Mitigation 769



f ðx; H0Þ ¼
1

2KðK � 1Þ! xK�1e�x=2; x� 0

f ðx; H1Þ ¼
1
2
ð x

2KafsTcoh
Þ

1
2ðK�1Þe�

1
2ðx�2KafsTcohÞ

IK�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2KafsTcohx

p� �
; x� 0

f ðx; H2Þ ¼
1
2
ð x

2KabfsTcoh
Þ

1
2ðK�1Þe�

1
2ðx�2KfsabTcohÞ

IK�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2KabfsTcohx

p� �
; x� 0

ð66:19Þ

Let Pd denote the probability of successful detection of the two desired code
phases and carrier Dopplers, then it could be expressed as Eq. (66.20).

Pd ¼
Z1

TH

Z1

TH

f ðx2; H2Þf ðx1; H1Þdx1dx2 ð66:20Þ

According to Neyman-Pearson criterion, TH is a threshold which is related to
the preset probability of false alarm. And it could be derived by the following
equation,

f ðx; H0Þ ¼
1

2KðK � 1Þ! xK�1e�x=2; x� 0 ð66:21Þ

From Eqs. (66.20) and (66.21) we can see that, if the power of the genuine
signal and the spoofing signal is stronger, the probability of successful detection
would be higher. However, although the spoofing signal is independent with the
genuine signal, if the power of the genuine signal (spoofing signal) is much
stronger than the spoofing signal (genuine signal), the probability of successful
detection would be very low. That is because the actual cross correlation of the
genuine signal and spoofing signal is not zero. If the power difference of the
genuine signal and spoofing signal is significant, then the cross correlation would
be very large. As a consequence, the threshold would rise up, and the probability
of successful detection would fall down.

Take L1 C/A signal as an example, the initial code phase of the genuine signal
and spoofing signal is 250 and 247, correspondingly. The code Doppler of the
genuine signal and the spoofing signal is 2.6 and 10 Hz while the carrier Doppler
of them is 4,000 Hz. The parameters for the mitigation method is as follows,
baseband signal sample rate is 1.023 MHz, coherent integration time Tcoh = 1 ms,
non-coherent number K = 4. And the acquisition number N = 25. Probability of
false alarm is 1e-3 and the threshold RT is 1.25e-3. The simulation result is
illustrated in Fig. 66.1. We can declare that, the probability would decrease if SGR
is too large or too small. If SGR is 0, which means the genuine signal has the same
power with the spoofing signal, the probability would be the highest. And we can
also find that the probability would monotonically increase as SNR increases when
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spoofing signal is weaker than genuine signal. And it is actually the opposite when
spoofing signal is stronger than genuine signal. That is because of the influence of
the cross correlation as is described above.

66.4.2 Acquisition Number

The core idea of the proposed method is spoofing identification by joint detection
of code Doppler and carrier Doppler in acquisition. However, as we all know, we
can just get coarse code phase and carrier Doppler in acquisition. In order to get
accurate code Doppler and carrier Doppler, we need to do acquisition several
times. The time interval between each acquisition should be not too large or too
small. If it is smaller than the hardware computation time, then we can’t get correct
result without additional hardware. If it is too large, it may take a long time to
identify the spoofing signal, which is not available for some critical applications
and services. Moreover, for the intermediate spoofing attack, if the time interval is
too large, maybe the code phase of the spoofing signal would not change any more
since it has aligned with the genuine signal.

As the code phase and carrier Doppler of each acquisition is not accurate
enough because of the noise and limited sample rate. As the acquisition number
increases, carrier Doppler derived through Eq. (66.18) would be much more
accurate. And if we get more code phases, we can get more precise code Doppler
through Eqs. (66.8–66.17).

On one hand, larger acquisition number would result in more precise result. On
the other hand, if acquisition number is too large, it would take more time to
identify the spoofing signal for each channel. Here we still take L1 C/A signal as
an example, SNR and SGR are -20 and 0 dB, correspondingly. The time interval
is 40 ms, the threshold RT is 1.25e-3, as acquisition number varies from 15 to 40,
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and probability of successful spoofing mitigation is listed as the upper part of
Fig. 66.2. We find that the probability monotonically increases as the acquisition
number increases. And computation error of the method is listed as the lower part
of Fig. 66.2. We find that the error is becoming smaller while the acquisition
number increases.

Meanwhile, by setting different acquisition numbers and acquisition intervals,
code phases of genuine and spoofing signals are illustrated in Fig. 66.3. When
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acquisition number is 40 and acquisition interval is 25 ms, the result would be
more accurate than the case when acquisition number is 20 and acquisition interval
is 50 ms. However, when acquisition number is 100 and acquisition interval is
10 ms, the performance is not improved so much. That is because the interval is
too small.

66.5 Conclusion

An increasing attention is focused on GNSS spoofing attacks and anti-spoofing
recently. Many anti-spoofing methods are proposed in the past few years, but they
are mainly focused on spoofing detection. In this paper, we present a method for
spoofing mitigation in acquisition by joint detection of code Doppler and carrier
Doppler. The proposed method in this paper can not only detect but also mitigate
spoofing signal. And the method make spoofing mitigation in acquisition, which is
timely and alarm can be raised up earlier compared with other anti-spoofing
methods. As the method is implemented in acquisition, it doesn’t require any
additional hardware and it can make spoofing mitigation continuously without
interrupt the normal tracking loop.

Future research will focused on a much more complete performance analysis of
the method, including the influence of sample rate and the threshold RT. How to set
the threshold RT adaptively should also be investigated.
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Chapter 67
Demonstration of Signal Tracking
and Scintillation Monitoring Under
Equatorial Ionospheric Scintillation
with a Multi-Frequency GNSS Software
Receiver

Tao Lin and Gérard Lachapelle

Abstract Ionospheric scintillations can degrade the performance of GNSS
receivers by causing fading in the amplitude and phase of trans-ionospheric GNSS
signals. Considering the current solar maximum, a research project was established
between the Brazilian Institute of Geography and Statistics (IBGE), the University
of the State of Rio de Janeiro, and the Position, Location and Navigation (PLAN)
Group at the Department of Geomatics Engineering, University of Calgary (UofC),
to investigate the effects of equatorial ionospheric scintillation on GNSS signal
tracking performance and measurement quality with the latest receiver technology.
A so-called shared-channel architecture, which supports the inter-frequency and
inter-satellite code/carrier aiding, has been proposed in this paper. Based on the data
collected during this project, the proposed shared-channel architecture has been
proven to provide significant benefits over standard receiver processing architecture.

Keywords Equatorial scintillation � GNSS signals � GNSS software receiver �
Satellite and frequency diversity

67.1 Introduction

The solar maximum of the current Sunspot Cycle 24 was predicted to happen in
2013. As a result of the higher Sun activity, ionospheric scintillation causing
amplitude fading and phase fluctuation of the received GNSS signals is expected to
happen more often and strongly. A research project was consequently established
in 2012, by the Brazilian Institute of Geography and Statistics (IBGE), the
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University of the State of Rio de Janeiro, and the Position, Location and Navi-
gation (PLAN) Group of the Department of Geomatics Engineering, University of
Calgary (UofC), to investigate the effects of equatorial ionospheric scintillation on
GNSS signal tracking performance and measurement quality with the latest
receiver technology. The multi-constellation multi-frequency GNSS Software
Navigation Receiver (GSNRxTM) developed by the UofC PLAN Group was used
in this project due to its multi-constellation multi-frequency processing capability
and its flexibility to adopt the latest receiver technology for GNSS signal tracking
under strong equatorial scintillation.

This paper first introduces so-called shared-channel architecture for signal
acquisition and tracking under scintillation. The scintillation parameter estimation
implemented in GSNRxTM are then described, as well as the data collection
approaches. The assessment of the proposed architecture is evaluated based on
results in the observation domain, through detecting dual frequency cycle slips and
in the position domain by submitting the GSNRxTM-derived observations to the
Natural Resources Canada (NRCan) Canadian Spatial Reference System Precise
Point Positioning (CSRS-PPP) Service. The results are also compared with those
obtained using the RIOD station observations with a commercial hardware
receiver to assess the performance of the GSNRxTM.

67.2 Shared-Channel Architecture

Ionospheric scintillations are rapid temporal fluctuations in both amplitude and
phase of trans-ionospheric GNSS signals caused by the scattering of irregularities
in the distribution of electrons encountered along the radio propagation path. The
occurrence of scintillation has large day-to-day variability. The most severe
scintillations are observed in the polar (at auroral latitudes) and near the equator
(±20� of geomagnetic equator).

Equatorial amplitude scintillation affects both code/carrier tracking and
degrades pseudorange and carrier phase measurements. Deep amplitude fades over
sufficient duration can cause loss of lock in both code and carrier tracking within a
GNSS receiver. Equatorial phase scintillation adversely affects the operation of a
receiver’s phase lock loop (PLL) and leads to carrier cycle slips, navigation data
bit errors, and completely loss of carrier lock. Carrier phase tracking is very
sensitive to scintillation due to its stringent tracking threshold. Therefore one
solution for the scintillation problem is to employ a frequency lock loop (FLL) to
replace a PLL for carrier tracking, due to its better robustness to signal attenuation
and signal dynamics. However, many GNSS applications require (multi-fre-
quency) carrier phase measurements, which a FLL cannot provide.

Despite the challenge of phase tracking under strong equatorial scintillation,
several signal processing techniques can be used to improve the carrier tracking
robustness. The common ones are FLL-assisted-PLL, adaptive-bandwidth PLL,
and data stripping. Given the robustness of a FLL, it is wise to consider using a
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FLL to aid a PLL. This combined carrier tracking loop is called FLL-assisted-PLL.
In a typical implementation of a FLL-assisted-PLL, a FLL and a PLL operate in
parallel to jointly control the carrier numerical controlled oscillator (NCO). The
overall performance of such a FLL-assisted-PLL is between a standalone FLL and
a standalone PLL depending on the loop noise bandwidths. An adaptive-bandwidth
PLL is another popular option for carrier tracking under scintillation. The use of a
wide PLL bandwidth can help maintain phase tracking during periods of phase
scintillation by tracking rapidly changing phase. On the other hand, a narrow PLL
bandwidth is desirable to tolerate amplitude scintillation with the ability to track at
low carrier to noise-density (C/N0) conditions. The adaptive-bandwidth PLL is
typically implemented by a Kalman filter with a time-varying Kalman gain based
on the C/N0 conditions, because Kalman filter explicitly models the receiver clock
and optimally adapts its bandwidth based on C/N0.

It is well-known that a pure PLL discriminator provides an improved signal
tracking threshold by up to 6 dB compared to a Costas discriminator. Modernized
GNSS signals provide a pilot (data-less) component and a data component.
Although tracking only the pilot component can bring a 3 dB loss due to the power
sharing of data and pilot component, there is still a net gain of 3 dB due to the pure
PLL. Therefore, it is recommended to track the pilot component of modernized
GNSS signals (e.g., GPS L2C and L5) under scintillation. For the GNSS signals
which do not have a pilot component, it is still possible to utilize a pure PLL
discriminator with data stripping. For example, for the GPS L1 C/A signal, after
storing a complete copy of the full navigation data bits, or with external aiding, it
is possible to predict the navigation data bits until the navigation message changes.
This is so called data stripping. With the help of data stripping, it is still possible to
use a pure PLL discriminator instead of a Costas discriminator in short-term for
better carrier tracking under scintillation.

The techniques discussed above focus on improving the carrier tracking in a
single-frequency scalar-based receiver. Carrier tracking under scintillation can be
improved by using multi-satellite and multi-frequency aiding. This is because
scintillation rarely occurs on all visible satellites simultaneously on account of
isolated nature of the electron irregularities mentioned above. In addition, scin-
tillation is carrier frequency dependent. Both amplitude and phase scintillation
level has an inverse relation with the signal carrier frequency. The lower the carrier
frequency, the stronger the scintillation it is. In other words, if the same GPS signal
was broadcast on L1, L2 and L5 frequencies at same power, it is more likely that
scintillation will impact the L2 and L5 signals more than the L1 signal.

For the benefits of both frequency diversity and satellite diversity, it is
important to implement the multi-satellite and multi-frequency aiding in a multi-
frequency GNSS receiver. A typical implementation of such a processing archi-
tecture—herein referred to Shared-Architecture A—is shown in Fig. 67.1.

For the purpose of a better illustration, only the processing for GPS L1 C/A and
L2C signals is shown in the figure. Each satellite has multiple channels for
tracking signals on different frequencies. Each channel has a Doppler removal and
correlation (DRC) unit, a local signal generator unit, and a PLL. In this
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architecture, the key component is the multi-frequency vector delay and frequency
lock loop (VDFLL). It receives the correlation from all channels and track the code
and frequency of all signals from all satellites jointly. Regardless the implemen-
tation variations, a VDFLL should include a local PVT (Position, Velocity, and
Time) engine which accepts multi-frequency code and Doppler measurements.
The most common choice of this local PVT engine is an extended Kalman filter.

The VDFLL provides two feedback signals for each channel. One is the code
phase error or the code Doppler to control the code NCO in the local signal
generator, and the other is the carrier Doppler to aid the PLL in each channel.
These code phase errors and the carrier Doppler values are derived from the local
PVT engine. With the carrier Doppler aiding from the VDFLL, the PLL in each
channel only needs to track the residual Doppler (i.e., that induced by scintilla-
tion). The main implementation challenge of Shared-Architecture A is a reliable
multi-constellation multi-frequency PVT engine, as implementation of multi-fre-
quency aiding and multi-satellite aiding are dependent upon it.

An alternative processing architecture, named Shared-Architecture B, is shown
in Fig. 67.2. Compared to Shared-Architecture A, this architecture utilizes a delay
lock loop (DLL) for code tracking in each channel and the multi-frequency
VDFLL is replaced by a single frequency VFLL and a code phase estimator. In
this architecture, DLLs are carrier-aided by PLLs to provide low noise pseudor-
ange measurements. As the carrier aiding from PLLs are fused by a VFLL, the
multi-satellite aiding still propagates to DLLs indirectly from the PLLs in L1 C/A
channels, even though a vector delay lock loop (VDLL) is not used in this case.
Instead of being used for controlling the code NCOs, the code phase estimates
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derived from the single frequency PVT engine are applied to detect loss of code
lock on L1 C/A signals and to steer the DLLs when loss of code lock does occur.

In Shared-Architecture B, because the L1 C/A signal is more resistant to
equatorial scintillation than the L2C signal, the L2C PLLs are aided by the L1 C/A
PLLs. Since the carrier Doppler from the L1 C/A channels is already fused by the
VFLL, the L2C PLLs are benefiting from the satellite diversity as well. In the L2C
channels, similar to the L1 C/A channels, the carrier-aided DLLs are used for code
tracking. The estimated L2C code phases based on the L1 C/A timing information
are only used for detecting the loss of code locks and for code steering after loss of
locks. Shared-Architecture B also has the advantage of implementing multi-
satellite aiding and multi-frequency aiding separately. For example, if only the
multi-frequency aiding mode is needed, the receiver can simply disable the VFLL
aiding and keep the L1-to-L2 aiding, which Shared-Architecture A cannot.

For signal acquisition, both architectures only acquire the signal on a single
frequency (referred to the master frequency signal here), since the code phase and
carrier Doppler parameters of other frequency signals can be directly estimated by
the carrier Doppler and timing information of the master frequency signal. In order
words, the timing information and carrier Doppler from the master frequency
signal can be used to directly initialize the code and carrier tracking loops of other
frequency signals. The typical choice of the master frequency signal is the GPS L1
C/A signal, due to its shorter ranging code and stronger scintillation resistance
compared to others.
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Both Shared-Architecture A and Shared-Architecture B were implemented in a
multi-constellation multi-frequency GNSS software receiver. Only the results of
the Shared-Architecture B with the intermediate frequency (IF) data affected by
equatorial ionospheric scintillation are presented in this paper, but results with
Shared-Architecture A were similar.

67.3 Scintillation Monitoring

Scintillation monitoring capability is one of the key features, which has been
added into GSNRxTM during this research. It is useful not only for scientific
research on scintillation but also for signal and measurement quality control. The
amplitude scintillation index (S4) and phase scintillation variance are commonly
used to indicate the level of the scintillation activity. The S4 index can be com-
puted as [1]:

S4 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S4T � S4N

p
ð67:1Þ

where the total S4T index includes both the intensity variation and noise effect, and
S4N is the noise impact on the S4 index, which can be computed as [1]

S4N ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
100

C=N0
1þ 500

19C=N0

� �s

ð67:2Þ

The phase scintillation variance is the typical parameter used to reflect the
phase scintillation level. The key step of computing the phase scintillation variance
is the phase de-trending process. The purpose of the phase de-trending process is to
remove the low frequency effect on carrier phase, such as satellite motion, satellite
clocks, receiver clock, tropospheric delay, ionospheric delay, unwanted multipath
and possible user motion if the antenna is not static. As shown in Van Dierendonck
et al. [1], various phase de-trending methods are possible to achieve this goal. The
one implemented in GSNRxTM is the high pass filtering method, which is proposed
by Van Dierendonck et al. [1]. It utilizes a 6th order Butterworth high pass filter
with a cut-off frequency of 0.1 Hz to de-trend the carrier phase measurements.

In the equatorial region, the rapid phase changes, which are reflected on the
phase scintillation variance, may be associated with signal fades, which are
reflected on S4 (but not necessarily the contrary), as shown by SBAS-IONO Group
[2] and Xu et al. [3]. Therefore the S4 index values are more commonly used to
identify the occurrence of equatorial scintillation. Usually the S4 index values of
below 0.3 associated with weak scintillation and those above 0.6 with strong
scintillation.
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67.4 Data Collection

In order to collect the IF data affected by equatorial scintillation necessary to
perform this study, a narrow-band dual-frequency front-end (GPS L1/L2) was
installed at the facilities of IBGE Coordination of Geodesy in Rio de Janeiro. The
front-end has a bandwidth of 8 MHz and collects complex I/Q samples at 10 MHz.
The station (referred to RIOFE herein) is located under the Southern lobe of the
equatorial anomaly’s daily path, which is located on average ±15� around the
Geomagnetic Equator. Data was collected daily after sunset (20:00–24:00 local
time, 23:00–3:00 Universal Time), from June 4, 2012 to March 29, 2013, when-
ever equatorial scintillation occurred. The actual occurrence of strong scintillation
was verified by checking the S4 values measured by a Septentrio PolarRxS ion-
ospheric scintillation monitoring receiver belonging to the Concept for Ionospheric
Scintillation Mitigation for Professional GNSS in Latin America (CIGALA) net-
work. Based on the S4 values measured by the closest operational CIGALA sta-
tions to Rio de Janeiro, the IF data collected the previous day at RIOFE was
deleted or saved.

Due to the front-end bandwidth limitation, the dual-frequency front-end cannot
capture GPS L2P signal. In order to examine the impact of equatorial scintillation
on L2P and provide a reference for the IF data, the navigation measurements from
a Trimble NetRS hardware receiver, which is located at the RIOD station at IBGE
Coordination of Geodesy in Rio de Janeiro only 5 m away from the site (RIOFE)
where IF data was collected for this research. From the IF data collection avail-
able, three session files strongly affected by scintillation were selected for pro-
cessing and analysis: October 24 and November 17, 2012, and February 20, 2013.
In addition to these files, two more were selected corresponding to a quiet scin-
tillation time period (this one from 22:10 to 2:10 local time on June 04–05, 2012)
and to a session with fewer satellites affected by scintillation (March 28, 2013).

67.5 Performance Assessment

The performance of the proposed shared-channel architecture implemented in
GSNRxTM is assessed in terms of the number of valid measurements and solution
accuracy. The results presented in this paper is based on Shared-Architecture B.
Figure 67.3 shows the percentile of valid L1 C/A and L2C phase observations with
the Shared-Architecture B and a standard architecture (without using multi-fre-
quency and multi-satellite aiding). Valid phase observations are defined as those
where the carrier phase observations have phase lock indicator (PLI) value larger
than 0.6 (see Further Reading) and no cycle slips are detected. The results are
based on 8 h of data using 2 Hz measurements collected on October 24 and
November 17, 2012. The S4 values in this figure are the S4 estimates with the S4
estimator presented earlier. As shown, due to the benefits of multi-frequency
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multi-satellite aiding, Shared-Architecture B provides significantly more valid
measurements than a standard architecture over the entire S4 range, especially for
the L2C carrier phase. This demonstrates the importance of the multi-frequency
multi-satellite aiding for a multi-frequency GNSS receiver.

In order to assess the performance of GSNRxTM in the position domain, the L1
and L2 code and phase measurements generated by GSNRxTM for the five sessions
at RIOFE were submitted to the NRCan CSRS-PPP Service. This service can
perform single or dual frequency static or kinematic positioning. The measure-
ments collected at RIOD were also submitted to this service for comparison. All
measurements were processed by NRCan CSRS-PPP Service in kinematic mode to
allow the necessary degree of freedom for the coordinates to be affected by the
ionosphere through epoch by epoch estimation. PPP L1 code solutions were
generated for all five sessions using RIOFE and RIOD measurements. The solu-
tions using both GSNRxTM-derived measurements and Trimble NetRS-derived
measurements have similar accuracy regardless the occurrence of scintillation. The
solution using GSNRxTM-derived measurements is noisier mainly due to the front-
end bandwidth limitation. There is a strong correlation between both solutions
when scintillation occurs. In both receivers, to reduce the code noise, the DLL was
aided by the carrier Doppler from the PLL, which is influenced by scintillation.
Thus the accuracy of both solutions is degraded by scintillation.

The dual frequency measurements (L1 and L2 carrier phase and code) can be
generated by GSNRxTM for IIR-M and IIF satellites. CSRS-PPP requires a min-
imum of five satellites with all four types of measurements for at least one epoch in
order to initialize a dual frequency (i.e., ionospheric-free) processing. Once the
solution is initialized, the number of satellites’ requirement is reduced to four. The
November 17, 2012 dataset fulfilled these requirements for 1 h 38 min 45 s, thus
CSRS-PPP was able to generate a precise dual frequency PPP solution using this
subset. Considering the higher accuracy of this type of solution, the PPP

Fig. 67.3 Percentile of valid
phase observations (‘‘L1 C/A
proposed’’ and ‘‘L2C
proposed’’ refers to the L1 C/
A and L2C carrier phase
observations from the
proposed Shared-Architecture
B; ‘‘L1 C/A standard’’ and
‘‘L2C standard’’ refers to the
L1 C/A and L2C carrier
phase observations from a
standard architecture)
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processing estimated residual tropospheric parameters and corrected for ocean
loading effects, as the stations are relatively close to the Brazilian coast. Fig-
ure 67.4 shows the position errors processed by dual frequency CSRS-PPP. The
same type of solution using measurements collected at the RIOD station for all
visible satellites during the entire 4-h session is shown in Fig. 67.5. The PPP
solution for RIOFE was generated using measurements of only four to five sat-
ellites per epoch for less than 2 h, whereas the solution for RIOD was produced
using observations for all visible satellites in each epoch for 4 h, since the front-
end used at RIOFE is a narrow-band front-end, which cannot capture L2P signals,
while Trimble NetRS at RIOD can generate L2P measurements for all satellites in
view. The corresponding RMS and mean values of the position errors for all
observation sessions at RIOFE and RIOD are listed in Table 67.1. The RMS and
mean values for all sessions are generally very similar for RIOFE and RIOD. PPP
L1 code position difference RMS values range from a sub-metre level (horizontal)
and a metre level (vertical) in a session with no scintillation to a 5-m level

Fig. 67.5 Position errors
with Trimble NetRS
measurements

Fig. 67.4 Position errors
with GSNRxTM

measurements
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(horizontal) and an 8-m level (vertical) in a session with strong scintillation, i.e., a
factor up to 12. PPP L1 code position differences are biased by up to four (hori-
zontal) and six (vertical) metres in all sessions under strong scintillation; the best
positioning accuracies are those given by the dual frequency PPP solutions. For
November 17, 2012, accuracies at the level of centimetres to a few decimetres for
both RIOFE and RIOD are obtained.

In Fig. 67.4, the convergence period of the PPP solution (necessary for the float
ambiguities to converge to or close to integer values) can be seen with no dis-
continuities. On the other hand, discontinuities can be observed in Fig. 67.5. The
discontinuities are mainly due to cycle slip occurrence in phase measurements.
Although there more L2P phase measurements than L2C phase measurements,
cycle slips caused by scintillation on the hardware receiver observations forced the
ambiguity resolution process to re-start several times along the 4-h session, gen-
erating a final coordinate difference RMS at the decimetre level. In case of the
software receiver, GSNRxTM, the availability of fewer dual frequency phase
measurements caused the solution not to converge to centimetre level during the
duration of the sub-session.

67.6 Conclusions

This paper proposes a new baseband signal processing architecture, shared-channel
architecture for GNSS signal processing under strong equatorial scintillation. This
processing architecture has been implemented in a multi-constellation multi-fre-
quency GNSS software receiver, GSNRxTM. The performance of GSNRxTM, which
utilizes the proposed architecture, in the observation domain was excellent under

Table 67.1 RMS and mean values of the position errors at RIOFE and RIOD

Station Type of PPP solution Difference to known coordinates (m)

Latitude Longitude Height

RMS Mean RMS Mean RMS Mean

RIOFE L1 code 0.7 0.2 0.8 -0.4 1.9 -0.3
RIOD L1 code 0.4 0.2 0.3 -0.1 0.9 -0.2
RIOFE L1 code 3.9 -2.1 3.8 3.1 7.9 -1.6
RIOD L1 code 4.2 -2.3 4.0 3.2 6.9 -1.3
RIOFE L1 code 3.2 -1.5 2.8 1.5 4.3 1.4
RIOD L1 code 3.3 -1.7 3.1 2.0 4.2 1.5
RIOFE L1 L2C code and phase 0.16 0.15 0.07 -0.05 0.33 0.25
RIOD L1 L2P code and phase 0.24 0.03 0.13 0.06 0.12 0.01
RIOFE L1 code 2.5 -1.6 2.2 1.8 3.8 2.1
RIOD L1 code 2.6 -1.6 2.1 1.7 4.2 2.2
RIOFE L1 code 4.6 -3.6 2.0 1.3 8.1 5.8
RIOD L1 code 4.8 -3.8 1.8 1.4 8.2 5.8
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severe scintillation scenarios. This indicates that the proposed shared-channel
architecture is highly resistant to equatorial ionospheric scintillation.

Submitting L1 code observations generated by the software receiver, GSNRxTM

at RIOFE and by the hardware receiver, Trimble NetRS at RIOD to CSRS-PPP
service gave very similar results in the position domain in all cases, with the
ionospheric delay being responsible for degrading solution accuracies from the
session with no scintillation to those with strong scintillation. The best positioning
accuracies were those given by the dual frequency PPP solutions, at the centimetre
to few decimetres level for both RIOFE and RIOD. Cycle slips caused by scin-
tillation on the hardware receiver observations forced the ambiguity resolution
process to re-start several times along the session, which did not happen when
CSRS-PPP processed the software receiver cycle slip-free observations.
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Chapter 68
Rapid Reacquisition Algorithm
with Vector Tracking Loop in Indoor
Pseudolite Applications

Yang-yang Liu, Bao-wang Lian, Yu-long Song and Hao-wei Xu

Abstract The tracking loop always loses its lock in the indoor independent
pseudolite positioning system when the weak signals are blocked by the strong
signals frequently. Aiming at solving this problem, this paper proposes a rapid
reacquisition algorithm with vector tracking loop (VTL). The algorithm utilizes
the tracking information from all channels to aid the processing of individual
channel through the extended Kalman filter (EKF), and it can obtain a stable
tracking control input. A simulation has been made to compare the tracking ability
of the blocked signals between scalar tracking loop (STL) and vector tracking loop
(VTL). Furthermore, an independent indoor pseudolite positioning system has
been set up. The experiments prove that, in rapid reacquisition lost signals, the
performance of VTL is much more effective than the STL’s.

Keywords Vector tracking loop � Pseudolite � Rapid reacquisition algorithm

68.1 Introduction

In recent years, the demand for indoor navigation is more and more, and the
accuracy requirements are also increasing. However, because of its complexity of
the environment, little or no GNSS signals can be directly into the room. The use
of pseudolite (PL) can provide effective GNSS satellite signals for indoor envi-
ronment, which makes indoor high-precision positioning possible. But it will also
bring serious near-far problem, the tracking loop always loses its lock when the
weak signals are blocked by the strong signals, affecting the positioning accuracy
and even leading to failure position.
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The basic idea of vector tracking loop (VTL) is to use the correlation between
channels. In order to improve the performance of receiver, it uses the strong
signals tracking results to aid the channel tracking weak signals. In 1995, Spilker
[1] puts forward the concept of ‘‘vector tracking’’ firstly, and elaborates its ideas,
structure and characteristics. In [2–4], VTL is described in detail and the perfor-
mance of continuous tracking interrupt signal is verified. The ability of VTL for
weak GPS signals in high dynamics is analysed in [5]. The tracking performance
of different dynamic models has been compared in [6]. The advantages of VTL to
STL is compared in [7]. The deviation mechanism of code tracking loop in VTL is
studied in [8, 9]. In previous studies, the performance of VTL is analysed and
simulated based on the theoretical, not for actual applications.

This paper analyses the performance of VDFLL in rapid reacquisition from its
own characteristics. Firstly, the structures of the VTL and STL are described and
we focus on analyzing the extended kalman filter (EKF) for the VTL algorithm
model. A simulation has been made to compare the tracking ability of the blocked
signals among VTL and STL. Finally, an independent indoor pseudolite posi-
tioning system has been set up. And through the experiments, the correctness of
the theoretical analysis is verified.

68.2 System Structure Model

68.2.1 Structure of VTL

The tracking loop of tradition receiver is STL, carrier tracking using Costas loop
and pseudo-random noise sequence (PRN) tracking using the delay locked loop
(DLL). In STL, each channel becomes a tracking loop alone and provides the
tracking results for the navigation module independently, such as pseudo-range
and pseudo-range rate. VTL structure adopts vector delay/frequency lock loop
(VDFLL) to complete the pseudo-range and pseudo-range rate measurements,
calculation and navigation at the same time.

Figure 68.1 shows the basic structure of the VTL. In this structure, the tracking
loop is no longer formed by each channel independently, but by all the channels
with navigation module together to form a large tracking loop. The observation
vectors are composed by the tracking results, such as pseudo-range and pseudo-
range rate, from all the tracking channels, and transferred to the navigation
module. The navigation module filters the observation vectors with EKF and then
gets the user’s position, velocity and the clock information. Every channel
achieves the feedback from the filter results to generate the local signals.
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68.2.2 Model of VTL

In Fig. 68.1, the correlation outputs of I, Q form correlator module are:

IðnÞ ¼ aD nð ÞR eð Þ sin c fe þ Tsð Þ cos he þ gI

QðnÞ ¼ aD nð ÞR eð Þ sin c fe þ Tsð Þ sin he þ gQ

ffi
ð68:1Þ

s is the estimation error of code phase; fe is carrier frequency estimation error
and carrier phase estimation error is he; g is a white gaussian noise, and D(n) is the
navigation data; R(e) is related to the correlation function.

Frequency discriminator is a four quadrant arctangent function identifier, dif-
ferential function is:

Dfi ¼
arctan½ðIi�1Qi þ IiQi�1Þ þ j Ii�1Qi þ IiQi�1ð Þ�

t nð Þ � t n� 1ð Þ ð68:2Þ

Phase discriminator is early-minus-later power discriminator, the output of the
discriminator is:

Ds ¼ 1
2

E2 � L2

E2 þ L2
ð68:3Þ

The early power of correlator is E2 = IE
2 ? QE

2, and the later is L2 = IL
2 ? QL

2.
The pseudo-range measurement error and pseudo-range rate measurement error

are:

D~q ¼ Ds � c=fC=A

D~_q ¼ �Df � c=fL1

(
ð68:4Þ

Ds and Df are the code phase error and carrier frequency error of the output of
channel discriminator, respectively; fC/A and fL1 are the C/A code rate and L1
carrier frequency; c is the speed of light.

Correlator

Freq. discr .

Code discr . EKF

Carrier 
NCO

Code NCO

C/N0 measured

PVTiρΔ

iρΔ
is

Positioning 
results

Rest discriminators 
output results

Rest channels feedback 
results 

iρ

iρ

Fig. 68.1 Basic structure of
VTL
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Calculate the estimated values of pseudo-range and pseudo-range rate:

q̂i ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � x̂uð Þ2þ yi � ŷuð Þ2þ zi � ẑuð Þ2

q
þ ĉtk

_̂qi ¼
1�1

c vi�v̂u�ai½ �
1þ_̂tk

� kL1

8
<

: ð68:5Þ

where q̂i and _̂qi are the estimated values of pseudo-range and pseudo-range rate
from the ith satellite to users; [xi, yi, zi]

T and vi are the position and velocity of the
satellite; x̂u; ŷu; ẑu½ �T and v̂u are the position and velocity of the user; kL1 is the
carrier wavelength of L1; and c is light speed.

In VDFLL, the observation vector is Zk ¼ ½Dq1; . . .;DqN ;D _q1; . . .;D _qN �T ,
where N is the number of pseudolite receiver observed. DqiandD _qi are pseudo-
range and pseudo-range rate respectively. The dynamic of the user is low in the
indoor pseudolite positioning system, so this paper does not consider its acceler-

ation information. Xk ¼ ½Dxk;Dyk;Dzk;D _xk;D _yk;D_zk; tk; _tk�T is the state vector,
where [Dxk, Dyk, Dzk]

T is position error, and D _xk;D _yk;D_zk½ �T is the velocity error;
tk and _tk are the clock bias and clock drift respectively.

In the EKF, making a status update time T, the system is decentralized process
written as:

Xk ¼ UXk�1 þWk�1 ð68:6Þ

Wk-1 is the process noise vector, zero mean.
And the measurement equation is written as:

Zk ¼ HkXk þ Vk ð68:7Þ

Vk is the observation noise vector, zero mean.
U is the state transition matrix:

U ¼

I3�3 T � I3�3 0 0
0 I3�3 0 0
0 0 1 T
0 0 0 1

2
664

3
775 ð68:8Þ

H is the observation matrix:

H ¼

a1
x a1

y a1
z 0 0 0 �1 0

..

. ..
. ..

. ..
. ..

. ..
. ..

. ..
.

aN
x aN

y aN
z 0 0 0 �1 0

0 0 0 a1
x a1

y a1
z 0 �1

..

. ..
. ..

. ..
. ..

. ..
. ..

. ..
.

0 0 0 aN
x aN

y aN
z 0 �1

2
6666666664

3
7777777775

2N�8

ð68:9Þ
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I is the unit matrix, and ai ¼ ai
x; a

i
y; a

i
z

h i
is the unit vector cosine of the user to

the ith pseudolite.
Calculate the error estimated values of pseudo-range error and pseudo-range

rate:

Dq̂
D _̂q

� �
¼ H � X̂ ð68:10Þ

Calculate tracking loop input

Dq̂þ ¼ q̂þ Dq̂� ~q

D _̂qþ ¼ ð _̂qþ D _̂q� ~_qÞ � 1
kL1

8
<

: ð68:11Þ

where Dq̂þ and D _̂qþ are code loop input and carrier tracking loop input.
According to the system model, the implementation process of EKF is as

follows [10]:
Predict the error variance:

Pkjk�1 ¼ UPk�1jk�1U
T þ Qk ð68:12Þ

Step prediction equation:

X̂kjk�1 ¼ UX̂k�1 ð68:13Þ

Kalman gain:

Kk ¼ Pkjk�1HT
k HkPkjk�1HT

k þ Rk

� ��1 ð68:14Þ

Estimation error variance:

Pkjk ¼ I � KkHkð ÞPkjk�1 ð68:15Þ

State estimation equation:

X̂k ¼ X̂kjk�1 þ Kk Zk � HkX̂kjk�1

� �
: ð68:16Þ

68.3 Experiments and Results

In order to test the performance of VTL in the rapid reacquisition, the experiments
are divided into two parts. In the first part, the satellite signals are generated by the
commercial GPS signal source. The scene of the satellite signal obscured can be
simulated through the satellite signal open and close. Through this experiment, we
can evaluated the continuous tracking ability of VTL.
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In the second part of the experiments, we built an indoor pseudolite positioning
system. We use three pseudolites for two-dimensional localization. In this
experiment, we can test the performances of the continuous tracking ability for
weak signal and the rapid reacquisition ability when the signals are loss of lock.

68.3.1 GPS Simulation

Fifty seconds intermediate frequency data is generated by commercial GPS signal
source. There are 6 visible satellites, 4, 6, 10, 12, 14 and 15. The user’s receiver is
static. Initially, the carrier to noise ratio (C/N0) of the received GPS signals is
44 dB Hz. In the whole experiment processing, the 14th satellite is open normally
in addition to 25–35 s. The other five satellites are open normally throughout the
experiment.

Figure 68.2 shows the code tracking results of PRN 14 and Fig. 68.3 is the
frequency tracking results. In Figs. 68.2 and 68.3, the first column is the tracking
results of VTL and the second is STL. In Fig. 68.2, the first row is the code
tracking error and the second is code tracking input. In Fig. 68.3, the first row is
frequency tracking error and the second is frequency tracking input.

We can see from Figs. 68.2 and 68.3, in the 0–25 s, the tracking results of PRN
14 with VTL and STL are normally and similarity. Within 25–35 s, the 14th
satellite signal is closed. The tracking errors of VTL and STL increases dramat-
ically, and the two loops lost the lock. But due to the aids of other channels, VTL
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Fig. 68.2 Code tracking results of PRN 14: VTL (left) and STL (right)
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can generate stable code tracking input and stable frequency tracking input, while
the STL can not.

After 35 s, the signal of PRN 14 is reopened. The receiver with VTL reacquires
the PRN 14 almost at the same time while the STL is about 39 s. In this experi-
ment, in rapid reacquisition of shade satellite signals, the VTL is faster than the
STL nearly 4 s.

68.3.2 Experiment of Indoor Pseudolite Positioning

In the indoor independent pseudolite position system, the GPS signal is provided
by the pseudolite. Using the near-far problem in the process of indoor position, we
test the tracking performance for weak signal and blocked signal of VTL.
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In the experiment, the available space of laboratory size is 8 9 8 m plane and
4 m height. Figure 68.4 shows the detailed layout of pseudolites indoor, and we fix
up three pseudolites for two-dimensional horizontal position. The receiver is fixed at
the center of the triangle to collect the intermediate frequency data. We process the
intermediate frequency data in software receiver with VTL and STL, respectively.

The experiment is divided into three states. The first stage is 0–10 s, three
pseudolites transmit the GPS signals with a normally power; the second is 10–20 s,
the power of 3rd pseudolite is gradually reducing until it to zero; the third is
20–30 s, the power of 3rd pseudolite is gradually increasing until it to normal.

In the experiment, because of the large computation, we cannot use VTL to
realize real-time position. Therefore, we process the intermediate frequency data
with software receiver.

Figure 68.5 shows the C/N0 of the 3rd pseudolite throughout the experiment.
Can be seen from the figure, in the first stage, the C/N0 of VTL and STL are
similarity, but in the second stage, about 15 s when the C/N0 is reduced to
20 dB Hz, the STL loses its lock. In the third stage, about 25 s, the STL reacquire
the 3rd pseudolite. About 17 s, when the C/N0 is reduced to 15 dB Hz, the VTL
loses its lock, and about 23 s, the VTL reacquire the 3rd pseudolite.

It can be seen from the experiment, the tracking performance for weak signals,
relative to STL, VTL is lower than STL about 5 dB Hz. And when the weak
signals are recovery, the VTL can reacquire signals faster than STL.

68.4 Conclusion

This paper studies the rapid reacquisition algorithm with the VTL and implement
it into the indoor independent pseudolite positioning system. First through the
simulation, we verify that when the signal is weakened and even disappeared
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suddenly, the receiver with VTL can provide stable tracking input for the tracking
channel to generate stable local signal. And when the signal is recovery, the
receiver can reacquire the signal fast. Finally, an indoor independent pseudolite
positioning system has been established. The experiment prove that the tracking
ability for weak signals, the VTL is lower than STL about 5 dB Hz, and when the
weak signal is recovery, the VTL can reacquire the signal faster than STL. The
results show that the VTL has superior performance in rapid reacquisition and
great application prospect.
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Chapter 69
An Optimized Capture Algorithm
for GPS Receiver

Kun Zhai, Zhongliang Deng, Yuezhou Hu,
Le Yang and Zhuang Yuan

Abstract The paper studies and designs a differential guess-check capture
algorithm. This paper first makes a brief overview on coherent, incoherent and
differential integration, then it contrasts effects of longer coherent integral time and
incoherent integral time on the baseband loop, furthermore analyzes their features
and shortcomings. The paper continues to discuss traditional capture algorithm,
half-bits algorithm and full-bits algorithm. After analyzing theory and shortcom-
ings, the paper proposes a kind of optimized differential guess-check capture
algorithm. Through theoretical analysis and MATLAB software simulation veri-
fication, the paper simulated and compared the optimized algorithm with traditional
loop algorithm on different data length 80, 180, 280 ms. The result indicates the
optimized one has bigger correlation peak and smaller noise fluctuation. Moreover,
as the processed data lengthens, the optimized algorithm has more obvious
advantage. Finally, the methods to reduce the capture time are analyzed and
simulated. This shows that the scheme design is effective and feasible.

Keywords Baseband receiver � Integration time � Guess-check capture
algorithm � High sensitivity

69.1 Introduction

Coherent integration and incoherent integration are key technologies for receiving
weak GPS signals. Although the operation of incoherent integration can enhance
the signal-to-noise ratio, the square calculation before integration can bring in
square loss, which doesn’t exist in coherent integration.
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In reverse, coherent integration is affected by data bits jumping and frequency
tracking deviation, while the incoherent process won’t be influenced by these two
factors. Since the above, receiver can do long time (e.g. several hundred milli-
seconds, or even some seconds) incoherent integration.

For this problem, this page presents an optimization algorithm. The algorithm
can effectively avoid square loss, at the same time reduce the influence of data bits
jumping, thereby increases the capture sensitivity, which furthermore improves the
performance of the receiver.

69.2 Basic Algorithms for GPS Signal Acquisition

69.2.1 Coherent and Non-coherent Integration Algorithm

Data is multiplied with complex scrambling code’s conjugate and the pilot after
spread spectrum, so as to obtain accumulative result of different time slots. Coherent
integration is done through this method. Mathematical formula [3] is shown as (69.1)

RCOHðs; fdÞ ¼
XN

k¼1

ykðs; fdÞ
ffiffiffiffiffi

ffiffiffiffiffi ð69:1Þ

Incoherent integration is done through additive accumulation of self-correlation
amplitude, formula as shown as (69.2)

RNCHðs; fdÞ ¼
XN

k¼1

ykðs; fdÞj j2 ð69:2Þ

Coherent integration time is quite a key parameter of receiver’s design and its
value is a compromising process: In one hand, to improve filtering effect, reduce
noise and enhance tracing accuracy, integration filter’s bandwidth must be fairly
narrow, that is, in order to support customer’s high dynamics, make tracking loop
tolerate frequency tracking error caused by customer’s movement and limit its loss
to a maximum degree, the bandwidth of integration filter must be quite wide, that
is to say, the coherent integration time must be as short as possible.

Therefore, the receiver can choose the number of coherent and incoherent inte-
gral different pairs, so that reconcile the contradiction between the attenuation of
frequency error and square loss and optimize the noise performance of the receiver.

69.2.2 Differential Coherent Accumulation Algorithm

This algorithm [2, 4] conjugates multiplicities the coherent integration result of two
adjacent segments. This not only avoids the square loss of incoherent integration,
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but also reduces effect of data bits flip, thus improving capture performance.
Explicit formula as shown in (69.3)

RDCHðs; fdÞ ¼
XN�1

k¼1

ykðs; fdÞy�kþ1ðs; fdÞ
ffiffiffiffiffi

ffiffiffiffiffi ð69:3Þ

Among them, ykðs; fdÞ indicates the integration result of the Kth coherent
integration, y�kþ1ðs; fdÞ indicates ykþ1ðs; fdÞ’s complex conjugate, s is phase delay
of C/A code, fd for Doppler shift.

This method is superior to incoherent integration because the latter’s square
operation magnifies noise, while differential coherent accumulation conjugate
multiplicities adjacent point’s noise, of which the amplifying of noise is much less,
which will do much favour to improving signal-to-noise ratio.

69.3 Traditional GPS Capture Algorithm

69.3.1 Half-Bits Algorithm

This method [1] used one point of data as the beginning, then segments it con-
tinuously by 10 ms, and tabs them successively. Do coherent integration of data
inside each segment, and then respectively do incoherent integration of the
coherent integration result in odd segment and even segment. Compare the integral
result of odd segment and even segment; get out the bigger group of data. These
can ensure at least one group won’t flip. Detailed algorithm schematic as shown in
Fig. 69.1.

69.3.2 Full-Bits Algorithm

The difference between the half-bits method and the full-bits is that the latter one
increases the time of coherent integration from 10 to 20 ms. But considering the
flip of the data, they should be divided into 20 ms segments, and then delayed in
unit of 1 ms, which results in 20 groups of data [1].

Then, does coherent integration in each group, mark the results with Yb
m, and

incoherently accumulate the result as (69.4)

Yb ¼
Xmþ1

m¼1

Yb
m ð69:4Þ

In the end, use Y ¼ maxfY1;Y2;Y3; . . .; Y20g to be the final result to judge.
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69.4 Differential Coherent Guess-Check Optimized
Algorithm

With guess-check optimized algorithm, receiver can solve the data bit jumping
problems in coherent integration, and also avoid the square loss caused by inco-
herent integration, together with less calculation process. First, considering each
data bit can only be 0 or 1, guess-check optimized algorithm continues the former
coherent integration after guessing the bit value. One of the coherent integration
does add operation while the other one does subtraction. Then as one of the guess
must be right, with the other one wrong, guess-check optimized algorithm checks
and compares the two results, considering the one having bigger absolute value to
be the correct guess. Combined with the differential coherent integration method,
an optimization algorithm can be forwarded.

Data will be divided into M þ 1 sections, through delay time, fall into b groups,
which are used to find the beginning of data. Using Yb

k ðs; fdÞ to present the
coherent accumulation results of the Kth section for each groups, then the matrix
of coherent accumulate can be represented as (69.5):

Cb
k ðs; fdÞ ¼ Yb

k ðs; fdÞ
� ��

Yb
kþ1ðs; fdÞ ð69:5Þ

s represents the phase delay of C/A code, fd is the Doppler shift. The algorithm
flow chart is in Fig. 69.2.

Concrete steps as follows:
Step 1: Use ab

1; a
b
2. . .; ab

M to represent the different combination of navigation data
bits and product sign bits which are contiguous in b groups, and make ab

1 ¼ 1 with:

Sb
1ðs; fdÞ ¼ Cb

1ðs; fdÞ ð69:6Þ

MAX

Coherent 
integral 

Noncoherent 
integration

10ms ·   ·   ·   ·   ·   ·10ms 10ms 10ms Testing 
part

Noncoherent 
integration

Coherent 
integral 

Coherent 
integral 

Coherent 
integral 

Fig. 69.1 Schematic of half-bits algorithm
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Step 2:

Sb
2;0ðs; fdÞ ¼ Sb

1ðs; fdÞ � Cb
2ðs; fdÞ ð69:7Þ

Sb
2;1ðs; fdÞ ¼ Sb

1ðs; fdÞ þ Cb
2ðs; fdÞ ð69:8Þ

Step 3: Compare Sb
2;0ðs; fdÞ

ffiffiffi
ffiffiffi with Sb

2;1ðs; fdÞ
ffiffiffi

ffiffiffi, if Sb
2;0ðs; fdÞ

ffiffiffi
ffiffiffi[ Sb

2;1ðs; fdÞ
ffiffiffi

ffiffiffi, it

means the adjacent navigation data bits have opposite signs, then make ab
2 ¼ �1

Sb
2ðs; fdÞ ¼ Sb

2;0ðs; fdÞ ð69:9Þ

Otherwise, if Sb
2;0ðs; fdÞ

ffiffiffi
ffiffiffi\ Sb

2;1ðs; fdÞ
ffiffiffi

ffiffiffi, it means adjacent navigation data bits

have same-phase sign, then make ab
2 ¼ þ1, so

Sb
2ðs; fdÞ ¼ Sb

2;1ðs; fdÞ ð69:10Þ

Step 4: Similar to Step 3, make

Sb
i;0ðs; fdÞ ¼ Sb

i�1ðs; fdÞ � Cb
i ðs; fdÞ ð69:11Þ

Sb
i;1ðs; fdÞ ¼ Sb

i�1ðs; fdÞ þ Cb
i ðs; fdÞ ð69:12Þ

Compare Sb
i;0ðs; fdÞ

ffiffiffi
ffiffiffi with Sb

i;1ðs; fdÞ
ffiffiffi

ffiffiffi, get the sign polarity of adjacent navi-

gation data bits with the way in Step 3, then get Sb
i ðs; fdÞ, ab

i , then determine the
final ab

1; a
b
2. . .; ab

M and Sb
Nðs; fdÞ of each group.

20ms (1) … …20ms (2) 20ms (3) 20ms (M+1) Receive data 
module

(20 × (M +1))ms data, through every 20ms coherent integration are calculated,      
a coherent accumulation of M+1 matrix are got. For different bit edge, get b     
groups of results which each bit corresponds to a possible edge.

1 2 … … M … … 1 2 … … M+1

calculate the result of the adjacent two pieces of coherent 
accumulation conjugate multiplication and get M a difference matrix

1 2 … … M … … 1 2 …… M+1

After Differential coherent guess-check optimized algorithm, 
get the final result of the capture

b groups

b groups

Fig. 69.2 Algorithm flow chart of differential coherent guess-check optimized algorithm
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Step 5: Get the values of the following equation, so we can consider the
maximum result of each group to be its differential coherence accumulated value.

Zb
maxðs; fdÞ ¼

XM

l¼1

ab
l � Cb

l ðs; fdÞ ð69:13Þ

Maximum value in the earlier calculation result for each group is as differential
coherent accumulation value as.

Step 6: Get the final result from the following equation as (69.14).

Zmaxðs; fdÞ ¼ fZ1
maxðs; fdÞ; Z2

maxðs; fdÞ; � � � ; Zb
maxðs; fdÞg ð69:14Þ

Based on the method above method, differential coherence integral method
combine with guess-check optimized algorithm, not only increases the integral
time regardless of the limit within 20 ms, enhances the filtering effect, reduces
noise while increases precision, but also avoids the square loss caused by inco-
herent integration, which leads to high sensitivity of capture.

69.5 Matlab Simulations

According to the analysis above, Matlab simulation compared the optimization
algorithm with the half-bits algorithm and full-bits algorithm. In the simulation,
sample frequency is 5 MHz; intermediate frequency is 1.25 MHz, segmentation
coherent accumulation integral time is 20 ms.

69.5.1 Performance Comparison

Based on the result of Figs. 69.3 and 69.4, the full-bits gets the order of magni-
tudes of 106, while the optimization algorithm gets 1012, with more distinct
correlation peak and lower fluctuate of noise, which lead to higher sensitivity.

69.5.2 Performance Comparison with Different Data Length

The test results of the comparison among data length in 80, 180, 280 ms are as
follows, with the mentioned three methods.

From Figs. 69.5, 69.6 and 69.7, with the increase of data length, acquisition
probability of 3 methods all increase. Under the same data length and signal-
to-noise ratio, the optimization algorithm gets higher acquisition probability than
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the other two. And the advantage gets greater with longer data length. It’s because
the traditional methods encounter square loss during incoherent integration which
is effectively avoided in the optimization algorithm.

69.6 Analysis to Reduce the Capture Time

Since the GPS signal acquisition time is largely determined by amount calculation
of the capture algorithm. For the FFT capture mode, the length of the capture time
depends on the number of FFT points captured.

For capture algorithms of this paper, only the adjacent polar judgment is
calculated compared with amount calculation of the full-bits algorithm, when the
coherent integration time is 20 ms and the frequency search step is same. For the
case of large M, a new method is discussed in combination with the half-bits

Fig. 69.3 Capture result of
differential coherent guess-
check optimized algorithm

Fig. 69.4 Capture result of
full-bits algorithm
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algorithm and optimized algorithm. Firstly the data is divided into 10 ms long
according to half-bits algorithm. Secondly they are differentially coherent inte-
grated. Thirdly the odd and even segments are respectively coherent accumulated
by the guess-check optimized algorithm. At last the largest group is selected as the
capture results.

During the simulation, the data of length 180 ms is separately operated by the
half-bits algorithm and the traditional differential coherent. The capture results of
three algorithm are shown as Fig. 69.8.

Fig. 69.5 The capture probability of data length 80 ms

Fig. 69.6 The capture probability of data length 180 ms
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It can be seen the half-bits algorithm is optimal performance from Fig. 69.8,
while the improved algorithm is relatively poor performance. But at a lower
carrier-to-noise ratio of the case, it can still maintain a high probability of capture
and be feasible. In the calculation, the improved method’s amount is much smaller
than the other methods. This can reduce the acquisition time. For the weaker
capture probability, further research is needed.

Fig. 69.7 The capture probability of data length 280 ms

Fig. 69.8 Comparison performance of three capture algorithm
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