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Preface

The seminar on “Wind Energy and the Impact of Turbulence on the Conversion
Process” took place in Oldenburg, Germany, spring 2012. It was one of the first
scientific meetings devoted to the common topic of wind energy and basic turbu-
lence. The established community of researchers working on the challenging puzzle
of turbulence for decades met the quite young community of researchers, who face
the upcoming challenges in the fast growing field of wind energy applications. In
the last few years it became more and more evident that the efficient conversion
of wind energy by wind turbines has to face the challenging questions of turbu-
lence. Although wind turbines become bigger and bigger, now having diameters
close to 200m, they are always operating close to the ground in windy and gusty
regions, respectively. From the fluid mechanical point of view, wind turbines are
large machines operating in the fully turbulent atmospheric boundary layer. In par-
ticular they are facing small-scale turbulent inflow conditions. It is one of the central
puzzle in basic turbulence research to achieve a fundamental understanding of the
peculiarities of small-scale turbulence. Besides the inflow condition the resulting
aerodynamics around the wind turbine’s blades and the forces transmitted into the
machinery need to be better understood in this context of puzzling inflow condi-
tions. This is a big challenge due to the multi-scale properties of the incoming wind
field ranging from local flow conditions on the profile up to the interaction of wake
flows in wind farms.

This conference attracted high interest. It was supported from three societies,
namely the EUROMech, EAWE and ECOFTATC. As organizers we were quite sur-
prised that more than 100 participants from about 15 countries came to this confer-
ence. The intensive discussions of experts were a special mark of this conference
as well as the active participation, which lasted until the last lecture. Thus by this
conference the actuality of this new field became obvious.

Michael Hölling
Joachim Peinke

Stefan Ivanell
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Fatigue Damage Mitigation by the Integration of
Active and Passive Load Control Techniques on
Wind Turbines

C.L. Bottasso, F. Campagnolo, A. Croce, and C. Tibaldi

Abstract. The synergistic use of passive (by bend-twist coupling) and active (by
individual blade pitch control) load mitigation is considered in this work. It is found
that while both contribute to load reduction, they have opposite effects on the actu-
ator duty cycle, and this induces an additional unexpected pay-off from the combi-
nation of these two technologies.

1 Introduction

Load reduction techniques for wind turbines can be broadly categorized into two
families: active and passive. The former aims at mitigating loads by actively con-
trolling the machine (for example by changing the blade pitch and the generator
torque, or by moving flaps and/or tabs or other active devices), while the latter is
based on the idea of designing a structure that, when aerodynamically loaded, de-
forms so as to induce a load reduction.

Active load control systems exploit a power source to move the whole blade, or
a part of it, so as to reduce loads due to turbulence, gusts and asymmetry in the in-
flow. Generally these systems require sensors to measure the wind turbine response
and drive, through a feedback loop, a suitable motion strategy. Recently, several
individual pitch control (IPC) formulations have been proposed, demonstrating a
significant potential for fatigue load reduction [1, 2, 11, 7, 8, 9]. In fact, changing
the pitch of each blade independently allows for the reduction of the lowest load
harmonics, including their mean value. However, one of the possible drawbacks of
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e-mail: carlo.bottasso@polimi.it

C. Tibaldi
Risœ-DTU, Roskilde, Denmark
e-mail: tlbl@risoe.dtu.dk
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active load control is its effect on the actuators and their design: constantly pitching
the blade increases the actuator duty cycle (ADC), and hence its wear. This, in turn,
increases the cost of actuators, inducing a tradeoff with the advantages brought by
IPC.

On the other hand, passive load alleviation by bend-twist coupling (BTC), ob-
tained by exploiting the anisotropic mechanical properties of composite materi-
als [12, 10, 6, 5] is very attractive for wind energy applications: in fact there are
no actuators which may fail, no moving parts which may wear out, and no need for
sensors, all characteristics that are very interesting whenever simplicity, low main-
tenance and high availability are key to reducing the cost of energy. Furthermore,
BTC blades not only experience reduces loads but also require less ADC, since the
blades self-react to turbulent fluctuations in the wind.

In this paper we explore the possible existing synergies between BTC and IPC.
In fact, BTC and IPC can both mitigate loads, but BTC reduces ADC while IPC
increases it. The combination of the two technologies can lead not only to improved
load reduction performance, but also avoids excessive actuator activity thanks to the
passive load control built into the blade design.

2 Approach and Methods

Blade design is here performed with a constrained optimization-based procedure [3,
4]. All design requirements are treated as constraints, therefore all converged solu-
tions are viable according to the conditions that have been imposed by the designer.
The code performs the design using a multi-level approach. The method includes 2D
finite element models for sectional characterization and analysis, aero-servo-elastic
multibody models for load calculation according to certification rules, and detailed
3D finite element models for detailed stress-strain, fatigue and buckling analysis.
The optimizer iterates among the various levels, so as to deliver a cost-minimizing
design solution that also satisfies all desired design constraints at the finest descrip-
tion level, i.e. the detailed 3D model.

The individual pitch controller is based on the architecture proposed in Ref. [1].
The controller is driven by blade root moments, which are Coleman transformed
into a nacelle-fixed frame of reference to yield the rotor tilt and yaw moments. By
adjusting the IPC gains, one can tune within a certain range the level of individual
blade pitch activity, consequently affecting the level of load reduction and of ADC
increase. For this study, two different sets of gains were selected: the first has lower
gains and therefore only a moderate ADC increase, while the second one has higher
gains and a more aggressive behavior.

3 Design of Coupled Blades for Passive Load Mitigation

The baseline uncoupled design used for this study is that of a 45 meter rotor blade
for a Class-IIIA 2MW HAWT. All coupled blades are based on the same design load
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cases, constraints (5m maximum tip deflection, first flap frequency placement, max
stress/strain and fatigue) and material properties of the uncoupled one.

At first, we consider the case where fibers are rotated in the skin and/or the spar
caps for the whole span-wise extension of the blade according to six distinct config-
urations. Figure 1 at left reports the percent mass increase of the six optimal designs
with respect to the uncoupled baseline model. It appears that mass increases rapidly
with increasing fiber rotation angle. For example, this effect is evident by looking
at the trend for the three solutions with fiber rotations in the skin (Sk+10, Sk+20
and Sk+30), and the trend of the two solutions with fiber rotations in the spar caps
(SC+05 and SC+10). It also appears that the mass rate of increase is much higher
for spar cap fiber rotations than for skin ones. These effects are due to the fact that
this blade is mainly driven by frequency placement and maximum tip deflection
constraints, so that, even if envelope loads and fatigue are reduced due to BTC, the
blade structural components have to be thicker to restore the sectional stiffness and
satisfy the design constraints. Therefore, since bending stiffness is largely dictated
by the spar caps, the use of large fiber angles in the spar caps should be avoided
to limit the impact on the blade mass. The figure also shows that by distributing
the coupling between skin and spar caps, as done in the sixth design configuration
Sk+20&SC+05, allows one to keep the angle in the spar caps close to small values,
which in turn helps in limiting the reduction of sectional bending stiffness.
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Fig. 1 Percent blade mass increase (left) and ADC percent reduction (right) with respect to
the uncoupled baseline model

A very interesting aspect of BTC blades is their positive effects on ADC. In
fact, Fig. 1 at right shows that for all coupled models there is a large reduction
in the duty cycle of the pitch actuator. This is due to the passive control effect of
coupled blades: since these adaptive blades self-respond to turbulent fluctuations in
the wind, the active control system pitches the blades less (since it feels less the
effects of turbulence through its feedback loop), thereby reducing the effort on the
pitch system.

The effects of BTC on the hub envelope loads are illustrated in the left part of
Fig. 2, while the right part reports the DEL reductions at the tower root with respect
to the baseline configuration. Other loads are not shown here for brevity, but in
all cases one can notice a mitigation of the loads due to the effects of bend-twist
coupling.
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Fig. 2 Envelope load reductions at the hub (left) and DEL reductions at the tower root (right)

It was found that rotating the fibers away from the pitch axis in the region close to
the root does not really contribute much to load reduction, while it may affect the fre-
quency placement, maximum tip deflection and fatigue constraints. Indeed, these are
the main reasons why the previously studied BTC blades weigh more than the un-
coupled one. To correct for this problem, we modified blade model Sk+20&SC+05,
chosen because it exhibits good quality metric improvements with only a modest
mass increase, by using fiber rotations starting only outboard from a given span-wise
location. Even in this case, each blade was obtained with the previously discussed
constrained optimization procedure, and therefore each represents a constraint sat-
isfying optimal design.

The results show that partial coupling has a beneficial effect on blade weight.
Specifically, the minimum blade weight is achieved for rotations starting at 30%
span from the root; this configuration exhibits a mass decrease of about 2.8% with
respect to the uncoupled baseline and a decrease of about 3.2% with respect to the
fully coupled solution. Looking in general at the loads on the various components
of the machine (not shown here for brevity), one may notice that load reduction di-
minishes with the fiber rotation starting section moving outward. This is because the
resulting blades are less coupled, and therefore there is less passive load reduction.
Considering ADC, here again fiber rotation sections close to the root only suffer a
modest loss of performance with respect to the fully coupled blade, while the more
outboard sections significantly affect coupling, and hence incur in significant per-
formance penalties.

4 Integration of Passive and Active Load Control

In the following, six combinations of blade and controller designs are considered.
The baseline is taken to be the uncoupled blade with a collective pitch controller.
In addition, we consider the partially coupled blade with the collective trimmer,
termed BTC in the following figures. The uncoupled blade used with a first set
of less aggressive gains is labeled IPC1, and IPC2 when the more aggressive set of
gains is used. Similarly, the partially coupled blade is termed BTC+IPC1 when used
with the first set of gains, and BTC+IPC2 with the second.
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All configurations achieve essentially the same power production, with differ-
ences in their respective AEPs below 1%. However, when used with the uncoupled
baseline blade, the less aggressive tuning of IPC1 generates ADC increases in the
full power region in excess of 50%, while the more aggressive tuning of IPC2 brings
the ADC increase to over 130%. Such large increases obtained with a standard blade
would need to be accounted for during the design of the pitch system, increasing its
wear and cost. On the other hand, the lifetime ADC for the BTC blade used with col-
lective pitch control shows a reduction of almost 20%, while for BTC+IPC2 (more
aggressive case) it increases of around 25% and for BTC+IPC1 (less aggressive
case) it has only a slight increase of around 5% with respect to the uncoupled blade
with collective pitch. This last result shows that the combination of the passive and
active control strategies leads to an actuator duty cycle that is essentially equal to
the one of the baseline blade with purely collective blade pitch control.

Figure 3 shows, for the six combinations, the hub DELs and mean moments vs.
mean wind speed. It appears that, here again, the active and passive technologies
have synergistic effects. In fact, models BTC+IPC1 and BTC+IPC2 have a higher
load reduction than models BTC, IPC1 and IPC2, i.e. when using only either a
passive or an active solution. Furthermore, it should be stressed once again that the
load reductions achieved by BTC+IPC1 are obtained with roughly the same ADC
as the baseline case.
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Fig. 3 Hub DELs (left) and mean moments (right) reductions with respect to the baseline
model vs. mean wind speed

5 Conclusions

Based on the results of the present study, it is possible to draw the following
conclusions:

• The synergistic use of fiber rotations in the skin and spar caps is beneficial in
terms of blade weight. In fact, fiber rotations in the skin allow one to limit ro-
tations in the spar caps, which otherwise would need to be thickened so as to
contrast bending stiffness loss.

• Avoiding fiber rotations from the blade root to about the span of maximum chord
is also beneficial in terms of blade weight. In fact the additional couplings gener-
ated in this region by fiber rotations are not only modest, but are also more than



8 C.L. Bottasso et al.

offset by increased fatigue damage and reduced bending stiffness, which both
lead to weight increases.

• BTC blades not only reduce maximum and fatigue loads, but also imply a re-
duced pitch ADC. In fact, the blade self-reacts to wind fluctuations, this way
taking some of the burden off the controller. Since IPC tends to increase ADC,
which is one of the main reasons why IPC has not yet been widely adopted by
manufacturers, one might argue that BTC blades might also be used to make IPC
more economically viable in future designs.

• The combination of passive, via BTC, and active, via IPC, technologies leads to
load reductions that are higher than it would be possible by the use of each single
one of the two approaches.
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DES Study of Airfoil Lift Coefficient Sensitivity
to Flow Turbulence

Elia Daniele, Iván Herráez, Bernhard Stoevesandt, and Joachim Peinke

Abstract. The aerodynamic behavior of wind turbines is strongly influenced by
the turbulence level. However, the design of the rotor blades is usually based on
experimental results of airfoils operating under laminar conditions. This leads to
great uncertainties in the design process, which in turn make wind turbines less
reliable and cost-effective. In this work a DES numerical study of the flow around a
Wortmann FX 79-W-151A airfoil is performed for different turbulence intensities.
Special attention is paid to the resulting loads. The simulations are then compared
and validated with already available load measurements. The aim of this work is on
one hand to gain a better understanding of the aerodynamics of an airfoil working
in a turbulent flow. On the other hand, it is also of great interest to see up to which
degree the numerical simulations are able to predict the force coefficients.
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1 Introduction

Blade designers usually have to rely on airfoil characteristics measured in laminar
flow. This is a great drawback in the case of wind turbines, due to the fact that
they typically operate under turbulent conditions. The great uncertainties derived
from this mismatching between available experimental data and required turbulent
data, affect negatively the aerodynamic design of wind turbines and consequently
its performance and cost-effectiviness. Performing new experiments is very costly
and time-consuming. Therefore, numerical models are often used for estimating the
required airfoil characteristics.

Most commonly, RANS simulations are chosen as a good compromise between
accuracy and computational cost, even if the prediction capabilities of this kind
of simulation for separated flows are known to be very limited. LES simulations
offer a good accuracy even at post-stall angles of attack but their computational
cost is too high for real engineering applications [2]. A very promising alternative
is a hybrid RANS-LES approach known as DES (Detached Eddy Simulation). This
kind of simulation was first introduced by Spalart [14] in the year 1997 and was
improved in the year 2006 by the same author [16]. Johansen [5] et alii and Li [6]
came to the conclusion in their studies of NACA profiles, that especially in the post-
stall region the use of DES makes a big difference. Bertagnolio et alii [1] described
the grid requirements to be considered for performing successful DES simulations
on airfoils. Gilling et alii [3] performed remarkable in-depth studies of airfoils in
turbulent inflow.

Previous experimental work for airfoil characterization has also mainly been per-
formed without studying the influence of turbulence [19, 12, 20, 8].

In opposition to most of the mentioned works, where turbulence intensity was not
a key point of interest, our goal is to asses the sensitivity of the airfoil characteristics
to the flow turbulence by means of DES simulations. The simulations, which are
run with the numerical toolbox OpenFOAM [10], rely on the Spalart-Allmaras one-
equation model [13]. In order to estimate their reliability a validation with available
measurements on a Wortmann FX 79-W-151A airfoil [11] is carried out.

2 Numerical Methods

The chosen hybrid RANS-LES method, called Detached-Eddy Simulation (DES),
has been firstly introduced by Spalart [14], and it is intended to act as a sub-grid
scale model in regions where the grid density fulfills the LES requirements, while
it acts as a simple RANS model in regions where the grid is too coarse. Moreover,
a more rigorous use of the DES method requires that the turbulent boundary layer
is modelled by RANS, while only the actual separated flow portion should be simu-
lated by LES [15]. The division between the modelled and simulated zones is based
however on the RANS capabilities in foreseeing the separation point, a very crucial
aspect especially at low Reynolds number where bubble formation takes place on
airfoils. An improvement of this weakness would imply the presence of the same
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LES informations in the upstream flow that would lead to an undesired increase in
time-duration for the computations.

As depicted by Spalart in the first work of 1997 [14] (referred as DES97) the
switching between the RANS and LES is based on a DES length scale defined as

LDES97 = min(dw,LLES), LLES =CDESΔ , Δ = max(Δi,Δ j,Δk) (1)

where dw is the wall-normal distance, LLES the LES length scale, CDES a DES model
constant and Δ corresponds to a LES width filter related to the maximum cell size
in respect to all the directions. The constant CDES can be regarded similarly to the
Smagorinsky constant [9] and its first calibrated value was set equal to 0.65.

The simulations carried out in this work refer to an enhanced version of DES, the
so called DDES (Delayed Detached-Eddy Simulation) proposed again by Spalart in
2006 [16].

The DDES version suggested in [16] is the one currently implemented in Open-
FOAM, which has been used for this simulations.

Particular care is given to the turbulence quantities settings for the inlet boundary
as pointed out by Spalart [17]. In order to achieve a turbulence intensity comparable
with that of the experiments, the free decay of the turbulence quantities from the
inlet to the airfoil should be taken into account. Considering the solution of k− ε
equations and assuming that when approaching the body only the destruction terms
are active, one gets the solution for the turbulent viscosity

νt = νtI

[
1+(Cε2 − 1)

(ε
k

)
I

x
U

]Cε2−2
Cε2−1

, (2)

from which one can find the modified turbulent viscosity at the inlet using the S–A
model relation [13].

The presence of a laminar flow region on the airfoil has also been considered,
since the Reynolds number falls in the so called low-Re regime (Re � 106). This
has been done using an low-Re incompressible RANS model, implemented in the
OpenFOAM toolbox 2.1.0, for flows with a boundary layer that undergoes a transi-
tion from laminar to turbulent. The model is described in the work of Walters [21].

3 Simulation Mesh

The adopted grid consists of a 3-D full block-structured mesh made with the Open-
FOAM [10] native mesher blockMesh. The trailing edge of the airfoil has been
rounded in order to guarantee a high quality O-Type mesh [9, 4, 7], avoiding at the
same time the need of using an intermediate C-Grid. The distance between the in-
let/outlet boundary and the airfoil is 15 unit chords , while the mesh spanwise length
is 1 unit chord (no solution is provided for the third component of the velocity field).
The chord length is 0.2m, exactly as it was in the experiment of Schneemann [11].
The first cell layer around the airfoil has a wall normal distance such that y+ ≈ 1
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for a Reynolds Re = 700000. A wall function is therefore not required. The overall
number of cells is 173218, while on the airfoil there are 337 nodes.

The inlet boundary condition for the modified turbulent viscosity ν̃t is based on
the suggestions from Spalart [17].

4 Results

The simulations carried out within this work are compared with measurements
performed in the closed test section of the closed loop wind tunnel of Oldenburg
University (1.0× 0.8m2, 2.0 m long) [11]. Reynolds numbers Re � 700000 were
reached (chord length of the vertically mounted aluminum milled airfoil c = 0.2m,
wind speed u � 50m/s). In the experiment, the turbulent inflow condition is gener-
ated via a rectangular grid installed on the nozzle of the wind tunnel with grid width
of 50mm.

A comparison of the modified turbulent viscosity decay between the theoretical
model and the numerical result has been performed. The modified turbulent viscos-
ity in the flowfield has been normalized with its value at the body ν̃t,exp derived
from the turbulence intensity that was experimentally measured. This procedure is
adopted for the theoretical model and for the numerical result. Figure 1 shows the
turbulent viscosity decaying with the presence of the body.

Fig. 1 Theoretical vs.
numerical decay for
Ti = 3.6%: — theory Eq.
2, — simulated probe 10
chords ahead from the air-
foil, — simulated probe 7
chords ahead from the air-
foil, - - simulated probe at
the airfoil
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Figure 2 shows a comparison between measured and computed lift coefficient
for the turbulence inflow condition such that Ti = 3.6%. The simulations include a
Spalart-Allmaras RANS (indicated as SARANS), a Spalart-Allmaras DDES (indi-
cated as SADDES), a k− kL −ω RANS and a k− kL −ω URANS simulations.

It can be easily observed that only the simulations performed with the k−kL−ω
transitional model are able to predict satisfactorily the linear range of the lift curve.
This behavior is attributed to the lack of a laminar flow region in the other turbulence
models. Therefore, the authors would like to highlight the importance of considering
a turbulence transition model, which at least for the linear part of the curve has
proved to be more crucial than the use of a RANS-LES hybrid approach.

Concerning the stall regime, the SARANS model only obtains the trend behavior
(the same happens with SAURANS, not shown here). A better description is ob-
tained from the k− kL −ω URANS model (the steady solution is not as good as the
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Fig. 2 I Experiment, �
SARANS, ◦ SADDES,
× k− kL −ωRANS , ×
k−kL −ωURANS
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unsteady), providing satisfactory results which fit with the error bars of the experi-
ment. The SADDES solution shows different stall characteristics than SARANS due
to LES effects, even if the linear range also suffers from the absence of a laminar
contribution.

5 Conclusions and Future Works

The turbulence decay within the simulation domain has been studied in order to
prescribe the proper turbulence settings in the inlet. The scope of having the desired
turbulence level reaching the studied body has been be satisfactorily achieved thanks
to the decay equations provided by Spalart [17]. The presence of the body itself is
then responsible for the re-laminarization of the flow.

The use of a turbulence transition model [21] results in a good prediction ca-
pability of the URANS simulations (even for the 2D case). Therefore, the more
time-consuming 3D simulations (as proposed in [1]) can be avoided.

The lack of the transition model for DDES makes this kind of simulation not so
reliable as URANS (at least for the linear part of the lift polar). A future imple-
mentation of the mentioned transition model in the DDES solver of OpenFOAM is
expected to improve substantially its capability for predicting low-Re flows.

Furthermore the authors will analyze in the next future the behavior of the
FX79W151A airfoil in a turbulent inflow induced by a fractal grid. The simulation
results will be compared with already existing measurements [11].

Further simulations with still lower Reynold numbers are also planned for their
validation with available PIV data.

Finally, the authors are aiming at verifying with other measurements [22] the
reliability of the DDES approach for studying dynamic stall phenomena.
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Single and Multi-element Airfoil Performance
Simulation Study and Wind Tunnel Validation

O. Eisele and G. Pechlivanoglou

Abstract. The focus of the present investigation is to evaluate the capability of mod-
ern state of the art codes to simulate the aerodynamic behavior of typical wind tur-
bine airfoils. Two airfoils were selected. The AH 93-W-174 [2] with a thickness of
17.4% as a representative for relatively thin airfoils in the outer region and the rela-
tively thick DU 97-W-300 [9] with a thickness of 30% as a representative for rather
thick airfoils in the inner region of wind turbine blades. The third testcase was a
multi-element configuration composed of the DU-97-W-300 as the main airfoil and
a slat based on the NACA 22 airfoil. For all configurations aerodynamic simulations
with different levels of complexity were accomplished. First simulations were car-
ried out with the panel code XFOIL [3] and the Euler code MSES [4]. Furthermore
steady state RANS computations were conducted by the use of the open source
code OpenFOAM R© [6]. There the Spalart Allmaras [8], the two-equation k −ω
shear stress transport (SST) model by Menter [5] , and the recently implemented
three-equation k− kl −ω turbulence models by Walter and Cokljat [10] were ap-
plied. All simulation results are compared with wind tunnel data, measured at the
large wind tunnel facilities of HFI/ISTA TU-Berlin.

1 Introduction

In order to accurately model the aerodynamic behavior of wind turbine blades by
the means of power extraction from the wind and resulting blade loads, the aero-
dynamic characteristics of the airfoils that the blade is composed of are required.
Lift and drag data for airfoils can be either measured in a wind tunnel or computed
numerically. Nowadays, carefully conducted wind tunnel measurements generally
give the most reliable results but are very cost intensive. Since the computational
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power has grown in the recent years, computational fluid dynamic methods are also
incorporated into modern blade design processes. However, these methods contain
assumptions and one has to be critical when using the resulting data. The aim of the
research is to compare the results of state of the art fluid dynamic codes with wind
tunnel measurements of several configurations. All the wind tunnel measurements
were performed at the large wind tunnel of H.F.I TU Berlin at a Reynolds number
of Re = 1.3×106 a turbulence level of about Tu∞ = 0.1%. More information about
the wind tunnel facilities and the testing procedure can be found in the disertation
of Pechlivanoglou [1].

2 Test Case Selection

Wind turbine blades are composed of thick airfoils in the inner region for structural
integrity and thin airfoils in the outer region for aerodynamic performance. Further-
more, research has shown that auxiliary devices like slats on wind turbine blades
can lead to an increase of the blade performance [1]. In order to account for that,
two different airfoils as well as an additional multi-element configuration , shown in
Fig. 1, were selected for the investigation. The first configuration is the AH 93-W-
174 with a relative thickness of 17.4%, a slight camber and a relatively flat pressure
side with an s-shaped trailing edge. The DU 97-W-300 airfoil has a relative thick-
ness of 30% and a strong s-shaped pressure side. As a third configuration the DU
97-W-300 was combined with a slat based on the NACA 22 airfoil. The chord of the
slat is 25% of the airfoil chord and the position was chosen according to reviously
conducted wind tunnel test [1].

3 Simulation Tools and Setup

For a numerical computation of the airfoil performance three different codes with
different levels of complexity were applied. The panel code XFOIL, the Euler code
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Fig. 1 Coordinates of the test configurations, the AH 93-W-174, the DU 97-W-300 and the
multi-element configuration DU 97-W-300 combined with NACA 22
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MSES and the open source CFD-toolbox OpenFOAM R©. All simulations were car-
ried out with a Reynolds number of Re = 1.3× 106, which was the same as for
preliminary conducted wind tunnel measurements. In the following a brief descrip-
tion of the codes as well as the simulation setups are presented.

3.1 XFOIL

The aerodynamics of airfoils are computed by XFOIL [3] based on a panel method
combined with an integral boundary layer formulation. Transition is predicted by
the semi-empirical eN envelope method. The value of N = 9 (critical amplification)
was selected based on several measurements of A. M. O. Smith [7], which showed
that this value leads to a satisfactory determination of the transition location .

The aerodynamics of the AH 93-W-174 airfoil and the DU 97-W-300 airfoil
were computed with the use of 200 panels distributed along the airfoil surface.
The critical amplification was set to e9 for the AH 97-W-174 and to e2 for the DU
97-W-300 airfoil. XFOIL has no capability for the computation of multi-element
configurations.

3.2 MSES

The code MSES [4] of Drela solves the Euler equations on a discrete 2D grid cou-
pled with an integral boundary layer formulation. Transition is predicted by the same
method as described in Sec. 3.1. Grid generation and post processing functionality
is included in the code.

For all configurations grids with approx. 6000 cells were created, whereas the
distance of the farfield boundaries was set at 10 chord lengths around the airfoil. For
the AH 93-W174 a transition criterion of e9 was used and for the DU 97-W-300 and
the multi-element configuration a transition criterion of e2 was used for the same
reasons as mentioned in Sec. 3.1.

3.3 OpenFOAM R©

Steady state Reynolds-Averaged Navier-Stokes (RANS) computations were accom-
plished by the use of the simpleFOAM solver of the open source CFD-toolbox
OpenFOAM R© [6]. The single element configurations were meshed with a block
structured O-Grid. The multi-element configuration was meshed with a hybrid grid,
which is composed of structured boundary layer grids for each element and an un-
structured grid for the rest of the domain. In order to resolve the viscous sublayer
of the boundary layer the dimensionless wall distance was y+ < 1 along the entire
airfoil contour. A second grid with a dimensionless wall distance of y+ > 15 was
created by coarsening the grid normal to the airfoil in order to be able to run simu-
lations were the boundary layer is not resolved, but is described instead by the use
of wall functions. The number of cells for all grids was in the range of 105.
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The turbulence models which were applied for the simulations were, the one-
equation Spalart Allmaras [8] turbulence model combined with a wall function for
the boundary layer, the two-equation Shear Stress Transport (SST) model by Menter
[5] and the recently implemented k−kl −ω model by Walters and Cokljat [10] both
with resolved boundary layer. At the outer boundaries of the domain the quantities
of the turbulence models, i.e the turbulent kinetic energy k and the inverse turbulent
time-scale ω , were computed based on a turbulent viscosity ratio of μT/μ = 1 and
a turbulent intensity of Tu∞ = 0.1%.

4 Results

The simulation results for the AH 93-W-174 airfoil and the DU 97-W-300 airfoil
are presented in Fig. 2 and Fig. 3. Regarding AH 93-W-174 both codes, XFOIL
and MSES, predict similar lift and drag characteristics. Compared to the experiment
the lift and the stall characteristics of the airfoil are accurately captured. However,
drag is significantly underestimated. In case of the relatively thick DU 97-W-300
airfoil MSES has the same behavior as for the AH 93-W-174 in terms of accurate
lift prediction but underestimation of drag. XFOIL however, fails to model the aero-
dynamic behavior of this airfoil and leads to a significant over-prediction of the
maximum lift coefficient cl,max.

The results of the RANS computations for the AH 93-W-174 and the DU 97-W-
300 show a similar trend for all turbulence models. Pre- and post stall behavior in
terms of drag and lift are in good agreement with the wind tunnel measurements.
However, all accomplished RANS computations tend to under-predict the maximum
lift cl,max in the angle of attack region between 7◦ and 12◦ where the aerodynamic
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Fig. 2 Comparison of simulation results for the AH 93-W-174 airfoil. Left) lift coefficient
vs. angle of attack, Right) lift coefficient vs. drag coefficient.
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Fig. 4 Comparison of simulation results for the multi-element configuration. Left) lift coef-
ficient vs. angle of attack, Right) lift coefficient vs. drag coefficient.

behavior of the airfoils is significantly dominated by the onset of stall. In case of the
DU 97-W-300 airfoil, however, in terms of the prediction of cl,max the turbulence
model of Walters and Cokljat performs best.

The multi-element simulations (Fig. 4) accurately predict the lift characteristics
of the configuration up to an angle of attack of 17◦. Beyond this angle the slat starts
to stall, which is not rendered by the simulations. As in the previous cases MSES
significantly under-predicts drag, whereas the steady RANS simulations result in
relatively accurate drag predictions.
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5 Conclusion

Both XFOIL and MSES, underestimate the drag in the pre-stall regime, which is
mainly driven by the shear friction of the boundary layer. Therefore, this seems
to be a drawback of their integral boundary layer formulation. The use of RANS
simulations with a detailed boundary layer modeling is a good alternative. Besides
slight differences, all tested CFD models show a similar trend in the results and
a good agreement with the wind tunnel measurements. Hence, the careful use of
CFD methods seems to be a promissing alternative to cost intensive wind tunnel
measurements.
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Pairing Instability in Helical Vortices

Hadrien Bolnot, Stéphane Le Dizès, and Thomas Leweke

1 Introduction

The stability properties of helical vortices are of interest for applications such as
wind turbine and helicopter wakes. In the former, they contribute to the transition
from an organised vortex system to a turbulent wake behind the rotor, and in the
latter they may be related to the inception of the so-called Vortex Ring State of the
wake of a helicopter in steep descent [2, 7]. In this work, we consider the particular
instability that leads to vortex pairing, for which previous experimental [1, 4] and
numerical [5] studies have shown that it plays an important role in rotor wakes. In
the following, we recall a few theoretical results concerning this phenomenon, and
then present experimental observations of pairing in a single helical vortex under
carefully controlled conditions.

2 Pairing Instability of Vortex Arrays

Vortex pairing is a process occurring in (infinite) arrays of identical concentrated
vortices, whereby small perturbations of their initially equidistant positions are am-
plified in a way that neighbouring vortices approach each other and group in pairs.
It occurs, e.g., in shear layers, as a secondary instability of the Kelvin-Helmholtz
instability. Pairing is distinct from merging of two vortex cores of like-signed vor-
ticity into a single one, which occurs when the two initial vortices come sufficiently
close to each other (see, e.g., [9]). Merging may take place during the late stages of
the pairing instability in arrays of real (distributed) vortices.

Systems of helical vortices, such as those found in the wake of a rotor, present
locally arrays of identical curved vortices, which are expected to exhibit the pairing
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Fig. 1 Geometry and parameters of (a) a helical vortex filament and (b) an array of vortex
rings

(a)

1.0

1.2

1.4

1.6

1.8

2.0

0 10 20 30 40

R/a = 100
R/a = 40
R/a = 10
R/a = 5

h/a

π/2

σ*

(b)

1.0

1.2

1.4

1.6

1.8

2.0

0.0 0.5 1.0 1.5 2.0

R/a = 100
R/a = 40
R/a = 10
R/a = 5

σ*

h/R

π/2

Fig. 2 Growth rate of the pairing instability for an array of vortex rings, as function of the
separation h normalised by (a) the core size and (b) the helix radius (after [8])

instability. The simplest system consists in a single helical vortex filament, charac-
terised by its circulation Γ and core radius a, as well as the helix radius R and pitch
h (Fig. 1a). In the frame of reference where the fluid at infinity has no velocity in the
direction of the helix axis, the fluid inside the helix moves at a speed of the order
of Γ /h, and the helix itself moves with a velocity of roughly half this value (Γ /2h).
The latter velocity and h are used here for non-dimensionalisation.

For small pitch (h � R), the helix geometry is locally very similar to that of an
array of axisymmetric vortex rings (Fig. 1b). Levy & Forsdyke [8] have treated ana-
lytically the stability of such a system with respect to pairing of neighbouring vortex
rings. Figure 2 shows the non-dimensional growth rate σ∗ = σ ·(2h2/Γ ) of the pair-
ing instability as function of the geometric parameters. These were calculated using
the same procedure as in [8], including also the effects of a smooth (Gaussian) vor-
ticity distribution and of an axial core flow (see Sect. 3, Fig. 4b), as well as the
variation of core size through stretching. For small separation/pitch (h � R) and
small core size (a � R), which includes most configurations relevant for applica-
tions, the growth rate approaches the value π/2, i.e., the growth rate of the pairing
instability for a single [3] or double [6] row of point vortices in two dimensions.
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(a)

shaftrotor

step motor belt

U

(b)

Fig. 3 (a) Side view of the water channel test section, showing the set-up used to generate a
single helical vortex. (b) Plan view of the blade geometry.

(a) (b)

Fig. 4 Dye visualisation of the unperturbed helical vortex with h/R = 0.53 at ReΓ = 11500.
(a) Dye washed off the blade tip; (b) dye injected at a fixed position near the edge of the rotor
disk.

3 Experiments

Experiments on the controlled pairing of a single helical vortex were carried out in
a recirculating free-surface water channel with a test section of dimensions 38 cm
(width) × 50 cm (height) × 150 cm (length). The vortex was generated near the test
section entry by a single-bladed rotor mounted on a shaft and driven by a computer-
controlled stepper motor outside the test section using a belt (Fig. 3a). The rotor
blade geometry (Fig. 3b) is based on the low-Reynolds number airfoil A18 by Selig
et al. [11], with chord and twist distributions designed to operate in the wind turbine
regime and produce a constant radial circulation distribution (Joukowsky rotor, see
e.g. [10]) over the outer 75% of the span, in order to generate a highly concentrated
tip vortex. The rotor has a radius Ro = 80 mm and a tip chord c = 10 mm. For
the present set of experiments, it is rotated at a frequency f = 6 Hz and placed in
a uniform flow with a free stream velocity U = 36 cm/s, resulting in a tip speed
ratio λ = 8.4. The tip chord Reynolds number is Rec = 2πRo f c/ν = 30000, and
the one based on the vortex circulation Γ (determined from Particle Image Velocity
measurements) is ReΓ = Γ /ν = 11500. ν is the kinematic viscosity.



26 H. Bolnot, S. Le Dizès, and T. Leweke

Fig. 5 Visualisations of
helical vortices subjected
to a subharmonic (T = 2)
displacement perturbation
at different amplitudes: A =
1% (right), A = 3% (below
left), A = 10% (below right)

The helical vortex structure is visualised using fluorescent dye (fluorescein)
washed off the blade tip and illuminated by the light of an argon ion laser. Fig-
ure 4 shows the vortex produced for the present set of conditions, it is regular and
unperturbed for about 10 helix turns. Dye injection at a fixed location near the blade
tip trajectory (Fig. 4b) reveals the presence of a strong flow inside the core along
the vortex axis. The dye pattern visualises the corresponding axial velocity profile
and allows an estimate of the peak velocity Va and the vortex core diameter 2a
(width of the profile at 1/e of its maximum). The helix parameters are here found
as: h/R = 0.53, h/a = 20, R/a = 38, Va = 0.4(Γ /2πa).

Pairing of successive helix loops was then induced by a controlled perturbation
of the blade rotation, resulting in a varying streamwise displacement of the vortex.
The modified helix geometry can be expressed as:

z/h = θ/2π+Acos(θ/T ), (1)

where z and θ are the downstream and azimuthal positions, and A the relative dis-
placement amplitude. For T = 2, successive helix loops are displaced in opposite
directions, with an amplitude varying in the azimuthal direction, triggering local
pairing. Figure 5 shows the vortex structure for three different amplitudes of forcing,
with the maximum displacement occurring at the top (the perturbation vanishes at
the bottom). A displacement of as little as 1% of h is seen to trigger the pairing insta-
bility, leading to a grouping and ‘swapping’ of successive loops as the helix moves
downstream. The azimuthal variation of the pairing results in a complicated three-
dimensional vortex structure, but no merging or breakdown to small-scale structures
is seen. As the amplitude is increased, the deformations appear closer to the rotor,
as expected.
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Fig. 6 Measurements of
the amplitude d (in arbi-
trary units) of the pairing
perturbation as function of
downstream distance from
visualisation sequences of
the cases shown in Fig. 5
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Fig. 7 Examples of more general displacement perturbations leading to instability. (b)
Tripling (T = 3 and A = 3%); (b) Short-wave perturbation (T = 1/4, A = 10%).

The growth rate of the pairing instability can be estimated from the evolution of
the displacement d of the vortex, with respect to the unperturbed position, which can
be measured from video sequences of visualisations such as in Fig. 5. The result for
these three cases is plotted in Fig. 6; the spatial growth rate σs is found to be close to
0.5/h. Using the (measured) convection velocity Vc of the helix, one can obtain an
estimate of the temporal growth rate σ = σsVc, leading finally to a non-dimensional
growth rate σ∗ = 1.2 for these experiments. This is about 25% lower than the the-
oretical prediction (σ∗ ≈ π/2) for a row of vortex rings with the same geometrical
parameters (Fig. 2). The difference may be due to the non-uniform nature of the
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pairing for a single helix. The effect of the central hub vortex, always present in the
wake of a rotor, also needs to be clarified. Further experiments involving two helical
vortices (two-bladed rotor), where pairing can occur globally, are underway.

Vortex perturbations of the form given in Eq. (1) can be used to trigger various
other types of ‘pairing’. Two examples are shown in Fig. 7: a perturbation of period
T = 3, leading to a grouping of three successive helix loops, and a perturbation on
a shorter length scale (T = 1/4, four wavelengths in one turn). The latter case is
seen to exhibit a breakdown of the vortex structure, triggered by local pairing and
merging. It bears striking similarities with the numerical simulation results obtained
by Ivanell et al. [5].

4 Conclusion

The experimental observation of the dynamics of a single helical vortex under care-
fully controlled conditions has shown that this flow is highly receptive to a variety
of displacement perturbations leading to pairing of successive helix loops or more
complicated three-dimensional deformations involving local merging and break-
down. These findings are coherent with the results from previous experimental stud-
ies of rotor wakes (e.g., [1, 4]), where helix loop grouping is consistently observed
in a way which reflects the symmetry of the set-up (pairing for two blades, tripling
for three blades, etc.), suggesting that this phenomenon might be triggered by small
asymmetries in the rotor geometry. The great sensitivity of the rotor wake to dis-
placement perturbations, and the fact that their amplitude influences the distance
over which the helical wake evolves, may add further insight into the effect of rotor
vibrations or external turbulence on the development of wind turbine wakes, and
potentially lead to ideas for their control.

Acknowledgement. This work is supported by EUROCOPTER S.A.S., under con-
tract no. IPEC 0187N/2009.
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Actuator Disc Modeling of the MEXICO Rotor
Experiment

Esmail Mahmoodi and Alois Peter Schaffarczyk

Abstract. A differential Actuator Disc (AD) based on 2D airfoils data has been
prepared for the so called MEXICO rotor experiment. A commercial Navier-Stokes-
Solver (FLUENT 5.7) without any turbulence modeling has been used. The ge-
ometrical model includes both the full DNW Large Low speed Facility (LLF)
wind- tunnel geometry where the experiment was performed as well as a cylindrical
domain used for the boundary-free case, to estimate the blockage effects of the wind
tunnel. Results have been prepared for rotor performance, loads and velocity fields
in the near-wake which were measured for the first time during the experiment and
are also compared to an RANS model.

1 Introduction

Modeling Wind-Turbine Flow may be studied in levels of varying sophistication:
The Blade Element-Momentum (BEM) theory has been used since almost hundred
years now being replaced by CFD models of RANS kind, which are exposed to the
usual difficulties concerning the turbulent and transitional part of the flow necessary
to reproduce the high lift-to-drag ratios on the blade. As an intermediate step sim-
plified Actuator Disc (AD), Actuator Line (AL) and Actuator Surface (AS) models
are used instead. To mention only few of them who applied these methods to the
MEXICO Experiment (described in [1]) and the IEAwind Mexnext Project: BEM
model by [2], the RANS model by [3], the AL model by [4], the AS by [5].
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Unlike others [6] used loads from measurements to explain the so far un-explained
differences in simulated flow field from the measured ones.

2 Methods

The actuator disc was meshed using ICEM CFD software using O-type topology.
Only structured meshes were used. The number of cells at the disc was: 36 in radial,
72 in circumferential and finally 2 in axial direction (Fig.1a). A hybrid mesh has
been used for meshing the wind tunnel (Fig.1b). A Quad-dominant mesh was used
to prepare the surface grids and the Tetra-mixed method was used for the volume
part of the geometry. The disc then was merged inside the wind tunnel mesh to
prepare the model for full wind tunnel and results in 6.08 Mcells and 1. Mnode resp.
For boundary-less flow, a cylindrical O-type (Fig.1c) was modeled. In the mesh had
about by 1.04M cells and 1.06M nodes to resolve the walls of the wind tunnel as
well as the on the wake behind the rotor. No mesh dependence study was performed.

The action of the rotor was modeled in the usual way by introducing body force-
densities, see equations (1 - 3) along x, y and z directions respectively. These forces
are regarded as to be originated from 2D airfoil data in combination with the BEM-
technique. Velocities necessary for computing the total inflow velocity (eq. 4) are
taken at each iteration loop. All can be done very easily using the UDF-interface
provided by FLUENT.

momx = ρW 2Bc(Cl .sinφ −Cd .cosφ)sinθ/(4πrt) (1)

momy = ρW 2Bc(Cl .sinφ −Cd.cosφ)cosθ/(4πrt) (2)

momz = ρW 2Bc(Cl .sinφ +Cd.cosφ)/(4πrt) (3)

Vrel =
√
(r.ω+(v.cosθ −w.sinθ ))2 + u2,φ = tan−1(u/Vrel) (4)

In equations (1 - 4), ρ is air density, Vrel is relative velocity to the local airfoil,
B is blade number, c is local chord, Cl and Cd are lift and drag coefficients of the
airfoil, φ is flow angle, θ is azimuthal angle of the element in the disc plan, r is the
local radius of the element, t is the rotor thickness, ω is angular velocity of the rotor

Fig. 1 (a) Structured mesh for the actuator disc, (b) Hybrid mesh for the LLF wind tunnel
and (c) structured mesh for the boundary-free model
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(44.45 rads−1 ), u, v and w are axial ( z-direction), vertical ( x-direction) and hori-
zontal ( y-direction) components of the flow velocity on the element, respectively, x
and y are vertical and horizontal distance of the element to the rotor center. In these
equations, lift and drag coefficients are called from a airfoil data base. Flow velocity
components (u,v,w) and the planar location components (x,y) of the element are
measured from the Navier-Stocks domain in the iteration process. Equations (1 -
3) have been obtained from blade element analysis. Unknown variables in equation
(1), (2) and (3) are calculated from equations (4) in the iteration process. Two dif-
ferent types of Subroutines were used within the UDF interface. The Source (body
forces)-providing Subroutines and those for integrating thrust and power and their
coefficients and averaged velocities in front of and behind the rotor. Both wind tun-
nel and boundary-free models were run under different inflow conditions.

3 Results and Discussion

The results of these runs are presented into four sections: Rotor Performance, blade
loads, wake visualization and wake traverse lie-graphs.

3.1 Rotor Performance

Both full wind tunnel and boundary-free models show almost the same values for
power and thrust. Power coefficients (Fig.2a) derived from our AD model exhibit
remarkable agreement with experimental measurement (EX) for the 425 rpm case.
The Thrust coefficient (Fig.2b) is overestimated compared to the measurement with
a constant value in the order of 0.1. Results from the RANS model of [3] DM are
also included. Whereas DM underestimates power constantly our (AD) results for
the AD-thrust fits reasonable to DM nut give much larger values than measured.

Fig. 2 Power (a) and thrust (b) coefficients from AD and RANS (DM) models compared to
experimental data
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3.2 Radial Resolved Force Data

Both wind tunnel and boundary-free simulations of AD model result in approxi-
mately the same values for axial and tangential forces for the 425 RPM case (see
fig. 3). Both AD and DM exceed the experimental measured values, especially when
r/R > 0.6. The difference between AD and DM-Model is more pronounced for the
tangential forces.

Fig. 3 Radial (spanwise) distribution of normal (a) and tangential (b) forces on one Mexico
rotor blade

3.3 Wake Visualization

Fig. 4 shows the most important outcome of our work: the visualization of the near
wake behind the rotor. It is clearly seen that the nozzle of the wind-tunnel is far too
close to the disk (fig. 4-top), thereby preventing development of the free wake (fig.
4-down). The color scales are in the same range (from -5.11 m.s−1 to 21.3 m.s−1).

3.4 Near and Far Wake Traverse

Fig. 5 gives a more quantitative comparison of the development of the wake. Fig.
(5a) shows axial-velocity in wind-direction whereas Fig. (5b) gives the same ve-
locity in a rotor-plane about 1.4 rotor-diameters downstream. It can be seen that
the differences between the tunnel-model and boundary-free model are smaller as
compared to the measurements.

From Fig. (5a), is can be seen that wind tunnel model seems to have lower inlet
velocity when compared to the boundary-free model.
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Fig. 4 Variation of axial velocity for the full wind tunnel model (top contour) and the
boundary-free case (down contour) both in a range of -5.11 m.s−1 to 21.3 m.s−1

Fig. 5 Axial velocity component along axial (a) and radial directions (b)

4 Summary and Conclusions

A differential Actuator Disk (AD) model was prepared using the commercial CFD-
RANS code FLUENT 5.7 for the MEXICO rotor. The results were compared with
a RANS model of Jeromin and Schaffarczyk and measurements. Our main conclu-
sions are as follow:
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• Power correlation for actuator disc exhibited good agreement with measurement.
• Blade loads study showed that AD and DM models behave the same for predict-

ing much more axial forces than measured.
• Collector nozzle and breathing slots show strong influence to the wake develop-

ment.
• Wake length decreased due to collusion the wind by the compressor nozzle and

crossing from breathing slot zone of LLF wind tunnel.
• AD gives slightly more precise agreement than DM for the near wake modeling.

Acknowledgements. This project was carried out during a research stay of one of us (EM)
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acknowledged. Gerard Schepers from Energy research Center of Netherland (ECN) provides
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Thick Airfoil Deep Dynamic Stall

Hanns Mueller-Vahl, Christoph Strangfeld, Christian Navid Nayeri,
Christian Oliver Paschereit, and David Greenblatt

1 Introduction

Recent interest in vertical axis wind turbines (VAWTs) has surged due to their ap-
pearance in the built environment and their potential for deep water offshore ap-
plications. Their well-known advantages include insensitivity to the wind direction,
proximity of the generator to the ground and relatively low noise levels. Further-
more, blade profile uniformity along the span can significantly reduce manufac-
turing costs, particularly for large scale utility machines. A drawback of VAWTs
is the tendency of their blades to stall dynamically when they are pitched beyond
their static stall angle. Dynamic stall is characterized by a strong vortex, the dy-
namic stall vortex (DSV), which forms near the leading-edge. When the DSV is
convected downstream, a rapid drop in lift and severe pitching moment fluctuations
result [1]. On VAWTs operating at low tip-speed ratios, dynamic stall occurs peri-
odically throughout the rotation of the blades [2]. This situation is unique in that the
blades experience pitch oscillations about zero angle of attack and the flow sepa-
rates alternately on both sides. This results in a number of undesired effects: On the
one hand, the full separation on the suction surface produces a sharp drop in cl and
thus rotor torque. On the other hand, the unsteady aerodynamic loads cause fatigue
damage to the generator and drive train [3].
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The vast majority of dynamic stall research to date was motivated by the load
oscillations on helicopter blades and therefore focuses on thin airfoils at Re> 106

[1, 4]. In the built environment, however, VAWT blades experience Reynolds num-
bers that are approximately one order of magnitude lower. Moreover, thick blade
sections that are employed for structural reasons exhibit a fundamentally different
stall mechanism that is exacerbated at low Reynolds numbers [5]. The predominant
use of thick blade sections at low Reynolds numbers, combined with the dearth of
research [6], motivated an experiential study of VAWT dynamic stall and its con-
trol. This paper describes initial results of a study conducted at the Technion that is
focused entirely on the dynamic stall mechanism under these unique conditions.

2 Experimental Setup and Procedure

Experiments were conducted in a blow-down wind tunnel driven by a 75kW ra-
dial blower. Wind tunnel turbulence and flow distortion in the upstream test section
were less than 0.3% and 2% respectively. A schematic of the test section (inner
dimensions: 610mm x 1004mm) that produces the rotation of the wing around the
quarter-chord position is presented in Fig. 1. A Pitot static probe connected to a
piezoresistive pressure transducer was used to monitor the instantaneous wind tun-
nel speed. The constant chord NACA 0018 airfoil model with a chord length of
c=347mm and a span of s=610mm was machined from Obumodulan R©, a synthetic
material developed for model building. A cross-sectional view showing the two con-
trol slots at 5% and 50% chord is presented in Fig. 2. Even though the data presented
here only includes cases without flow control, the forcing slots were not sealed to
facilitate a direct comparison between control and baseline cases. The airfoil was
equipped with 40 pressure ports (φ 0.8mm) distributed along the entire upper and
lower surfaces. Two ESP-32HD piezoresistive pressure scanners were mounted in-
side the airfoil and connected to the pressure ports via vinyl tubing.

The measurements at Re=2.5·105 were carried out at a wind tunnel speed of
U∞=11.1m/s and pitch rates of f =0.188Hz, 0.375Hz and 0.75Hz (corresponding
to reduced frequencies of k =ωc/2U∞ = 0.018, 0.037 and 0.074 respectively). Some
additional tests were conducted at Re=5·105 (U∞=22.2m/s). During the surface pres-
sure measurements, pressure data was recorded for 85 seconds at a sample rate of
481.14Hz. Each measurement was repeated three times to ensure negligible statisti-
cal uncertainties. The lift coefficient cl and moment coefficient cm were numerically
derived from phase averaged pressure distributions.

At selected phase angles, PIV measurements were carried out using a 200mJ
double-pulsed Nd-YAG laser in conjunction with a 4 megapixel CCD camera. The
PIV and pressure data acquisition were synchronized by a trigger output from the
motor controller and 300 pitching cycles were recorded at each phase angle. A com-
mercial seeding generator generated particles of diameter 1μm within the tunnel
plenum. The laser head was mounted 850mm downstream of the trailing-edge of
the airfoil. The light sheet was oriented perpendicular to the airfoil surface, paral-
lel to the x and y-axes. A pulse separation of 40μs was selected. A decreasing size
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Fig. 1 View of the test section showing the
servo-motor and belt drives as well as the
approximate airfoil location

z
x

y

Fig. 2 Cross-sectional view of the NACA
0018 airfoil model showing the flow con-
trol slots

multi-pass correlation approach was adopted using the software DaVis by LaVision.
The final results were calculated from 32x32 pixel interrogation windows with 50%
overlap, producing a velocity field with a spacing of 3.2mm between two vectors. In
the plots presented below, every third vector is shown in both directions for clarity.
The normalized vorticity fields were computed according to ωz = [ ∂v

∂x − ∂u
∂y ] · c

U∞
.

3 Results

Data recorded at Re=2.5·105 for a pitching motion of α=0◦+30◦·sin(ωt) with a
reduced frequency of k=0.074 is presented here in detail. In Figs. 3 and 4, plots
of the static cl and cm, which are consistent with the results of Timmer [7], are
shown along with unsteady data. In addition a series of simultaneously recorded
phase averaged PIV and pressure data is shown in Fig. 5. The coordinate system is
fixed with the wing and the instantaneous direction of the free stream is indicated
by an arrow located at the axis of rotation. The pressure coefficient cp on the upper
surface is indicated by a dashed line and that on the lower surface by a dotted line.
The markers (a) to (d) in Figs. 3 and 4 correspond to the velocity fields presented in
Figure 5.

As the wing pitches up dynamically, the boundary layer across the rear half of the
blade thickens. Around α=20◦reversed flow caused by the adverse pressure gradient
gradually progresses from the trailing-edge. This situation marks the beginning of
moment stall (see Fig. 4). The drop in cm is the result of the formation of a large
vortex, termed the aft dynamic stall vortex (ADSV) here, across the rear half of the
airfoil. Figure 5(c) illustrates that the presence of the ADSV near the airfoil surface
results in a distinct region of low cp. The surface pressure distribution prior to the
formation of the ADSV (see Fig. 5(a)) is indicative of a separation bubble located
at approximately 0.5≤x/c≤0.6. This bubble is presumed to form into the ADSV.
An analysis of the trajectory of the ADSV by means of the Weiss statement of the
Q-value (see [8]), not shown here, confirmed this assumption. These observations
should be contrasted with common descriptions of thin airfoil dynamic stall (see
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Fig. 3 Comparison of the static lift
coefficient to dynamic pitching with
α=0◦+30◦·sin(ωt), k=0.074, Re=2.5·105
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Fig. 4 Comparison of the static mo-
ment coefficient to dynamic pitching with
α=0◦+30◦·sin(ωt), k=0.074, Re=2.5·105

references in [1]), where the moment remains almost constant until the shedding
of the leading-edge DSV (LEDSV) results in sharp fluctuations: The drop in cm

observed here occurs before the LEDSV has even reached a considerable size. At
Re=5·105 (data not shown here), the ADSV is weaker for a given k.

Starting at approximately α=24◦, the growth of the DSVs produces an increase
in the lift slope. At α=25.5◦, two distinct low pressure regions on the upper surface
corresponding to the positions of the DSVs are clearly visible (see Fig. 5(c)), which
can be interpreted as a result of the high induced velocity near the wing surface.
The subsequent shedding of the LEDSV and the associated motion of the corre-
sponding low pressure region downstream lead to the second moment coefficient
dip. Simultaneously, the ADSV lifts off the airfoil surface, remains in place and
weakens steadily before merging with the LEDSV. Following the passage of the
leading-edge DSV, the shear layer is fully separated, causing further loss in lift and
moment recovery. As the wing pitches back down, the shear layer remains separated
even below the static stall angle of αs=18◦. The flow then reattaches front to back.

A comparison of cl and cm for various reduced frequencies is presented in Figs.
6 and 7. While for k=0.018, the lift coefficient almost attains static values at α=0◦,
strong dynamic effects are visible throughout the entire pitching cycle at k=0.074:
The lift zero crossings are at α=−10.8◦and α=12.2◦. With increasing k, the de-
velopment of the LEDSV and its convection are delayed to higher angles of at-
tack, which is consistent with results for rotorcraft blades [1]. Its shedding starts
at α≈19.5◦(k=0.018), α≈21◦(k=0.037) and α≈24◦(k=0.074) respectively. Corre-
spondingly, higher values of the suction peak are attained. At higher pitch rates, the
LEDSV attains a larger strength. These differences are reflected in the fact that for
higher values of k, lift and moment stall are more severe and occur at a later stage
of the pitching cycle. The strength of the ADSV is also highly dependent on the
reduced frequency: While it has a large impact on the surface pressure at k=0.074,
it is less pronounced at k=0.037 and hardly detectable at k=0.018. Accordingly, the
initial moment dip resulting from the low pressure region caused by the ADSV is far
less strong at k=0.018. This may in part be explained by the fact that the formation
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(b) α=24◦, pitch-up
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(c) α=25.5◦, pitch-up
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Fig. 5 Phase averaged normalized vorticity fields and surface pressure coefficients illustrat-
ing various stages of the dynamic stall mechanism, α=0◦+30◦·sin(ωt), k=0.074, Re=2.5·105
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efficient for various reduced frequencies,
α=0◦+30◦·sin(ωt), Re=2.5·105
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Fig. 7 Phase averaged unsteady moment
coefficient for various reduced frequen-
cies, α=0◦+30◦·sin(ωt), Re=2.5·105

of the ADSV always commences at approximately α≈20◦; the earlier shedding of
the LEDSV at lower pitching frequencies may disrupt its further growth.

The asymmetry of the cl and cm curves around α=0◦is quite significant given that
a symmetric airfoil model is investigated here. This asymmetry may be caused by
the presence of the flow control slots. However, as the pressure distributions on the
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smooth airfoil surface (not shown) also display a low pressure region indicative of
an ADSV, the control slots do not appear to play a major role in its formation.

4 Conclusions

The dynamic stall mechanism on a NACA 0018 airfoil observed here exhibits funda-
mental differences to the established findings regarding dynamic stall on rotorcraft
blades. An additional dynamic stall vortex, never described before, was observed to
form across the rear half of the blade. At a reduced pitching frequency of k=0.074,
it produces a significant drop in the moment coefficient prior to the shedding of the
leading-edge dynamic stall vortex. At lower values of k, the aft dynamic stall vortex
is weaker. Increasing the Reynolds number also reduces its impact. It is presumed
here that this phenomenon is the combined result of the airfoil thickness and the low
Reynolds number.
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The Scaling Properties of the Turbulent Wind
Using Empirical Mode Decomposition and
Arbitrary Order Hilbert Spectral Analysis

Rudy Calif, François G. Schmitt, and Yongxiang Huang

Abstract. In this work, we present an analysis of one-year period measured wind
speed in the atmospheric boundary layer from a wind energy production site. We
employ a Hilbert-based methodology, namely arbitrary-order Hilbert spectral anal-
ysis to characterize the intermittent property of the wind speed in a joint amplitude-
frequency space. The measured scaling exponents implies intermittent nature of the
wind on mesoscales.

1 Introduction

Turbulent atmospheric wind speed is a complex process with a very large Reynolds
number Re [1]. This Reynolds number leads to huge intermittency of wind speed
fluctuations involving a wide range of temporal and spatial scales (the planet scale
to the dissipative scale) [2]. Knowledge of the dynamics of this process is crucial
for wind energy applications. Several works have highlighted the universality of the
scaling and intermittent properties of turbulent wind speed in the inertial range in
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Université de Lille 1, 28 Avenue Foch, 62930 Wimereux, France
e-mail: francois.schmitt@univ-lille1.fr

Yongxiang Huang
Shanghai Institute of Applied Mathematics and Mechanics,
Shanghai Key Laboratory of Mechanics in Energy Engineering, Shanghai University,
Shanghai 200072, People’s Republic of China
e-mail: yongxianghuang@gmail.com

M. Hölling et al. (eds.), Wind Energy – Impact of Turbulence, 43
Research Topics in Wind Energy 2,
DOI: 10.1007/978-3-642-54696-9_7, c© Springer-Verlag Berlin Heidelberg 2014



44 R. Calif, F.G. Schmitt, and Y. Huang

the atmospheric boundary layer [3, 4, 5, 6]. However the knowledge of variations
ranging from minutes to few days corresponding to 1 to 1000 km, i.e. the mesoscale
range, is necessary to provide efficient information for management and control of
the wind power generation. The studies concerning this scale range are less numer-
ous than that for the small-scale range, due to the possible non-universality of the
power law slope in the mesoscale range [7, 8]. Recent works [7, 8] have been ded-
icated to scaling and multiscaling properties of the atmospheric wind speed in the
mesoscale range. They highlighted the multiscaling and intermittency properties
of atmospheric surface layer-winds in the mesoscale range. However, as pointed
by Huang et al. [18, 20] that the traditional methodologies might be strongly in-
fluenced by large-scale energetic structures, e.g, very-large-scale-motion in atmo-
spheric boundary layer [21]. In this paper, the scaling properties of the atmosphere
are investigated using a new Hilbert-based approach, namely arbitrary-order Hilbert
spectral analysis, in which the large-scale influence can be constrained [9, 18, 20].

2 Arbitrary-Order Hilbert Spectral Analysis

The arbitrary-order Hilbert spectral analysis [9, 10] is an extended version of
Hilbert-Huang Transform (HHT) [11, 12], which is designed to characterize the
scale invariance of a given time series in a joint amplitude-frequency space. The
same as the HHT, it proceeds in two steps: i) empirical mode decomposition, ii)
Hilbert spectral analysis. Empirical mode decomposition is an efficient tool to sepa-
rate a nonlinear and nonstationary time series into a sum of Intrinsic Mode Functions
without a priori basis as required by traditional Fourier-based method [11, 12, 13].
An IMF must respect two conditions: i) the difference between the number of local
extrema and the number of zero crossings must be zero or at most one, ii) the run-
ning mean value of two envelopes estimated by the local maxima and local minima
is zero [11, 12]. Thus the original signal u(t) is decomposed in a sum of n− 1 IMF
modes with the residual rn(t)

u(t) =
n−1

∑
m=1

Cm(t)+ rn(t) (1)

To obtain a physical meaningful IMF, this sifting process must be stopped by a
certain criterion [11, 12]. More details of the EMD decomposition are given in Refs.
[11, 12, 14, 13, 17].

In order to determine the time-frequency energy distribution from the original
signal P(t), HSA is performed to each obtained IMF component Cm(t) to extract
the instantaneous amplitude Am(t) and frequency ωm(t) [11, 15, 16]. The Hilbert
transform is written as

C̃m(t) =
1
π

U
∫ +∞

−∞
Cm(s)
t − s

ds (2)

with U the Cauchy principle value [15, 16]. One can define an analytical signal zm(t)
for each IMF mode Cm(t), i.e.,
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zm(t) =Cm(t)+ jC̃m(t) =Am(t)e
jϕm(t) (3)

where Am(t) = |zm(t)| =
√

Cm(t)2 + C̃m(t)2 represents an amplitude and ϕm(t) =

arg(z) = arctan
[

C̃m(t)
Cm(t)

]
represents the phase function of IMF modes. Hence, the in-

stantaneous frequency ωm(t) is defined from the phase ϕm(t)

ωm(t) =
1

2π
dϕm(t)

dt
(4)

The original signal P(t) can be expressed as

P(t) =Re
N

∑
m=1

Am(t)e
jϕm(t) =Re

N

∑
m=1

Am(t)e
j
∫ t
−∞ωm(t)dt (5)

in which Re is part real [11, 12, 9].
In order to characterize the scale invariant property of a considered signal in

the Hilbert frame, Huang et al. [10] proposed an extension of HHT, arbitrary-order
Hilbert spectral analysis. This approach has been applied successfully on turbulence
data [10, 18], river discharge data [19]. For that, a joint pdf p(A ,ω) of the instan-
taneous frequency ω and amplitude A from all these IMF components is extracted
[10, 9]. In this frame, the Hilbert marginal spectrum is rewritten as

h(ω) =
∫ +∞

0
p(ω ,A )A 2dA (6)

This expression concerns only the second-order statistical moment. A generalization
of this definition is considered to arbitrary-order statistical moment q ≥ 0 [10, 9, 20]

Ψq(ω) =
∫ +∞

0
p(ω ,A )A qdA (7)

Hence, in the Hilbert space, the scale invariance is written asΨq(ω)∼ω−ξ (q), where
ξ (q) is the corresponding scaling exponent in the Hilbert space. This scaling expo-
nent function can be linked to scaling exponent function ζ (q) of structure func-
tions by ζ (q) = ξ (q)− 1 [10, 9, 20]. Here the Hurst exponent could be defined as
H = ξ (1)− 1 [20].

3 Results

We present the analysis of the measured atmospheric wind speed wtih a sampling
rate of 1 Hz, obtained from a wind energy production site of Petit Canal in Guade-
loupe, an island in the West Indies, located at 16◦15N latitude 60◦30 W longitude.
Figure 1 illustrates the power spectral density provided by the Fourier transform
and the Hilbert transform. The corresponding scaling exponents are β = 1.27 and
ξ (2) = 1.28 respectively in Fourier and Hilbert spaces, over a frequency range
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Fig. 1 Power spectral densities for wind speed u(t) provided by the Fourier transform, E( f )
(�) and the Hilbert approach, h(ω) (◦). Power law behavior is observed on a large range of
scales with a scaling exponent 1.28.

10−5 � f � 0.5 Hz. If one applies the Taylor’s frozen hypothesis [22], this cor-
responds to a spatial scale from 16m to 800km. Figure 2 shows the measured mean
frequency fm of each IMF mode. Here we estimate the mean frequency by the fol-
lowing definition [11, 19]:

fm =

∫ ∞
0 f Em( f )d f∫ ∞
0 Em( f )d f

(8)

where Em( f ) is the Fourier spectrum of mth IMF mode Cm. It is an energy weighted
mean frequency in the Fourier space [11, 19]. We obtain a relation of the form
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Fig. 2 Representation of the mean frequency fm versus the mode index m, in log-linear plot.
The fitting slope is 0.58, corresponding to α = 1.8-times filter bank.
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Fig. 3 Scaling exponents measured by the structure function analysis (SFA) and arbitrary-
order Hilbert spectral analysis (EMD-HSA)

fm = f0α−m, with f0 = 1.34 and α = 1.8, meaning that fm of one IMF is approx-
imately 1.8-times fm of the next one. This characteristic corresponds to an almost
dyadic filter bank in the frequency domain. This filter bank property is deduced
by the data set itself, showing the fully adaptiveness of the method [13]. Figure
3 displays the corresponding scaling exponents ξ (q)− 1 (red line) obtained from
arbitrary-order Hilbert spectral analysis and ζ (q) (◦) obtained from classical struc-
ture function analysis. We can see that the scaling exponents ξ (q)− 1 are close to
ζ (q): the obtained curves are concave and nonlinear, validating the intermittent and
multiscaling properties of wind speed u(t) in mesoscales.

4 Conclusion and Discussion

In this paper, we apply arbitrary-order Hilbert spectral analysis, to the measured
wind speed of atmospheric boundary layer. We observe a power law behavior on
a large range of time scales from 10−5 < f < 0.5Hz. This can be associated to the
spatial scales from 16m to 800km if one applies the Taylor’s frozen hypothesis. It is
found that the EMD decomposition acts as a filter bank, which is close to the dyadic
one reported by several authors, showing the adaptiveness of the method. Further-
more, the intermittent nature of the wind speed is characterized by the scaling expo-
nents ζ (q) and ξ (q) respectively provided the classical structure function analysis
and the Hilbert-based method. Despite the use of different methodologies (resp.
different analysis frameworks), the coincidence of two scaling curves confirms the
intermittent nature of the flow in the atmospheric boundary layer. Therefore, this
intermittency must be taken into account when a model is proposed.
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Multifractal Statistical Methods and Space-Time
Scaling Laws for Turbulent Winds

G. Fitton, I. Tchiguirinskaia, D. Schertzer, and S. Lovejoy

Abstract. We discuss the results of a universal multifractal (UM) analysis per-
formed on the GROWIAN wind speed dataset. Within this framework the wind
speed can be reproduced, including the extremes, at all scales using just three pa-
rameters: α , C1 and H [1]. We exploit the fact that the wind speed is simultaneously
recorded at several positions (effectively two grids) on two masts. The first grid
allows us to compare the scaling of the horizontal spatial increments of the wind
speed (at three heights) with that of the temporal increments, thus enabling us to
verify Taylor’s hypothesis of frozen turbulence. The second grid allows us to test
the hypothesis of scaling anisotropy between horizontal and vertical shears of the
wind speed. The two scaling laws refer to the choice of either Kolmogorov energy
or buoyancy force fluxes. The spatial structure function analyses assume the large
number of data samples (approximately 150 samples of twenty minutes) reduces
the uncertainties from the limited number of spatial points. The proof of universal
scaling behaviour for different wind farm sites (see [2] for comparison) is an excit-
ing concept that opens up the possibility of further areas of research and application
within the field.

Data. Courtesy of Dr. Peinke we were introduced to the GROWIAN dataset. The
experiment consisted of two 150m masts positioned 65m East-South-East of a 3MW
wind turbine with a 52m lateral distance between each mast. Installed on the masts
were 20 propellor anemometers positioned in pairs on the ends of booms with a
12m length. This covered an effective area of 75×100m. Wind speed, direction and
temperature were measured at 2.5Hz and the duration of one measuring run was
approximately 20 minutes. A total of 300 runs were sampled between April 1984
and February 1987 at different inflow conditions, however, errors in the data meant
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the number of usable samples varied between 150 to 290. For more details about the
experiment see [3].

Spectra. The field scales when the logarithm of the spectral energy, E(ω) ∝ ωβ ,
has linear behaviour with a unique slope, β = 2H + 1 −K(2) (see Fig. 1). The
second order scaling moment function, K(2), is an intermittency correction. The
Hurst exponent, H, quantifies the divergence from conservation of a flux and is 1/3
for Kolmogorov energy and 3/5 for Bolgiano-Obukhov buoyancy fluxes. For data
analysis, the horizontal wind speed, u, is represented as the two-dimensional vector,
u = (ux,uy), preselected to be approximately perpendicular to the measuring array.
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Fig. 1 Log-log plot of averaged wind speed spectra, E(ω) for all samples (a) and E⊥(ω)
for samples with direction approximately perpendicular to the array (b). The frequency, ω =
2N/�n = λ/0.4s, where �n = 2n × 0.4s for n ∈ [0 : N]. Plots (shifted) from bottom to top
correspond to wind speeds at 50, 75, 100, 125 and 150m measured on Mast 2. The blue and
red correspond to inner and outer positions on the masts.

Wind Speed Direction. In Fig. 1a a spectral spike can be seen occurring at ap-
proximately log2ω = 9 or two seconds. In [4], a filtering criteria based on mean
interpolated wind speed and turbulence intensity was used to supposedly remove
measurements subject to a ‘shadow effect’ from the mast. The only way we could
obtain the desired scaling (Fig. 1b) was to filter the wind speed so that it was per-
pendicular to the mast. This confirms the effect of the wakes of the anemometers
causing the over representation of the two second frequency in Fig. 1a. In fact, we
can further confirm this idea by estimating a characteristic length scale of 30m,
given a mean wind speed of 10m/s, which is approximately the length of the boom.

UM Parameters. After removing the ‘problematic’ data we estimated α and C1 –
the UM parameters that measure respectively the multifractality and mean intermit-
tency of the scaling field – over two subranges: log2ω ∈ [1 : 7] & [8:10] using the
DTM method [1]. We use the DTM method [1] on the third power of the time-series
of the wind speed increments, Δu =

√
[Δu2

x +Δu2
y], and component increments,Δux
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and Δuy, for α and C1, and the first-order structure function for H (see Table 1 for
the average estimates).

Table 1 Estimation of UM parameters over high (top) and low (bottom) frequency subranges

Height αΔu C1,Δu HΔu αΔux
C1,Δux

HΔux
αΔuy

C1,Δuy
HΔuy

150m 1.42 0.31 0.42 1.36 0.36 0.38 1.36 0.36 0.45
125m 1.40 0.32 0.37 1.36 0.37 0.33 1.35 0.36 0.42
100m 1.38 0.30 0.45 1.33 0.35 0.42 1.32 0.35 0.49
75m 1.39 0.30 0.45 1.35 0.36 0.42 1.34 0.36 0.49
50m 1.43 0.32 0.48 1.38 0.38 0.44 1.38 0.38 0.51
10m 1.50 0.34 0.47 1.47 0.43 0.43 1.47 0.42 0.51

150m 1.76 0.26 0.33 1.69 0.42 0.30 1.69 0.40 0.36
125m 1.71 0.26 0.30 1.64 0.37 0.26 1.64 0.37 0.34
100m 1.71 0.24 0.33 1.66 0.37 0.30 1.63 0.35 0.36
75m 1.66 0.24 0.31 1.59 0.37 0.30 1.54 0.31 0.34
50m 1.63 0.22 0.30 1.58 0.34 0.28 1.57 0.31 0.33
10m 1.67 0.20 0.26 1.61 0.33 0.23 1.61 0.30 0.29
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Fig. 2 Histogram of the parameter H for uy at 75m (a), estimated from the first order struc-
ture function, using 152 subsamples, Ns. The estimates are comparable to those of Table 1.
Summing the subsamples for extreme values H < 0.33 (green area) and H > 0.5 (red area)
we get the corresponding spectral slopes (b) 2 (red), 1.4 (green) and 1.3 (dotted).

The estimates of H, show considerable variability, fluctuating around 0.3 and 0.6
i.e. between Kolmogorov and Bolgiano-Obukhov scaling (Fig. 2a). This is further
supported by average spectra (Fig. 2b) selected so that they correspond to the ex-
treme values of H. The mean codimension, C1, fluctuates in a corresponding man-
ner between 0.35 and 0.45. The multifractality, α ≈ 1.5, remains fairly stable at
all heights and between horizontal components. The values are comparable with
those found in [2]. To check the high frequency changes in scaling are not due to
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Fig. 3 Log-linear plot of compensated per-
pendicular wind spectra, ω1.2E⊥(ω), vs. the
normalised frequency, ω; Wind speeds at 10,
50, 75, 100, 125 and 150m, on the inner posi-
tion of Mast 2 (shifted from top to bottom)
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Fig. 4 Comparison of high frequency spectral
slopes at 10m for u (blue), ux (green) and uy

(red), shifted for easier comparison. The cor-
responding slopes of the dotted lines of best
fit are 2.3, 1.9 and 1.5.

a smoothing procedure of the measuring device we can look at the compensated
spectra, ωβE(ω) (Fig. 3).

A characteristic height (or length scale), corresponds to the peaks in the com-
pensated spectra. For wind speed spectra averaged over all subsamples the fre-
quencies to the left of the peaks correspond to Kolmogorov and to the right
Bolgiano-Obukhov scaling respectively. In addition to high and low frequency scal-
ing anisotropy the UM parameters exhibit component wise anisotropy over high fre-
quencies. The extent of the anisotropy leads to a majority of cases where ux scales
as Kolmogorov and uy scales as Bolgiano-Obukhov (see estimates at 10m in Table
1). We can further confirm this by comparing the high frequency spectral slopes of
the decomposed component vectors (see Fig. 4).

Structure Functions. Using the UM parameters estimated on the wind speed time
increments, Δu(τ) = u(t + τ)− u(τ), we can test the validity of Taylor’s hypoth-
esis by reconstructing a semi-analytic structure function, ζτ(q), and the empirical
structure function, ζr(q), for the temporally averaged wind speed space increments,
Δu(r) = u(x+ r)− u(x):

ζτ (q) = qH −K(q) = qH − C1

α− 1

(
qα − q

)
& ζr(q) = log〈|Δu(r)|q〉/ logr, (1)

where q is the order of moment and the operator 〈·〉 denotes an averaging procedure
in time. Fig. 5a illustrates that x = (xi) is the position vector with reference i ∈ [4 :
20] (see [3]) and r is the corresponding spacing between. In Figs. 5b-d, α and C1

are fixed at 1.5 and 0.35 respectively and only the parameter, H, changes between
the two theoretical values 1/3 (red) and 3/5 (blue). The hypothesis is valid when
ζτ(q)≈ ζr(q).
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Fig. 5 Diagram of the spatial increments (a),
ri = i × 25m, for i ∈ [1 : 4]. Other plots are
of semi-analytic structure functions with H =
1/3 and 3/5 (red and blue) compared to empir-
ical structure functions (× markers) for: hor-
izontal shears of u at 75, 100 and 125m (b),
vertical shears of ux-component, (c) and verti-
cal shears of uy-component (d).

The plots of the structure functions in Fig. 5b confirm Taylor’s hypothesis for the
horizontal shears of u. Looking at the vertical shears of components, ux and uy, we
find the anisotropic scaling displayed in the Hurst exponents in Table 1 (estimated
on the high frequencies of the time-series velocity increments) and the spectra in
Fig. 4 are replicated only for the shears taken from top to bottom (5a). This can be
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explained with the help of Fig. 3 and the minimum spacing length, r1 = 25m. Again,
taking the mean wind speed as 10m/s, we see that taking the smallest vertical shear
at the top of the mast, means we are within the Kolmogorov scaling range and
taking the smallest vertical shear at the bottom of the mast means we are within the
Bolgiano-Obukhov scaling range.

Perspectives for the Modelling of Extremes. The effect of the mean codimension
can be seen through the c(γ) function (Fig. 6); related to the probability distribution
of a flux, ελ through:

Pr(ελ ≥ λγ)� λ−c(γ), where c(γ−H) =C1

(
γ(α− 1)

C1α
+

1
α

) α
α−1

.

Here, γ = logλ ελ , is a scale invariant singularity. In addition to being able to re-
produce the theoretical c(γ) curves (Fig. 6) from the UM parameters, the expo-
nent, qD, of the power law of the distribution of the extremes can be predicted from
K(qD) =D(qD−1) with D= 1 for a time-series. Over small scales this gives qD ≈ 4
and 2.5 for C1 = 0.35 and 0.42 when α ≈ 1.5, thus defining the extreme behaviour
of the energy flux. This further implies qD ≈ 7.5 for the wind velocity, which is a
crucial result for applications within the field of wind energy.

c(
γ
)

γ

−0.5 0 0.5 1
0

0.5

1

1.5

Fig. 6 Theoretical conservative func-
tion, c(γ), with α = 1.35 and C1 = 0.35
for predominantly Kolmogorov scaling
(green) compared to the empirical func-
tion (blue crosses) using the Weibull
plotting position. The empirical data are
the concatenated 13 subsamples of the
third power of the uy velocities from Fig.
2b, filtered such that H < 0.33. The hor-
izontal shifting of the empirical curves is
done so that they superimpose with the
theoretical ones at c(C1) =C1. The shift
(corresponding to H = 0.2) is compara-
ble to the mean of the first order structure
function estimates (H = 0.25, see also
Fig. 2a).
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Advanced Statistical Analysis of
High-Frequency Turbulent Pressure
Fluctuations for On- and Off-shore Wind

Andreas Jeromin and Alois Peter Schaffarczyk

Abstract. The turbulence in atmospheric wind was measured on-shore and off-shore
with a piezo electric pressure sensor. This sensor operates at a high sampling rate
(50 kHz) and survives the corrosive environment in the open sea. Statistical charac-
teristics were investigated for 119 time series and compared to findings in literature.
The shape factor s2

p for the superposition of distributions was computed and differ-
ences to literature were uncovered. With the results for pressure fluctuations we can
show that pressure increments are distributed non-Gaussian in gusty wind in some
time intervals. So, turbulence characteristics seem to be transient. Furthermore, Tay-
lor micro scale and Kolmogorov scale were estimated for pressure data. The results
were reasonable and in range of other experiments. This study is part of ongoing
investigations at University of Applied Sciences Kiel.

1 Introduction

For optimization of wind turbine blades focus was laid on laminar to turbulent tran-
sition. Among other possibilities transition can be triggered by so called Tollmien-
Schlichting waves-packets [12] at high frequencies > 1kHz. Therefore, special
emphasis was given to investigations on the turbulent fluctuations in the atmospheric
wind.
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Fig. 1 Locations of mea-
surements on-shore at
Kaiser-Wilhelm-Koog test
site and off-shore at FINO3
platform 80 km behind the
island of Sylt c©FuE-Zentrum FH Kiel

GmbH, Graphics: Bastian Barton

For high sampling rates hot wire anemometers are commonly used, but very few
measurements were done in the atmosphere [4]. For our measurements a sensor was
necessary

• with a high sampling rate (up to 10 kHz) and the capability to resolve the range
of interest,

• that could resist the corrosive environment, especially off-shore,
• that could operate autonomous on an unmanned off-shore platform.

It was decided to use a pressure sensor. This sensor was validated against a hot
wire anemometer in the wind tunnel at Carl-von-Ossietzky University in Oldenburg,
Germany. When properly scaled both sensors showed the same power-spectrum up
to 4 kHz [8].

In 2008 on-shore measurements were performed at Kaiser-Wilhelm-Koog test
site of Windtest, now DNV-Germanischer Lloyd/Garrad Hassan (GL/GH). The off-
shore measurements were carried out also by GL/GH in 2010 on the unmanned
scientific platform FINO3 (see fig. 1).

In this study advanced statistical characteristics are analyzed and compared to
findings in the literature. It is a sequel of ongoing work at University of Applied
Sciences Kiel on turbulent fluctuations in on- and off-shore wind [6, 9, 10, 11].

2 Experimental Setup

For the measurements an ICP pressure sensor (fig. 2, left) from PCB Piezotronics
was attached to an imc Meßsysteme GmbH CS-1208 data logger. The sensor had

Fig. 2 Pressure sensor after
six month in off-shore ser-
vice (left) and installation
of two parallel pressure sen-
sors T1 and T2 on FINO3
platform (right)
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a diameter of 15 mm1, a pressure resolution of 0.13 Pa and a time resolution of
2.5 Hz up to 80,000 Hz. The pressure data was sampled at 50 kHz. Meteorological
data like wind speed and direction were available besides the pressure sensor data
and sampled at 1 Hz. Each individual time series was 100 seconds long.

For the on-shore measurements the pressure sensor was placed on a lattice tower
60 m above ground level. The tower stood in Kaiser-Wilhelm-Koog test site of
GL/GH (see fig. 1). The time series were categorized by wind directions from land
and sea side and by wind speeds of about 6 m/s, 12 m/s and 16 m/s.

The off-shore measurements took place on the unmanned, scientific measurement
platform FINO3 and were carried out by GL/GH, too. At a height of 100 m above
mid sea level two parallel pressure sensors were mounted as in fig. 2 (right). The
considered wind speeds were 6 m/s, 10 m/s, 12 m/s and 16 m/s.

3 Methods Used in Analysis

The data sets were analyzed for power spectral density, probability density distribu-
tions and extended self-similarity method of Benzi et al. [2]. In this study the results
with the superstatistics from Beck [1] are shown. By superposing a Gaussian distri-
bution with another distribution a shape parameter s2 can be computed for velocity
increments u. This was directly transferred to s2

p for pressure increments p as

s2 = ln

(
1
3

〈
u4
〉

〈u2〉2

)
⇒ s2

p = ln

(
1
3

〈
p4
〉

〈p2〉2

)
. (1)

From Hölling [5] we saw that s2 is a shape factor that indicated a Gaussian distribu-
tion for s2 ≈ 0 and a non-Gaussian distribution otherwise.

A Taylor micro scale λp could be estimated from the pressure time series. Com-
prehensible results were found according to the method derived from Renner [7]
with a basic λ0 computed as

λ 2
0 = 2

〈
p2
〉

〈(d p/dt)2〉 ;
d p
dt

=
pi+1 − pi

1/νsampling
(2)

and then the time derivative was replaced by d p
dt = limΔ t→0

p(t+Δ t)−p(t)
Δ t . Now λp was

a function of Δ t as shown in fig. 6. A parabola could be fitted to the data points in
fig. 6 and the value for λp at Δ t = 0 was computed.

The turbulent dissipation rate
〈
εp
〉
= 15ν

〈
u2
〉
/λp was estimated by using a

Bernoulli ansatz
〈

p2
〉
=
(ρ

2

〈
u2
〉)2

to replace
〈
u2
〉

for pressure. Finally, a Kol-
mogorov scale ηp =(ν3/

〈
εp
〉
)1/4 could be estimated as well, ν being the kinematic

viscosity of air (1.5 ·10−5 m/s2).

1 A naive estimate of frequency resolution with reference to rated wind-speed may indice
an upper limit less than 1 kHz. Because coherence across to wind is in the order of meters
we expert all measured fluctuations to be in phase.
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Fig. 3 Shape factor s2
p from equation (1) for all measurements on-shore and off-shore. Sym-

bols represent wind speed classes, grayness represents location and wind direction.

4 Results

In previous studies [6, 8] the statistical properties of one on-shore and one off-shore
data set were compared at similar wind conditions. Some differences were seen
for on- and off-shore wind, but most interesting was that the shape factor s2

p was
not similar to any other atmospheric experiments [3, 4] or to Continuous-Time-
Random-Walk (CTRW) simulations [8].

So all 119 time series were processed and plotted with the shape factor s2
p over

the increments delay τ in fig. 3. For comparison the shape factor s2 for velocity
measurements from Dhruva [4] with average wind speed of 8.3 m/s is also included.
For 110 data sets the shape factor is s2

p ≈ 0 and only nine data sets have a similar
behavior compared to Böttcher et al. [3]. A correlation was seen neither to wind
speed nor to location.

It was astonishing that four out of the nine data sets with s2
p �= 0 were captured

within a few minutes in the morning of October 19th, 2010. Nine data sets were
available for that day which were joined to form a single data set without gaps at the
joints. The wind speed for that day is shown in fig. 4 over measurement time.

The gray boxes in fig. 4 mark 20 s long subsets where the shape factor s2
p was

evaluated that is shown in fig. 5. At t = 20 s the shape factor was s2
p � 0. It dropped

to s2
p ≈ 0 only 60 s later at t = 80 s. When a gust was passing at t = 280 s the shape

factor was not affected. A rise in s2
p was first observed some time after an other gust

passed at t > 650 s.
For an other day, August 16th, 2010, ten data sets could be joined, too. The wind

speed for that day is also shown in fig. 4. Compared to Oct. 19th the wind was
continuous and not gusty. Here, the shape factor was s2

p ≈ 0 throughout.
As explained in section 3 the Taylor micro scale λp for Oct. 19th was estimated

from the pressure measurements with a parabola fit (fig. 6). For each 100 s data set
from Oct. 19th and Aug. 16th the Taylor micro scale λp is plotted over the average
wind speed 〈UW S〉 in fig. 7. The variation of λp with standard deviation of the wind
speed is included as error bars.
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The values for Aug. 16th focus in a close area in fig. 7. On Oct. 19th the wind was
gusty and strong variations in wind speed appeared. This reflects in Taylor micro
scale λp that is scattered over a wide range. The error bars are larger, too.

For the joint data set from Oct. 19th the Taylor micro scale λp was also computed.
The fitting in fig. 6 returned λp,t = 4.4 ms. With an average wind speed 〈UWS〉 =
10.4 m/s, the Taylor length was estimated as λp = 〈UWS〉λp,t = 4.62 cm. The value



64 A. Jeromin and A.P. Schaffarczyk

for joint data from Aug. 16th was λp = 3.09 cm. Both values are included in fig. 7
in black. The estimated values for λp were in the range of other experiments [3].

The Kolmogorov scale ηp was estimated for the joint data sets on Oct. 19th to be
ηp = 0.51 mm, for Aug. 16th it was ηp = 0.23 mm. These values were in range of
other experiments [3], too.
ηp,t and λp,t are also marked in the shape factor graph (fig. 5) for Oct. 19th.

5 Conclusions and Outlook

With our results of analyzing pressure fluctuations we can show that the distribu-
tion of pressure increments are Gaussian for most data sets. Only nine out of 119
measurements have a pronounced non-Gaussian distribution. The distributions of
pressure increments were Gaussian for steady wind, but not for gusty wind in some
time intervals. So, turbulence characteristics seem to be transient.

Furthermore, Taylor micro scale and Kolmogorov scale were estimated for pres-
sure data. The results were reasonable and in range of other experiments.

Next, other combined data sets will be evaluated. There is a chance to find a
possible correlation to gustiness of the wind for the non-Gaussian distributions or to
boundary layer stability. Also, experiments are to be carried out with a new Laser-
Cantilever-Anemometer for atmospheric applications, that is currently developed at
Carl-von-Ossietzky University Oldenburg.

Acknowledgements. Our thanks go to Detlef Stein and Bastian Schmidt from Germanis-
cher Lloyd/Garrad Hassan for setting up the probes on-shore and off-shore and performing
the data acquisition. We also thank Dr. Michael Hölling from Carl-von-Ossietzky University
Oldenburg for wind tunnel testing of the sensors. The project was funded by German Federal
State Schleswig-Holstein. (Funding Contract No. 122-09-023).
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Characterizing the Fluctuations of Wind Power
Production by Multi-time Statistics

Oliver Kamps

Abstract. The fluctuations of electrical energy, generated by wind turbines, reflect
the interaction between the turbulent wind field and a complex technical system. In
this article we study time series of the integrated wind power production of a large
number of spatially distributed wind energy converters. The aim is to characterize
the fluctuations of wind power production on different time scales.

1 Introduction

Wind energy is a steadily growing and highly fluctuating source of energy [1]. The
wind energy production of a whole country is a result of the complex interaction
between atmospheric turbulence and a large number of wind power generators at
different places. The complexity of the interaction between weather dynamics and
the wind farms is compressed into the summarized energy production from all wind
farms. In this article we want to make a first step to explore the statistics of this
observable on multiple time scales.

From recent research we know that the fluctuating character of the atmospheric
wind is transferred into the power production of single wind turbines and wind parks
[2]. On this level the energy production is characterized by extreme fluctuations. To
contrast these results with the production of a whole country, we analyze a data
set of the summarized wind power generation of Ireland [3]. The focus lies on the
increments of the power generation since they carry the information about the fluctu-
ations. The fluctuations are the hallmark of wind energy and distinguish this energy
resource from conventional energy resources like coal or atomic power which are
mainly used to produce energy at a constant rate.
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Fig. 1 Data series of the wind power generation in Ireland from 01.01.2006 to 31.12.2010
[3]

2 The Data Set

The data set consists of ≈ 2 ·105 measurements of the whole wind energy production
of Ireland between 01.01.2006 and 01.01.2011. Every data point is computed by
averaging the power generation over 15 minutes, which leads to a sampling interval
of Δ t =15min for the signal. To get a first impression of the signal in Fig. 1, the
whole data set is shown. Beside the strong fluctuations one immediately observes
the systematic trend in the data, which shows that over the years more and more
wind power generation capacity has been installed in Ireland.

While a systematic trend of the mean of the signal does not affect the increment
statistics, the growth of the standard deviation does. Since we want to use the whole
data set to investigate the increment statistics, we have to apply a detrending pro-
cedure to disentangle the fluctuations and the trend of the standard deviation. The
hypothesis underlying this approach is that we assume that the fluctuations obey the
same form of probability density function (PDF) everywhere in the signal. This as-
sumption was checked by estimating the PDF of the increments p(t + τ)− p(t) for
τ = Δ t over time windows of 16 weeks length and comparing the rescaled PDFs to
each other.

Motivated by this we divide the data set into intervals of 16 weeks and compute
for every interval the standard deviation σ(t) of the signal. Plotting this data against
time, we observe a linear trend in the evolution of the standard deviation. This trend
can be fitted very well by the linear function σ(t) = at + b with a = 0.00087 and
b = 117. The detrended data set x(t) is then computed by

x(t) =
p(t)

at + b
. (1)
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Fig. 2 Same data series as in Fig. 1 but rescaled by the procedure described in the text

The result is depicted in Fig. 2. To check the sensitivity of this detrending procedure
on the choice of the time window, it was repeated for time intervals ranging from 8
weeks to 24 weeks, leading to the result that a and b do not vary significantly with
respect to the chosen interval.

3 Characterizing the Fluctuations

In order to analyze the fluctuations, we now consider the increments

s(τ) = x(t + τ)− x(t) (2)

of the detrended power generation time series x(t). In Fig. 3 the rescaled (σ = 1)
PDF of the increments for τ = Δ t is shown (the rescaled variable is denoted by v)
together with a Gaussian PDF and a Laplace distribution

f (v) =
1√
2

e−
√

2|v| . (3)

Except from the far tails, where the estimation of the PDF is not reliable, the in-
crement PDF can be extremely well described by the Laplace distribution. This im-
mediately has important consequences for the occurrence of very large fluctuations.
Compared to a Gaussian PDF a 5σ event (corresponding to a 95 MW fluctuation in
the detrended data set) is about 400 times more likely to occur. This shows that even
on the scale of a large number of wind turbines that are distributed over Ireland,
the increment PDF is far from being Gaussian and has big tails. For the practical
integration of wind energy, this means that large power fluctuations on very short
time scales have to be managed.
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Fig. 3 Semi-logarithmic plot of the rescaled increment PDF for τ = Δ t (15min) together
with a Lorentz (line) and a Gaussian (parabola) distribution

In Fig. 4 several non-rescaled increment PDFs up to a time lag τ = 672Δ t corre-
sponding to 1 week are shown. One can see that on larger time scales the tails are
less pronounced but the PDFs are still far from Gaussian, especially in the central
part. Even on large time scales the fluctuations are extreme compared to Gaussian
fluctuations.
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Fig. 4 Semi-logarithmic plot of the non-rescaled increment PDFs for τ =
Δ t (15min),12Δ t (3h),24Δ t (6h),48Δ t (12h),672Δ t (1week) (from inner to outer
PDF)
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Fig. 5 Left: Semi-logarithmic plot of the rescaled increment PDFs for τ =
Δ t (15min),2Δ t (0.5h), . . . ,10Δ t (2.5h). Right: Fit parameter α(τ) (dots) together
with aτ−b (line).

Plotting the rescaled increment PDFs for τ between 15 min and 2.5 h shows that
the increment PDFs in this range are self-similar since all PDFs collapse on one
curve (see left part of Fig. 5). The non-rescaled PDFs can be fitted by

f (v,α) =
α
2

e−α |v| (4)

with a time-lag dependent coefficient α(τ). This coefficient is shown in the right
Part of Fig. 5 together with the power law aτ−b with a = 0.095 and b = 0.625 as a
guide for the eye. Although the first two values deviate from this power law, it seems
to be a very good parametrization for the largest part of the self-similar range. For
larger time lags than 2.5h, the increment PDFs loose self-similarity and cannot be
parametrized in this simple way.

4 Conclusion and Outlook

The central result of the present paper is the fact that even in the case of a large num-
ber of wind power generating units spread over a country, the summarized statistics
of the increments is still far from Gaussian. Even for time lags in the order of days
this non-Gaussianity remains. A possible explanation of this observation is that the
integral length of the atmospheric turbulence is in order of several hundreds of kilo-
meters [5]. For this reason the output of different wind turbines at different places
in the country is highly correlated which significantly slows down the convergence
of the PDF for the summarized signal to a Gaussian. Even for countries much larger
than Ireland this should play an important role.

Since it does not seem possible to circumvent extreme fluctuations in wind power
generation, it is necessary to understand and model these fluctuations. Therefore the
next step will be to construct a model that captures the main features of the stochastic
evolution of the wind energy production. The modeling process could be assisted by
the methods presented in [4]. Such a model can be used as a base for the short term
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prediction of wind energy production or as input for research on power grid design
and stability in the context of the grid integration of wind energy.
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Wind Energy: A Turbulent, Intermittent
Resource

Patrick Milan, Allan Morales, Matthias Wächter, and Joachim Peinke

Abstract. Statistics of high-frequency wind speed and power output measurements
display turbulent fluctuations. Frequent wind gusts are observed through heavy-
tailed statistics of increments of the wind velocity. These complex statistics cannot
be reproduced using Gaussian wind field models, stressing the need for appropri-
ate turbulence models. Wind fluctuations and wind gusts are converted by a wind
energy converter (WEC) into electrical power fluctuations and power gusts fed into
the grid. Similar heavy-tailed statistics are observed for the power output of a sin-
gle WEC, a wind farm and to some extend to a large array of WECs. Furthermore,
a stochastic approach is presented to model the conversion process operated by a
WEC. Our results illustrate the impact of turbulence on wind power production,
stressing the importance of turbulence research to properly integrate more and more
wind energy into electrical networks.

1 Introduction

The ongoing development of wind energy presupposes major changes in energy
strategy in the coming decades. While the installed wind power capacity grows
rapidly, rise the questions of wind power prediction and grid stability. While such
questions are commonly addressed for slow, meteorological scales, fast turbulent
dynamics are still an open topic of research. The impact of turbulence on the wind
energy conversion process is essentially a high-frequency problem, that must be ad-
dressed as such. We focus in section 2 on the turbulent statistics of atmospheric wind
measurements at time scales of seconds to minutes. This analysis is extended in sec-
tion 3 to the power output of a wind energy converter (WEC), than can be remodeled
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using a stochastic approach. The impact of turbulent fluctuations on grid stability is-
sues is then addressed in section 4 where the statistical analysis is presented for a
wind farm and for a large array of WECs in Ireland. All results presented within this
paper were extracted from data presented in table 1.

Table 1 Datasets used with corresponding information and naming convention

Dataset Measurement duration Sampling rate Wind speed Power output

FINO 6 months 1 Hz u -
WEC 2 weeks 1 Hz uW EC PWEC
wind farm 3 weeks 1 Hz uFARM PFARM
Eirgrid (2005 to 2009) 4 years 1/900 Hz - PGRID

When addressing the impact of turbulence on wind energy converters (WECs),
one should stress the influence and necessity of international norms and standards.
These standards offer a common ground from which wind energy applications can
be performed, ranging from the assessment of wind potential [2] to WEC perfor-
mance [3], fatigue estimations and so forth. The use of ten-minute averaging on
measurement data is a common starting point for such applications. While this is a
meaningful approach for long-term analysis, fast wind dynamics in the scales of sec-
onds should be accounted as well. They influence fatigue loads sustained by WECs,
see [6] and power fluctuations in the grid, as we address here.

2 Statistics of Wind Turbulence

As our work focuses on high-frequency dynamics, time series of wind speed uWEC

and power output PWEC are presented in figure 1. The ten-minute averages observed
here are only a slowly-changing, coarse estimate of the faster wind and power dy-
namics. Fast but nonetheless large fluctuations are overseen. Such fluctuations have
an obvious impact on the quality of the electrical power fed into the grid, as pre-
sented in section 4.

Fast fluctuations are commonly represented by their standard deviation, quantify-
ing their amplitude. But this statistical description (ten-minute average and standard
deviation) does not inform on the existence of gusts. However, gustiness is a char-
acteristic feature of turbulent flows. A striking example is observed in figure 1 at
time 32 min, where a wind gust creates a power gust, the output power raising from
10% to 100% within seconds. Wind gusts are not estimated from the measured wind
speed u, but rather observed through the velocity increment uτ(t) = u(t + τ)− u(t)
that measures the change in wind speed u over a time scale τ .

Gustiness is related to the probability of observing large increments uτ , thus in-
dicating a gust. The probability density function (PDF) of some wind increments
p(uτ) is presented in figure 2(a) for u. The heavy-tailed form of the increment PDF
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Fig. 1 (a) Excerpt of wind speed uW EC sampled at 1 Hz; (b) simultaneous measurement of the
power output PWEC at 1 Hz (black) and corresponding signal (red) modeled by equation (1)
as described in section 3.1. Ten-minute averages are indicated for uW EC and PWEC (horizontal
blue lines). Power values are normalized by the rated power Pr of the WEC.

indicates that extreme events, i.e. wind gusts are more frequent than what a Gaus-
sian distribution would predict. This is particularly true over short time scales of
few seconds, where events up to 20 standard deviations (uτ � 20στ ) are recorded.
Concretely, a wind speed change of 3 m/s (10σ ) over 1 s occurs every 4 hours for
the atmospheric wind measured, against every 5 years for a Gaussian wind field. Ref
[5] proposes a detailed statistical analysis of atmospheric turbulence. The impact of
such wind gusts on the electrical output is presented in section 3 for a WEC and in
section 4 for larger arrays of WECs.
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Fig. 2 Increment PDF for time scales τ = {1,8,32,128} s (top to bottom) for (a) velocity
increments uτ calculated from u on the offshore platform FINO; (b) power increments Pτ
calculated from PWEC (black circles) and corresponding signal (red triangles) modeled from
equation (1). The increments are normalized by their standard deviation στ for comparison
with a Gaussian distribution (blue dashed curve). All PDFs are shifted vertically for clarity
of reading.
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3 Wind Power Output

We see in figure 1 that wind fluctuations are converted by the WEC into power fluc-
tuations. Following our analysis of wind speed increments in section 2, we define
the power output increment Pτ(t) = P(t + τ)−P(t) as the change in the electrical
power output P over a time scale τ . PDFs of power increments are presented in
figure 2(b). They appear more heavy-tailed (more intermittent) than for the wind
speed. This could be anticipated as the power scales nonlinearly (roughly cubically)
with the wind speed. These power gusts are relatively minor at the time scale τ = 1
s, as the most extreme events 30στ � 5% rated power. The WEC cannot react sig-
nificantly over such a short time of 1 s. However, power gusts of � 40% rated power
are observed over τ = 8 s. We observe that less than 30 s is necessary for the power
output to change from 0% to 100%, or vice versa. Ref [6] also showed the direct im-
pact of turbulence on fatigue loads, stressing the replacement of Gaussian models
by turbulence models.

3.1 Stochastic Model of Power Output

The conversion process u → P operated by a WEC is commonly described by a
power curve [3]. While the IEC power curve is a good model at low frequencies
(for example to estimate the annual energy production), it does not suffice to model
the high-frequency WEC dynamics as observed in figure 1. A stochastic description
is proposed in [1] where the new concept of a Langevin power curve describes
the WEC dynamics. Unlike the IEC power curve where ten-minute data is used,
the Langevin power curve describes the conversion process at the reaction time of
the WEC, typically some seconds. We extend the concept to a stochastic model
that reproduces the conversion process u → P at a high frequency of 1 Hz, see [4].
Knowing the wind speed u(t), the power output P(t) of the WEC is modeled by a
stochastic Langevin equation

dP(t)
dt

= D(1)(P;u)+
√

D(2)(P;u) ·Γ (t) , (1)

where the Kramers-Moyal coefficients D(n) are estimated from two signals u(t) and
P(t) measured beforehand

D(n)(P;u) = lim
τ→0

1
n!τ

〈
[P(t + τ)−P(t) ]n | P(t) = P ; u(t) = u

〉
, (2)

and Γ (t) is a gaussian white noise with mean value 〈Γ (t)〉 = 0 and variance
〈Γ (t)2〉 = 2, see [7] for a theoretical description. The conversion process is sep-
arated into a deterministic drift D(1) that represents the WEC dynamics, plus some
random fluctuations

√
D(2)Γ (t). A typical time series is shown in figure 1(b),

where measured and modeled power output signals are compared. Also, increment
statistics can be compared in 2(b). The Langevin model yields intermittent power
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increments, similarly to what was measured. As such, we promote it as as realistic
approach to model WEC dynamics including high-frequency fluctuations and gusts.

4 Grid Integration Challenge

Results presented in section 3 indicate that the power output of a single WEC is
intermittent. Wind gusts are converted into power gusts within seconds. This claim
is often criticized by the intuition that such power fluctuations are only meaningful
for a single WEC. The act of clustering WECs into wind farms or even larger arrays
should effectively randomize the fluctuations, such that the total power output is no
longer intermittent. We address this claim by computing power increments Pτ for the
total power output of a wind farm PFARM, and for the wind power PGRID generated by
Eirgrid in Ireland, representing an installed capacity in the order of 1000 MW (data
freely available on www.eirgrid.com). Increment PDFs are presented in figure 3. We
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Fig. 3 increment PDFs p(Pτ) of (a) wind farm power PFARM for time scales τ =
{1,8,32,128} s (top to bottom); (b) of total wind power for Eirgrid PGRID for time scales
τ = {15 min,1 hour,2 days}. The increments are normalized by their standard deviation στ
for comparison with a Gaussian distribution (blue dashed curve). All PDFs are shifted verti-
cally for clarity of reading.

observe heavy-tailed increment PDFs for the wind farm power, with extreme events
of about 20στ up to 32 s. These events represent a change of power of about 40% of
the farm capacity. For information, power changes up to 90% are recorded within 5
minutes. Intermittency is as well present in the wind power produced in Ireland. The
most extreme events recorded over 15 min are about 10στ , representing a change in
power of about 170 MW.

5 Conclusion

Atmospheric wind measured at a high frequency of 1 Hz display complex turbu-
lent fluctuations. Such effects cannot be described using the ten-minute statistics
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prescribed by the IEC norms, including Gaussian models that underestimate the oc-
currence of wind gusts. Wind gusts have a central impact on WECs, that convert
them into power gusts. This is observed on high-frequency power signals measured.
We observe changes in power output of about 50% within 10 s and 100% within
30 s for a single WEC. The wind farm can see its power output change by 50% in
about 30 s and by 90% within 5 minutes. The wind farm configuration does filter the
fluctuations to some extent, but large wind gusts are nonetheless converted into farm
power gusts. Such gustiness is also present on the wind power generated in Ireland.
While less intermittent, these gusts represent much larger power fluctuations. We
observe the tendency that clustering more WECs together does filter some of the
intermittency, but the power fluctuations are much larger in absolute terms.

Intermittency is a central aspect in turbulence research, but it is still seldom ad-
dressed in the wind energy community. Large power fluctuations are fed into the
electric grid, raising the question of the grid stability in future, largely wind-powered
grids. Alternatives should be implemented, possibly in the form of smart controllers
to regulate turbulent fluctuations in the grid. We believe that such alternatives are
essential to the ongoing integration of wind energy.
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Highly Time-Resolved Production Data
Analyzed Using Engineering Wind-Farm Models

U.V. Poulsen, J. Scholz, E. Hedevang, J. Cleve, and M. Greiner

1 Introduction

Wind farm design and operation require a good understanding of the complex intra-
farm wind flows, with the level of sophistication depending on the concrete objec-
tives. Often speed and thorough validation are essential and one prefers to focus on
the average flow field using analytical, engineering wake models [6, 5] or highly
simplified computational fluid dynamics calculations [1]. However, when standard
engineering wind-farm wake models are employed for e.g. the maximization of
wind-farm power through collaborative control schemes [8, 3], the results from ex-
periments do not fully match the theoretical prediction. In fact, intra-farm wind
flows are very dynamic with wake meandering, wake interaction and the entrain-
ment of kinetic energy from the atmospheric layer above the wind-farm boundary
layer. It is desirable take these dynamical effects into account, while still working
with descriptions simple enough to be used efficiently in an optimization calcula-
tion. As a step in this direction, we here present a methodolgy where high-frequency
intra-farm power generation data from the offshore wind farm Nysted is analyzed
by comparison to several variations of engineering wake models, which differ in the
description of single wakes as well as multiple wake interactions.
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2 Method

The used data set consists of three months (march – may 2009) of recordings from
the 72 Siemens-Bonus 2.3 MW turbines comprising the Nysted off-shore wind farm.
The temporal resolution of the recordings, including turbine power and yaw, is 1
second. Data from nearby meteorology masts is not used. The 3 month time span of
the data is divided into disjoint 10 minutes periods. Only data where the frontline
turbines produce more than 150 kW and less than 2150 kW are considered. This
filter excludes about 20% of the data because of low wind and another 20% because
of high wind. The filter is applied because we want to be able to translate power to
wind speed via the inverse power curve [2], which can only be done comfortably
between cut-in and rated power. From the filtered 10 minutes periods the first 15,
30, 60, 120, 300, and 600 seconds averaged data points are selected. These form the
ensemble of events to be fitted to the models.

We use two models for the far wake expansion. In the Jensen model [6] the wake
radius at a distance x behind the turbine is given by a linear expression

RJ(x) = R+ kx (1)

where R is the rotor radius and k is a parameter that determines how fast the wake
expands. The effective wind speed felt by a downwind turbine is

uJ(x) = v0

[
1−
(

1−
√

1−CT (v0)
)( R

RJ(x)

)2 Aoverlap

Arotor

]
, (2)

where CT is the thrust coefficient, Arotor is the rotor area πR2, and Aoverlap is the area
of the overlap between the wake and affected turbine rotor. In what we will refer to
as the Frandsen model [5] we instead have square root dependence

RF(x) = R

√
max

{
β ,
αx
2R

}
for β =

1+
√

1−CT

2
√

1−CT
, (3)

with the adjustable expansion parameter α and a wake velocity

uF(x) =
v0

2

[
1+

√
1−2CT (v0)

[
R

RF(x)

]2 Aoverlap

Arotor

]
. (4)

For the Jensen model we follow the Katic approach and treat overlapping wakes
by adding squared velocity deficits [7]. For the Frandsen model we use both the
Katic approach and a semi-linear approach described in [10]. In addition, for wake
affected turbines, the thrust coefficient is evaluated at the estimated facing wind, i.e.
v0 in CT (v0) in Eqs. (2) and (4) is replaced by what the wakes from upwind turbines
result in.

For each event an approximate wind direction is first determined by a simple aver-
age of the yaw readings of all turbines with a correction as described in Ref. [4]. This
fixes the most upwind turbines on the farm perimeter. Then an either homogeneous
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or heterogeneous estimate of the free wind v0 is found from the inverse-power-curve
estimates from these most upwind turbines: In the homogeneous model, there is a
single free wind direction and speed for the whole farm, and a simple average is
applied. In the heterogenous model, we still assume a single wind direction, but the
free wind speed is allowed to vary in the cross-wind direction as a second order
polynomial. This ensures that we can include major cross-wind shears, while still
keeping the model simple and smooth.

The exact wind direction as well as the wake expansion parameter are varied to
find the values that for the considered event minimizes the sum of absolute power
deviations normalized by the total production:

ε =
∑i

∣∣Pi −Pfit
i

∣∣
∑i Pi

. (5)

This choice of objective function for the fit does not allow over- and underestima-
tions to cancel and is choosen in order to get a measure of how well the production
pattern and not just total production is modelled.

The procedure described above uses simultaneous data from the turbines, i.e. a
fixed (Eulerian) temporal reference frame. However, any change in wind conditions
will need a finite time to propagate down the farm. We therefore also apply a co-
moving (Lagrangian) reference frame, where the data from downwind turbines is
taken with a delay estimated from the free wind speed. Denoting the the delay of
the i’th turbine by τi and its downwind distance from the most upwind turbine by xi,
we use

τi = η
xi

v0,i
, (6)

where η is an empirical correction factor that we vary in order to find the overall
optimum for our data set. This turns out to be at η = 0.8 and defines our co-moving
reference frame (for details, see [9]). Note that we employ the heterogeneous free
wind, i.e. the delay can vary also in the cross-wind direction.

3 Results

We find the optimal model parameters for each single event and can then investigate
how these depend on various conditions. For example, in the right column of Fig. 1
is shown a scatter plot of the wake expansion parameter against the fitted wind
direction for each of the three models. In all models the expansion parameter is
higher for particular wind directions. These directions turn out to correspond nicely
with major and minor symmetry axes of the Nysted wind farm layout. This finding is
consistent with results from Ref. [4] which used a different Nysted data set. It should
be noted that on average, the fitted wake expansion parameters are significantly
lower than what is typically optimal when comparing to data averaged over many
events: We find typical k values around 0.02 (as in Ref.[4]) and typical α values
around 0.15–0.2.
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Fig. 1 Wake parameters of the Jensen model (top row) and the Frandsen model with Katic
wake interaction (middle row) and semi-linear interaction (bottom row) as a function of the
estimated up-wind speed (left column) and the fitted wind direction (right column). The dots
represent all events with respect to 15 s (magenta) and 600 s (grey) averaging times. The lines
are running averages based on a 0.1 m/s and 10◦ window width, respectively.

Averaging over a longer period will smoothen out many of the fluctuations due
to turbulence and wake meandering that can not be captured by the simple wake
models – we allow e.g. only a single wind direction for the whole farm. In Fig. 2 we
plot the ensemble average fit error as a function of averaging time for the Frandsen
model with Katic wake interaction. As a guide to the eye exponential curves with
an offset are fitted to the points. The offset, i.e. the “asymptotic” error when the
averaging time is increased can be seen as the limitation of the wake model even
when short term fluctuations have been removed from the production pattern. Note
that 10 minutes averaging puts one in the asymptotic regime. However, even then
we are still left with a significant ensemble mean error of about 0.13 for the basic
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Fig. 2 Mean fit error of
the Frandsen model with
Katic wake interaction as
a function of the event
averaging time T for the
data. The lines are fits of
the form a+bexp(−T/T0)
with parameters (a,b,T0) =
(0.126,0.040,260s)
(homogeneous),
(0.116,0.046,240s)
(heterogeneous) and
(0.115,0.043,200s) (het-
erogeneous co-moving),
respectively. 0 200 400 600
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version of the Frandsen model with Katic wake interaction and homogeneous free
wind. Using semi-linear wake interaction we find 0.15, while the Jensen model with
Katic interaction gives 0.18 (not shown in Fig. 2).

In Fig. 2 we do not only report results from the basic model that assumes a sin-
gle free wind speed for each event, we also evaluate the improvements that can be
gained by the two refinements described in Sec. 2 above: Allowing heterogeneous
wind speed in the crosswind direction (still keeping a single wind direction), and
employing a co-moving temporal reference frame. As can be seen, allowing het-
erogeneous wind speeds delivers a significant improvement while also using the
co-moving reference frame only slightly lowers average fit error. This is to be ex-
pected as only a fraction of the events are affected by propagating changes and for
the majority of events, using a different reference frame will simply entail a new
sampling of the random short-term fluctuations [9].

4 Conclusion

Existing engineering wake models have been applied in a single-event analysis of
high-frequency wind-farm data. The tested models show comparable ability to de-
scribe the data. As expected the fit error increases with increasing time resolution –
about 35% when going from a 10 min down to a 15 sec time resolution. The fitted
wake expansion parameters turn out to be significantly smaller than usually obtained
from standard sector-averaged model fits. Little dependence on the free wind speed
was found for the Frandsen model, while the Jensen k parameter is found to de-
crease with increasing wind speed. For all model there was quite some variation of
the average values with wind direction. This variation is not surprising given the
highly simplified models and perhaps suggests a way to tweak them. Further stud-
ies are needed in order to quantify the optimal variation and to test whether it can
used for predictions rather than just descriptions. An important generalization of the
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engineering wake models was the inclusion of heterogeneous cross-wind profiles,
which lead to a significant improvement of the model fits. A smaller improvement
was observed when a co-moving temporal reference frame was introduced in order
to capture the propagation of changes in the wind conditions down the farm.
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Turbulent Structures in Canopy Flows

Antonio Segalini, Jens H.M. Fransson, and P. Henrik Alfredsson

Abstract. A wind-tunnel experiment has been performed by means of a new for-
est canopy model. Hot-wire anemometry and Particle Image Velocimetry have been
used to describe the flow from the statistical point of view together with a con-
ditional sampling approach based on the Variable Interval Time Average method.
The analysis demonstrated qualitative agreement between both measurement tech-
niques, regardless of the canopy density that affects the structure intensity but not
its topology.

1 Introduction

There is a renewed interest in the description of the atmospheric boundary layer
over forested areas due to the strong exploitation of wind energy in Europe but also
elsewhere. From the power production point of view, wind-turbine parks located on
flat lands or offshore are more ideal as compared to locations in forested areas, but
the number of such exploitable sites is limited. Therefore great efforts are spent to
characterize the effect of the presence of a forest canopy in order to assess wind-
turbine performance and the overall quality of a given site.

Wind-speed statistics profiles have been characterized by many experiments in
both wind-tunnel [5, 6] and atmospheric boundary layers [2], providing useful fits of
the mean velocity profile. However, there are still debates about the turbulent struc-
tures generated by the canopy-atmosphere interactions [8]. Poggi et al. [6] suggested
that canopy flows show three main types of structures, namely the ones due to the
vortex shedding inside the canopy, the ones due to the Kelvin-Helmholtz instability
of the velocity profile (which has an inflectional point slightly above the canopy
top) and finally the coherent structures typically found in wall-bounded turbulence.
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The distinction between these contributions is not an easy task even in laboratory
settings, while it becomes impossible in atmospheric flows due to the limited spa-
tial characterization of the flow field and the continuous changes of the geostrophic
wind, which limits the identification of causes-effects of the atmospheric turbulence.

A wind-tunnel experiment has been therefore performed by means of a new forest
canopy model. Hot-wire anemometry (HW) and Particle Image Velocimetry (PIV)
have been used to describe the flow from the classical statistical point of view to-
gether with conditional sampling methods based on empirical techniques, often used
in atmospheric flows [7]. Amongst the various existing methods, the VITA method
(Variable-Interval Time Average) is here used to study localized variations in the
velocity time series obtained from both HW and PIV over the wind tunnel forest
model at some detection points [3, 7]. The use of two measurement techniques is
expected to shed some light regarding the dynamics of the turbulent structures, since
they are complementary techniques.

2 Experimental Setup

The experiments were performed in the Minimum Turbulence Level (MTL) wind
tunnel at the Royal Institute of Technology (KTH) in Stockholm. The atmospheric
boundary layer is simulated by means of triangular spires at the beginning of the test
section to artificially increase the boundary-layer thickness up to 0.5 m. In order
to simulate a forest canopy four pin fin plates with a width of 1.2 m and a total
streamwise length of 2.0 m have been used. The canopy trees have been replicated
by 5 mm diameter wooden circular pins that have been mounted in holes drilled
in the plates, where the tip of the pins reaches hc = 50 mm above the plate with
a total model length of 40hc. The pins can be removed or added in order to create
canopies with different densities. All the reported statistics have been measured at
the streamwise station x/hc ≈ 30. As a notation, y will indicate a vertical coordinate
with origin at the canopy top.

Hot-wire anemometry was used during the first part of the experimental cam-
paign to determine statistical properties of the flow. Two HW sensors were used to
educe the characteristics of the turbulent structures: A single HW probe (detector
probe) and a crossed HW were used to measure time series that subsequently were
phase averaged by using the detector probe. Time series have been acquired for five
different free-stream velocities (U∞ ≈ 5, 10, 15, 20 and 25 m/s) at 20 points across
the boundary layers with a sampling frequency of 20 kHz and a sampling time of
120 s in order to achieve good statistics and enough structures for the ensemble av-
erage to converge. Since the main statistics profiles did not show any Reynolds num-
ber dependence above the canopy (as shown in figure 1), only the phase averaged
flow field with U∞ ≈ 10 m/s will be shown. During the two-point measurements,
the used tree density of the canopy model was 850 pins/m2, corresponding to an
Element Area Index (EAI, defined as the frontal area per unit volume) of 17 m−1.

For the PIV measurements one high-speed C-MOS camera (Fastcam APX RS,
3000 fps at full resolution, 1024 × 1024 pixels, Photron) was positioned in
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backward-forward scattering mode at an angle of approximately 90◦ to the acqui-
sition plane. The raw images from the measurements had a resolution of 1024×
1024 pixels and a 10-bit dynamic range. The images were taken at a sampling fre-
quency of 800 Hz. A vertical laser light sheet of 1 mm thickness (aligned with the
streamwise direction) was produced by a Nd-YLF laser (Pegasus PIV-Laser). Mea-
surements were made at U∞ ≈ 5 m/s and U∞ ≈ 10 m/s.The canopy density during
the PIV measurements was twice as high (1700 pins/m2 with EAI= 34m−1), with
respect to the one used during the HW measurements, with the aim to quantify
the canopy density effect on the educed structure. It is worth to mention that highest
canopy density has been previously characterized with HW anemometry and no sig-
nificant differences were observed in the mean velocity profile and in the Reynolds
stress tensor above the canopy, with the exception of the vertical velocity variance,
that increases with the increase of EAI.

3 Results

The mean velocity profile and velocity variances and co-variance in the vertical
plane are shown in figure 1 for both HW and PIV for all the available U∞. The fric-
tion velocity, u∗, is here used to normalize the velocity statistics and it has been
determined from the maximum of the shear stress −〈u′v′〉 measured during the HW
measurement campaign. The mean velocity profiles from both measurement tech-
niques show quantitative agreement, while the streamwise and wall-normal vari-
ances are in reasonable agreement. There are some discrepancies close to the forest
probably due to excessive laser light reflection from the ground, or to the limitation
of HW anemometry to measure recirculating flows, likely to occur at the canopy
top. The statistics for both HW and PIV show that above the forest a high velocity
shear is present, together with high turbulence intensity up to approximately 2hc.
Above 2hc the turbulence starts to decrease with height more rapidly than in the
atmosphere due to the lack of free-stream turbulence in the present setup (besides
the one provided by the spires), but it clearly points out that at y ≈ 2hc there is the
edge of the internal boundary layer due to the presence of the canopy.

The application of the VITA technique [7] to the HW data set allows the detec-
tion of time instants where significant variations are observed in the time series of
the detection probe. Once these instants have been identified, a phase average can
be performed and the associated characteristic structure identified. However, the
structure signature will be defined in time, since only single-point time series are
available with HW anemometry. Therefore the so called Taylor hypothesis must be
applied as Δx(y) =−U(y)Δ t, leading to the structure reported in figure 2, which is
the phase average of the fluctuating velocity associated to the detection times. The
picture of the educed structure is in agreement with atmospheric measurements over
forests [1, 7], where large scale structures, educed with such empirical methods, are
usually associated to some ejection of low momentum fluid from within the canopy,
followed by a strong sweep of high momentum fluid from aloft.
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Fig. 1 Comparison of measured statistics profiles with HW with 5m/s ≤U∞ ≤ 27m/s (Cir-
cles), PIV with U∞ ≈ 5m/s (Solid lines) and PIV with U∞ ≈ 10m/s (Dashed lines). Mean
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Fig. 2 Conditionally averaged streamwise velocity fluctuation field, Δu/u∗, detected by
means of the VITA technique at U∞ ≈ 10 m/s (HW data). The used averaging time is
Tav = 0.7hc/u∗ with a threshold k = 1 [7].

The PIV measurements do not need the use of the Taylor hypothesis and can di-
rectly provide a spatial description of the structure. Figure 3 reports the PIV phase
averaged structure at different instants relatively to the detection times, providing a
slightly different description than the one reported in figure 2. It is possible how-
ever to observe that the same ejection-sweep cycle previously described is present
but with a stronger structure intensity (probably associated to the different canopy
densities).
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Fig. 4 Effect of the passage of the VITA event on the stream-wise and vertical velocity at
U∞ ≈ 10 m/s (HW data). (�) Sweep event, (◦) Ejection event.

The effects of the structure passage on the mean velocity profile are more intense
close to the canopy, where the highest velocity variation is observed, but they can
also be observed even at y/hc ≈ 5 in weaker form, according to ref. [7]. Figure 4
shows the effects of such structure on the streamwise and vertical velocity profile.
The ejection-sweep cycle is evident and it gives significant variations to the instan-
taneous wind velocity in a short amount of time, a phenomenon that might increase
fatigue loads, as discussed by Odemark [4].
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4 Conclusions

The effect of a forest canopy on the atmospheric boundary layer has been analyzed
in the present work by means of simple statistical tools and phase averaged maps.
Velocity statistics have been provided from both hot-wire anemometry and PIV,
showing a good agreement in the mean velocity profile and a reasonable agreement
in the covariances.

The VITA technique has been subsequently used to determine the instants where
footprints of large scale passing structures were present, identified by means of a
sudden variation in the velocity signal. The use of two independent measurement
techniques allowed the comparison of the same eduction method by using measure-
ment techniques with different time and space resolutions, together with an assess-
ment of the outcomes of such empirical techniques, often applied to single-point
statistics. Despite the fact that the VITA eduction method is not based on any ve-
locity spatial gradient information, used in more sophisticated eduction criteria, its
outcomes are noteworthy because they are associated to sudden streamwise veloc-
ity variations, events that have important implications in both wind-turbine energy
production and fatigue loads.

The comparison of the structures educed with both techniques showed a qualitative
agreement, demonstrating that the educed event is composed by an ejection-sweep
cycle and it is convected downstream with approximately zero vertical velocity. How-
ever its intensity seems to increase with the increase of the canopy density, a property
that clearly underlines the link between the educed structure and the canopy bound-
ary condition. The effects of the passage of the educed structure on the mean wind
speed profile have been demonstrated, pointing out that such large scale structures
can enhance fatigue loads and provide challenges to pitch control systems of modern
wind turbines located over forests.
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A Closer Look at Second-Moment Closure for
Wind Farm Analysis

Jonathon Sumner, Daniel Cabezón, Christian Masson, and Antonio Crespo

1 Introduction

It has been shown that common two-equation RANS turbulence closures are not
well adapted to actuator disk modeling of the wind turbine rotor [9]. This combi-
nation of models is nonetheless incredibly popular for wind farm analyses given its
relatively low computational cost and reasonably accurate velocity predictions for
isolated rotors (see e.g. [1, 11, 7]). However, a fundamental change is likely needed
to make significant improvements in velocity and turbulence predictions within a
real wind farm. As the actuator disk representation of the rotor is by far the most
economical in terms of computing time (in comparison to actuator surface or line
approaches) and is probably a mainstay, it is more appropriate to reconsider the clo-
sure. Of course, the greatest weakness of many lower-order turbulence models is the
reliance on the eddy viscosity approximation which ties stresses to strain rates in the
flow and imposes a single turbulent length scale. On the other hand, Reynolds stress
transport models avoid these problems entirely by modeling each component of the
stress tensor with its own transport equation and might be a promising alternative.

Traditionally, stress transport models have received relatively less attention as
the closure problem still has to be dealt with and the additional equations add to the
computational burden. Furthermore, some question remains as to whether the extra
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effort in fact yields more accurate predictions. But, in light of the possible benefits,
second-moment closure might be worth a closer look and is investigated herein for
the purposes of wind farm power performance analysis. This study presents a com-
parison of measured and predicted power ratios for a wind farm sited in moderately
complex terrain using two common two-equation closures and a stress transport
model. In addition, two actuator disk implementations are investigated.

2 Mathematical Modeling

The objective of this study is to take a closer look at two important aspects of wind
farm modeling in the context of popular RANS–actuator disk models: the turbu-
lence closure and the actuator disk implementation. In general, the flow is consid-
ered steady and incompressible with the effect of turbulence on the transport of
momentum being modeled with the Reynolds stress tensor and the effect of wind
turbine rotors being represented by sink terms in the momentum equation.

Commonly, the turbulence closure is based on a two-equation parametrization of
turbulence effects: the energy contained in the fluctuations and a measure of its rate
of dissipation. These models are founded on the assumption that the momentum
transport due to turbulence can be seen as stemming from an additional viscosity,
generally orders of magnitude greater than the molecular viscosity, that may be de-
duced from local flow properties. The most popular two-equation RANS closure is
the k− ε model [6] which is well known to provide poor estimates of wind turbine
wake properties. Although modifications to the original model have been proposed
[4, 3, 8], a recent critique of eddy-viscosity-based models for wind turbine appli-
cations has shown that all models based on this formulation are probably weak [9].
These arguments provide the impetus to consider second-moment closures. Here,
the k− ε model, its RNG variant [12, 13], and the Reynolds stress transport model
(RSTM) of Gibson and Launder [5] are tested. The model closure coefficients are
calibrated for neutral surface layer flow where the von Karman constant, κ , is taken
as 0.4187.

Concerning rotor modeling, the actuator disk method has been shown to yield
nearly identical predictions of velocity defect as its higher-order counterpart the
actuator line outside the very near wake region [10]. It is thus expected to be an ad-
equate representation of the rotor for the purposes of evaluating wind farm energy
capture as only far wake wind speeds are of interest. While coupling the actuator
disk model with blade-element/momentum theory is quite feasible, it is somewhat
impractical (as global thrust and power curves are often the only information avail-
able) and is likely unnecessary for such large-scale analyses.

However, application of actuator disk modeling in complex terrain and in densely-
packed wind farms poses a unique problem when the actuator disk implementation
is based on thrust and power curves. The challenge lies in the proper estimation of
the reference wind speed. In theory, this is the wind speed at the location of the
wind turbine rotor that would be observed if the wind turbine was not present: it
represents the quantity of energy available at the rotor location.



A Closer Look at Second-Moment Closure for Wind Farm Analysis 95

Two possibilities are immediately apparent. The first relies on establishing a re-
lationship between the wind speed at some ‘freestream’ location and the reference
wind speed at the rotor. In its simplest form, a one-to-one ratio might be supposed.
A more evolved approach might invoke some assumption regarding axial induction
at the rotor itself; so far, improvements yielded by such methods for wind farms in
complex terrain have been modest [8]. The first actuator disk implementation tested
here follows this track and takes the wind speed two diameters directly upstream of
the rotor as the reference wind speed. As the rotor thrust is determined iteratively as
part of the flow solution it is referred to as an elliptic implementation.

The second possibility is to introduce the wind turbines sequentially in a row-by-
row fashion such that the reference wind speeds for downstream turbines are calcu-
lated before their rotors are introduced. The advantage of such an approach is that
the impacts of topography and wake recovery should be better captured although at
the expense of longer run times. In this case, the rotor thrust is static and based only
on upstream influences; it is thus referred to as a parabolic implementation.

In both cases, the elemental thrust introduced in the discretized momentum equa-
tions as a sink term is given by

ΔTi =
1
2
ρCT (‖n̂ ·U∅‖)U2

∅
A∅

ΔVi

V∅

(
n̂ ·Û∅

)2
n̂ (1)

while the power is estimated using

P =
1
2
ρCP (‖n̂ ·U∅‖)U3

∅
A∅‖n̂ ·Û∅‖3 (2)

where ρ is the air density, CP and CT are the turbine power and thrust coefficients, n̂
is the disk-normal direction, A∅ is the swept area, ΔVi/V∅ is the fraction of the total
rotor volume occupied by cell i, and U∅ is the reference wind velocity.

There remains the question of the best measure of energy content. An argument
could be made that an average based on the wind speed cubed would be most repre-
sentative. In standardized power performance testing however the hub height wind
speed is presumed to be representative. For wake flow, this practice is overly con-
servative: hub height wind speeds at the wake centre are either at or near minimum.
As a first-order improvement, the disk-averaged wind speed is used as the reference
wind speed U∅.

3 Case Study

The case study is based on a Spanish wind farm consisting of 43 wind turbines ar-
ranged in five rows with hub heights of 45 m and 55 m. The turbine thrust and power
coefficient curves have been provided by the manufacturer. The terrain surrounding
the wind farm is shown in Figure 1. A roughness length of z0 = 0.0082 m is assumed
for the entire site.

Observations have been filtered by sector and power as part of the European UP-
WIND project. The conditions for the present study correspond to a wind direction
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of 327◦ ± 5◦, a wind speed at the reference turbine of 8.0± 0.5 m/s (by inverse
power curve), and a turbulence intensity of roughly 12% at the meteorological mast
at hub height.

4 Numerics

All simulations are run using OpenFOAM 1.7. The SIMPLE algorithm is used for
pressure-velocity coupling. The convection terms in the momentum equation are
discretized using a bounded version of QUICK; other convection terms use simple
upwinding. All other terms are discretized with central differences. The simulations
are run in parallel based on non-overlapping domain decomposition. Customized
OpenFOAM solvers have been developed to introduce rotors “parabolically” and
define reference wind speeds by the methods described above.

For the row-by-row introduction of rotors, the row convergence criteria are based
on three parameters: the momentum equation residuals (< 10−4), the maximum rel-
ative change in reference wind speed (< 10−5), and a minimum number of iterations
to ensure convection of upstream changes (500). For the elliptic actuator disk im-
plementation, final convergence is based solely on normalized equation residuals; a
tolerance of 10−5 is specified.

Equilibrium neutral surface-layer profiles of velocity, turbulent kinetic energy,
dissipation rate, and stress tensor are specified at the inflow, located 11 km up-
stream of the wind farm. The friction velocity is calibrated to yield the measured
power at the reference turbine. The outflow is placed 4 km downstream where a
fully developed condition is assumed. The lateral boundaries, 2 km to each side of
the wind farm, assume a symmetry condition. Freestream conditions are imposed at
the upper boundary, roughly 1.5 km from the surface. Standard wall functions, with
appropriate modifications for atmospheric flow [2], are used at the surface.

Fig. 1 Orography and lay-
out of wind farm. Each
contour level represents a
10-m change in elevation.
Wind turbines are indicated
by a cross while the meteo-
rological mast is represented
by a triangle. The reference
turbine is wt101.
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The domain is discretized using a structured mesh consisting of eight million
cells with a near-wall cell height of 1 m; cell heights are expanded away from the
wall. Each rotor is subdivided into roughly 40 cells.

5 Results and Conclusions

Figures 2 and 3 present the power ratios for the second and third rows of the wind
farm. For the second row, the predictions of all models for nearly every turbine lie
within one standard deviation of the observed power ratio. Significantly, no single
combination of actuator disk implementation and turbulence closure stands out from
the rest although the RSTM variants are generally somewhat more reliable than the
two-equation closures. For row three, the agreement with measurement is not as
impressive: all models over-predict the power production at turbine 7 with outliers
also at 2, 3 and 5. Overall, the parabolic / RSTM model seems to provide the best
agreement with measurements for this row, but only marginally so.

Returning to the original question regarding accuracy and computational effort
related to the use of a stress transport model, the preliminary findings of this case
study demonstrate that while some improvement in power predictions can be ex-
pected, it comes at a significant price: the run time (in terms of cpu-hours) for
parabolic / RSTM was more than double that of parabolic / k− ε .
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Fig. 2 Power ratios for turbines in second row. All results and measurements are normalized
using the power output of the reference turbine (wt101).
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Fig. 3 Power ratios for turbines in third row. All results and measurements are normalized
using the power output of the reference turbine (wt101).
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Small Scale Sensing for Wind Turbine Active
Control System

Rustom B. Bhiladvala�, Elsa Assadian, and Ali Etrati

Abstract. In large wind-turbine parks (farms), gusts, turbulence and interaction of
wakes cause significant variation in the wind velocity over rotor blades, with a range
of temporal and spatial scales. Arrays of sensors for pressure and wall shear stress
at a few key locations, would directly provide data on local wind forces at these
locations on the blade surface. Augmented by wind speed field data, wall shear data
would be the most directly relevant input for “smart rotor” Active Flow Control
(AFC), reducing power intermittency due to localized or large-area boundary-layer
separation. Actuators run by a control system with such input could reduce extreme
and fatigue loads, power fluctuations, and could help extend the wind speed enve-
lope for power extraction. For measuring fluctuations of turbulent wall shear stress,
flush-mounted single-hot-film sensors are non-intrusive, but suffer from unaccept-
ably large errors caused by significant heat conduction to the substrate. To mitigate
this problem, we introduce multi-element guard-heated sensors. Results from our
analytical/numerical study show that it is possible to eliminate substrate conduc-
tion errors, with careful geometric design of the guard heater. A microfabricated
prototype is also presented in this entry.

1 Introduction: Sensors, Actuators, Control for Wind Energy

Large wind turbines (WTs) in a wind park typically experience significant force
fluctuations, over a range of time-scales (or frequencies). The timing and severity of
wind turbine component failures from fatigue and extreme loads increases the cost
of electricity produced and more importantly, could damage the perception of wind
as a dependable (annually-averaged) renewable energy resource. This dependability
is required for citizens, governments and markets to support its development.
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A coordinated strategy for sustained wind energy development with arrays of
large wind turbines may therefore reasonably include the costs of:

(1) Active Flow Control (AFC) system -effective, low-maintenance, long-lasting.
(2) Distributed sensors for sampling local wall shear stress and pressure. Other

sensors for wind speed, temperature, other weather conditions.
(3) Algorithms for Active Flow Control -robust, stable, optimized with WT, wind-

park and grid-related variables.
(4) Processing of sensor data with [i] a higher resolution stream for smart rotor con-

trol system input - and [ii] coarse-grained data saved for WT health monitoring,
improvements in design, controls, materials and manufacturing methods.

(5) Scheduling minimal pre-emptive maintenance based on WT health monitoring.
(6) Analytical, Computational and Experimental Modeling, crucial for(1)-(5).

The development of distributed sensors (item 2) for sampling local blade forces
caused by wind is the subject of this paper. Currently, with increasing size of wind
turbines, there appears to be growing interest in developing AFC, with the primary
aim of reducing extreme and fatigue loads arising from wind variability [1]. Several
possible forms of actuators (1) for smart rotor or smart blade AFC have been de-
scribed [2, 3, 4] and progress reviewed [5]. Blade-strain sensors are in use [5] for
WT health monitoring (4) and can serve mimimal maintenance goals (5).

LIDAR for wind velocity field sensing upto kilometre scale, can serve for WT
feedforward control systems [5]. Distributed sensors (2) and control algorithms (3)
for smart-rotor WT to grid systems appear not to have received as much attention
[6]. In a recent study, Peinke and co-workers [7] concluded that wind fields param-
eterized by mean speed and fluctuation intensity, and generated by standard algo-
rithms, do not adequately reproduce the intermittency of measured wind fields, and
that statistics of small-scale features of wind turbulence need to be better understood
and represented.

Temperature-compensated turbulent wall shear stress (wss) sensors would di-
rectly provide high resolution measurements of local wss caused by gust onset (rapid
rate of change) as well as turbulent fluctuations(4). Measurements of local pressure
and wss with appropriate resolution could be used as an input to an AFC system (3)
to reduce local flow separation, as the wind-field changes (4). Such an AFC system
would deploy actuators (1) to reduce extreme or fatigue loads caused by intermittent
gusts or wakes (4). Potential benefits for AFC could include an extended wind-speed
envelope for power extraction; control vortex shedding and noise generation; pro-
vide wind-force history for blades, by saving coarse-grained data; interpret strain or
micro-damage history and weather history, to plan minimal maintenance (4,5); seek
blade materials and manufacturing techniques for longer wind turbine life.

Controlling cost and complexity implies that the locations of small arrays of
such sensors would have to be chosen judiciously, following some experimenta-
tion and modeling. Direct wind-force blade data from these sensor arrays on model
blades in controlled flow, could be used to empirically enhance fast, inexpensive,
inviscid aerodynamic models (6). The sensors being developed here will also en-
able laboratory turbulent boundary layer studies with simultaneous measurement of
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wall-shear and velocity fields, to improve wall-boundary condition specification for
more compute-intensive modeling (6) with LES (large eddy simulation).

2 Guard-Heated Thermal Sensors for Turbulent Wall Shear
Stress

Even in well-controlled laboratory turbulent flows with constant mean velocity,
the probability density functions (pdfs) of wss show heavy tails with fluctuations
far greater than the mean being significant. The rapid onset of wind gusts may
contribute to an intermittency in power fluctuations, both through local separation
as well as interaction with near-wall turbulence structures. Accurate measurement
of wss fluctuations should help our understanding, and techniques used to do so
must not appreciably perturb the sublayer, which becomes thinner as the mean skin
friction increases. This is the reason why sensors or sensing volumes with dimen-
sions far smaller than the typical large scales in the flow are required for wss
measurement. The advent of microfabrication has seen several new small-scale tech-
niques such as micropillar deflection and floating-element microsensors. For the

Fig. 1 Conjugate heat transfer problem. All external boundaries have zero temperature gra-
dient, a flux-continuity condition is used at the fluid-solid interface, Sx is the shear rate, u(y)
is the linear velocity profile. Temperature contours for a conventional single-element hot film
in air show heat exchange over a far larger length than the hot-film length, seen in red.
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operating environment of wind-turbines, flush-mounted thermal sensing films with a
thin protective dielectric coating, seem to be the most rugged option likely to survive
the environment.

In constant temperature anemometry (CTA) with a flush-mounted hot-film, the
relation between measured voltage (E) and wss (τ) used is:

E2 = Aτ1/3 +B, (1)

where constants A and B are obtained from a calibration experiment, using a flow
with known shear stress. This relation was first derived by Leveque [8], from the
advection-diffusion equation for heat transport from an isothermal hot film to mov-
ing fluid using several assumptions. Analytical and computational studies of the
conjugate fluid-solid heat transfer show that these assumptions, particularly negli-
gible substrate conduction, can be grossly violated, particularly in the case of low
thermal conductivity fluids such as air.

Figure 1 (top) shows the domain and boundary conditions used for the conju-
gate heat transfer problem. The advection-diffusion equation is solved for the fluid,
heat conduction equation for the solid, and continuity of heat flux is used at the
fluid-solid interface. Results for a single-element (SE) hot-film sensor in air (seen
in Figure 1, bottom, and the SE curve in Figure 2) show the effective heated length
of the fluid-substrate interface can be over a hundred times larger than the physical
length (reducing spatial resolution), and changes significantly with shear strength

(Pe). The Peclet number Pe = SxL2

α f
is the shear strain rate Sx non-dimensionalized

by the fluid thermal diffusion timescale, based on hot-film length L and the fluid
thermal diffusivity α f . Experimental results of wss measurements in air [9] with a
conventional single-element sensor show very low values of turbulent fluctuation in-
tensity, from 0.06−0.12, compared to values of about 0.34−0.37 from experiments
in liquids [9] and from DNS. The resolution of conventional single-element hot-film
sensors for wall shear stress in air clearly suffers greatly from spatial averaging.

Multi-element guard-heated sensors proposed are seen in Figure 2, top. All guard
heaters (blue) are electrically isolated from the sensor element, but maintained at the
same temperature, using a single, separate, CTA bridge circuit. The single-element
(SE) sensor (red), can be equipped with a single guard heater in-plane (GH1P),
which increases the fraction of sensor heat directly transferred to the fluid (Q f ),
reducing the effective heated length. A second sub-surface guard-heater is called
for in air, to reduce the indirect heat transfer from the sensing element through the
substrate (Qs) to near-zero, allowing Le/L = 1, as seen in the plots for Figure 2.

Figure 3 shows a prototype of the guard-heated sensor (GH1P) that has been
fabricated. The chip is designed so that heat generated in the inner sensing element
(the green rectangle seen on the chip) is forced by a surrounding guard heater (blue)
maintained at the same temperature by a second bridge circuit, to be transferred
directly to turbulent flow of air over the chip face. For the sensors with guard-heating
in two planes, substrate conduction can be entirely eliminated, but the more difficult
fabrication for this is currently being worked out.
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Fig. 2 Upper: Sketch defining single-element sensor SE (red-only), sensor with guard-
heating in 1-plane, GH1P(red+ top-blue) and guard-heating in 2-planes, GH2P(GH1P + addi-
tional guard-heating film below sensor). Lower: Effective sensor (heat-exchange at interface)
length Le for SE can range from 150 to 200 times the sensor hot-film length L for Pe between
1 and 0.4; in air, it is still significant for the GH1P case, and exactly equal to L (ideal) for the
GH2P case (see text).

Fig. 3 Prototype of guard heated GH1P wall shear stress sensor: chip, ceramic holder and
leads

3 Conclusions

A system of distributed sensors of local pressure and wall shear stress at key lo-
cations on wind turbine blades could be useful to directly measure the local wind
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force on blades, without the need for models that transform wind-field data to blade
force data. They can be designed for the resolution required. Wall shear stress sen-
sors can provide valuable data on incipient local flow separation, and may thus help
to mitigate extreme and fatigue loads, vortex shedding, noise and stall through the
deployment of actuators by an Active Flow Control or “smart-rotor” system. An eco-
nomical low-resolution record of their signals will have many uses, which include
health monitoring, pre-emptive maintenance and the analysis of aging or failed com-
ponents to improve materials and manufacturing processes for new design. Though
rugged and non-intrusive, conventional single-element hot films suffer from serious
errors due to substrate heat conduction. Detailed numerical calculations for the pro-
posed microsensors with guard heating indicate they should be successful in elimi-
nating errors from substrate heat conduction. First prototypes have been fabricated.
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Wind Tunnel Simulation of Wind Turbine
Wakes in Neutral, Stable and Unstable Offshore
Atmospheric Boundary Layers

Philip E. Hancock, Frauke Pascheke, and Shanying Zhang

Abstract. Relatively little is known about wind turbine wake development in sta-
ble and convective wind flow. From the UpWind [1] study wind conditions in areas
of the North Sea are significantly non-neutral for about 70 percent of the time. The
stable atmospheric boundary layer is particularly complex, and if the stability is suf-
ficiently strong the boundary layer depth is comparable with the tip height of large
wind turbines. The ’imposed’ condition, the potential temperature gradient above
the boundary layer, is therefore important. In a first phase of work, measurements
have been made in the wake of a model wind turbine in neutral, stable and un-
stable offshore atmospheric boundary layer simulations, the neutral case being the
reference case. The stable case is for weak surface-layer stability, but typical strong
imposed stability above. The wake deficit decreases more slowly, consistent with
the lower level of boundary layer turbulence, but after about 3 rotor diameters it
ceases growing in height as a direct consequence of the imposed stability. Temper-
ature and heat transfer are increased in the wake, the latter though only from about
3 diameters. The unstable cases show more rapid reduction of the velocity deficit,
and higher levels of turbulence. The greater depth of the unstable layer means that
conditions above are much less important.

1 Introduction

Understandably, a widely-made assumption in the wind power industry regarding
wind resource is that the wind flow is neutrally stable or nearly so, and that unsta-
ble and stable periods roughly balance out and are equivalent to neutral conditions.
(See for instance [2] regarding wake prediction.) However, the mean wind profile
and the level of turbulence in the atmospheric boundary layer (ABL) are dependent

Philip E. Hancock · Frauke Pascheke · Shanying Zhang
University of Surrey, Guildford, United Kingdom
e-mail: p.hancock@surrey.ac.uk
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upon stability, and wind flow turbulence has long been recognised as promoting
wake diffusion and a more rapid deficit reduction (see for example [3]), potentially
allowing a smaller streamwise separation between turbines. Turbulence and mean
shear from an upwind turbine adds to the load imposed on a turbine over and above
that of the turbulence and mean shear arising in the undisturbed wind flow. Mod-
elling wakes is therefore of major practical importance. However, relatively, little is
known quantitatively about how wakes develop under stable or unstable wind flow
conditions.

The convective motions in an unstable ABL give rise to higher intensities and
greater depth, while the buoyancy forces in the stable case reduce the intensities
and depth. Importantly in this latter case, the depth of the boundary layer can be
reduced enough for the top of it to be below the top of the rotor disk of a large
wind turbine (say 5MW, where the top of the rotor disk is at about 150m). In the
neutral and unstable cases the whole height of the turbine is immersed in the ABL.
The stable ABL is particularly complex, and the condition imposed from above by
the stable temperature gradient, dθ/dz, is as much a principal parameter as those of
the surface layer. This is an important point for wind power meteorology because
there is little field data for temperature and velocity profiles up to heights of 200m.

The work reported here is part of a programme of work within the UK-EPSRC
Supergen-Wind consortium. A first series of wind tunnel measurements have been
made of a single turbine in stable and unstable boundary layers.

2 Wind Tunnel and Turbine Models

The EnFlo wind tunnel is designed to simulate neutral and stratified atmospheric
boundary layers. Stable or unstable stratification is created by cooling or heating the
floor surface, assisted by heaters upstream of the working section that can provide
a temperature gradient at the inlet. A heat exchanger removes heat at the end of
the working section. Irwin-type spires [4] at the working section inlet together with
surface roughness are used to generate mean velocity and turbulence profiles with
typically correct characteristics. Here, the neutral case was based on the guidelines
of ESDU [5, 6], assuming a mean wind speed of 10m/s at a height of 10m. The
working section is 20m long, 3.5m wide and 1.5m high, and the simulation was
done at a scale of 300:1. The three-blade model turbine has a diameter of 416mm
and a hub height of 300mm, with a design tip-speed-ratio of 6. The rotor drives a
four-quadrant motor-generator through a gearbox. A consequence of scaling is that
the temperature gradient dθ/dz above a stable boundary layer must be such that

(
D

Ure f
)2 dθ

dz
= constant, (1)

where Ure f is a reference velocity, D the rotor diameter and z the height from the
surface. This implies that the gradient in the wind tunnel must be much larger
than in the atmosphere; non-dimensionally, LN/Ure f will be the same for both for
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similarity, where L and N are the Obukhov length and the Brunt-Vaisala frequency,
respectively.

Velocity was measured by means of a Dantec FibreFlow two-component
frequency-shifted LDA probe, mean temperature by thermocouples and fluctuating
temperature by a cold wire held close to the measuring volume in order to measure
the instantaneous heat fluxes. The cold wire was calibrated against the traversed
thermocouple. Each measurement point was sampled for a minimum of 2 minutes,
at a mean sampling rate of about 90Hz for the LDA, and at 3kHz for the fluctuat-
ing temperature, interpolated to coincide with the LDA samples. The largest error is
expected to be in the statistical averaging, taken to be within about ±1% for mean
velocity and ±10% for the second-order moments. The technique, including details
about the frequency response for the temperature fluctuations, is described in more
detail by [7].

Fig. 1 Wake profiles of mean velocity and Reynolds direct stress u2 between 0.5D and 10D
from the turbine. Left side, neutral, right side stable. Lines indicate respective undisturbed
profiles (at distances from the working section inlet (mm)).

3 Results

Figure 1 shows profiles of the mean velocity U and streamwise Reynolds stress u2,
normalised by the hub-height velocity, UHUB. The left side of the figure is the neutral
case and the right the stable case, for which L/D was 3.0. Here, z is from the hub
axis. The lines in the figures show the undisturbed profiles at X from the working
section inlet, in units of mm.
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There are number of immediately notable features. The momentum deficit is
larger for the stratified case, as is to be anticipated by the lower level of turbulence
in the ABL. However, the vertical growth rate is also clearly less at the downstream
stations, and in fact has ceased, as can be seen by the comparison given for the last
two stations in figure 2 (a feature also seen in other quantifies). A closer examination
of the profiles shows that the growth rates are very similar up to about 3 diameters,
but is suppressed from 5D onwards. This is inferred as a direct effect of stratifica-
tion, while the larger deficit in the earlier part of the wake is an indirect one, arising
from a lower level of ABL turbulence. The Reynolds stress (u2) profiles are notice-
ably smaller in magnitude in terms of ”added” turbulence of u2 - the undisturbed
level. That the stress is smaller in magnitude for the earlier profiles is interesting in
that the mean shear is larger in the stable case.

Fig. 2 Mean velocity profiles, near the profile edge, from figure 1

Also noticeable is the lower level of u2 w.r.t. the unperturbed ABL profile, but
only in the neutral case. Tentatively, it is thought this may be due to an impeding
effect of the turbine on axial fluctuations in the upstream flow, though [11] attributed
it to a decrease in mean velocity gradient, but by either mechanism it should also be
present in the stable case.

Qualitatively similar results to that seen here of a larger wake deficit were also
seen in field measurements by Magnusson and Smedman [8], and opposite to wind
tunnel experiments by Chamorro and Porte-Agel [9], contrary to expectation, for
reasons that are not understood, though it may be linked with a smaller (but not
zero) imposed condition in their case.

Figure 3 shows the mean temperature profiles and the heat flux profiles, where the
latter are normalised by the level in the undisturbed ABL. As in figure 1, the lines in
the figure indicate the undisturbed profiles. Above the wake, the temperature gradi-
ent is about 20K/m which, from equation (1), is equivalent to 0.01K/m at full scale.
(D was in the ratio of 1:300, model-to-full scale, and Ure f intheratioo f 1.5:10.) This
a typical strong gradient. See, for example, [10]. The imposed condition is therefore
’strong’, but at the surface, from L, the stratification would be classed as ’weak’.

The wake has a significant effect on the mean temperature profile, giving a dis-
tinct increase below about hub height, at all stations. In contrast, the heat flux mea-
surements show little initial response; it is only from 3D onwards that a dramatic
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Fig. 3 Mean temperature profiles (left) and vertical heat flux profiles (right), the latter nor-
malised by the unperturbed surface value

change takes place, with a peak level exceeding the surface value by a factor of about
1.6, and the steep change in heat flux, once at the surface, is now at the top edge of
the wake. The change in response after about 3D is consistent with the observations
above about development of the mean velocity profiles being affected directly by
stratification only after about 3D.

Figure 4 shows contour plots of mean velocity and Reynolds shear stress uw for
two unstable surface conditions, L/D. The mean velocity deficit can be seen to de-
crease more rapidly with decreasing |L|, and the shear stress becoming more intense.
The shear stress contours also indicate a more rapid growth rate. These latter mea-
surements are preliminary in that the undisturbed ABL was still evolving spatially,
while for the stable case, as can be seen in figs 1 and 3 there was a negligible or
small change. Simulation improvements are the subject of current work.

Fig. 4 Contours of mean velocity U and Reynolds shear stress uw, normalised by UHUB. Top
pair, neutral; middle, L/D =−2.8; bottom, L/D =−1.6.
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Unsteady Flow Investigation around a Pitching
Wind Turbine Blade Element

Kobra Gharali, David A. Johnson, and Vivian Lam

Abstract. A numerical and experimental investigation is presented studying the un-
steady wake and evaluating the unsteady aerodynamic loads for an S822 airfoil in
pitching motion, for the case where the maximum dynamic angle of attack is equal
to the static angle of maximum lift to drag ratio. Smoke wire flow visualization
compares the wakes of static and dynamic cases for Re < 105 and shows the strong
dependency of the wake structure on the Reynolds number. Laser Doppler Anemom-
etry (LDA) measures the unsteady wake characteristics of the flow for Re = 105

and shows that increasing the amplitude of oscillation increases the boundary layer
thickness. For all cases, a numerical simulation with the Transition SST method
has been employed as an alternative method and shows good agreement with the
experimental results. Finally, the unsteady loading will cause varying rotor loads.

1 Introduction

Wind turbines are renewable energy devices that operate in variable and unsteady
environments. In some situations, the turbine rotors are yawed which results in
unsteady airloads [1]. Studying yawed wind turbine rotors are important even for
pitch controlled [2] and small horizontal axis wind turbines (HAWT) [3, 4, 5, 6]. A
yawed rotor has a periodic flow field structure that can be modeled by a 2D pitch
oscillating airfoil. Oscillating airfoils with application in HAWTs have been studied
numerically and experimentally to simulate yawed rotors, but most consider high
Reynolds number and there are fewer studies for low Reynolds numbers (Re ≈ 105)
when laminar-turbulent transition plays a significant role and challenges numeri-
cal methods. In this study a S822 airfoil, designed for small HAWTs [7], has been
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chosen. Based on the authors’ knowledge, there are no publications studying the
flow field of the dynamic S822 airfoil. The airfoil oscillates sinusoidally, according
to α = αmean +αamp sin(2π f t), where mean angle of attack (αmean), pitch oscil-
lation amplitude (αamp), and oscillation frequency ( f ) define an oscillation system
with the reduced frequency k (k = π f c

U∞
, c is the chord length). In this study, the ex-

perimental and numerical results are presented for αmean = (0o), αamp = (4o and 8o)
with k = 0.025.

2 Experimental Setup

Experiments have been completed in a closed circuit wind tunnel with a 152mm
× 152mm cross-sectional area at the test section. A 55 mm chord length, c, S822
airfoil was actuated using a brushless AC servo motor and controller. Smoke wire
flow visualization was used for capturing flow field images with high speed images
obtained with a Photron SA1.1 high speed camera at 250 fps and 5000 fps and still
images were obtained with a Nikon D70 digital SLR camera. Due to rapid smoke
evaporation images were obtained at a low flow speed (Re=36,000 and 86,000). For
the static cases, images were taken with two different photography setups. Laser
Doppler Anemometry (LDA) was used for the wake study and mean drag measure-
ments. A Dantec FiberFlow LDA system including a 310 mm focal length lens with
a 5 W Argon laser was used for the measurements at the mid-span of the airfoil at
x/c = 1.25 from the trailing edge.

A pressure gradient exists in the wake of the airfoil which can be replaced by the
Navier-Stokes relation [8]. Moreover, fluctuations in the wake are important and can
be measured by Root Mean Square (RMS) method (uRMS and vRMS). Mean velocity
(umean) in the wake of the airfoil can be averaged (uavg) based on all phases for a
dynamic cycle, where the range of the phases are [−4o 4o] or [−8o 8o] according to
the amplitude of the oscillations. By considering the pressure term and fluctuations
while U(h) �=U∞ ([−h h] is the measurement domain in the y coordinate) [8], the
mean drag coefficient was calculated using the following equation:

CDmean =
2
c

∫ +h

−h

[
uavg(y)

U∞
(1− uavg(y)

U∞
)+

1
2
(1− U(h)

U∞
)(1− uavg(y)

U∞
)

−(
uRMS(y)

U∞
)

2

+(
vRMS(y)

U∞
)

2

− 1
2
(1− U(h)2

U∞
2 )

]
dy. (1)

3 Numerical Setup

An oscillating S822 airfoil was simulated using ANSYS Fluent 12. A C grid lay-
out with 2× 105 cells was used while Y+ ≤ 1. A dynamic mesh was employed to
oscillate the entire mesh. A transition SST model, the SSTk − ω model and
correlation-based transition model of Menter et al. [9], simulated the laminar-
turbulent transition. All simulations were run over 16 CPUs in parallel.
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4 Results and Discussions

4.1 Flow Visualization

As a preliminary work, numerical and experimental flow visualization are presented
for static and dynamic cases when Re < 105. Fig. 1a,b show the Karman vortex-
shedding patterns for Re= 36,000. The behavior of the vortex-shedding of the wake
and the airfoil boundary layer are strongly coupled. For higher angles of attack, since
the separation points move forward [10], the trailing edge boundary layer thickness
increases resulting in larger shedding vortices with lower shedding frequencies. At
the same Re for the dynamic case with α = 8sin(ωt) and k = 0.025, there is no
evidence of the shedding vortex in Fig. 2. This indicates the flow structure of the
wake for the oscillating and static airfoils are completely different. The shedding
vortices for the static case disappear with increasing Re. Fig. 1c shows that at Re =
86,000, vortices in the wake are not clear and the simulation does not predict vortex
shedding. Clear photographs for higher velocities with this technique are difficult
and then based on Fig. 1c and simulations, not shown here, it is concluded that the
wake of the static and dynamic cases for Re = 105 will be similar in terms of no
shedding frequencies.

Fig. 1 Static flow patterns; upper: smoke wire photographs [11]; lower: numerical simula-
tion; a) α = 0o, Re = 36,000; b) α = 8o, Re = 36,000; (c) α = 0o, Re = 86,000

Fig. 2 Dynamic flow patterns for Re = 36,000, α = 8sin(ωt) and k = 0.025; a) α = 0o ↑
(upstroke); b) α = 8o; (c) α = 0o ↓(downstroke); (d) smoke wire located in the trailing edge
for α = 0o ↑

4.2 Wake Study

Fig. 3 illustrates the averaged mean velocity for dynamic cases with amplitude 4o

and 8o from LDA measurements and numerical simulation. The agreement between
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Fig. 3 Averaged streamwise mean velocity profiles (x/c = 1.25 and Re = 105)

Fig. 4 Turbulent parameters for α = 4sin(ωt) (Re = 105); (a) Turbulent Viscosity Ratio
(b) averaged turbulent intensity (x/c = 1.25) (c) non-dimensional averaged kinetic energy
(x/c = 1.25); solid line: numerical results; dotted line: LDA measurement

the numerical and experimental results is obvious in this figure. Increasing the am-
plitude changes the structure of the averaged mean velocity from one peak structure
to a double peak structure with a lower velocity deficit. The results show that a high
amplitude causes a broader velocity wake profile with a smaller velocity deficit at
most phase angles, not shown here.

Fig. 4a may indicate that for dynamic cases at high angle of attack laminar to
turbulent transition in the wake occurs when the turbulent viscosity ratio (TVR) ≥
100. Fig. 4b, c show the averaged turbulent intensity and kinetic energy profiles at
x/c = 1.25. The discrepancy between numerical and experimental results show that
the Transition SST method predicts a narrower and less turbulent wake compared
to the experimental results. Numerical turbulent intensity profiles for each phase
and experimental turbulent intensity profiles for the static case are shown in Fig. 5.
For all phases, a double peak structure is obvious. Although the numerical method
underpredicts the turbulent variables, the comparison between dynamic and static
cases reveals a narrower, but more turbulent wake for dynamic cases.

4.3 Aerodynamic Loads

Fig. 6 shows the range of the unsteady loads that the blade element experiences at
each cycle. For the selected amplitudes and reduced frequency reported here the
aerodynamic loads are very close to the static ones, but the unsteady behavior of
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Fig. 5 Turbulent intensity profiles (x/c = 1.25 and Re = 105) (a) α = 4sin(ωt), numerical
simulation (b) static case, LDA measurement

Fig. 6 Aerodynamic loads (Re= 105); Solid lines: dynamic cases from numerical simulation;
Broken lines: static cases from experimental result [12]; (a) α = 4sin(ωt), (b) α = 8sin(ωt)

the loading would imbalance the rotor. At each cycle, the mean drag value from the
LDA measurement is also determined from equation 1 where x/c = 1.25. For α =
4sin(ωt), the mean drag values from numerical and LDA measurement are 0.0268
and 0.0275, respectively. For α = 8sin(ωt), the mean drag values from numerical
and LDA measurement are also 0.0282 and 0.0323.

5 Conclusions

This study has revealed that boundary layer characteristics of the wakes for dynamic
and static cases are completely different at low Reynolds numbers but at Re = 105,
they are similar in terms of no shedding vortices. Increasing the amplitude of the
oscillations makes a thicker boundary layer resulting in a low velocity deficit. Al-
though there is a good agreement between numerical and experimental results, the
transition SST model slightly underpredicts the turbulent parameters but it can pre-
dict the laminar-turbulent transition of the wake at the low amplitude and the low
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reduced frequency. Dynamic loads are close to the static values as expected from
attached flows, but present the unsteady aerodynamic coefficients that the blade will
face at each cycle.
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Comparative Measurements of the Effect of a
Winglet on a Wind Turbine

Drew Gertz, David A. Johnson, and Nigel Swytink-Binnema

Abstract. A 3.3 m diameter variable speed wind turbine and rotor has been de-
signed, fabricated and tested with exchangeable blade tip capability. This rotor was
custom designed utilizing the NREL S83X series airfoils for the University of Wa-
terloo Wind Energy (UWWE) research facility with blades allowing the outer 10%
of the blade to be exchanged. The winglet was found to have a bell-shaped power
augmentation profile, with a broad peak between 6.5 m/s and 9.5 m/s where power
was increased by 5% to 8%. These power augmentation figures matched closely
with the findings in the literature that suggested increases of 2% to 8% are possible.

1 Introduction

The designs of current horizontal axis wind turbine (HAWT) blade tips vary de-
pending on scale but are for the most part simple shapes within the blade plane.

Simple alterations to the standard tip have been found to produce desirable bend-
ing load alleviation[1]; out of plane shapes, such as the endplate and winglet, can
possibly augment the power output. Studies on small-scale rotors have found that the
power produced by a wind turbine can be increased by 4 to 9% using such devices
[2, 3]. Computational studies have also been performed on large rotors (MW-scale),
and predict that power can be augmented by 2 - 3% at such a scale [4, 5, 6, 7, 8, 9].
Three-dimensional effects are significant on real airfoils and rotating airfoils such
as wind turbine blades where the production of a tip vortex reduces the lift and in-
duces drag. The majority of effort on wing tip losses have been directed at aircraft
wings, and altering the geometry of the tip changes the effect of tip vortices. A ge-
ometric description of a winglet is shown in Figure 1 and is defined by the cant
angle, height, twist, sweep, toe, and is also influenced by the chord distribution or
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Fig. 1 (left) Geometric definition of winglet (right) Winglet Geometry (Dimensions in mm)

planform (rectangular, tapered, elliptical, etc.), airfoil, and location (pressure or suc-
tion side of wing).

Prior wind turbine winglet studies

The majority of published studies on wind turbine winglets have been numerical
in nature. The consensus seems to be that it is possible to augment the power pro-
duction of a turbine using winglets by means of a reduction in induced drag and
hence greater torque. Table 1 summarizes the relevant studies and their results. The
winglet designs outlined differ greatly, but there are some general trends. The power
augmentation due to the winglet, Paug, defined as the percentage change in the max-
imum power coefficient, has been predicted to be as high as 8% and as low as 2%,
depending on the scale of the turbine. Documented experimental studies on wind
turbine winglets in the open literature are scarce. Gyatt and Lissaman [10] report
on three wing tip modifications that indicated that no increase in performance. A tip
vane study on small turbines [3] documented tipvanes Paug positive up to 9% at the
optimal tip speed ratio and negative elsewhere.

2 Winglet Design

The winglet design shown in Figure 1 was based on literature discussed above.
The winglet location was placed on the suction side, while the cant angle was
chosen at 90◦. The selection of height, root chord, and tip chord are important to
manage the conflicting requirements of wetted-area penalty and Reynolds number
(Re = ρU∞c

μ where ρ and μ are the air density and dynamic viscosity, U∞ is the av-
erage freestream velocity and c is the airfoil chord). Drag coefficients increase with



Comparative Measurements of the Effect of a Winglet on a Wind Turbine 123

Table 1 Overview of numerical studies on wind turbine winglets

Source,
Year

Cant
(◦)

Height
(%R)

Twist
(◦)

Sweep
(◦)

Toe
(◦)

Airfoil Paug
(%)

Taug
(%)

CPmax

[11] 1998 80 10 0 0 0 NACA 0012 8 8 NA
[8] 2006 90 1.5 -2 0 NA NA 1.7 1.8 NA
[4] 2007 90 3-4 13 NA 5 Riso B118 2.9 3.1 .53
[9]2007 90 4 4 0 NA NA 2.77 3.55 NA
[5] 2007 90 2 NA 0 NA Riso B-15 2.8 3.5 .53
[6] 2008 90 5.4 NA 0 NA NA 2.6 NA 0.5
[7] 2008 90 1-4 0-8 30 0 Riso B-15 2.2

(h-2%)
4.0
(h-2%)

NA

[2] 2009 90 10 8 NA 1 S809 3.5 NA 0.35

decreasing Re, and Re is proportional to chord length and greater chord lengths are
better for Re considerations. Thus an optimal design will maintain greater chord
lengths to satisfy Re concerns while also keeping the wetted area within reason. A
winglet height of 8% was implemented and an elliptical planform was chosen. The
root chord ratio, which is the ratio of the winglet root chord to blade tip chord, was
set to 1 to maximize Re along the winglet span as well as ease of attachment. The
winglet airfoil, the PSU 94-097[12] operated sufficiently at Re as low as 6×104 that
then set the tip chord length to 34 mm and thus the taper ratio to 0.34. The toe angle
provides the initial angle of attack and twist will control this angle as a function of
winglet height. In a wind turbine application, it may be difficult to find an optimum
toe angle that will operate at all flow conditions and the chosen airfoil has an impact
on the decision. For example, the PSU 94-097 airfoil utilized here has a −5◦ zero
lift angle of attack [12]. A toe of −0.5◦ and twist of −0.5◦ were chosen for this
design.

3 Experimental

The experiment was performed at the University of Waterloo Wind Energy research
facility (UWWE), an open-looped tunnel. Conditioned flow enters a 15.4 m wide,
19.5 m long test area that is 7.8 m high at the sides and 13 m high at the peak exiting
the test area through a 7.9 m × 7.9 m door open to atmospheric air [13, 14]. A
sonic 3D anemometer was used to measure the wind velocity and turbulence levels
during testing and was located 1.5 m downstream from the exit plenum. A velocity
correlation between that location and the rotor plane, which is 8 m downstream
from the exit plenum, was used to determine the velocity at the rotor plane[15]. An
uncertainty analysis revealed that the representative uncertainty in the velocity at
the rotor plane was no more than ±3.8%. Based on an analysis of data collected
the freestream turbulence intensity, IT = (σU/U∞), was found to vary from 5.9% to
6.2% depending on the wind speed.

The planar blade length of 1.6 m was specifically developed using the NREL
S83X series airfoils[16] for the UWWE research facility with a tip speed ratio λ
of 5. The blade fabrication was split into a main blade and tip section in order to
evaluate different blade tip shapes[13]. The surface oil technique was utilized to
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assist in understanding the winglet performance and visualize the surface flow. An
electrical system was utilized including a load bank where voltage and current were
measured that has been described in previous work[13, 14].

Experiments with 21 wind velocities, between 3.6 m/s and 11.0 m/s (nominal),
were used to determine CP vs λ . A common facility wind speed was used with most
data obtained at constant rotor speed (200 rpm). The range of λ was extended by
changing the rotor speed between 100 and 240 rpm. Sixty independent trials were
obtained of 3 minutes duration at each operational point (0.3 Hz) and subsequently
averaged.

4 Results and Discussion

Based on the power generation measurements and visualization outlined previously,
the performance of the winglet in comparison to the standard tip blades could be
evaluated.

Surface Oil Flow Visualization

The images taken of the outward-facing and hub-facing winglet surfaces at 8 m/s
wind are shown in Figure 2. Region A on the outward-facing surfaces (pressure side)
is a laminar region which then transitions to turbulent throughout region C. Region
D is only different from C in that this region marks the flow which diverges off the
tip of the winglet. Region B is a separated vortex region due to the flow leaving the
pressure side of the planar blade. On the hub facing (suction) surface Region E is
a laminar boundary layer which separates just beyond the dark region of low shear
(region F) indicated by the oil accumulation line and transition to turbulence and
reattachment occur again very soon. Over the hub-facing surface of the winglet, the
pattern is much less clear although there is no definite separation region. The final
region is Region G; it coincides with the area of the corner vortex also seen on the
suction side of the planar portion of the blades.

Rotor performance with winglets

In addition to the rotor with standard tips, that is, the baseline rotor, performance
data was gathered with the winglets for comparison. The data was gathered and
processed using the same methods as for the standard tip and Figure 3 shows the
percentage power augmentation over the operating range. Considering the literature
indicated power augmentation of 2% to 8% could be expected, the experimental
results having peak values between 5% and 8% are consistent. The shape of the
power augmentation curve is also consistent with the related studies [3].
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Fig. 2 Winglet surface oil visualization (Left) Outward-facing surface. Regions were inter-
preted as follows: (A) laminar region with transition; (B) planar tip circulation/vortex; (C)
attached turbulent flow; and (D) flow diversion (Right) Hub-facing surface. (E) laminar; (F)
attached turbulent flow; and (G) corner vortex.
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Fig. 3 Winglet power augmentation over planar blade versus wind speed

5 Conclusions

A 3.3 m diameter variable speed wind turbine and rotor has been designed and
tested with exchangeable blade tip capability. This rotor was custom designed for
the UWWE research facility with blades that allow the outer 10% of the blade to be
exchanged. This allowed for the experimental characterization of the performance
of the standard rotor and winglets.

Power production tests were completed covering a range of mean wind speeds,
3.6 m/s to 11 m/s nominal, and turbine rotor shaft rotational rates, 100 rpm to 240
rpm. The effect of the winglet was quantified by repeating the test that was executed
with the standard tip for each winglet. The winglet was found to have a bell-shaped
power augmentation profile, with a broad peak between 6.5 m/s and 9.5 m/s where
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power was increased by 5% to 8%. These power augmentation figures matched
closely with the findings in the literature.
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Lidar Simulations to Study Measurements of
Turbulence in Different Atmospheric Conditions

Jörge Schneemann, Stephan Voss, Gerald Steinfeld, Davide Trabucchi,
Juan José Trujillo, Björn Witha, and Martin Kühn

Abstract. Modern lidar technology promises a fundamental enhancement of wind
velocity measurements for site assessment. Previous studies have shown good agree-
ments between lidars and mast mounted sonic anemometers concerning measure-
ments of the 10 minute average horizontal wind velocity in flat terrain but have
shown substantial differences concerning the measurement of turbulence intensity.
One of the main reasons for poor turbulence measurements is assumed to lie in the
scanning technique called VAD, applied by lidars. In contrast to a sonic anemome-
ter, a VAD-scanning lidar senses the wind field at different positions along a circle.
This is centred at the target point, and with a radius three orders of magnitude larger
than the typical size of an anemometer. The resulting temporal and spatial averag-
ing by the VAD scan influences the turbulence measurements. To understand the
effects of different VAD scanning configurations and of the atmospheric condition
on measuring turbulence, a numerical lidar scanner simulator was used. The influ-
ence of the VAD cone angle and the stability of the used LES generated wind fields
were studied. The results show a high dependency on the used cone angle and the
atmospheric stability.

1 Introduction

Wind energy is seen as one of the most important sources in the sustainable en-
ergy mix of the future. Although site assessment of new locations suitable for the
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installation of wind turbines is an established process, it is still very costly. For site
assessment according to IEC standards, measurements of the vertical wind profile
up to hub height are required. Additionally, turbulence profiles are calculated from
the wind data. The common way to measure these wind profiles is the use of met
masts, which get more expensive with increasing hub height. Modern wind profil-
ers using the remote sensing technique lidar (Light Detection And Ranging) offer
an easy alternative for the measurement of vertical wind profiles. Several studies
show good agreements of the mean wind velocity and direction, comparing several
commercial lidars with mast mounted sonic anemometers in flat terrain (e.g. [2, 3]).
In contrast, the measurement of turbulence with lidars was found to compare badly
in recent studies [1, 4]. Comparisons between a mast mounted sonic anemometer
offshore with a lidar placed next to it, showed significantly higher turbulence in-
tensities. Spectral analysis revealed higher power of the lidar signal than the sonic
anemometer signal in the frequency range between 0.004 Hz and 0.2 Hz [1]. More-
over, the systematic errors in the second order moments of wind speeds, measured
by two different commercial lidars in different atmospheric conditions, were mod-
elled and compared to measurements in another study [4]. The simulations, as well
as the measurements, showed high errors in variance measurements derived from the
lidar data compared to the sonic anemometer. The results showed a high dependency
on the atmospheric stability. This motivates the present work, where it is tried to op-
timize the scanning procedure applied by a lidar, and to understand the influence
of atmospheric stability on the lidar measurement, by means of numerical simula-
tions. The influence of VAD (Velocity Azimuth Display, the standard scan strategy
for wind lidars) configurations and of the atmospheric stability on the measurement
of the vertical wind profile, with a focus on turbulence, is studied. For this purpose
a comprehensive lidar scanner simulator (LiXim) and different wind fields, gener-
ated by large eddy simulations (LES), with different atmospheric conditions, were
used to simulate lidar measurements with variable configurations. The VAD con-
figuration used is the standard four beam set up, employed e.g. in the wind profiler
Windcube�, developed by the French company Leosphere. This VAD scan derives
the wind vector by measuring the line of sight (LoS) wind velocity in four different
perpendicular directions along the surface of a cone. The effect of higher vertical
wind turbulence is evaluated by using LES generated wind fields with different at-
mospheric conditions (neutral, unstable and very unstable) for the lidar simulations.
The consecutive analysis is done by calculating the ratio of variance from the lidar
data to the variance of the corresponding wind field data and by spectral analysis.

2 Methods

Lidar simulator
The lidar scanner simulator LiXim, developed at Oldenburg University, is capa-
ble of realistic simulations of pulsed lidar’s line of sight measurements in a given
wind field, using a simplified physical model. The number of selectable range gates
is just limited by the resolution of the input wind field. The spatial resolution in
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LoS-direction is about 40 m. Volume sampling is modelled by a convolution of the
range gate and the pulse shape function. In discreet wind fields it is interpolated be-
tween relevant points. Different lidar scan strategies can be used for the simulations.
Details on the implementation and a verification of the procedure are found in [5].

Large eddy simulation wind fields
The three wind fields with different atmospheric conditions “measured“ by the lidar
simulator were generated by the LES code PALM (Table 1).

Table 1 Specifications of the wind fields used for the simulations

atmospheric condition neutral unstable very unstable

dimension [m3] 400 x 720 x 264 400 x 2000 x 300 400 x 2000 x 300
resolution [m3] 4 x 4 x 4 4 x 4 x 4 4 x 4 x 4
temporal length [s] 760 600 600
temporal resolution [Hz] 2 2 2
near surface heat flux [K·m/s] 0 0.01 0.1

VAD Scan
The simulated lidar performs a conical VAD scan with four LoS measurements ac-
cording to Figure 1. The middle of the measurement volume in LoS direction is
taken as the measurement point in the following. The components of the wind vector

Fig. 1 Sketch of the used
VAD scan: For the simula-
tions we choose the VAD-
scan used by the Windcube,
a common lidar. It performs
a conical scan with the cone
angle ϑ . Measurements are
done in the cardinal points.

V = (u,v,w) are calculated from the LoS measurements VLoS assuming a homoge-
neous wind field (u = u90 = u270; v = v0 = v180 and w = w0 = w90 = w180 = w270),
using

u =
VLoS 90 −VLoS 270

2sinϑ
, v =

VLoS 0 −VLoS 180

2sinϑ

w =
VLoS 0 +VLoS 90 +VLoS 180 +VLoS 270

4cosϑ
, (1)

where ϑ is the cone angle. The theory of the VAD scan can be found e.g. in [6].
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Simulation of lidar measurements
Since the temporal length of the used LES wind fields is limited to 600 s of wind
data, several lidars were simulated simultaneously in different places of a wind field.
Each lidar performed a VAD-scan with the same configuration, but the measurement
points were rotated around a vertical axis to avoid a measurement overlap. Simula-
tions of VAD-scans with different cone angles ϑ were performed.
Measurements are assumed instantaneous, the movement of the scanner to the next
LoS is 1 s. To measure the full cone it takes 4 s. Values of the wind velocity are gen-
erated every second, using the newest set of LoS-measurements. Values for different
altitudes (above the lidar) are calculated at once. Details of the different simulation
setups can be found in Table 2.

Table 2 Setup of the simulated lidar measurements

cone angles [deg] atmospheric conditions heights [m]
5, 10 15, 24, 26, 28, 30, 32, 34, 40 neutral, unstable, very unstable 50, 100, 150, 200

Data analysis
To compare the turbulence measured by the lidar with the reference wind field, the
second order moments (variances Var) of the wind vector components on intervals
of length Δ t = 60 s are calculated. Analogue to [4] the median (marker) and the first
and third quartile (error bars) of Var(lidar)/Var(wind field) of the whole ensemble
of Δ t intervals is plotted (Figures 2 and 4). The deviation of this value from unity is
the systematic error of the simulated lidar measurement.
As a second analysis, the power spectral density (PSD) of the lidar data and the
corresponding wind field data is calculated for each Δ t = 60 s interval and averaged
afterwards (Figure 3).

3 Results and Discussion

Influence of the cone angle
Figure 2 shows the influence of the cone angle ϑ on the systematic error of the sim-
ulated lidar data. Results for cone angles below 15◦ are omitted, because of the large
systematic errors. It can be clearly seen that the variance overestimation for u and
v is decreasing for higher cone angles. The underestimation of the variance of w is
almost constant. This behaviour is consistent within all atmospheric conditions and
heights. Similar results, overestimations of u and v and a significant underestimation
of w (height = 100 m, unstable atmosphere), were measured by [4].

Figure 3 shows the PSD of the horizontal wind Uhor =
√

u2 + v2 for the wind field
with unstable stratification and of the lidar simulations for different cone angles ϑ .

The PSD of the LES wind field shows a good agreement with the power law over
a wide range. The simulated lidar data show a significant power increase over all
analysed frequencies for all cone angles. This overestimation of the PSD is decreas-
ing with increasing cone angle of the VAD scan. The components of the wind vector
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Fig. 2 Systematic errors
of the simulated lidar mea-
surements for different cone
angles of the VAD scan (un-
stable atmosphere, height
= 100 m). The horizontal
dashed line marks unity,
meaning no systematic
error.
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were analysed separately, as well. Consistent with the results shown in Figure 2, the
overestimation of the PSD can just be seen for the horizontal components u and v,
while the PSD is underestimated by the vertical component w for all frequencies in
all conditions.

The minima in the spectral power density at 0.25 Hz and 0.5 Hz (as found in a
free field experiment with a similar lidar by [2]) result from the time taken to mea-
sure a full scan (4 s) and a half scan (2 s). The lidar is ”blind” for structures with
these lengths.

Fig. 3 Double logarithmic
plot of the PSD of the
horizontal component Uhor
of the unstable wind field
(height: 100 m) as well
as the simulated lidars for
different cone angles ϑ of
the VAD cone. Additionally,
a line with Kolmogorov’s
power law f−5/3 is shown.

10
−1

10
0

10
2

10
4

1/60 Hz 0.25 Hz 0.5 Hz

f −5/3

frequency / Hz

S
(f

) 
/ a

.u
.

15°
26°
30°
34°
40°
wind field

Influence of the atmospheric condition
The systematic errors of the lidar data for different atmospheric conditions is shown
in Figure 4. Slightly increasing overestimations for u and v and a slightly increasing
underestimation for w are found from neutral to unstable. These results hold valid
for all simulated conditions. Similar results for u and v but no dependency of w on
atmospheric stability were measured by [4].

Influence of the measurement height
The simulations indicate an increasing overestimation of u and v and an almost con-
stant underestimation of w with increasing measurement height for all simulations
(not shown). Similar dependencies except for the tendency of w to have increasing
systematic errors with height were also measured by [4].
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Fig. 4 The lidar’s system-
atic error over the atmo-
spheric stability for ϑ = 30◦
and 100 m height
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4 Conclusions

Lidar’s VAD scans with different cone angles were simulated in LES generated
wind fields with different stabilities. The simulations revealed that the measurement
of turbulence with pulsed lidar highly depends on the VAD scan’s cone angle as
well as on atmospheric stability.

Systematic errors of turbulence measurements on the horizontal wind compo-
nents increase with decreasing cone angles and with decreasing atmospheric sta-
bility. The often used cone angle ϑ = 15◦ leads to very high systematic errors and
seems not to be suitable for turbulence measurements. For ϑ = 40◦, the systematic
error is already very low, so that the PSD curve fits the wind field’s curve over a
wide range. Except for deflections in the w component the simulated results agree
with the measurements done by [4].
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Vortex Particle-Mesh Simulations
of Atmospheric Turbulence Effects on Wind
Turbine Blade Loading and Wake Dynamics

Stéphane Backaert, Philippe Chatelain, Grégoire Winckelmans,
and Ivan De Visscher

Abstract. We develop a Vortex Particle-Mesh (VPM) method for the Large Eddy
Simulation of wind turbine wakes and coarse scale aerodynamics.

Based on the vorticity formulation of the Navier-Stokes equations, the approach
combines the advantages of two discretizations. The particles handle the advection
of vorticity, and exploit its compact support. The mesh is used for the evaluation of
the differential operators and inside efficient Fourier-based Poisson solvers.

The blades are modeled by means of lifting lines. This treatment is similar to
a vortex lattice method, although it is here immersed in the mesh and allows the
evolution of shed vorticity into a fully turbulent flow.

We apply this tool to the investigation of atmospheric turbulence effects on the
blade aerodynamics and on the wake behavior. To this end, the inflow boundary is
feeding our VPM calculations with a turbulent vorticity field that has been computed
in a preliminary LES of atmospheric turbulence.

1 Introduction

The envisioned developments in wind energy over the coming decade involve larger
sizes for the devices and power plants, and higher efficiencies, too. These trends
will make power conversion processes and the device structures even more sensitive
to flow unsteadiness and the subsequent fatigue processes. In those respects, un-
derstanding the interactions between the atmospheric turbulence and wind turbine
aerodynamics will be crucial.

Wind turbine aerodynamics have been the focus of numerical investigations re-
lying on several techniques. Free wake Vortex Lattice methods offer an affordable
means of evaluating the dynamics of the vortex shedding and the near wake; they
cannot however handle the dissipation of this sheet and its transition into a three-
dimensional fully turbulent flow. Actuator line techniques have been proposed and
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include a body force term that accounts for the blade loading into a Navier-Stokes
solver [7]. These techniques have been going through intensive development over
recent years and have been applied to cases with a turbulent inflow [8].

Vortex methods can be seen to combine the aspects of free wake Vortex Lattice
methods and actuator line techniques. Based on a vorticity formulation, they exploit
the compactness of that quantity and allow the shedding of fine vortical structures. At
the same time, they allow these flow structures to evolve into a fully turbulent flow,
which makes them akin to a high fidelity variant of a free wake method, and an inter-
esting tool for the validation and development of design codes (BEM or free wake).

We present work on a state-of-the-art variant of vortex methods that combines
both particles and a mesh, exploiting the advantages of both discretizations. We
here introduce the handling of a turbulent inflow, in vorticity form. We apply our
approach to a single wind turbine, and subject it to an incoming Large Eddy Simu-
lation result.

2 Methodology

2.1 Vortex Particle-Mesh Method

We consider a three dimensional incompressible flow and the Navier-Stokes equa-
tions in their velocity (u)-vorticity (ω = ∇×u) form

Dω
Dt

= (ω ·∇)u+ν∇2ω (1)

∇ ·u = 0 (2)

where D
Dt = ∂

∂ t + u ·∇ denotes the Lagrangian derivative and ν is the kinematic
viscosity. Vortex methods discretize the vorticity field with particles, characterized
by a position xp, a volume Vp and a strength α p =

∫
Vp
ωdx. Particles are convected

by the flow field and their strength is modified to account for vortex stretching and
diffusion.

Using the definition of vorticity and the incompressibility constraint the velocity
field is computed by solving the Poisson equation (or Biot-Savart law)

∇2u =−∇×ω . (3)

This equation is solved with the following boundary conditions: an inlet-outlet di-
rection (along z) and unbounded in the transverse directions (along x and y).

The mesh allows for additional advances. Differential operators (such as those
for stretching and diffusion) are evaluated on the mesh using fourth order finite
differences and the Poisson equation for velocity (Eq. (3)) is handled on the grid in
Fourier space. The results of these calculations, i.e. the right-hand side of Eq. (1) and
the velocity field, are then interpolated back from the grid onto the particles. Finally,
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the grid-based Poisson solver is also used to reproject vorticity onto a solenoidal
field, i.e. enforcing

∇ ·ω = 0 , (4)

every few time steps (of the order of 50 for the present simulations). We refer to
[2, 3] for details on the parallel implementation and the Poisson solver.

The resulting method handles the advection of vortical structures with no disper-
sion error, its time stability is not constrained by the classical CFL condition, and
enforces the same boundary conditions as a BEM or Vortex Lattice method.

The sources of vorticity are modeled through a lifting line model, in a fashion
similar to a Vortex Lattice technique. If the blade lift distribution is known, the
bound circulation Γ (r, t) and the shed vortex sheet can be obtained from the Kutta-
Joukowsky equation and the solenoidal character of vorticity. In our particle-mesh
setting, this shed vortical structure is actually an incremental change to an already
three-dimensional vorticity field [1].

2.2 Turbulent Inflow

The implementation of a turbulent inflow has to preserve two properties of our
VPM method: its Lagrangian treatment and ability to handle unbounded direc-
tions (Fig. 1).

First, our Lagrangian method requires this field to be transformed into particles,
which will evolve according to the Navier-Stokes equations once inside the domain.
A buffer region feeds particles into the domain at the target mean velocity; the par-
ticles’ strengths are interpolated ”on the fly” from the turbulent field. The velocity
of the particles lying in this region progresses from the mean velocity for the newest
ones to the velocity induced by the Biot-Savart law for those ready to be added to
the computational domain.

Secondly, some precautions in the unbounded directions have to be taken while
this field is being fed. Indeed, the evolution of the incoming turbulence close to
unbounded boundaries might cause the initial domain to grow. This would cancel
the advantage of the compactness of the vorticity support. A clipping function is
applied to the strengths of the entering particles in the unbounded directions. The
combination of this smooth function with the periodic reprojection of the overall
vorticity field onto a solenoidal field preserves the compact support of the incoming
turbulence and properties such as its isotropy or homogeneity.

The turbulent field is introduced periodically into the domain. Figure 2 shows the
vorticity field generated by the feeding of a 2D long cubic homogeneous isotropic
turbulent (HIT) field into a 2Dx2Dx8D domain. This HIT was generated by a spec-
tral LES of forced turbulence [4]. We observe that the entrainment of null vorticity
patches towards the center line. This calls for an initial domain large enough to push
this effect away from the physics of interest.

The evolution of the characteristics of the HIT field is presented in Fig. 3. As
expected, the turbulence exhibits a decay as it travels downstream. The velocity
variances remain close, indicating the minor effect of the clipping on isotropy.
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Fig. 1 Turbulent inflow and computational domain: vorticity clipping and velocity field tran-
sition in the buffer region

Fig. 2 Turbulent inflow: 2D cubic turbulent box fed into 2Dx2Dx8D domain, vorticity mag-
nitude in the center plane

Fig. 3 Variances of velocity com-
ponents. Two different subgrid
scale (SGS) models were used: a
second order HV model and the
Smagorinsky model. The slight
difference near the inlet is due to
the mismatch between the SGS
models used to compute the pre-
scribed turbulent field and the one
acting during the simulation.
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3 Results

We assess our methodology on the Tjaereborg wind turbine as this has been the
benchmark in several works [5, 9] with a tip-speed ratio λ = 7.07.

The computational domain covers eight rotor diameters, with the wind turbine
placed one diameter from the inlet boundary. The spatial resolution amounts to 64
points per blade, leading to a problem size of 256× 256× 1024. This particular
simulation covers 10 dimensionless times D/U∞ and used 1024 cores for 24 hours.

The time-averaged circulation along the blades conserves the same distribution
as in the case with a uniform inflow (Fig. 4(a)). However, its variance is not uniform.
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Fig. 4 Tjaereborg rotor: turbulence effects

The contributions of the variations of relative velocity and angle of attack vary along
the blade: strong variation of the angle of attack near the root and higher influence
of the rotation speed near the tip.

The integration of the forces acting on each blade element leads to the power
probability density function (PDF) and to the PDFs of rotor fatigue contributions
such as the azimuthal bending moment or the torque variation. The figure Fig. 4(b)
shows indeed the effect of this turbulence on the produced power.
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Fig. 6 Tjaereborg rotor: vorticity magnitude in center plane

The turbulent kinetic energy (TKE) profiles (Fig. 5) show that the slipstream is
more turbulent in the near wake than in the case without turbulent inflow [1]. This
is due to the more pronounced lateral oscillations of the tip vortices (Fig. 6). The
instabilities of these structures have an impact on the length of the hub jet, which
breaks down sooner.
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4 Conclusions

We have developed a turbulent inflow technique for vortex particle-mesh methods.
Our approach is Lagrangian and does not impose further constraints on the time step.
Our results show the capability of the method to capture correctly the evolution of
turbulent wakes as well as the turbulent effects on the rotor performance.

Areas of future work include multiple wind turbine investigations, specifically
wake interactions and meandering, and the use of turbulent inflows more realistic
than HIT such as synthetic turbulent flow fields [6].
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Wind Energy Applications of Unified
and Dynamic Turbulence Models

Stefan Heinz and Harish Gopalan

Abstract. This study investigates linear and nonlinear dynamic LES and unified
RANS-LES models obtained by stochastic analysis regarding the simulation of the
atmospheric boundary layer. The advantages of dynamic LES methods are their ac-
curacy, the ability to account for anisotropy and backscatter, and their computational
stability. The advantage of unified RANS-LES models is their ability to provide re-
sults like LES for a fraction of the cost of LES. Two applications are considered: (i)
turbulent boundary layer simulations on fine grids, which were performed to demon-
strate the suitability of models for turbulent boundary-layer turbulence studies, and
(ii) neutral boundary layer simulations on coarse grids, where subgrid models have
to contribute significantly. On fine grids, all models perform comparably. On coarse
grids, a nonlinear dynamic model provides the most accurate results. A nonlinear
unified RANS-LES model is shown to be well applicable as a low cost alternative.

1 Introduction

There is a growing interest in using wind energy to provide electricity all around
the globe. For example, a recent report by the Department of Energy suggests the
possibility of providing 20% of the electricity in the U.S. by wind energy in 2030.
A significant problem of existing wind farms is their relatively low efficieny. Due
to the wind turbine wakes, the efficiency of wind farms is reduced by 20 to 50
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percent compared to turbines in isolation [1]. Therefore, there is a significant need
for research related to the interaction of wind turbines with the surrounding air flow.

The only way to obtain a comprehensive understanding of wind farm processes is
the use of numerical simulations. However, such simulations face significant prob-
lems related to the consistency of equations, the generality of equations, and the
computational cost of simulations. A very promising approach to find general so-
lutions for these questions is the development of turbulence models on the basis
of stochastic analysis. Unified combinations of Reynolds-averaged Navier-Stokes
(RANS) equations with large eddy simulation (LES) equations, and dynamic LES
equations were presented recently by [2, 3]. The advantages of dynamic LES meth-
ods are their accuracy, the ability to account for anisotropy and backscatter, and their
computational stability. The advantage of unified RANS-LES models is their ability
to provide results like LES for a fraction of the cost of LES. Details about the char-
acteristic features of these methods and applications to channel flow simulations can
be found elsewhere [4, 5, 6].

The purpose of this paper is to report applications of these unified and dynamic
methods to turbulent boundary-layer turbulence studies relevant to wind energy ap-
plications. The turbulence models applied will be described in Sect. 2. Section 3
deals with a presentation of the numerical methods applied and problems consid-
ered. The results obtained by means of unified and dynamic LES models are dis-
cussed in Sect. 4. Section 5 summarizes the conclusions of these studies.

2 Unified and Dynamic Model Equations

For the incompressible flow considered, the LES equations for filtered velocities Ũi,
where i = 1,2,3, are given by the incompressibility constraint ∂Ũi/∂xi = 0 and the
momentum equation

D̃Ũi

D̃t
=− 1

ρ
∂ p̃
∂xi

+ 2ν
∂ S̃ik

∂xk
− ∂τik

∂xk
. (1)

Here, D̃/D̃t = ∂/∂ t + Ũk ∂/∂xk denotes the filtered Lagrangian time derivative,
p̃ is the filtered pressure, ρ is the constant fluid mass density, ν is the con-
stant kinematic viscosity, τi j is the subgrid-scale (SGS) stress tensor, and S̃i j =

(∂Ũi/∂x j + ∂Ũ j/∂xi)/2 is the rate-of-strain tensor. The sum convention is used
throughout this paper. The SGS stress is given by the quadratic model [2, 3]

τi j =
2
3

kδi j − 2νt S̃i j − 3
ν2

t

k

[
S̃ikΩ̃k j + S̃ jkΩ̃ki − 2S̃ikS̃k j +

2
3

S̃nkS̃knδi j

]
. (2)

Here, k = τnn/2 refers to the SGS kinetic energy and Ω̃i j = (∂Ũi/∂x j −∂Ũ j/∂xi)/2
is the rate-of-rotation tensor. The SGS viscosity is given by νt =CkLm

√
k, where Ck

is a constant. The choice of the model length scale Lm decides about the model ap-
plied. This length scale is Lm = Δ if the dynamic model is used, and Lm =min(Δ ,L)
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if the unified model is applied, respectively. Here, L is defined by L = k1.5/ε , and Δ
is the filter width. The SGS kinetic energy and dissipation rate ε are calculated by

D̃k

D̃t
=

∂
∂xk

[
(ν+νt)

∂k
∂xk

]
− τi j

∂Ũ j

∂xi
− k3/2

Lm
, (3)

D̃ε
D̃t

=−C1
ε
k
τi j
∂Ũj

∂xi
−C2

ε2

k
+

∂
∂xk

[
(ν+νt/σe)

∂k
∂xk

]
. (4)

Here, C1 = 1.21, C2 = 1.92 and σe = 1.3 are usually applied constants.
The unified and dynamic models calculate the constants in different ways. Uni-

fied models apply Ck = 1/9. A linear unified model (LUM) neglects the quadratic
term in Eq. (2), whereas a nonlinear unified model (NUM) applies Eq. (2). A linear
dynamic model (LDM) neglects the quadratic term in Eq. (2) and calculates Ck dy-
namically. A nonlinear dynamic model (NDM) applies Eq. (2) and calculates the Ck

values of linear and nonlinear terms separately by a dynamic method [3]. More de-
tails about these unified and dynamic methods can be found elsewhere [2, 3, 4, 5, 6].

3 Numerical Method and Problems Considered

Simulations were performed by using a finite-volume based method inside the
OpenFOAM CFD Toolbox. The convection term in the momentum equation was
discretized using a second-order central difference scheme. The PISO algorithm
was used for the pressure-velocity coupling. The resulting algebraic equation for all
the flow variables except pressure has been solved iteratively using a preconditioned
bi conjugate gradient method with a diagonally incomplete LU preconditioning at
each time step. The Poisson equation for the pressure was solved using an algebraic
multi-grid (AMG) solver. When the scaled residual became less than 10−6, the al-
gebraic equation was considered to be converged. Time marching was performed
using a second-order backward difference scheme. The time step was modified dy-
namically to ensure a constant CFL number of 0.5. Periodic boundary conditions
have been employed along the streamwise and spanwise directions for all the flow
variables. The wall-function approach was used to implement the boundary condi-
tion at the bottom of the domain while a stress free boundary condition was applied
at the domain top. The consequence of using the wall-function approach is the need
to replace negative values of the effective diffusivity in k and ε equations by zero if
the dynamic approach is used.

Table 1 Set-up of the numerical simulations

Parameters Wind tunnel Neutral boundary layer
Domain 4.32 m∗0.72 m∗0.46 m 4 km∗2 km∗1.5 km
Grid 350∗80∗80 100 * 100 * 40
Roughness length (zo) 0.03 mm 0.1 m



144 S. Heinz and H. Gopalan

Two problems were considered, see the domain, grid resolution, and other pa-
rameters provided in Table 1. Regarding the wind tunnel simulations, the imposed
pressure gradient drives the flow, whereas the geostrophic wind is used to drive
the neutral boundary layer simulations. The motivation for performing wind tunnel
simulations on fine grids is to show the suitability of models for atmospheric bound-
ary layer (ABL) turbulence studies. But ABL LES is almost always performed on
coarse grids. This motivates the application of turbulence models to neutral ABL
simulations according to the benchmark problem of [7]. It should be noted that the
grid resolution applied here is finer than the grids used in previous studies because a
second-order central difference scheme is used here in the streamwise and spanwise
directions, whereas spectral methods were used in previous studies. Systematic grid
dependency studies are planned to analyze the performance of unified RANS-LES
models in comparison with dynamic methods on coarse grids. We did not perform
boundary condition sensitivity tests. Sullivan et. al [8] showed that lower boundary
conditions using different wall-functions provide similar results.

4 Results and Discussion

The fine-grid comparisons of the mean streamwise velocity and Reynolds normal
stress obtained from the dynamic and unified models considered with experimen-
tal data [9] are shown in Fig. 1. Results obtained by using the Lagrangian averaged
scale dependent dynamic model (LASDD) [10] are also shown. The results obtained
with the different models show a good agreement with each other and the experi-
mental data. The NDM optimally predicts the peak of the Reynolds normal stress.

The coarse-grid comparisons of the normal components of the stress τi j obtained
from the two unified and two dynamic models considered are shown in Fig. 2. For
coarse grids, the SGS stress has to provide a main contribution to the total stress,
which is known to be highly anisotropic. Hence, the SGS stress has to reflect this
anisotropy. However, Fig. 2 shows that not all the models considered provide this
anisotropy. The linear LUM and LDM predict isotropic stresses because they do not
involve nonlinear terms. The nonlinear NUM and NDM predict an anisotropy of
stresses. The anisotropy provided by the NUM is very small, whereas the prediction
of the NDM shows characteristic features observed, e.g., for channel flow.

Another relevant difference between the nonlinear NUM and NDM can be seen
in Fig. 3, which shows the vertical profiles of the normalized modeled, resolved, and
total Reynolds shear stress. In LES, the resolved stress should continuously increase
with the vertical height in correspondence to the behavior of the total stress. The
NUM is not capable of simulating this shear stress behavior: the resolved stress has
a discontinuity, and it is smaller than the modeled stress close to the surface. On
the other hand, the NDM correctly describes this shear stress behavior: the resolved
stress increases linearly with the height. The reason for the ability of the NDM to
correctly describe the shear stress behavior is the inclusion of backscatter which
tranfers kinetic energy from the modeled to the resolved scales [8].
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Fig. 1 Comparison of unified and dynamic models and the LASDD model with wind tunnel
experiments [9]: (a) mean streamwise velocity, (b) streamwise Reynolds normal stress
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Fig. 2 Comparison of normalized modeled normal stresses obtained for the neutral ABL: (a)
LUM, (b) NUM, (c) LDM, and (d) NDM. Here, u∗ is the friction velocity and z is the vertical
height.
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Fig. 3 Comparison of the normalized modeled, resolved, and total Reynolds shear stress: (a)
NUM and (b) NDM. Here, u∗ is the friction velocity and z is the vertical height.

5 Conclusions

The NDM model is found to be the most accurate model due to its ability to
account for anisotropy and backscatter. Pictures of instantaneous streamwise veloc-
ities, which are not presented here, do also show that the NDM is capable of excel-
lently representing the small-scale structure of turbulence. The NUM represents a
valid alternative if computationally more efficient simulations have to be performed.
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Large-Eddy Simulations of Wind Turbine
Dedicated Airfoils at High Reynolds Numbers

O. Lehmkuhl, J. Calafell, I. Rodrı́guez, and A. Oliva

Abstract. This work aims at modelling the flow behaviour past airfoils used for
wind turbine blades at high Reynolds number and large AoA. Three profiles have
been selected: DU-93-W-210, DU-91-W2-250 and FX-77-W-500. To do this, a
parallel unstructured conservative formulation has been used together with wall-
adapting local-eddy viscosity model within a variational multi-scale framework
(VMS-WALE). A methodology based on unstructured meshes has been developed
in order to optimize the performance of the grid for LES calculations. Numerical
results are presented in comparison with experimental ones for each airfoil. A good
agreement between them can be observed.

1 Introduction

The flow around aerodynamic profiles in pre- or full-stall at high Reynolds num-
bers is a problem of increasing interest since it is a normal operation state for wind
turbine blades. In the past years, it has been subject of many experimental and nu-
merical investigations. Most of the numerical studies performed since now have
been carried out using RANS modelling, but it is well-known that such models fails
in predicting the flow at angles of attack (AoA) near or after stall, mainly due to
the highly unsteady and three-dimensionality nature of the flow. Under these situa-
tions, large-eddy simulationes (LES) can be a good alternative for simulating such
complex flows.

This work aims at modelling the flow behaviour past airfoils used for wind tur-
bine blades at high Reynolds number and large AoA. Three profiles have been
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selected: DU-93-W-210, DU-91-W2-250 and FX77-W-500. To do this, a parallel
unstructured conservative formulation has been used. The wall-adapting local-eddy
viscosity model within a variational multi-scale framework (VMS-WALE) has been
used to model subgrid scales (SGS) in the present study. This model has been
proved to perform well on unstructured grids [5]. The study has been carried out
for Reynolds numbers up to 3× 106 and AoA up to 16◦. Numerical results have
been compared with experimental ones. In addition, in order to assess the perfor-
mance of the LES, an a-posteriori methodology, which quantify the ratio of the
solved scales to the smallest scales of the flow has been used.

2 Mathematical and Numerical Model

The turbulent flow is described by means of LES using symmetry-preserving dis-
cretizations. The spatial filtered and discretized Navier-Stokes equations can be
written as,

Mu = 0 (1)

Ω
∂u
∂ t

+C(u)u+νDu+ρ−1ΩGp = C(u)u−C(u)u ≈ −MTm (2)

where M, C, D and G are the divergence, convective, diffusive and gradient oper-
ators, respectively, Ω is a diagonal matrix with the sizes of control volumes, ρ is
the fluid density, ν the viscosity, p represents the filtered pressure, u is the filtered
velocity, M represents the divergence operator of a tensor, and Tm is the SGS stress
tensor.

To close the formulation, a suitable expression for the SGS viscosity, νsgs, must
be introduced. In the present work the WALE model [6] within a variational mul-
tiscale framework [3] (VMS-WALE) has been used. In the variational multiscale
(VMS) approach, originally formulated for the Smagorinsky model by Hughes in
the Fourier space, three classes of scales are considered: large, small and unresolved
scales. The SGS stress tensor is only calculated for the small scales (Tm ≈T

′
).

In our implementation the small-small strategy is used in conjunction with the
WALE model:

T
′
=−2νsgsSij

′
+

1
3
T

′
δi j (3)

νsgs = (Cvms
w Δ)2 (Vij

′
: Vij

′
)

3
2

(Sij
′
: Sij

′
)

5
2 +(Vij

′
: Vij

′
)

5
4

Sij
′
=
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2
[G(u′

)+G∗(u′
)]

Vij
′
=
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2
[G(u′)2 +G∗(u′)2]− 1

3
(G(u′)2I)
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where Cvms
w is the equivalent of the WALE coefficient for the small-small VMS

approach and in the finite volume context its value lies in the range between 0.3 and
0.5. In our studies a value of 0.325 is used.

The governing equations have been discretized on a collocated unstructured
grid arrangement by means of second-order spectro-consistent schemes [9]. Such
schemes are conservative, i.e. they preserve the symmetry properties of the con-
tinuous differential operators and ensure both, stability and conservation of the
kinetic-energy balance even at high Reynolds numbers and with coarse grids. These
conservation properties are held if, and only if the discrete convective operator is
skew-symmetric (C(u) =−C∗ (u)), the negative conjugate transpose of the discrete
gradient operator is exactly equal to the divergence operator (−(ΩG)∗ =M) and the
diffusive operator D, is symmetric and positive-definite. For the temporal discretisa-
tion of the momentum equation a two-step linear explicit scheme on a fractional-step
method has been used for the convective and diffusive terms, while for the pressure
gradient term an implicit first-order scheme has been used. This methodology has
been previously used with accurate results for solving the flow over bluff bodies
with massive separation [4, 7].

3 Assessment of Mesh Resolution

Numerical simulations have been performed on different grids (about 3-23 million
control volumes). In order to asses the grid resolution quality, the ratio of the re-
solved scales to the smallest ones of the real flow has been evaluated:

Γ =
h
η

=
Vcell

1/3

(ν3/ε)1/4
where ε = 2(ν+νsgs)Sij

′
Sij

′
(4)

This ratio gives an orientation of the contribution of the LES model to dissipa-
tion and therefore a quantification of the modelled dissipation with respect to the
resolved one. Therefore, in order to obtain credible results, special care is taken
during the mesh generation process, so as to maintain this ratio within reasonable
limits.

In figure 1 the ratio distribution is shown for the FX77-W-500 case. A preliminar
calculation allows us to assess the initial map. These results are used to improve
the inital mesh by adding control volumes in the low resolved areas making the
ratio distribution as uniform as possible. Then a second and final computation is
performed.

4 Illustrative Results

Three airfoil profiles have been simulated, DU-91-W2-210, DU-93-W-250 and
FX77-W-500. For each airfoil, LES results have been compared with experimental
data provided by Delft University of Technology (DUT) [8], Risø National Labora-
tory (Denmark) [2] and the Institut für Aerodynamik und Gasdynamik (Germany)
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Fig. 1 Ratio of the resolved
scales to the smallest ones
for the used FX77-W-500
mesh at Re = 2.75×106

[1], respectively. Results about lift and drag coefficients are plotted in figure 2 for
the airfoil DU-91-W2-210 at Re = 3× 106. In addition, in figure 3, lift coefficient
results for DU-93-W-250 at Re = 1× 106 and FX77-W-500 at Re = 2.75× 106 are
depicted. Good agreement between the calculated results and the experimental ones
is achieved, specially at angles of attack (AoA) with important boundary layer deat-
tachment i.e. near stall and post-stall. Some illustrative instantaneous results are
depicted. In figure 4 the FX77-W-500 airfoil with attached boundary layer along the
upper surface is shown and in figure 5 a strong flow separation is displayed.

(a) (b)

Fig. 2 Aerodynamic coefficients at Re= 3×106 and different AoA for DU-93-W-210 airfoil.
(a) Lift coefficient (b) Drag coefficient.

As a result of several calculations with different meshes, it has been observed
that having an appropriate mesh is of paramount importance to make the subgrid
model work properly. The main features that a mesh should have from the geometric
point of view, is a proper aspect ratio of the control volumes near the airfoil and
smooth size transitions between neighbouring cells. Regarding the mesh resolution,
a uniform distribution of the ratio of the resolved scales to the smallest ones is
also important while keeping those values whithin a reasonable range. In order to
meet all the previous requierements, it is almost unavoidable the use of ustructured
meshes, that allow us to adapt the mesh size locally and optimizing the distribution
of control volumes placing them where they are really needed. The combination
of the VMS-WALE LES model together with an optimized mesh lead us to the
present results that reproduces fairly well the physical phenomena. Instantaneous
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(a) (b)

Fig. 3 Lift coefficient as a function of the AoA (a) DU-91-W2-250 at Re= 1×106 (b) FX77-
W-500 at Re = 2.75×106

(a) (b)

Fig. 4 Illustrative results. Velocity contours for FX77-W-500 airfoil at AoA = 0.

(a) (b)

Fig. 5 Illustrative results. Velocity contours for FX77-W-500 airfoil at AoA = 16.

flow captures display a large number of flow scales which are well represented by
the model.

5 Conclusions

In this paper LES calculations have been performed to determine the aerodynamic
coefficients of the DU-91-W2-210, DU-93-W-250 and FX77-W-500 airfoils. The
wall-adapting local-eddy viscosity model within a variational multi-scale frame-
work (VMS-WALE) has been used as the SGS model. It has been observed that
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in order to obtain a good agreement between numerical LES results and experi-
mental ones not only the mathematical formulation is important but also the mesh
performance. By combining properly both requierements in the way reported in the
present paper, good results are obtained.
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Low-Order Modelling of Blade-Induced
Turbulence for RANS Actuator Disk
Computations of Wind and Tidal Turbines

Takafumi Nishino and Richard H.J. Willden

Abstract. Modelling of turbine blade-induced turbulence (BIT) is discussed within
the framework of three-dimensional Reynolds-averaged Navier-Stokes (RANS) ac-
tuator disk computations. We first propose a generic (baseline) BIT model, which
is applied only to the actuator disk surface, does not include any model coefficients
(other than those used in the original RANS turbulence model) and is expected to
be valid in the limiting case where BIT is fully isotropic and in energy equilibrium.
The baseline model is then combined with correction functions applied to the region
behind the disk to account for the effect of rotor tip vortices causing a mismatch
of Reynolds shear stress between short- and long-time averaged flow fields. Re-
sults are compared with wake measurements of a two-bladed wind turbine model of
Medici and Alfredsson [Wind Energy, Vol. 9, 2006, pp. 219-236] to demonstrate the
capability of the new model.

1 Introduction

Modelling of turbulent mixing behind turbines is an important area of research for
the wind and tidal power industries. Whilst recent eddy-resolving computations
(such as large-eddy simulations and detached-eddy simulations) using a so-called
actuator line method have given valuable insight into time-dependent features of
wind/tidal turbine wakes (e.g., [1]), it is still of great importance to develop a low-
order model that satisfactorily predicts the characteristics of time-averaged flow
around turbines at much lower computational cost. Such a low-order model would
be useful for the design of wind and tidal power farms for the future.

The objective of the present study is to develop a reasonably generic low-
order model that describes time-averaged flow around a horizontal-axis wind/tidal
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turbine of various designs and operating conditions. Our current model is based on
the three-dimensional Reynolds-averaged Navier Stokes (RANS) equations coupled
with an actuator disk model. To account for the effect of turbulence (or velocity fluc-
tuations) induced by turbine blades—we refer to this as blade-induced turbulence
(BIT) in this paper—we first introduce a simple baseline model, which requires the
specification of BIT energy and scale but does not require any additional model
coefficients (other than those used in the original RANS turbulence model). The
baseline model is then combined with correction functions to account for the ef-
fect of rotor tip vortices. Details of the model are described below, followed by the
results of a model validation study.

2 Baseline Model

The baseline model used in this study is the one recently proposed by the authors
[5]. The governing equations of the flow are the three-dimensional incompressible
RANS equations, where the Reynolds stress tensor, −u′iu′j, is modelled using the
standard k-ε model of Launder and Spalding [2].

A simple actuator disk concept is used, where a turbine rotor is modelled as a
stationary permeable disk of zero thickness placed perpendicular to the incoming
flow. The effect of the rotor on the mean flow is considered as a loss of streamwise
(or axial) momentum at the disk plane. The change in momentum flux (per unit
disk-area and per unit fluid-density) is locally calculated as SU = 1

2 KU2
d , where Ud

is the local streamwise velocity at the disk plane and K is a momentum loss factor
(constant over the disk) to determine the thrust acting on the disk.

It is known that this actuator disk model (without taking account of BIT) yields
much weaker turbulent mixing behind the disk compared to that measured behind a
turbine rotor. In the baseline BIT model we assume that, at the disk plane, virtual tur-
bine blades generate turbulence that is characterised by its turbulent kinetic energy
kb and dissipation rate εb. Two physical parameters are introduced to determine the
values of kb and εb: (i) the ratio of the energy converted to BIT to that removed from
the mean flow at the disk plane, β , and (ii) a representative length scale for BIT, lb.
Note that β and lb are model variables rather than model coefficients, as they de-
pend on actual turbine design and operating conditions. kb is then calculated (locally
over the disk plane) as kb = βSU = 1

2βKU2
d , whereas εb is estimated (based on the

high Reynolds number equilibrium hypothesis) as εb =C
3
4
μ k

3
2
b /lb, where Cμ = 0.09

(following the standard k-ε model).
To account for the combined effect of BIT and the turbulence coming from up-

stream of the turbine, we further assume that: (i) the disk plane is a special internal
boundary that does not allow the transport of k or ε via their diffusion (so that the
transport of k and ε through the disk plane is only via the convection from upstream
to downstream) and (ii) at the disk plane, the BIT of kb and εb is mixed (in the time-
averaged sense) with the ambient (or upstream) turbulence of ka and εa, resulting in
the mixed turbulence of km and εm just downstream of the disk. Here km is calcu-
lated as km = ka + kb, whereas εm is estimated by assuming the conservation of the
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time-integral of linearly decaying turbulent kinetic energy, i.e., kmτm = kaτa + kbτb,
where τa = ka/εa, τb = kb/εb and τm = km/εm represent the initial eddy turnover
time or lifetime for the ambient, blade-induced and mixed turbulence, respectively
[5]. Eventually, the changes in k and ε to be added to their transport equations at the
disk plane (per unit disk-area) are calculated as

Sk =Ud(km − ka) =Udkb , (1)

Sε =Ud(εm − εa) =Ud

[
(ka + kb)

2

(k2
a/εa)+ (k2

b/εb)
− εa

]
. (2)

Generally, the two model variables, β and lb, should depend on the actual turbine
design and may be given as functions of the distance, r, from the disk axis. In the
present study, however, uniform values of β and lb are given either to the entire disk
surface or to the disk edge region defined by (0.5d −wedge) ≤ r ≤ 0.5d, where d
is the disk diameter and wedge (= 0.1d in this study) is the width of the disk edge
region. For the latter case, β = 0 is given to the rest of the disk surface.

3 Tip Vortex Correction

As will be shown later, the baseline model tends to yield too strong/fast turbulent
mixing in the core region (r/d < 0.4) in the near wake, even when BIT is given only
around the disk edge. This suggests that further modifications are required on the
modelling of turbulent mixing in the near wake region.

An important issue to be considered here is how large the Reynolds shear stress
is (relative to the turbulent kinetic energy) behind a turbine, especially in the region
where strong rotor tip vortices exist. It is known that for many two-dimensional
turbulent shear flows where the production and dissipation of k are close to equi-
librium, the value of u′xu′y/k is around 0.3 (when the mean shear dU/dy < 0) or
−0.3 (when dU/dy > 0) and this is the basis of the turbulent viscosity constant
Cμ = (0.3)2 = 0.09 used in the standard k-ε model (see, e.g., Pope [6]). In the mean
shear layer behind a turbine rotor, however, experimental results have shown that
the magnitude of u′xu′y/k can be significantly smaller than 0.3 [4]. This is most likely
due to the effect of tip vortices causing a mismatch between short-time (or phase)
averaged and long-time averaged wake shear profiles. Specifically, tip vortices peri-
odically create “adverse” velocity gradient regions, ∂ 〈u〉/∂ r < 0 (where 〈φ〉 denotes
a short-time average of φ over a time scale relevant to the passing-through time of
each tip vortex), and hence “adverse” Reynolds shear stress regions, 〈u′xu′r〉 > 0,
whilst the long-time averaged wake shear direction is ∂U/∂ r > 0 and therefore
u′xu′r < 0. This explains why the long-time-averaged wake shear behind a rotor does
not diffuse quickly despite its high level of turbulent kinetic energy.

To account for the above effect of tip vortices within the framework of RANS
actuator disk computations, we consider applying empirical correction functions to
the so-called tip vortex region. The streamwise extent of the region will be given as
a model variable, ltip, which may be further modelled as a function of turbine design
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and operating conditions in future studies. For the present study, we introduce three
correction functions, fμ , fk and fε1, into the standard k-ε model:

Dk
Dt

=
∂
∂x j

(
νt

σk

∂k
∂x j

)
− u′iu′j

∂Ui

∂x j
fk − ε , (3)

Dε
Dt

=
∂
∂x j

(
νt

σε
∂ε
∂x j

)
− u′iu′j

∂Ui

∂x j
fε1Cε1

ε
k
−Cε2

ε2

k
, (4)

− u′iu′j = νt

(
∂Ui

∂x j
+
∂Uj

∂xi

)
− 2

3
kδi j , νt = fμCμ

k2

ε
, (5)

where Cμ = 0.09, Cε1 = 1.44, Cε2 = 1.92, σk = 1.0 and σε = 1.3 (following the stan-
dard k-ε model). To reduce the eddy viscosity and thus mitigate turbulent mixing in
the tip vortex region behind the disk (located at x = 0), we model fμ as follows:

fμ = 1 for x ≤ 0 , ltip ≤ x , (6)

fμ = 1− fr(1− fμmin) for 0 ≤ x ≤ l∗tip , (7)

fμ = 1− fr(1− fμmin)
1
2

(
1+ cos

π(x− l∗tip)
ltip − l∗tip

)
for l∗tip ≤ x ≤ ltip , (8)

where fμmin = 0.1 is given in this study, following experimental observations [4]
(note, however, that this is also a model variable and should generally depend on
the rotor tip-speed ratio and the number of blades). l∗tip is the streamwise extent of
the region where fμ does not change (corresponding to the region where tip vortices
are stable); we assume l∗tip =

1
2 ltip in the present model. fr is a damping (sinusoidal)

function in the radial (r) direction, normalised such that fr = 1 at r = 0.5d (where
the rotor edge is located) and monotonically decreases to fr = 0 at r = 0 and d.

A major difficulty in this correction is that the change in νt due to the introduc-
tion of fμ affects not only the strength of turbulent diffusion but also the production
of k and ε . This necessitates the introduction of fk and fε1 in Eqs (3) and (4), re-
spectively; however, we assume fε1 = 1 in this study for simplicity.1 Preliminary
computations with fk = 1 yielded too small k in the near wake, whereas those with
fk = 1/ fμ (i.e., fully cancelling out the effect of fμ on the production of k) resulted

1 Here the introduction of fk is justified since, in the tip vortex region, the production of
k should be linked to the mean of the magnitude of short-time averaged velocity gradi-
ent and the corresponding Reynolds stress rather than those for the long-time averaged
flow field, i.e., fk accounts for the difference between −u′iu′j

∂Ui
∂x j

(known in the model) and

|−〈u′iu′j〉 ∂ 〈ui〉
∂x j

| (unknown in the model). Meanwhile, physical interpretation of fε1 seems

less straightforward since the production term of ε includes ε and k, which should also
be divided into two components corresponding to the short-time and long-time averaged
flow fields, respectively. This seems far beyond the capability of single-scale eddy viscos-
ity models (perhaps we require a proper multi-scale model for such discussion; see, e.g.,
Sagaut et al. [7]) and hence we assume fε1 = 1 in this study.
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in too large k in the near wake. To maintain the level of turbulent kinetic energy
in the near wake comparable to that measured in the experiments [4] (and also to
minimise its sensitivity to the value of ltip), we model fk as fk = 1+ γk(1− fμ)/ fμ
with the model coefficient γk = 0.85 in this study (note that γk = 0 and 1 correspond
to the two extreme cases, fk = 1 and 1/ fμ , respectively).

4 Model Validation

A model validation study was performed for wind tunnel tests of a two-bladed wind
turbine model of Medici and Alfredsson [3, 4]. The tunnel test section is 1.2m wide
and 0.8m high. The tunnel ceiling is adjustable, so that the freestream velocity, Uin,
is constant throughout the test section (when the turbine is not installed). The rotor
diameter d is 0.18m and its hub height from the floor is 0.24m. The hub diameter is
20mm. Table 1 summarises experimental conditions; for this particular set of exper-
iments, a turbulence-generating grid was installed, providing freestream turbulence
(FST) intensities of 4.5% at x/d = 0 (turbine location) and 2.5% at x/d = 9. Here
the thrust coefficient CT and the tip-speed ratio (TSR) are based on the freestream
velocity and therefore slightly different from those reported earlier [3].

For the computations, the turbine rotor was modelled as an actuator disk of zero
thickness with a small non-permeable disk embedded at the centre to account for
the effect of the rotor hub. The supporting tower of the turbine was not modelled.
Computations were performed using FLUENT 12 (together with its User-Defined
Function module). The solver is based on a finite volume method and is nominally
2nd-order accurate in space. All computations were performed as steady state.

Table 1 Experimental conditions

Uin TSR CT Yaw angle FST intensity

8.14 [m/s] 3.87 0.899 0 [deg.] 4.5% (x/d = 0), 2.5% (x/d = 9)

Fig. 1 Contours of turbulent
kinetic energy across a
horizontal plane at hub
height: (a) without BIT,
(b) baseline model (for the
entire actuator disk), (c)
baseline model (only for
0.4 < r/d < 0.5), and (d-
f) baseline model (only for
0.4 < r/d < 0.5) with the tip
vortex correction (ltip/d = 1,
3, 5 for d, e, f, respectively)
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Fig. 2 Centreline streamwise velocity (left), streamwise velocity profiles at x/d = 3 (centre)
and turbulent kinetic energy profiles at x/d = 3 (right): (a) without BIT, (b) baseline model
(for the entire actuator disk), (c) baseline model (only for 0.4 < r/d < 0.5), (d) baseline
model (only for 0.4 < r/d < 0.5) with the tip vortex correction (ltip/d = 3), and experimental
data [3]

Figs. 1 and 2 present results for CT = 0.899, β = 0.30 and lb = 0.1d (except
for the case without BIT). The case without BIT yields too small turbulent kinetic
energy and thus too slow wake recovery. The baseline model applied to the entire
disk yields too large turbulent kinetic energy in the core region (r/d < 0.4) and
hence too early wake recovery behind the disk. The baseline model applied only to
the edge region still yields too strong turbulent mixing in the core region in the near
wake, and the tip vortex correction provides better results in both near and far wake.
Further validation studies are needed to examine the robustness of the model.
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On LES Assessment in Massive Separated
Flows: Flow Past a NACA Airfoil at Re = 50000

I. Rodrı́guez, O. Lehmkuhl, A. Baez, and C.D. Perez-Segarra

Abstract. Mechanisms of quasi-periodic flow oscillation observed in airfoils near
stall and stall behaviour, which affect airfoil efficiency, remain still not fully un-
derstood. In this sense, numerical simulations using subgrid-scale models can be
useful in order to shed some light in the underlying complex physics. However, the
assessment of these models is an important aspect to consider for obtaining cred-
ible results. In this work, two LES models are compared with results from direct
numerical simulation. The results have shown that LES models are capable of cap-
turing the complex flow phenomena present at these AOA such as the low frequency
fluctuations near stall and the vortex shedding produced at higher AOAs.

1 Introduction

Stall on airfoils is caused by massive separation of the flow leading to a sharp drop
in the lift and an increase in the drag over the airfoil surface. NACA0012 airfoil
exhibits two types of stall. A trailing-edge stall at all Reynolds numbers and a com-
bined leading-edge/trailing-edge stall at intermediate Reynolds number. The latter
shows the combined presence at stall of a turbulent boundary layer separation mov-
ing forward from the trailing-edge and a small laminar bubble in the leading-edge re-
gion failing to reattach which complete the flow breakdown. An oscillating situation
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is often noticed near stall angles. However, mechanisms of quasi-periodic oscillation
observed near stall and stall behaviour, which affect airfoil efficiency, remain still
not fully understood. In this sense, Large-Eddy Simulations (LES) have been per-
formed. Two different models have been considered, the Wall-adapting Local-eddy
diffusivity model within a variational multi-scale framework (VMS-WALE)[1, 2]
and the QR-model [3]. The results have been compared to Direct Numerical Sim-
ulations (DNS) and after that, LES models have been used to study the stall phe-
nomenon. Thus, the objective of this work is two-fold: i) to assess the performance
of these LES models for predicting the flow with massive separation and, ii) to study
the flow behaviour at near stall and stall angles in order to shed some light into the
physics of this complex flow. To do this, we have performed LES of the flow past a
NACA0012 at Reynolds number of Re = 5× 104 and at angles of attack (AOA) up
to 12◦.

2 Mathematical and Numerical Model

The methodology for solving the flow past bluff bodies which exhibits massive sep-
aration has been described in detail in [4, 5]. The governing equations have been
discretised on a collocated unstructured grid arrangement by means of second-order
spectre-consistent schemes [6]. Such schemes are conservative, i.e. they preserve the
symmetry properties of the continuous differential operators on any grid and even at
high Reynolds numbers. For the temporal discretisation of the momentum equation
a two-step linear explicit scheme on a fractional-step method has been used for the
convective and diffusive terms, while for the pressure gradient term an implicit first-
order scheme has been used. By filtering the Navier-Stokes system of differential
equations, the subgrid (SGS) stress appears in the momentum equations which must
be modelled in order to close the system. LES studies have been performed using
two SGS models suitable for unstructured formulations: the QR-model [3] based on
the invariants of the rate-of-strain tensor and the wall-adapting local-eddy viscosity
model within a variational multi-scale formulation (VMS-WALE) [1, 2].

3 Results

Numerical simulations of the flow around a NACA0012 at Reynolds numbers
Re = Ure f C/ν = 5× 104 (defined in terms of the free-stream velocity Ure f , the
airfoil chord C and the flow kinematic viscosity ν) and at AOA = 8◦, 8.75◦, 9◦,
9.25◦ and 12◦ have been carried out. Solutions are obtained in a computational do-
main of dimensions 40C×40C×0.2C with the leading edge of the airfoil placed at
(0,0,0). The boundary conditions at the inflow consist of a uniform velocity profile
(u,v,w)=(Ure f cosAOA, Ure f sinAOA,0). At the outflow boundary, a pressure-based
condition is imposed. No-slip conditions on the airfoil surface are prescribed. Peri-
odic boundary conditions are used in the span-wise direction. For the assessment of
the two SGS models, solutions have been obtained on two grids of 46417×16 planes
(≈0.74 million control volumes (MCVs)) and 149355× 32 planes (≈4.78MCVs),
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whereas DNS has been computed on a grid of 280876×96 planes (≈27MCVs). Al-
though not shown here, this mesh has been analysed in order to test if it was capable
of solving the smallest scales of the flow. Moreover, LES results at AOA from 8.75◦
to 12◦ have been computed in a set of two grids designed so as the refined zone in
the suction side is well covered at all AOAs.

(a) (b)

Fig. 1 LES assessment against DNS results at AOA=8◦. Velocity profiles for (a) QR- and (b)
VMS-WALE models.

Fig. 2 Stream-wise velocity fluctuations for QR- and VMS-WALE models

3.1 LES Assessment

Although results were compared to a larger number of locations, for the sake of
brevity we are only presenting results for four of them and for stream-wise velocity
and its fluctuations (see figs. 1 and 2). Although for both models a very good pre-
diction of stream-wise velocity is achieved, it is observed that VMS-WALE model
presents a better trend as the mesh is refined and specially in the detached zones.
Stream-wise velocity fluctuations are also shown in the figure. Contrary to first-
order statistics which are well predicted even with the coarse grid, the finest grid is
required for a better prediction of the velocity fluctuations. In general, VMS-WALE
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behaves better and its trend to predict DNS results as the grid is refined. Yet, it might
be said that both models are good choices for predicting the flow with massive sep-
aration which is specially true for the finest grid.

3.2 LES Results at Stall AOAs

In order to gain insight into the coherent structures developed in the separated zone,
these structures have been identified by means of the second invariant of the velocity
gradient (Q-criterion) proposed by Hunt et al. [7]. These structures are shown in
figure 3 at AOA = 8.75◦ ,9◦ ,9.25◦ and 12◦. The flow separates laminarly from the
airfoil surface near the leading edge and vortex breakdown occurs at the end of the
laminar shear-layer as a consequence of the instabilities developed by the action
of a Kelvin-Helmholtz mechanism. This mechanism of transition is similar to that
observed in other bluff bodies such as the flow past a circular cylinder [5] or the
flow past a sphere [4]. However, as the AOA increases, the separated region also
increases and at the largest AOA, the flow is fully detached from the airfoil surface
and the shedding of vortices is clearly observed.

(a) (b)

(c) (d)

Fig. 3 Visualization of the flow structures by means of Q-isocontours (Q = 30) [7] coloured
by the velocity magnitude (a) AOA = 8.75◦, (b) AOA = 9◦, (c) AOA = 9.25◦ and (d) AOA =
12◦

Figure 4 shows the transient evolution of the lift coefficient for the different
AOAs. As can be observed at AOA=8.75◦ it oscillates with a very low fluctua-
tion. This AOA corresponds with the highest value in the lift coefficient which is
Cl = 0.795. When the AOA is slightly increased to AOA=9◦, low-frequency fluc-
tuations are observed. This sudden decrease of the lift coefficient is produced by
the flow detachment from the airfoil surface. For larger AOAs, the flow oscillation
occurs but at a higher frequency corresponding with the complete detachment of
the flow and the shedding of vortices. The pattern observed in the lift behaviour at
stall angles (AOA=9◦ and AOA=9.25◦) is quite similar to that observed experimen-
tally by Tanaka [8] at Re = 1.3× 105. In his experimental observations the change
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(a) (b)

(c) (d)

Fig. 4 Transient evolution of the lift coefficient. (a) 8.75◦, (b) 9◦, (c) 9.25◦ and (d) 12◦.

(a) (b)

Fig. 5 Transient evolution of the flow at AOA=9◦, from flow fully separated and minimum
lift (a) to flow reattachment (b)

of behaviour from low-frequency oscillation to a higher frequency oscillation also
occurred within a small variation in the AOA (0.2◦), but at a larger AOA due to the
larger Reynolds number.

This process (at AOA=9◦) can be closer inspected in figure 5, where instanta-
neous velocity profiles when the flow is completely detached (see Figure 5a) and
when the recirculation bubble is at its minimum (see Figure 5b) are plotted. In the
figure, the instantaneous lift coefficient (see figure inset) is also shown.

It should be stressed that the non-dimensional frequency measured for this pro-
cess at the beginning of the stall is St = f sin(AOA)C/Ure f = 0.004 (here f =
0.0247 s−1) with a Cl,rms = 0.115. This corresponds with a thin airfoil- trailing edge
type stall [9].

4 Conclusions

The assessment of two subgrid-scale models for predicting the flow past an airfoil
with flow separation have been performed. Both models (VMS-WALE and QR-
model) perform quite well being capable of predicting separation and transition to
turbulence, as well as the fully developed turbulence in the wake, although VMS-
WALE model performs slightly better than QR-model. The study of the flow at
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near stall and in stall angles has shown that at the beginning of the stall (AOA=9◦)
the flow behaves very unsteady with a low-frequency oscillation which has been
measured, being of St = 0.004 and with a fluctuation in the lift coefficient Cl,rms =
0.115 which corresponds with a thin airfoil-trailing edge type stall. Results agree
quite well with literature observations of this phenomena for airfoils exhibiting thin
airfoil-trailing edge stall.
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Instability of the Helical Tip Vortices
behind a Single Wind Turbine

Sasan Sarmast∗, Philipp Schlatter, Stefan Ivanell, Robert F. Mikkelsen,
and Dan S. Henningson

Abstract. A numerical study on a single wind turbine wake has been carried out
focusing on the instability properties of the trailing tip vortices shed from the tur-
bine blades. The numerical model is based on large-eddy simulations (LES) of
the Navier–Stokes equations together with the actuator line method to simulate the
wake behind the Tjæreborg wind turbine. The wake is perturbed by low amplitude
stochastic excitations located in the neighborhood of the tip spiral, giving rise to
spatially developing instabilities. Dynamic mode decomposition (DMD) is then uti-
lized for identification of the coherent flow structures. The DMD results indicate that
the amplification of specific waves along the spiral is responsible for triggering the
instability leading to wake breakdown. Two types of dynamic structures dominates
the flow; low and high frequency groups. Examination of these structures reveals
that the dominant modes have the largest spatial growth.

1 Introduction

Wind turbines are nowadays clustered inside wind farms. Depending on wind di-
rection, turbines are fully or partially influenced by the upstream turbine wakes. An
unwanted but inevitable effect, however, is that the efficiency of the interior turbines
decreases due to the velocity deficit and the turbulence intensity increases due to the
interaction from the wakes of the surrounding wind turbines. As a consequence,
dynamic loadings are increased which may excite the resonance frequency in the
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structural parts of the individual wind turbines and increase the fatigue loads. There-
fore, the detailed knowledge of the unsteady wake development helps to understand
problems related to performance, vibrations, noise and structural load. These issues
are studied by researchers, and their common goal is cost reduction through opti-
mizing the efficiency of wind farms and minimizing the loads.

The wake behind a wind turbine consists of a strong root and distinct tip vortices.
The tip/root vortex system is usually unstable, and due to self-induced instability
mechanisms and ambient atmospheric turbulence, it eventually breaks down. Early
study of the helical vortices dates back to the work by Widnall [10] where she pro-
vided the analytical framework to study the linear stability of the helical vortices for
the inviscid flows. Widnall proves the existence of at least three different instabil-
ity mechanisms. Using a single twisted helix, she found that the vortex dynamics
are unstable due to long– and short–wave instability mechanisms, as well as to a
mutual inductance. In an experimental attempt, Felli et al. [1] made extensive inves-
tigations on propeller wakes. They acknowledged the traces of all the three types of
instability mechanisms in their experiments. Walther et al. [9] performed series of
direct numerical simulations on the stability of the helical vortices. They confirmed
that the same instability mechanisms observed by Widnall can also be found in the
presence of viscosity. Recent numerical stability analysis by Leishman et al. [3] and
Ivanell et al. [2] shows that the instability is dispersive and they reported that the
spatial growth arises only for some specific frequencies and type of modes with
specific wave-numbers equal to half-integer multiples of the number of blades, i.e.
for a three blade configuration occurring at 1 1

2 ,3
1
2 ,7

1
2 , · · · . Ivanell reported that the

largest spatial growth rate occurs where the oscillation of neighboring vortex spirals
are out-of-phase and the mutual inductance instability is associated with the vortex
pairing.

The present study focuses on the stability properties of the tip vortices and the
mechanisms leading to wake breakdown. The basic wake behind an horizontal axis
wind turbine is computed by combination of the unsteady incompressible Navier–
Stokes solver (EllipSys3D) and the actuator line (ACL) method. Dynamic mode
decomposition (DMD) technique [6, 7] is then utilized for identification of the co-
herent structures in the near wake.

2 Problem Setup

The actuator line (ACL) method [8] is a fully three-dimensional and unsteady aero-
dynamic model for simulating the wind turbine wakes. The flow field around the
rotor is governed by the full three-dimensional incompressible Navier–Stokes equa-
tions, while the influence of the rotating blades is accounted using body force. The
force is determined using the blade element method (BEM) combined with tabulated
airfoil data. The method is implemented into the EllipSys3D code [4, 5].

The computational domain are discretized in an axisymmetric polar grid with 12.6
million grid points. In the vicinity of the actuator lines, referred to as the near domain,
approximately 9 million grid points are used in order to capture the gradients and fully
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resolve the near wake dynamics. The simulation is performed in a rotating frame
of reference where the actuator lines are standing still. Considering the boundary
conditions, the velocity at the inlet is assumed to be uniform. A convective outflow
boundary condition is used at the outlet. On the lateral walls, the periodic boundary
conditions are imposed. Figure 1 shows the computational domain where the outer
cylindrical walls are chosen far from the rotor to assure very low blockage effect. The
current simulations are performed based on the Tjæreborg wind turbine operating at
the optimum power condition (Cp = 0.49) and a wind speed of 10 m/s corresponding
to tip speed ratio of 7.07. Note that all the simulation parameters are normalized by
the wind speed U∞ = 10 m/s and the blade length R = 30.5 m.

parameter Length (in R)

r1
∗ 1.4

r2 13.6

S1 12.5

S2
∗ 8.5

S3 22

* Near domain

Fig. 1 The figure shows schematically the multi-block mesh topology (48 blocks). r1 and
S2 represent the near domain where the grid is distributed equidistantly in all the directions.
In r2, S1 and S3 regions, the grids are stretched towards the outer boundaries in both axial
and radial directions. The actuator line is discretized by 70 grid points to resolve the blade
accurately. The flow direction corresponds to the positive z-axis and the rotor is located inside
near domain at z = 14R.

To proceed with the simulation, first, the steady base flow is obtained (Figure
2(a)) with the simulation time t = tph

U∞
R = 225. Then, additional perturbations are

introduced at the downstream of the blade tips. The additional perturbations trig-
ger the instability mechanisms which results in the wake breakdown (Figure 2(b)).
When the flow reaches its fully developed instationary condition t = 300, we start
to collect the snapshots.

(a) (b)

Fig. 2 Iso-surfaces of vorticity magnitude ||ω|| = (ω2
r +ω2

θ +ω
2
z )

1
2 . (a) Basic steady state.

(b) Helical vortices breakdown under influence of noise perturbations amplification.
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A controlled way of disturbing the helical vortices is introducing low amplitude
perturbation to the steady base flow. The spatial shape of the body force is assumed
to be a Gaussian distribution where its temporal part is considered as a low-pass
filtered harmonic excitation. The force is applied only in the axial direction and
the amplitude is tuned to obtain the perturbation fields with turbulence intensity
I = 0.1% near the rotor tip. The applied perturbation contains noise with a uniform
energy distribution over all frequencies lower than the cutoff frequency. The cutoff
frequency is chosen large enough to remove the physically damped higher frequen-
cies in the flow.

The dissection of the flow field into subdomain allows us to concentrate on the lo-
calized phenomena. The length of the subdomains and their positions are important
parameters to study two phenomena in the wake: the mechanism of instability on-
set, and the nonlinear effects on the wake breakdown. The former study introduces
the linear subdomain and the choice of nonlinear subdomain is based on where
the tip vortices start to deform from the helical path and start to interact mutu-
ally. The linear and nonlinear subdomains with their toroidal shapes are depicted in
Figure 3.

21
18
15
12
9
6
3

x

z

Fig. 3 Contours of vorticity magnitude in a x/z-plane cut show the development of tip spiral
instability. The solid and dashed line indicate the position of the linear and nonlinear subdo-
mains; while, the small square and diamond define the location of the extracted probes in the
linear and nonlinear subdomains, respectively.

3 Dynamic Mode Decomposition

The dynamic mode decomposition (DMD) is used to describe the underlying mech-
anism of the wake breakdown. DMD splits the flow into different modes where each
one of them oscillates at a certain frequency and growth rate. Given a sequence of
snapshots (flow fields) xk collected with an equidistant time-interval Δ t, we assume
a constant linear mapping Ã between each of the snapshots, x j+1 = Ãx j. Considering
the entire snapshot sequence Xn

0 = [x0,x1, . . . ,xn], we can write

ÃXn
0 = Xn+1

1 . (1)
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For a sufficiently large number of snapshots, we can assume that the snapshots are
no longer linearly independent, so we can write the last snapshot as a linear combi-
nation of the previous ones. Thus, we have

ÃXn
0 = Xn+1

1 = Xn
0 C+ εeT , (2)

where the C is a companion type matrix and it contains the linear combination
coefficients. The symbol T represents conjugate transpose, e = [0, . . . ,0,1]T and
ε contains the dynamic residuals. In fact, we project the matrix Ã over the snap-
shot sequence. To improve the robustness of the algorithm, Schmid [7] made an
improvement by projecting the system onto the proper orthogonal decomposition
(POD) basis. To proceed, we employ an economy size singular value decomposi-
tion (SVD) of the snapshots matrix Xn

0 = UΣW T , where the columns of U and W
are the left and right singular vectors, respectively. The diagonal entries of Σ , is
known as the singular values. We can then rewrite equation 2 as

ÃU ≈UC̃, (3)

where C̃ is the transformed companion matrix and it can be computed from C̃ =
UT Xn

0 WΣ−1. Using the spectral expansion, we can find the eigenvalues Λ and
eigenvectors Y of the transformed companion matrix, C̃ =YΛY−1. Now, we can ap-
proximate the eigenvalues and eigenvectors of the linear map Ã as Λ and Φ =UY ,
respectively.

In DMD procedure, we would like to find an expansion of the snapshot sequence
of the form

xk =
n

∑
j=1

λ k
j φ jd j, k = 0,1, ...,n− 1, or Xn

0 =VDS, (4)

where the matrix V =UY contains the dynamic modes, D is a diagonal matrix and it
is related to the amplitudes of the DMD modes and S is the so-called Vandermonde
matrix and it is defined as

S =

⎡⎢⎢⎢⎣
1 λ1 λ 2

1 . . .
1 λ2 λ 2

2 . . .
1 λ3 λ 2

3 . . .
...

...
. . .

⎤⎥⎥⎥⎦ , (5)

where λ j are the eigenvalues of the matrix C̃. To obtain the matrix D, without in-
verting the Vandermonde matrix S, we substitute the singular value decomposition
of the snapshots into equation 4,

D−1 = SWΣ−1Y. (6)

Since D is a diagonal matrix, it can be obtained by inverting the diagonal entries of
D−1. Finally, the DMD amplitudesΦ can be obtained from the diagonal components
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of |D|2, if the eigenvectors of the transformed companion matrix, Y , are normalized
to unity.

3.1 Convergence Analysis and Choice of the Data-Set

Important parameters of the dynamic mode decomposition are the time interval
between two consecutive snapshots Δ t and the number of snapshots n. The time in-
terval Δ t should be adjusted considering the Nyquist criterion. According to this cri-
terion, the maximum frequency that we can resolve is f = 1

2Δ t . In fact, this frequency
depends on the highest physically-relevant frequency in the flow. The time interval
Δ t = 0.025 is chosen which resolves a maximum non-dimensional frequency cor-
responding to St = f R/V∞ =20. On the other hand, the number of snapshots has to
be chosen such that, the snapshots become linearly dependent. This is tested using
the dynamic residuals obtained from the least square problem (Equation 2). Fig-
ure 4 shows the residuals of the linear and nonlinear subdomains: The overall trend
shows a reduction of the residual values as the number of snapshots increases. Even
though, 800 number of snapshots gives us the converged statistics, the following
results are based on 1000 number of snapshots with the time interval Δ t = 0.025.

0 200 400 600 800 1000
10

−10

10
−5

10
0

ε

n

Fig. 4 Residual norm of the dynamic mode decomposition. Red circles and black squares
represent the dynamic residuals of the linear and nonlinear subdomains, respectively.

4 Results

The results are based on the DMD algorithm presented in the section 3. DMD is ap-
plied on the snapshot sequences obtained from the linear and nonlinear subdomains.
Figure 5 shows the eigenvalues of the transformed companion matrix C̃, where all
lie approximately on the unit circle |λ j| ≈ 1. This implies that the flow is in equilib-
rium and no significant temporal growth or decay is present. An eigenvalue at (1,0)
indicated by the blue symbol corresponds to a steady mean flow (temporally aver-
aged flow field of the data sequence). The coloring (red to white) of the eigenvalues
is related to the dynamic modes amplitudes (Φ) and it is intended to separate dy-
namic structures (red) from weaker ones (white). The modes with higher amplitudes
determine the presence of specific dynamics in the underlying flow physics.
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Fig. 5 DMD eigenvalues of (a) linear and (b) nonlinear subdomains. The colors vary smoothly
depending on the DMD amplitudes from red (high) to white (low). The blue symbol posi-
tioned at (1,0) depicts the mean flow eigenvalue.

4.1 Power Spectra and Temporal Dynamic Structures (Modes)

Traditionally, the temporal information of the wake is obtained by using the time
signal probe; for instance, such a probe measures the instantaneous velocity com-
ponents at specific locations. The analysis of the time signal helps us to understand
the flow dynamics. In this study, we gather the information of two local probes
positioned at linear subdomain (Figure 6 (a)) and nonlinear subdomain (Figure 6
(b)). The spectral information of the probes together with their corresponding DMD
spectrums are depicted in Figure 6 (c,d). In DMD spectrums, the amplitude of the
dynamic modes are plotted as a function of the normalized frequency using the
conventionω j = Im(log(λ j)/Δ t). There is a general agreement between both spec-
trums. However, we can observe that the distinct single peaks are not exactly match-
ing, instead the cluster of peaks overlap. This can be explained through the limita-
tion of a number of discrete snapshots, and the specific location of the probes in the
wake. Two pronounced clusters of peaks dominate the flow in the linear and non-
linear subdomains, see Figure 6 (c-d), with frequencies around St = 1.6 and St = 5.
From now on, the former group is called the low frequency group and the latter one
as high frequency group. In Figure 6 (d), it is clear that the distribution of low and
high frequency groups is broadened and more modes are triggered in the nonlinear
subdomain. The presence of higher frequency modes is related to the fact that all
linear combinations of frequencies excite higher modes, for instance, the group of
frequency around St = 7 can be the linear interaction of low and high frequency
groups.

To better understand the dynamics of the flow, the leading dynamic structures of
the linear subdomain are shown in Figure 7. In low frequency group, each helix is
divided into three lobes corresponding to wave number of K ≈ 3/2. Similarly, the
high frequency group modes are constituted of nine lobes corresponding to wave
number of K ≈ 9/2. There are also some less energetic modes which do not fall
within the above categories, but we will not discuss them further.
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Fig. 6 (a,b) Time signal probes located at the linear subdomain ([r,θ ,z] = [1.23,1.57,15.0])
and nonlinear subdomain ([r,θ ,z] = [1.23,1.57,16.5]). (c,d) Amplitude distribution of the
dynamic modes together with the power spectrum of the time signal probe in the linear and
nonlinear subdomains, respectively. Black bars represent the DMD spectrum and the red
dashed line are the power spectrum of the time signal probes.

St = 1.65 St = 1.66 St = 4.76 St = 5.04

(a) (b)

Fig. 7 (a) Energetic low frequency group structures (modes) and (b) energetic high frequency
group structures of the linear subdomain

4.2 Spatial Analysis Based on Temporal Modes

A closer look at the velocity components of the dominant dynamic modes indicates
the presence of a wave-like motion, propagating along the spirals. In particular,
if we follow the maximum amplitude along the spiral, we can observe a spatial
exponential amplification; the maximum amplitude is defined as

w(z) = max
r,θ

√
u2

r + u2
θ + u2

z r,θ ,z ∈ a spiral trajectory, (7)

where ur, uθ and uz are the radial, azimuthal and axial velocities of the modes. The
spatial growth rate (denoted as α) is defined as the slope of the maximum ampli-
tude curve in the logarithmic scale α = d(log(w))

dz . Examining the first 400-energetic
modes and obtaining their individual growth rates show clustering of the growth rate
within a sinusoidal type of variation (Figure 8), where the most energetic temporal
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DMD modes are also the most spatially unstable modes. The result shows more
scattered behavior as less and less energetic modes are considered. The result is in
good agreement with the previous observations of Leishman et al. [3], and Ivanell
et al. [2] where the wave numbers corresponding to maximum growth of instability
occurs at half-integer multiples of the number of blades; similarly, the minimum
instability growth happens at wave numbers of multiple of blades number.

0 2 4 6 8 10 12 14 16
0

1

2

3

St

α

Fig. 8 Spatial growth rate as function of Strouhal number. Circles correspond to leading
DMD modes in the linear subdomain. The colors vary smoothly depending on the DMD am-
plitudes from red (high) to white (low). The blue diamonds are the result of stability analysis
performed by Ivanell et al. [2].

Based on the modal expansion of snapshots presented in Equation (4), it is possi-
ble to introduce a filtering technique that removes presumably less important struc-
tures from the flow, thus yielding a low-order model of the wind turbine wake. A
superposition of sufficiently many energetic modes would capture the dynamics of
large-scale dynamics and could reproduce the main features of the original snapshot
sequence. Figure 9 demonstrates the filtering approach, where the first 50 energetic
modes are included to reconstruct the original flow field. Two probes are extracted
from the reconstructed flow fields in linear and nonlinear subdomains. It is observed
that the reconstructed flow fields still capture the dynamic of the large scales, while
it filters out the higher frequencies from the system in a global way.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
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Fig. 9 Time evolution recorded in two positions at (a) linear and (b) non-linear subdomains.
The position of the probes are shown in Figure 3. The black line represents the original signal
and the dashed red line is the reconstructed signal from 50 dominant DMD modes.
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5 Conclusions

To determine the stability properties of wind turbine wakes a numerical study on
the stability of the tip vortices behind the Tjæreborg wind turbine has been carried
out. The numerical model is based on large-eddy simulations of the Navier–Stokes
equations using the actuator line method to generate the wake. The flow is then per-
turbed by inserting stochastic excitation leading to wake breakdown. By analyzing
the temporal flow fields using the dynamic mode decomposition (DMD) approach,
we found that the amplification of specific waves along the spiral is responsible for
triggering the instability leading to wake breakdown. These dominant structures can
be categorized by their modal shapes and frequencies. Two group of modes are then
identified in the wake, the low frequency and high frequency groups. Examining
these modes, it is shown that the high energetic temporal modes have the highest
spatial growth. Furthermore, a filtering procedure based on DMD method is demon-
strated.
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High-Resolution Offshore Wake Simulations
with the LES Model PALM

Björn Witha, Gerald Steinfeld, and Detlev Heinemann

Abstract. Large-eddy simulations of wind turbine wakes have been performed with
the LES model PALM. A comparison of the implemented actuator disk and ac-
tuator line models shows differences in the near wake which diminish in the far
wake several diameters downstream of the rotor plane. Furthermore, the results of
wake simulations with different inflow boundary conditions are presented. The ma-
jor drawback of cyclic horizontal boundary conditions, which are often used for
wake simulations, is that the inflow used will be the one already modified by the
wind turbines. With non-cyclic boundary conditions and a laminar inflow, the inflow
remains undisturbed and constant in time. However, a very large model domain is
required so that a turbulent flow can develop. The application of a turbulence re-
cycling method results in a well developed turbulent boundary layer already at the
inflow so that the model domain can be significantly reduced.

1 Introduction

The wake of a wind turbine is characterized by a significant velocity deficit as the
turbine extracts momentum from the mean flow. In wind farms this leads to a re-
duced power output for subsequent downstream turbines. Furthermore, the wakes
feature a significantly enhanced turbulence intensity which results in an increased
load for downstream turbines. Thus, wake modeling is a key task for the energy
yield prediction of wind farms as well as for the design of new wind farms.

Mostly either simple engineering wake models [2] or Reynolds-Averaged Navier-
Stokes Simulations (RANS [6]) are used for wake calculations. In these models, the
turbulence is not resolved but completely parameterized. Current powerful High-
Performance Computing (HPC) clusters allow for turbulence resolving Large-Eddy
Simulations (LES) of wind turbine wakes and intra wind farm wakes. With LES it is
possible to investigate the interaction between the atmospheric boundary layer and
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the wind turbine wakes as well as the interaction between the individual wakes in a
wind farm. An increased knowledge about wake flows can be expected, which can
be applied to develop better parameterizations of wake flows in RANS models or in
engineering models for a more reliable energy yield prediction. However, in LES the
impact of the wind turbines on the atmospheric flow still has to be parameterized.
Two wind turbine models, an actuator disk and an actuator line model have been
implemented in the LES model PALM. They will be discussed and compared in
Section 2. Another challenge for LES of wake flows is the appropriate choice of
inflow boundary conditions, which will be the topic of Section 3.

2 Wake Simulations with the LES Model PALM

In this study, simulations have been performed with the parallelized LES model
PALM [7], which shows a very high performance and scalability on all state-of-
the-art parallel architectures. Two wind turbine models have been implemented in
PALM: a rather simple actuator disk model (ADM) and a much more complex Ac-
tuator Line Model (ALM). The ADM after [1] represents the impact of the rotor
blades as an additional homogeneous momentum sink with a thrust force F acting
against the mean flow:

F =−0.5 CT A

(
1

1− a
ur

)2

(1)

with the thrust coefficient CT , the rotor area A, the induction factor a and the tem-
porally and rotor disk averaged velocity in direction of the mean flow ur. The ADM
with its uniformly loaded actuator disk represents a strong simplification and ne-
glects rotational effects but is widely used for RANS and LES due to its simplicity
and capability to deliver reasonable results with rather coarse grids [5].

The ALM after [8] describes the rotor blades as lines divided into segments. Lift
and drag forces are calculated for each of the blade segments so that a non-uniformly
distributed load and rotational effects are accounted for. The force F acting on a
blade segment is:

F = 0.5 v2
rel c dr (CL eL + CD eD ) (2)

with the local velocity relative to the rotating blade vrel , the chord length c, the length
of the rotor segment dr, the lift and drag coefficients CL and CD and the unit vectors
in the directions of the lift and drag eL and eD. The ALM is much more sophisticated
and delivers more realistic results than the ADM [5], but requires significantly more
computing time compared to the ADM. This is mainly due to the requirement of a
much smaller time step to ensure that the rotor tip displacement is shorter than one
grid cell length during one time step.

A comparison of the implemented ADM and ALM for the simulation of a single
wake has been carried out for a turbine with 80 m hub height and 104 m rotor
diameter. The model domain consists of 1536 x 256 x 64 grid points with a grid
spacing of 4 m. As can be seen from Fig. 1, the wake characteristics in terms of the
mean horizontal velocity are roughly similar for both methods. This holds especially
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Fig. 1 Comparison of the single wake flow with ADM (top) and ALM (bottom). Left: time-
averaged vertical profiles of the horizontal velocity u (normalized with the inflow velocity at
hub height) upstream and at several locations downstream of the turbine, center: horizontal
cross-section of the time-averaged and normalized horizontal velocity u in hub height; right:
horizontal cross-section of the time-averaged vertical velocity w in hub height.

for the far wake from about 3 rotor diameters (D) downstream of the turbine. In
the near wake the ALM shows a more detailed structure of the flow field than the
ADM. Whereas the velocity deficit in the ADM simulation is rather uniform with a
maximum in the center of the wake, the ALM simulation shows a circular maximum
downstream of the outer parts of the rotor disk. Behind the center of the rotor disk,
the wind speed is even higher than upstream of the turbine. However, it has to be
taken into account that the turbine parameterizations do not include the effects of the
tower and the nacelle. The ALM simulation features significant up- and downdrafts
downstream of the outer parts of the rotor disk, reverse to the motion of the rotor
blades. This is not visible in the ADM simulation, as the ADM does not consider
rotation. The mean velocity profile in the far wake at a distance of 4 D downstream
of the turbine or more is independent of the applied turbine parameterization.

3 Comparison of Inflow Boundary Conditions for Wake
Simulations

To demonstrate the advantages and disadvantages of the various inflow conditions,
a set of simulations has been carried out with the same turbine as in the previous
paragraph. The model domain consists of 768 x 256 x 128 grid points with a grid
spacing of 4 m. As the detailed wake structure is not important for this study, the
less computationally intensive ADM is used.

Typically, cyclic (periodic) horizontal inflow boundary conditions are used in
LES. For many applications, this is appropriate or even helpful, as turbulence can
freely develop and is not effected by the side walls. When investigating wind tur-
bine wakes and especially wind farm wakes, the periodic boundaries may lead to
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Fig. 2 Schematic of the different inflow boundary conditions in PALM

problems, as the turbulence generated in the wake of a wind farm would re-enter the
model domain and modify the flow upstream of the wind farm, so the flow reaching
the wind farm is no longer undisturbed ([3], see Fig. 2). In fact, an infinite row of
turbines or wind farms is simulated. This is illustrated by the simulation results in
Fig. 3a). A high level of (wake) turbulence is visible not only downstream but also
upstream of the turbine.

With non-cyclic boundary conditions the wake turbulence is advected out of the
model domain and the inflow remains undisturbed and constant in time. However,
the inflow is laminar, as a constant wind speed is prescribed at the inflow, so the LES
approach fails. This is clearly shown in Fig. 3b) with no fluctuations visible outside
of the wake. The wake itself has a very smooth shape indicating the laminar flow as
well. Several D downstream the wake breaks down into wave-like structures indicat-
ing the transition from laminar to turbulent flow. To ensure that the flow reaching the
turbine is fully turbulent and quasi-stationary, a very long model domain is required
(Fig. 2). Thus, the non-cyclic simulation with laminar inflow has been repeated with
a ten times larger model domain in streamwise direction. To make this simulation
feasible, a larger grid spacing of 10 m was used. As the results in Fig. 3c) show, the
atmospheric turbulence is now well developed. In this case a fetch of about 15 km
was necessary to reach a quasi-stationary turbulent boundary layer.

To avoid such a long model domain, a turbulent inflow has been realized in PALM
which is based upon a recycling method after [4] (Fig. 2). At first, a precursor run
with cyclic boundary conditions is performed. It does not contain any turbines and
has a much smaller domain size compared to the main run (but large enough to re-
solve all scales of turbulence). To ensure a fully developed turbulent boundary layer,
the simulation time of the precursor run has to be sufficiently long. The final results
of the precursor run are then checked with respect to stationarity and turbulence
statistics by looking at time series and spectra. The main run uses the data of the
precursor run for initialization. The data is repeatedly mapped to the main run do-
main unless it is completely filled. The time- and domain-averaged profiles from the
last time step of the precursor run are used as inflow profiles for the main run. In the
main simulation the turbulence is constantly recycled which means that the turbulent
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Fig. 3 Snapshots of the horizontal normalized velocity u for different inflow boundary condi-
tions: (a) cyclic, b) non-cyclic, c) non-cyclic with large domain, d) non-cyclic with turbulent
inflow). Left: horizontal cross-section in hub height; right: vertical cross-section through hub
location.

Fig. 4 Normalized vertical profiles of the time-averaged horizontal velocity u upstream and
at several locations downstream of the turbine for different inflow boundary conditions: (a)
cyclic, b) non-cyclic, c) non-cyclic with large domain, d) non-cyclic with turbulent inflow).
e): inflow profiles for the different boundary conditions and the precursor run.

fluctuations of all prognostic variables are extracted from a recycling plane at some
distance downstream and added to the mean inflow profiles. This is done at each
time step. To preserve the spatial and temporal correlations of the turbulence gen-
erated in the precursor run, the distance between inflow and recycling plane should
be equal to the domain size of the precursor run. To prevent the boundary layer
from growing with increasing distance from the inflow, the recycling is limited to
the height of the boundary layer at the inflow. As Fig. 3d) shows, the atmospheric
turbulence is well developed already at the inflow. The profile 2 D upstream of the
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turbine is still similar to that of the precursor run (see Fig. 4e)). Compared to the
cyclic simulation, the inflow profile of the simulation with turbulent inflow shows
a higher velocity. In the latter case, the flow is undisturbed, whereas in the cyclic
simulation the wake deficit of the turbine is being distributed over the whole model
domain. This leads to a gradually decreasing inflow velocity in the cyclic simula-
tion. The lower velocity level of the turbulent inflow simulation compared to the
laminar simulation with large domain can be explained by the fact that in the lam-
inar case the flow has still not reached a stationary state. At an early simulation
time the cyclic run (and precursor run) shows a similar high velocity level. The ve-
locity profiles in Fig. 4a) to d) illustrate once again the inappropriate results of the
non-cyclic simulation with small domain.

4 Conclusions

Two turbine models implemented in the LES model PALM have been compared.
The simple ADM cannot reproduce the detailed wake structure generated by the
sophisticated ALM in the near wake. In the far wake, however, both models pro-
duce similar results. This leads to the conclusion that for wind farm simulations
with rather large distances between the turbines the ADM is an adequate and cost-
saving alternative to the ALM. For wind farms with small turbine spacing the ALM
should be used. As this is computationally not feasible for large wind farms, a new
method producing similar results as the ALM but saving a lot of computation time
is currently being implemented.

Furthermore, the importance of choosing appropriate inflow boundary conditions
has been demonstrated. Periodic boundary conditions, as they are commonly used
in LES, lead to a modified and no longer undisturbed inflow profile. Non-cyclic
boundary conditions with the presented turbulence recycling method guarantee an
undisturbed inflow with fully developed atmospheric turbulence and do not require
very large model domains.
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Solving 2D Unsteady Turbulent Boundary Layer
Flows with a Quasi-Simultaneous Interaction
Method

H.A. Bijleveld and A.E.P. Veldman

Abstract. Simulations of a 2D unsteady turbulent boundary layer flow model with
a quasi-simultaneous interaction method converge for attached and separated flow.
The interaction method ensures that no singularity arises in the numerical system of
equations. The singularity will occur if the interaction law coefficient is positive and
higher in value than a critical value which depends on the applied flow model. An
analysis of the eigenvalues of the system of equations proves this. A sign change in
one of the eigenvalues causes the singularity and a proper value of the interaction
law coefficient prevents this.

The value of the interaction law coefficient is chosen according to thin-airfoil
theory. Simulations of flows over dented plates and airfoils show that this interaction
law coefficient suffices to obtain converged results.

1 Introduction

In the RotorFlow project of ECN, the flow over a wind turbine blade is being simu-
lated by splitting the flow domain into a viscous and inviscid region, see fig. 1. By
adding viscous effects, a more accurate result can be obtained than with the widely
used BEM-methods which are based on a potential flow model and empirical data
which results in a fast method in terms of computational time (see e.g. Hansen [4]).
However, our method is still fast compared to RaNS computations.

To ensure a smooth connection between the two flow regions a viscous-inviscid
interaction method is needed. Here, the quasi-simultaneous interaction method,
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Fig. 1 The flow domains: inviscid external flow (E); viscous boundary layer (B), viscous-
inviscid interaction (dashed line, I)

Fig. 2 Quasi-simultaneous inter-
action scheme with exchange of
δ ∗ and ue; viscous boundary
layer (B), inviscid external flow
(E) and interaction law (I)
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∗δ

developed by Veldman [7, 8], is applied. The viscous region is modeled with in-
tegral boundary layer equations (B). The set of equations B is composed of von
Kármán’s momentum integral equation and Head’s entrainment equation:

1
u2

e

∂ueδ ∗

∂ t
+
∂θ
∂x

+
θ
ue
(2+H)

due

dx
=

1
2

Cf (1)

∂
∂ t

(
δ ∗
(

H1

H
+ 1

))
+

1
ue

∂
∂x

(
ueH1δ ∗

H

)
=CE (2)

where ue is the velocity, δ ∗ the displacement thickness, θ the momentum thickness,
H = δ ∗/θ the shape factor, Cf the skin-friction coefficient, H1 the turbulent modeled
according to Houwink and Veldman [6] and CE the entrainment coefficient with
Head’s model [5].

These two equations are solved together with the interaction-law equations (I)
after which the external flow equations (E) are solved, see also figure 2. The problem
to solve can be written as equation 3.

Pquasi−simultaneous

⎧⎪⎨⎪⎩
{

un
eB
− I(δ n) = un−1

eE
− I(δ n−1)

un
eB
−B(δ n) = 0

un
eE
−E(δ n) = 0

(3)

with n the iteration number, ue the boundary layer edge velocity and δ ∗ the boundary
layer displacement thickness. If the solution is converged, the interaction law drops
out of the equation. This means that the choice of interaction law does not influence
the converged result, but it does control the convergence of the viscous-inviscid
iterations.
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Fig. 3 Relation between viscous
(B), inviscid (E) and interaction-
law (I) equations as a function
of the velocity (u) and boundary
layer displacement thickness (δ )
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E

I

B
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u

attached

2 Need for Interaction

Interaction methods are applied to ensure a smooth connection between the two flow
domains. The interaction can be established in many ways. The most straightforward
and easiest is the direct method. Here the velocity is treated as a known from the
inviscid calculation and used to calculate the displacement thickness δ ∗ from the
viscous model B (take I = 0 in figure 2). The drawback of this method is that at sep-
aration a singularity occurs. This corresponds to the mininimum in figure 3. In 2D
this is the well-known Goldstein singularity. To avoid this, a (quasi-)simultaneous
solution of the external flow is needed. Solving the external and boundary layer flow
simultaneously gives a complex method in terms of computer code and flexibility of
the method. In a quasi-simultaneous method the boundary layer flow is solved with
an approximation of the external flow after which the external flow is solved (see
also figure 2).

The approximation of the external flow is called the interaction law (I) and is an
algebraic relation between the velocity and displacement thickness:

I : ue − cδ ∗ = RHS(E), (4)

with c the interaction law coefficient and RHS(E) information from the external
flow. A proper choice of the value of c in equation 4 is important in order to ob-
tain a converging method. The value of c has to be positive enough to ensure an
intersection between B and I in figure 3. A minimum value of c is ccrit which is an
indication of the slope of B. Furthermore, as I is an appproximation of E , the slope
of both lines in figure 3 should not deviate too much. From this we can pose two
criteria for c:

1. the slope of I is larger than the slope of B: c > ccrit , with ccrit based on equations
1 and 2;

2. the slope of I is close enough to the slope of E (figure 3) for the viscous-inviscid
iterations to converge.

The applied method uses c =
4ue,0
πΔx where ue,0 is the undisturbed flow and Δx the

mesh width. This value is based on a thin-airfoil approximation of the external flow
and was also successfully used by Coenen [3] and Bijleveld [2]. From the chosen
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value of c it follows that for very large mesh sizes the value of c can become too
small to ensure a converged result, but for smaller mesh sizes the method works fine.

3 Equations B and I

In the quasi-simultaneous interaction scheme the equations modeling the boundary
layer B (eqns. 1 2) are solved together with the interaction law equations I (see also
figure 2). The interaction law is used to substitute ue in B by the interaction law,
equation 4. The combined system of equations can be written as:

M
∂φ
∂ t

+N
∂φ
∂x

= R, φ = {δ ∗,H} (5)

with

M =

⎡⎣ 1
ue

(
1+ cδ ∗
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)
0

1
ue

(
H−1

H + 1
) δ ∗

ueH

(
dH1
dH − H1

H

)⎤⎦ (6)
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[ 1
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(
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) − δ ∗
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(
dH1
dH − H1

H

)] (7)

R =

{Cf
2 − δ ∗

u2
e
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∂ t − δ ∗

ue

(
1+ 2

H

) ∂E
∂x

CE − H1δ ∗
ueH

∂E
∂x

}
(8)

The before mentioned singularity at separation can be related to a sign change of
one of the eigenvalues of the steady system of equations, i.e. N. This can happen at
separation where experiments show that dH1

dH = 0. If the interaction law coefficient
is equal to zero (c = 0), then N becomes singular.

The criterion c > ccrit takes care that no sign change occurs. The value of ccrit is
the lowest value of c for which no sign change in the system of equation 5 occurs:
det(NM−1)> 0.

Because it is impossible for M to become singular, we get ccrit from det(N) = 0.
Note that for separated flow ccrit > 0, hence the direct method with c = 0 fails
(Goldstein singularity).

4 Numerical Results

Simulations of boundary layer flow over an airfoil and a dented plate have been
performed in order to test the method. For the viscous calculations, the discretization
scheme is a first order upwind scheme. The direction of discretization depends on
the value of the eigenvalues of the system (B+ I), equation 5. The external flow is
modeled as a potential flow and solved with a panel method.
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4.1 Airfoil

Simulations of attached boundary layer flow over a NACA0012 airfoil have been
performed. Table 1 shows the lift coefficient for a small range of angles of attack.
The results correspond nicely with the experimental data.

Table 1 cl -α data for flow over a NACA0012 airfoil, Re = 9.0 · 106, 121 mesh points. The
lift coefficients between brackets are experimental data [1].

α(◦) cl(−)

0.0 0.0
2.0 0.23 (0.21)
4.0 0.45 (0.44)
6.0 0.68 (0.67)
8.0 0.90 (0.89)
10.0 1.11 (1.09)

4.2 Dented Plate

Simulations of flows over a dented plate with 5% dent depth have been performed. In
the dent, separation occurs. Figure 4 shows the eigenvalues of M−1N from equation
5 along the plate (left) and interaction law coeffcients (right).
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Fig. 4 Eigenvalues (left) and critical value of c (right) for a 2D unsteady turbulent boundary
layer flow over a dented plate with 5% dent depth. Re = 11.5 ·106; U∞ = 1; Δx = 1/200.

In figure 4a it can be seen that the eigenvalues remain positive on all mesh points,
even in the separated region. Note that also the eigenvalues are relatively low in this
region.
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In the right plot of figure 4, the interaction coefficient c is plotted for the cur-
rent case (cx), a direct mode (direct) and the critical value (crit). The region
with positive ccrit in figure 4b corresponds to separated flow. The figure shows that
everywhere: cx > ccrit , thus fulfilling the first criterion for c.

5 Conclusions

The quasi-simultaneous interaction method is a robust method for application in
simulations of turbulent boundary layer flow where the flow can be both attached
and separated. The interaction law is an approximation of the external flow and
solved together with the turbulent boundary layer equations.

A proper value of the interaction law coefficient in the interaction law equations
prevents the system from becoming singular at separation. The value should be pos-
itive and larger than a certain value that follows from the chosen boundary layer
model (c > ccrit ).

Analysis of the system of equations and simulations with unsteady turbulent flow
over dented plates and airfoils show that there is no sign change in the eigenvalues.
Simulations also show that the interaction coefficient meets the requirements. From
this we can draw the conclusion that the method works.
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Time - Resolved CFD Simulation of a Turbulent
Atmospheric Boundary Layer Interacting
with a Wind Turbine

K. Meister, Th. Lutz, and E. Krämer

Abstract. The present article describes results of an unsteady CFD simulation of
the generic 5MW NREL turbine under unsteady atmospheric inflow conditions.
Thereby, the blade loads are evaluated and the wake development is investigated.

1 Introduction

Wind turbines in operation are exposed to the turbulent atmospheric boundary layer.
The boundary layer is characterized by large scale eddies, shear flow and veloc-
ity variation over time and height. These characteristics strongly affect the blade
loads as the relative angle of attack changes permanently. The change in angle of
attack causes unsteady nonlinear blade load response in the linear region of origi-
nally steady aerodynamic polars which should be considered for reduced frequen-
cies higher than 0.04 [1]. Further the large scale turbulence interacts with the turbine
wake and the wake begins to meander [2].

Commonly used for wind turbine simulations in an atmospheric boundary layer is
the Actuator Line Method in combination with a LES [3] [4] which uses two dimen-
sional airfoil data in combination with 3d models to determine the three dimensional
turbine flow. However, due to the fact of modeling when using the Actuator Line
Method only CFD methods calculating directly the unsteady pressure distribution
can consider unsteady three dimensional and nonlinear effects physically correct.
For this purpose the Institute of Aerodynamics and Gas Dynamics (IAG) performs
CFD simulations of fully meshed wind turbines in an unsteady atmospheric bound-
ary layer. The results should be used to better predict turbine loads and improve the
understanding of the near wake flow and the interaction of turbines with atmospheric
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turbulence. In doing so this article describes the numerical model and simulation
results of the generic NREL 5MW turbine that has been used as reference turbine in
the European UpWind and is improved in the ongoing OFFWINDTECH project [5].

2 Description of the Numerical Model

The simulations are hybrid RANS / LES simulations (DES) and are performed by
using the CFD solver FLOWer, which is provided by the German Aerospace Center
(DLR) and was successfully used for wind turbine simulations during the MexNext
project [6]. DES means, that the blade boundary layer is calculated in RANS mode
with statistical turbulence modeling. The atmospheric boundary layer is simulated
in LES mode with temporal and spatial resolution of the relevant large scale tur-
bulent structures, except a thin wall layer where the used DES 97 method switches
to RANS. In comparison to prior simulations [7] the time step is reduced to 0.04 s
(≈ 2.9 ◦), the distance from the inflow to the turbine location is set to 250 m and the
wake is refined.

Geometry of the Reference Turbine

The 5MW NREL turbine is a three bladed turbine with a rotor diameter of 126 m
and a hub height of 90 m. The rotor plane is tilted by 5◦ while the blades show a
precone angle of −2.5◦. The maximum tip speed is 80 m/s and correlates with the
maximum rotor speed of 12.1 rpm. While the rotor geometry was described detailed
in the European UpWind project hub and nacelle need to be approximated. The hub
diameter was determined to 4.4 m while the nacelle was approximated with a cuboid
of 18m× 6m× 6m.

Used Meshes

The complete computational setup consists of several different meshes which are
listed in Tab. 1. As the blades are the most important aerodynamic structures of a
wind turbine the use of high quality meshes is mandatory. Therefore, a dedicated
blade mesh generation script developed at the IAG is used [8].

All other meshes are created manually with a fully resolved boundary layer. The
background mesh has a grid resolution of 2.5 m in all three directions of space ex-
cept at ground level where the cell spacing increases from very low cell heights up to
2.5 m to enable a fully resolved boundary layer with y+ ≈ 1. The designed grid pro-
vides accuracy for the RANS region at ground level, and good efficiency for the LES
region of the background mesh. It covers a flow region of 760m× 660m× 200m.

Unsteady Atmospheric Inflow Data

To consider unsteady atmospheric inflow data a Dirichlet boundary condition being
developed during the German OWEA project was used. This boundary condition
feeds inflow data of already existing simulation result of a pure turbulent atmosphere
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Table 1 Overview of the meshes used for the simulation of the reference turbine

Mesh Cells (mio) No. Description

Blade 2 3 Rotating mesh with fully resolved boundary layer y+ ≈
1

Hub 2.5 1 Rotating mesh with resolved boundary layer.
Nacelle 1.1 1 Steady mesh with resolved boundary layer.
Tower 0.6 1 Steady mesh with resolved boundary layer.
Tip vortex 4.2 1 Steady mesh covering the blade tip region behind the

turbine for better vortex resolution
Background 9.6 1 Steady mesh covering the environment around the tur-

bine.
Auxiliary 0.8 - Several smaller rotating and steady meshes building

connections to other meshes

Fig. 1 Extract of LES data provided by DEWI; The data were extracted in a yz-plane at a
specific time step; Several time steps are used as inflow data for the simulations; The data
provides velocities up to 10 m/s and has yaw included

into the simulation far upstream of the turbine. For the present simulation highly re-
solved LES data from the German Wind Energy Institute (DEWI) were used as
turbulent atmospheric inflow data. These data were extracted from a prior LES
simulation of a maritime atmospheric boundary layer using the CFD code PALM
and contain the wind components u, v and w with a resolution of Δx×Δy×Δz =
5m× 5m× 5m [9] (Fig. 1).

3 Simulation Results

To analyze the influence of turbulent atmospheric boundary layer two simulations
with different inflow data were performed using the described method. While simu-
lation I used a uniform inflow, simulation II was performed with the prior described
unsteady atmospheric inflow data. The constant inflow velocity of simulation I was
chosen to fit the maximum velocity at hub height of the unsteady inflow data.
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Axial Blade Loads

The evaluation of the rotor axial blade load force Fax was performed by integration
of the aligned blade pressure distribution for each rotor blade. Figure 2 (a) shows
the rotor axial blade load Fax for blade 1 in uniform inflow (black solid line) com-
pared to blades 1-3 in unsteady inflow. Significant is the overall load reduction in
unsteady inflow caused by the velocity deficit in the atmospheric boundary layer. To
analyze the differences between uniform and turbulent inflow the rotor axial blade
force is normalized with its mean value (figure 2 (b)). The resulting load distribu-
tion for uniform inflow shows almost circular shape. Only during tower passage
(120◦ - 200◦) the loads show stronger variation. The loads are slightly higher for
the blade approaching the towerthen for the blade leaving the tower region. More-
over, F̄ax shows little variation up to 2% over one revolution for the uniform inflow
while this variation could not be observed for smaller pitch angles. The simulation
with turbulent inflow results in higher loads in the upper region of the rotor disc.
This correlates with the higher inflow velocities of the boundary layer in the upper
region. The loads differ between +8% and −13% and show no circular shape due
to the permanent changing inflow. As the load evaluation was performed over one
full rotation (0◦ - 360◦) and the inflow data covers 4.03̄ revolutions a jump can be
detected at 0◦.
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Fig. 2 Comparison of rotor axial blade load Fax under uniform inflow (10 m/s) and unsteady
inflow data from DEWI (10 m/s peak at hub height). Extract of one revolution is shown.

Near Wake Movement

The movement of the wake is influenced by shear, yaw and turbulence of the up-
stream flow. To determine the wake movement the wake center is analyzed. This is
done by calculating the angular momentum center of the wake

YCenter =

∫
y · (u∞− ure f )ρdxdydz∫
(u∞− ure f )ρdxdydz

(1)
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with the assumption of ρ = const. To reduce the influence of the boundary layer in
the wake center calculation velocities higher than 8.6 m/s are ignored in equation 1
as well as velocities which occur at z positions lower than 10 m. Using this evalu-
ation method the wake center can be determined (Fig. 3). Analyzing and tracking

Fig. 3 Velocity u in yz-plane at 60 m downstream the turbine with wake center (white dot)
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Fig. 4 Wake movement over time at three downstream positions of a yz-plane for the turbu-
lent inflow (line 1-3) and the uniform inflow (line 4-6)

the wake center position over time the wake movement can be determined (Fig. 4).
The wake centers were tracked for several x-constant planes at 60 m, 120 m and
240 m downstream position. The tracks show the different wake movement for tur-
bulent inflow (1-3) and uniform inflow (4-6). The rotor center for the uniform inflow
(evaluated over two revolutions) is more or less constant unlike the wake center for
the turbulent inflow. Due to the yaw of the inflow data the wake is shifted. More-
over it varies in horizontally and vertically. This movement increases when moving
downstream. Even though the wake with turbulent inflow was evaluated over eight
revolutions the wake center movement is not periodic.

4 Conclusion

This article presents unsteady CFD results of the generic 5MW NREL turbine in
time-resolved turbulent atmospheric inflow. The performed DES simulation used
meshes with fully resolved boundary layer for the blades and the turbine. The tur-
bulent inflow data were extracted from a prior LES simulation and propagated time
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resolved to the turbine. Analyzing the blade loads the influence of the boundary
layer shear and the turbulence could be shown as well as the non periodic load re-
sponse due to changing flow conditions. While simulations of the turbine in uniform
inflow showed load fluctuations of 2% the simulation in turbulent atmospheric in-
flow revealed up to 13% fluctuation. Moreover, the wake movement was analyzed
by calculating the wake center. It could be investigated that the wake movement
begins right behind the turbine and increases further downstream for the turbulent
inflow while the uniform inflow shows no significant wake movement.

The presented results were obtained by analyzing the interaction of a specific
turbulent atmospheric boundary layer with turbine loads and wake.

Current measurements focus on wake and loads in atmospheric boundary layer
but without time accurate correlation to the transient inflow. For future simulations
and validation more measurements considering this topic are desired.
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7. Meister, K., Lutz, T., Krämer, E.: Consideration of unsteady inflow conditions in wind tur-
bine CFD simulations. In: Proceedings of the German Wind Energy Conference, DEWEK
(2010)

8. Meister, K., Lutz, T., Krämer, E.: Development of a process chain for a detailed wake
simulation of horizontal axis wind turbines. In: EUROMECH[508] - Wind Turbine Wakes,
Madrid, October 20-22 (2009)
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Mesoscale Modeling of Low-Level Jets
over the North Sea

Christopher Nunalee and Sukanta Basu

Abstract. Contemporary onshore and offshore wind resource assessment frame-
works incorporate diverse multi-scale weather prediction models (commonly known
as mesoscale models) to dynamically downscale global-scale atmospheric fields to
regional-scale (i.e., spatial and temporal resolutions of a few kilometers and a few
minutes, respectively). These high resolution mesoscale models aim at depicting the
expected wind behavior (e.g., wind shear, wind turning, topographically induced
flow accelerations) at a particular location or region. Over the years, numerous
model sensitivity and intercomparison studies have investigated the strengths and
weaknesses of the models’ parameterizations (including, but not limited to, plane-
tary boundary layer turbulence) in capturing realistic flows over land. In contrast,
only a handful of modeling studies have focused on coastal and offshore flows (e.g.,
coastal fronts, internal boundary layers, land breeze - sea breeze circulations, low-
level jets); thus, our understanding and predictive capability of these flows remain
less than desirable. This impairment, in combination with the recent world-wide
surge in offshore wind energy development, provides the rationale for this study.

We are currently evaluating the performance of the Weather Research and Fore-
casting (WRF) model, a new-generation mesoscale model, in simulating some of
the aforementioned coastal and offshore flow phenomena. In this paper, we focus
on low-level jets and compare the WRF model-simulated results against the obser-
vational data from the FINO1 meteorological mast in the North Sea. We also discuss
the sensitivities of the WRF model-generated offshore wind fields with respect to
several planetary boundary layer turbulence schemes.

1 Introduction

In comparison to inland areas, coastal and offshore regions are more attractive from
a wind energy development perspective, for a number of physical and practical rea-
sons: favorable wind resource due to reduced surface friction over water; close
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proximity to large population centers; relative ease of transportation and installa-
tion of large turbines; etc. [5, 6, 9]. Thus, it is not surprising that many countries
around the world have been rapidly increasing their offshore wind energy portfolio
in the recent years. In 2011, Europe installed over 800 MW of offshore wind energy
bringing its total capacity to 3,812.6 MW; nearly a 400% increase from 2007 [14].

For offshore wind energy projects to be profitable and sustainable, highly ac-
curate wind resource maps at turbine hub-heights (on the order of 100 m) are es-
sential. However, the challenge to produce these maps is complicated by the fact
that our current coastal and offshore flow modeling capabilities are fundamentally
limited. The situation is further aggravated by the lack of tall meteorological tow-
ers in offshore waters. As a result, most of the mesoscale model-generated offshore
wind resource maps produced to date have only been validated against near-surface
observations (measured by ocean buoys or estimated by satellite remote sensing)
instead of hub-height observations. In the coastal and offshore regions, quite often
(e.g., in the presence of internal boundary layers, low-level jets), the near-surface
winds are (partially) decoupled from the upper layer winds. Under these scenar-
ios, the validation of mesoscale model results using surface observations is futile
– unquestionably, one needs reliable hub-height wind measurements for appropri-
ate validations. In this paper, we document such a model validation study utilizing
a new-generation mesoscale model, called the Weather Research and Forecasting
(WRF) model [10], and observational data from the state-of-the-art FINO1 mast in
North Sea.

The focus of this paper is on the modeling aspects of offshore low-level jets
(LLJs), which are relatively narrow (∼100 km) channels of wind maxima typically
bounded vertically between ∼100 m and ∼1000 m above ground level (AGL). They
can be caused by various physical mechanisms: inertial oscillations, baroclinicity
due to land-sea temperature contrasts, etc. [2, 11]. Over land, nocturnal LLJs are
sometimes responsible for high wind resources (see [12] and the references therein);
at the same time, they can also have detrimental effects (related to fatigue loading)
on wind turbines [4]. The impact of offshore LLJs on wind resources and/or turbines
is currently not known in the literature but beyond the scope of this study.

2 Data and Methodology

In this study, three consecutive offshore LLJ events (May 4-7, 2008) are identified
based on the observed wind data from the FINO1 offshore meteorological mast
(Figure 1 – right panel). On this mast, wind speed and direction values are measured
at multiple levels between 33 m and 100 m AGL with a temporal resolution of 10
minutes [8]. These data are used to assess the accuracy of various WRF model
(version 3.3.1) runs while simulating the identified LLJ events.

The WRF model’s preprocessing system is used to construct a nested modeling
domain centered on the location of the FINO1 mast (Figure 1 – left panel). This
domain configuration consists of a large parent domain with 2 nested domains. The
largest domain employs a 18 km× 18 km horizontal grid resolution; the intermediate
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Fig. 1 Mesoscale modeling domains and location of the FINO1 tower (left); photograph of
the FINO1 meteorological tower (right). Image courtesy: http://www.dewi.de/

domain uses a horizontal grid resolution of 6 km × 6 km; and the innermost domain
uses a horizontal grid resolution of 2 km × 2 km. Throughout all of the domains, the
vertical resolution remained constant with 50 grid points between the surface and ∼
16,000 m AGL; the lowest model level is at ∼8 m AGL; and 18 out of the 50 total
vertical grid points are below 1 km AGL.

In order to evaluate the performance of various planetary boundary layer (PBL)
schemes, the WRF model is run multiple times. For each model run, a different
PBL scheme is invoked while all other model configurations are held constant. The
various PBL schemes evaluated here are summarized in Table 1.

Table 1 Summary of the Specific PBL Schemes Evaluated

PBL Scheme Reference

Mellor-Yamada-Janjic̀ (MYJ) Janjic̀ [3]
Mellor-Yamada Nakanishi and Niino Level 2.5 (MYNN2) Nakanishi and Niino [7]
Quasi-Normal Scale Elimination (QNSE) Sukoriansky et al. [13]
Yonsei University (YSU) Hong et al. [1]

3 Results

Wind speed observations from the FINO1 mast at multiple heights (Figure 2 - left
panel) display three consecutive diurnal cycles. The peaks of the cycles represent
three low-level jets. These jets appear to be forming around 18 Z (early evening) and
disappearing around 4 Z (early morning). Strong wind speeds (∼ 14 m s−1 at 100
m height) occur at the times when the LLJs are the most prominent. All the WRF
model runs qualitatively capture these behaviors. However, the diversity among the
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Fig. 2 Wind speed time-series from the FINO1 mast (left panel) and a WRF model run using
the QNSE PBL scheme (right panel). Observed and simulated series clearly portray three
diurnal cycles. The peaks of the cycles correspond to the LLJ events.

WRF runs utilizing different PBL schemes are significant. Figure 3 illustrates the
broad distribution of wind speed intensities within each jet core, with the first and
third jets showing the greatest degree of variability. With regards to the third jet, the
MYJ and QNSE PBL schemes produce the most intense jets with maximum wind
speeds around 15 m s−1; on the other hand, the YSU PBL scheme simulates the
weakest one with a peak wind speed of less than 10 m s−1 in a barely noticeable
LLJ structure. In addition to these intensity differences, overall jet architectures vary
as well along with the relative heights of the jet peaks.

Fig. 3 The WRF model-derived time/height plots of wind speed (m s−1) during May 4-7,
2008 at FINO1. Each panel represents a WRF model run using a specific PBL scheme: MYJ
(top left), MYNN2 (top right), QNSE (bottom left), and YSU (bottom right).
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Fig. 4 Observed and the WRF
model-derived wind shear expo-
nents corresponding to 50-100 m
AGL
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Figure 4 displays the temporal evolution of the shear exponent (α). It is com-
monly defined as: (

Uz2

Uz1

)
∼
(

z2

z1

)α
(1)

where Uz1 and Uz2 are wind speeds at the lower (z1) and upper (z2) sensor (or
model vertical grid) levels, respectively. In wind resource assessment projects,α = 1

7
is commonly used. However, from a meteorological standpoint, α is expected to
vary with atmospheric stability and surface roughness (see [12] and the references
therein). It might also depends on advection and non-equilibrium conditions, which
are common in coastal zones [2]. Figure 4 is inline with these expectations. The ob-
served as well as the modeled results show large shear exponents in the presence of
LLJs; albeit the model-generated values are smaller than their observed counterparts.

4 Concluding Remarks

It was found that the WRF model qualitatively captures various traits of the ob-
served offshore low-level jets. However, quantitative evaluations reveal departures
from observations that are considered to be significant from a wind energy perspec-
tive. Additionally, LLJ intensity, structure and height were observed to be especially
sensitive to PBL parameterizations. On the other hand, the timing of each jet’s devel-
opment and termination is accurately simulated by all the PBL schemes. Our results
emphasize the need for multiphysics ensembles in future offshore wind resource
assessment projects.
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Aerodynamic Boundary Layer Investigation
on a Wind Turbine Blade under Real Conditions

Daniela Schwab, Stefan Ingwersen, Alois Peter Schaffarczyk, and Michael Breuer

Abstract. For the design and optimization of wind turbine blades knowledge about
the state of the boundary layers at the rotor is important since the energy yield
strongly depends on this issue. Blades with an extended laminar boundary layer
zone offer a higher energy yield. Owing to the complexity of the experimental set-
up, up to now most research on transition was conducted in wind tunnels and field
measurements are rare. In the present study the aerodynamic boundary layer at a
rotor blade is investigated while the turbine is working under real operating condi-
tions in the atmosphere. Hence important effects such as the rotation of the rotor and
the unsteady behavior of the inflow are taken into account. The blade is equipped
with a hot film and pressure tubes in order to detect disturbances in the boundary
layer and to gain information about the flow field. A preliminary analysis of the
time signal and the calculated energy spectra of the hot film measurements leads to
two results. First, it is possible to determine the state of the boundary layer (laminar
or turbulent). Second, we assume that in case of a medium rotational speed transi-
tion following the Tollmien-Schlichting scenario occurs. This assumption has to be
verified by comparison with further measurements.

1 Introduction

In order to design wind turbines, knowledge of the flow field including the boundary
layer behavior at the rotor blade is important. The energy yield of a wind turbine
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strongly depends on the boundary layer state. Blades, whose boundary layers have
an extended laminar zone, offer a higher energy yield. In-flight measurements at
airplane profiles show that transition, following different scenarios, may occur.

Due to the lack of detailed experimental results for the flow field, simplified and
empirical methods are typically used for the performance prediction of wind turbine
and blade design. Up to now most transition predictions have been realized with the
so-called eN method for transition, which takes place after the Tollmien-Schlichting
(TS) scenario. A stability criterion is defined using Mack’s correlation [2], which
was developed for wind tunnel tests and has neither been validated nor modified
for atmospheric flow conditions, which significantly differ from wind tunnel data.
Hence important effects such as the rotation of the rotor and the unsteady behavior
of the inflow are not taken into account. As the experimental set-up for transition
measurements is rather complex, most experimental research studies on this topic
were conducted in wind tunnels. Thus field measurements under natural conditions
are rare. For this reason in the present study a blade of a wind turbine is equipped
with a hot-film and pressure tubes in order to investigate the aerodynamic boundary
layer and its state while the turbine is working under ordinary operating conditions.

2 Aerodynamics and Transition Scenarios

This section covers a short overview of possible transition scenarios and the eN

method. The above mentioned natural transition after the TS scenario follows dif-
ferent steps which have been described in detail by White [9] at the example of
a flat plate. Near the leading edge there is a stable laminar flow. The first insta-
bility occurs after a certain length in form of two-dimensional waves. These are
the so-called TS waves, which in case of amplification develop to unstable three-
dimensional waves and vortices. These vortices later break down to turbulence spots
which pass on to a fully turbulent flow. For transition predictions the stability of the
TS waves, which denote the beginning of the process, must be considered. This is
done by the eN method [2, 6], which is based on the linear stability theory relying
on the Orr-Sommerfeld equation. It evaluates the development of disturbances in the
boundary layer. The amplification rate N for disturbances with different frequencies
is calculated for each position at the profile. The critical N-factor, for which tran-
sition occurs, depends on the inflow turbulence and is commonly estimated using
Mack’s correlation [2]. As already mentioned, this correlation is limited to wind
tunnel flows. Furthermore, the linear stability theory also allows to estimate the fre-
quencies of the most strongly amplified disturbances. Another important transition
scenario is the bypass transition, which takes place for high inflow turbulence. In
this scenario the steps with the unstable waves are bypassed, so that streaks and tur-
bulent spots are directly formed. In case of natural transition after the TS scenario
the energy spectra should show a characteristic maximum at the frequency range of
the disturbances with the strongest amplification. On the contrary, the energy spec-
tra should possess no maxima for transition following the bypass scenario, so that
this difference can be used to interpret the hot film measurements [3, 4, 5, 7].
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3 Measurements

In the present study the blade of an E30 wind turbine from Enercon GmbH with a
rotor diameter of 30 m is equipped with a hot film and pressure tubes in order to in-
vestigate the boundary layer and especially the transition process on the blade. The
measurement devices are installed at a rotor diameter of 8 m and are shown in Fig. 1.
The measurement set-up is based on the in-flight measurement of Seitz [7]. A hot
film is attached at the upper side midspan of the blade, covering a profile depth from
25 to 34%. Since the hot film is placed directly on the surface, wall shear stress fluc-
tuations can be measured and the influence on the flow field is espected to be small.
The hot film consists of 24 sensors, which are arranged in flow direction in order to
monitor the propagation of disturbances in the boundary layer. As the intent of the
hot film measurement is the analysis of the disturbance development in the bound-
ary layer, it is not necessary to calibrate the hot film [5]. The measurements are con-
ducted with a sampling rate of 5 kHz over a time interval of 10 seconds. In addition
to the hot film 34 pressure tubes are installed along the chord length in order to gain
more information about the pressure distribution. Further measurement equipment
like the control units are placed in the nacelle. Unfortunately, measurement parame-
ters like turbulence intensity, wind velocity and resulting rotational speed cannot be
chosen freely. Nevertheless, more than 700 measurements, covering a wide range
of inflow conditions, have been conducted. Three measurements are chosen for the
present analysis. Their inflow parameters, the calculated Reynolds number (Re) and
the estimated turbulence level (Tu) are shown in Table 1. In case of Re = 0.14 ·106

the wind turbine was shut down, but is coasting freeely. For Re = 1.09 ·106 and Re =
2.62 ·106 the wind turbine was working with medium or nearly maximum rotational
speed, respectively. The turbulence level was calculated based on the incident flow,
i.e., the resulting velocity of the wind velocity and the rotational velocity.

Fig. 1 Measurement set-up including the hot film and the pressure tubes
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Table 1 Measurements chosen for the present analysis

Re [–] vwind [m/s] vrot [RPM] Tu [–]

0.14 ·106 3.24 0.33 0.23
1.09 ·106 3.02 20.86 0.03
2.62 ·106 12.57 45.35 0.02

4 Results

In this section the results of the preliminary analysis of the measurements enlisted in
Table 1 are discussed. The analysis will concentrate on the hot film measurements.
In Fig. 2 (left) the band filtered time signals of all working channels of the hot film
are shown for the three different Re numbers. The time signals differ strongly for
varying inflow conditions. In case of shut down (Re = 0.14 ·106) all channels show
a rather smooth time signal with only small disturbances. In case of Re = 1.09 ·
106 the first channels show a similar behavior, but the disturbances are obviously
amplified with increasing chord length. For Re = 2.62 ·106 all channels show a time
signal with strong disturbances. Further measurements with similar Re numbers
show comparable results.

The right graphs in Fig. 2 depict the energy spectra of four hot film channels,
which are numbered in flow direction. The energy spectra are calculated from the
time signal via fast Fourier transformation (FFT). As expected, the decrease of the
energy density as a function of the frequency follows a potential law, similar to the
-5/3 law of Kolmogorov. Similar to the time signals the energy spectra illustrate
a strong dependency on the inflow conditions. For increasing Re the levels of the
energy spectra increase for all channels. In addition to that the graphs in Fig. 2 show
strong maxima at 1000 Hz. Up to now these maxima have been categorized as noise
and they have been eliminated in the time signals discussed above. Only in case of
the medium rotational speed the energy spectra of the four hot film channels shows
a characteristic behavior depending on the sensor position at the blade. The energy
spectra for channel 5, 12 and 16 are at low level which is similar to the behavior of
the measurements at shut down. The energy spectra of channel 20 has a higher level
and is comparable to that of the measurement at Re = 2.62 ·106. Furthermore, a small
maximum can be observed for channel 12 and 16 at 300 Hz. This and the behavior
of the time series is regarded as a hint for the existence of amplified disturbances
in the boundary layer and transition after the TS scenario. Taking all measurement
results into account we assume that there is a laminar boundary at Re = 0.14 · 106;
at Re = 1.09 ·106 the boundary layer seems to be in a transitional state and at Re =
2.62 ·106 a fully turbulent boundary layer exists [3, 4, 5, 7].

In addition, CFD calculations [8] show that only for Re = 1.09 · 106 and Re =
2.76 · 106 amplified disturbances exist in the region of the hot film and that the
frequency range of the most strongly amplified disturbances coincide with those of



Aerodynamic Boundary Layer Investigation on Wind Turbine Blade 207

Fig. 2 Time series and energy spectra for hot film measurements at Re = 0.14 · 106 (above),
Re = 1.09 ·106 (middle), and Re = 2.62 ·106 (bottom)

the measurements. Thus the results of the CFD calculations support the assumption
that in case of a medium rational speed transition occurs after the TS scenario.

5 Conclusions

Measurement equipment, a hot film and pressure tubes, are successfully installed at
a wind turbine in order to investigate the boundary layer. During the measurements
the turbine is working under real conditions in the atmosphere. The measurements
cover a wide range of possible inflow conditions. The pressure measurements show
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reasonable results and will be presented due to the limited space elsewhere. A pre-
liminary analysis of the hot film measurements suggests that it is possible to gain
information about the state of the boundary layer, i.e., whether it is laminar or tur-
bulent. The energy spectra of the measurements with medium rotational speed show
for channels near the leading edge a characteristic maximum and an increasing level
of the energy spectra along the chord length. In this case a transition process ac-
cording to the TS scenario is expected, if the behavior of all energy spectra and time
series of the measurement signals are taken into account. This assumption has to be
verified by comparison with further measurements.
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