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 Magnetic resonance imaging (MRI) is a technique that is widely used in 
many fi elds of modern medicine today for the investigation of structure and 
function of the human body. MRI is a routine procedure for medical diagno-
sis, for staging of disease, and for follow-up without exposure to ionizing 
radiation. It has also become an essential tool for understanding the brain as 
it offers an important window for viewing both brain structure and function 
in living humans, where previously most information came from postmortem 
studies. Neuroscience, and a focus on the brain, most particularly in neuro-
psychiatric disorders, has been an area of intense scientifi c inquiry. For 
understanding these conditions – with unknown etiologies and many open 
questions concerning pathophysiology and therapy – insights into brain 
structure and function have been greatly enhanced with the advent of 
advanced MRI. MRI can be safely done at many imaging facilities all over 
the world and has become very attractive for young researchers who are 
thinking about a career in the area of neuroscience that involves neuroimag-
ing techniques. This book is intended to provide an overview and to introduce 
this fascinating area of scientifi c inquiry to the Ph.D. student in psychology 
or neuroscience, to the medical student, and also to residents in psychiatry or 
clinical psychiatrists. The chapters are written by leading experts in their 
respective fi elds. Given the fast-paced development of new and distinctive 
MRI techniques, this book will also be of interest to experienced researchers 
who want an overview about topics they are not specialized in themselves. 

 This book is divided into three sections. With respect to the background of 
the three sections, we thought it would be important to provide a comprehen-
sive textbook that includes information about methodology and concepts, as 
well as brain systems and psychiatric disorders, all in one place. Accordingly, 
the book is divided into three sections with the fi rst part of the book focused 
on relevant methods. It introduces the basic aspects of fMRI statistics and 
advanced statistical procedures for effective connectivity analyses, as well as 
technology and applications of real-time fMRI. Moreover, different MRI 
techniques are described such as MR spectroscopy, diffusion tensor Imaging 
(DTI), or simultaneous EEG-fMRI. In addition, we have the impression that 
there is a need to go beyond MRI technology itself and shift to more hypoth-
esis- and model-driven approaches. Accordingly, combinations of MRI with 
other approaches that have been successfully used are introduced, such as the 
combination of MRI with brain stimulation procedures, or imaging genetics, 
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a scientifi c fi eld that is very infl uential in the understanding of psychiatric 
disorders today. The second part of the book introduces the reader to major 
brain systems. Here, possibilities, including recent fi ndings and limitations, 
are reviewed for MRI imaging in the context of perception, cognition, emo-
tion, and reward. Finally, the third part of the book covers most of the major 
psychiatric diseases. Here, fi ndings with different MR techniques are sum-
marized in individual chapters. As the reader will come to understand, the 
number of studies is different among the different psychiatric conditions. We 
nonetheless decided to include disorders that have a smaller number of stud-
ies completed thus far given their clinical relevance, such as personality dis-
orders. This book can thus be read in different ways: from the very beginning 
to the end for obtaining a comprehensive overview – or as a reference for 
certain topics both in advanced MRI techniques and in MR fi ndings that are 
relevant to specifi c psychiatric disorders. 

 We note that while MRI techniques are widely used clinically for medical 
diagnosis, and, as noted previously, for staging of disease as well as for fol-
low- up, MRI in psychiatry is still more in its infancy and is used more as a 
research tool where groups of clinical populations are compared to healthy 
controls rather than as a clinical tool that provides information for an indi-
vidual patient. The latter, however, is changing and the potential is quite high 
for neuroimaging to be used diagnostically in the near future where individ-
ual patients will benefi t from the tools that are now used solely for research 
purposes. Some of these latter ideas are also expressed in this book, particu-
larly with respect to the early diagnosis of Alzheimer’s dementia, as well as 
therapeutic applications with real-time fMRI neurofeedback. 

 Finally, no project of this scope is ever done alone. First and foremost, we 
want to thank all of the authors who contributed their time and effort to make 
this book a reality. Second, we wish to thank Meike Stoeck from Springer for 
her assistance on all aspects of this book. We also thank Marius Mußmann 
who was of great help in making this book come to fruition. And we also 
wish to thank our spouses, Marianne and George, who have supported our 
endeavors.  

 Hamburg, Germany      Christoph     Mulert   
 Boston, MA, USA     Martha     E.     Shenton    
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Abbreviations

AC Anterior commissure
ANCOVA Covariance analysis
ANOVA Analysis of variance
AR Autoregressive
ASL Arterial spin labeling
BOLD Blood oxygenation level dependent
CBF Cerebral blood flow
EPI Echoplanar imaging
ERP Event-related potential
FDR False discovery rate
FFA Fusiform face area
FFX Fixed-effects analysis
FT Fourier transform
FWE Family-wise error
FWHM Full width at half maximum
GE Gradient echo
GLM General linear model
GLS Generalized least squares
ITI Intertrial interval
LTI Linear time invariant
MANOVA Multivariate analysis of variance
MFX Mixed-effects analysis
MNI Montréal Neurological Institute
MVPA Multi-voxel pattern analysis

OLS Ordinary least squares
PC Posterior commissure
PET Positron emission tomography
RFX Random-effects analysis
ROI Region of interest
SVM Support vector machine
TR Volume time to repeat

1.1 Introduction

Since its invention in the early 1990s, functional 
magnetic resonance imaging (fMRI) has rapidly 
assumed a leading role among the techniques 
used to localize brain activity. The spatial and 
temporal resolution provided by state-of-the-art 
MR technology and its noninvasive character, 
which allows multiple studies of the same sub-
ject, are some of the main advantages of fMRI 
over the other functional neuroimaging tech-
niques that are based on changes in blood flow 
and cortical metabolism (e.g., positron emis-
sion tomography, PET). fMRI is based on the 
discovery of Ogawa et al. (1990) that magnetic 
resonance imaging (MRI, also called nuclear 
magnetic resonance imaging) can be used in a 
way that allows obtaining signals depending on 
the level of blood oxygenation. The measured 
signal is therefore also called “BOLD” sig-
nal (BOLD = blood oxygenation level depen-
dent). Since locally increased neuronal activity 
leads to increased local blood flow, which again 
changes local blood oxygenation (in combina-
tion with changes in blood volume and oxygen 
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 metabolism), fMRI allows indirect measure-
ments of neuronal activity changes.

A major goal of functional MRI (fMRI) mea-
surements is the localization of the neural corre-
lates of sensory, motor, and cognitive processes 
in healthy subjects and patients. The term “brain 
mapping” is often used to refer to this goal of 
relating operations of the mind to specific areas 
and networks in the brain. As a well-known 
example, fMRI has been used to localize the fusi-
form face area (FFA, Kanwisher et al. 1997), a 
specific region in the ventral posterior temporal 
cortex that responds preferentially to faces, i.e., it 
responds stronger to images depicting faces than 
to images depicting other objects. Another major 
goal of fMRI studies is the detailed characteriza-
tion of the response profile for known regions of 
interest (ROIs) across experimental conditions. 
In this context, the aim of conducted studies is 
often not to map new functional brain regions 
(whole-brain analysis) but to characterize further 
how known specialized brain areas respond to 
(subtle) differences in experimental conditions 
(ROI-based analysis).

While the location of FFA is, for example, 
well established, many additional studies have 
been conducted “on this area” to learn how FFA 
responds to various face-related and face- 
unrelated stimuli or to internally generated men-
tal processes such as face imagery.

Furthermore, it is often of interest to estimate 
the shape of the response and how it varies across 
different conditions and brain areas. This chapter 
describes analysis steps that are usually con-
ducted to reach these goals. The described analy-
sis steps include data preprocessing such as head 
motion correction and filtering and, most impor-
tantly, statistical single-subject and group analy-
ses. Specific advantages and problems will be 
discussed when conducting whole-brain and 
ROI-based analyses. This chapter focuses on uni-
variate statistical analysis where time series are 
analyzed independently for each voxel (“voxel” = 
“volume element”) or for the average signal time 
course in a region of interest.

1.1.1 Typical Data Sets  
for fMRI Analysis

Most fMRI experiments collect functional time 
series using the gradient echo EPI sequence that 
allows acquisition of a 64 × 64 matrix in 
50–100 ms. A typical functional scan of the 
whole brain with about 30 slices lasts only about 
2 s on state-of-the-art 3 Tesla MRI scanners. The 
data obtained from scanning all slices located at 
different brain positions once (e.g., 30 slices cov-
ering the whole brain) is subsequently referred to 
as a functional volume or a functional (3D) image. 
The measurement of an uninterrupted series of 
functional volumes is referred to as a run or func-
tional scan in this chapter. A run, thus, consists of 
repeated measurements of a functional volume at 
regularly spaced intervals. The sampling interval 
– the time until the same brain region is measured 
again – is called volume TR. The volume TR 
specifies the temporal sampling resolution of the 
functional measurements since all slices com-
prising one functional volume are obtained once 
during that time. Note, however, that the slices of 
a functional volume are not recorded simultane-
ously, i.e., the data from different regions of the 
brain are recorded at different moments in time 
(see Sect. 1.2.2). During a functional MRI experi-
ment, a participant usually performs active or 
passive tasks following a stimulation protocol 
that specifies the sequence of experimental con-
ditions. A short experiment can be completed in a 
single run, which typically consists of 100–1,000 
functional volumes. Assuming a run with 500 
volumes, each consisting of 30 slices of 64 × 64 
voxels and that 2 bytes are needed to store one 
measurement at each voxel, the amount of raw 
data acquired per run would be 500 × 30 × 64 × 
64 × 2 = 122,880,000 bytes or roughly 117 MB. 
In more complex experiments, a subject typically 
performs multiple runs in one or more scanning 
sessions resulting in about 500 MB of functional 
raw image data per subject.

The raw data collected for a typical multi- 
subject experiment with 10–20 subjects will, 
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thus, easily consist of several gigabytes (GB). 
Using parallel imaging and high-resolution scan-
ning, several tenth of GB will be collected for a 
single group study.

Given the small amplitude of task-related 
BOLD signal changes of typically 1–5 % and 
the presence of many confounding effects, such 
as signal drifts and head motion, the localization 
and characterization of brain regions responding 
to experimental conditions of the stimulation pro-
tocol is a nontrivial task. The major analysis steps 
of functional – as well as associated anatomical – 
data will be described in the following sections 
including spatial and temporal preprocessing, 
coregistration of functional and anatomical data 
sets, individual statistical data analysis, spatial 
normalization, and group analyses. Although 
these essential data analysis steps are performed 
in a rather standardized way in all major software 
packages, including AFNI (http://afni.nimh.
nih.gov/afni/), BrainVoyager (http://www.bra-
invoyager.com/), FSL (http://www.fmrib.ox.ac.
uk/fsl/), and SPM (http://www.fil.ion.ucl.ac.uk/
spm/), there is still room for improvements as 
will be discussed below. For the visualization of 
functional data, high-resolution anatomical data 
sets with a resolution of (or close to) 1 mm in all 
dimensions are often collected in a recording ses-
sion. In most cases, these anatomical volumes are 
scanned using slow T1-weighted MR sequences 
that are optimized to produce high-quality 
images with very good contrast to separate gray 
and white matter. In some analysis packages, 
anatomical data sets do not only serve as a struc-
tural reference for the visualization of functional 
information but are often also used to improve the 
functional analysis itself, for example, by restrict-
ing statistical data analysis to cortical voxels, i.e., 
voxels located within gray matter, or to analyze 
topological representations on extracted cortex 
meshes. The preprocessing of high-resolution 
anatomical data sets and their role in functional 
data analysis will be described in Sect. 1.2.

Since some data analysis steps depend on the 
details of the experimental paradigm, the next 

section shortly describes the two most frequently 
used experimental designs.

1.1.2 Experimental Design

In the first years of fMRI measurements, experi-
mental designs were adapted from positron emis-
sion tomography (PET) studies. In a typical PET 
design, several trials (individual stimuli, or more 
generally, cognitive events) were clustered in 
blocks, each of which contained trials of the same 
condition. As an example, one block may consist 
of a series of different pictures showing happy 
faces, and another block may consist of pictures 
showing sad faces. The statistical analysis of 
such block designs compares the mean activity 
obtained in the different experimental blocks. 
Block designs were necessary in PET studies 
because of the limited temporal resolution of this 
imaging technique requiring about a minute to 
obtain a single whole-brain image. Since the tem-
poral resolution of fMRI is much higher than that 
of PET, it has been proposed to use also event- 
related designs (Blamire et al. 1992; Buckner 
et al. 1996; Dale and Buckner 1997). The charac-
teristics of these designs follow closely those 
used in event-related potential (ERP) studies. In 
event-related designs, individual trials of differ-
ent conditions are not clustered in blocks but are 
presented in a random sequence. Responses to 
trials belonging to the same condition are selec-
tively averaged, and the calculated mean 
responses are statistically compared with each 
other. While block designs are well suited for 
many experiments, event-related designs offer 
several advantages over block designs, especially 
for cognitive tasks. An important advantage of 
event-related designs is the possibility to present 
stimuli in a randomized order avoiding cognitive 
adaptation or expectation strategies. Such cogni-
tive adaptations are likely to occur in block 
designs since a subject knows what type of stim-
uli to expect within a block after having experi-
enced the first few trials. Another important 
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advantage of event-related designs is that the 
response profile for different trial types (and even 
single trials) can be estimated by event-related 
averaging.

Furthermore, event-related designs allow post 
hoc sorting of individual brain responses. One 
important example of post hoc sorting is the sep-
aration of brain responses for correctly vs. incor-
rectly performed trials.

The possibilities of event-related fMRI designs 
are comparable to standard behavioral and ERP 
analyses. Note, however, that the hemodynamic 
response extends over about 20–30 s after pre-
sentation of a short stimulus; if only the positive 
BOLD response is considered, the signal response 
to short events extends over 10–15 s. The easiest 
way to conduct event-related fMRI designs is to 
temporally separate individual trials far enough to 
avoid overlapping responses of successive trials. 
Event-related designs with long temporal inter-
vals between individual trials are termed slow 
event-related designs. For stimuli of duration of 
1–2 s, the optimal intertrial interval (ITI) has been 
identified as 12 s (Bandettini and Cox 2000; Maus 
et al. 2010). Since it has been shown that the fMRI 
signals of closely spaced trials add up approxi-
mately linearly (Boynton et al. 1996; Dale and 
Buckner 1997), it is also possible to run experi-
ments with inter trial intervals of 2–6 s. Designs 
with short temporal intervals between trials are 
called rapid event-related designs. While the 
measured response of rapid event-related designs 
will contain a mix of overlapping responses from 
closely spaced trials at each time point, condition-
specific event-related time courses can be isolated 
using deconvolution analysis. Deconvolution 
analysis works correctly only under the assump-
tion of a linear system (see Sect. 1.3.4) and 
requires randomized intertrial intervals (“jitter”), 
which can be easily obtained by adding “null” 
(baseline) trials when trial sequences are created 
for an experiment. While simple permutation 
approaches produce already good event sequences 
for rapid event-related designs, statistical power 
can be maximized by using more advanced ran-
domization procedures (Wager and Nichols 2003; 
Maus et al. 2010). In general, block and event-
related designs can be statistically analyzed using 
the same mathematical principles (Sect. 1.3.3).

BOLD-related signal fluctuations do have nei-
ther a defined origin nor a unit. The signal 
strength in main experimental conditions can, 
thus, not be interpreted absolutely but needs to be 
assessed relative to the signal strength in other 
main or control conditions at the same voxels. As 
a general control condition, many fMRI experi-
ments contain a baseline (“rest,” “fixation”) con-
dition with “no task” for the subject. Such simple 
control conditions allow analyzing brain activity 
that is common in multiple main conditions that 
would not be detectable when only contrasts 
between main conditions could be performed. 
More complex experimental control conditions 
are often included that differ from the main 
condition(s) only in a subtle cognitive component 
allowing isolating brain responses specific to that 
component. Responses to main conditions are 
often expressed as percent signal change relative 
to a baseline condition. Furthermore, it is recom-
mended to vary conditions within subjects – and 
even within runs – since the lack of an absolute 
signal level increases variability when comparing 
effects across runs, sessions, or subjects. Many 
experiments, however, require a between-subject 
design, including comparisons of responses 
between different groups, e.g., treatment group 
vs. control group. Note that the BOLD signal 
measured with conventional fMRI may be 
affected by medication that modifies the neuro-
vascular coupling, e.g., by increasing or decreas-
ing baseline cerebral blood flow (CBF). In order 
to obtain more quantitative evaluation of activa-
tion responses, it is, thus, recommended for 
patient studies to combine standard BOLD mea-
surements with CBF measurements using arterial 
spin labeling (ASL) techniques (e.g., Buxton 
et al. 2004).

1.2 Preprocessing

In order to reduce artifact and noise-related sig-
nal components, a series of preprocessing opera-
tions are typically performed prior to statistical 
data analysis. The most essential preprocessing 
steps are (1) head motion detection and correc-
tion, (2) slice scan timing correction, (3) removal 
of linear and nonlinear trends in voxel time 
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courses, and (4) spatial and temporal smoothing 
of the data.

1.2.1 Detection and Correction  
of Head Motion

The quality of fMRI data is strongly hampered 
in the presence of substantial head movements. 
Data sets are often rejected for further analysis if 
head motion of 5 or more millimeters is detected. 
Although head motion can be corrected in image 
space, displacements of the head reduce the 
homogeneity of the magnetic field, which is fine- 
tuned (“shimmed”) ahead of functional scans 
with respect to the head position at that time. If 
head movements are small, motion correction is 
a useful and important step to improve the data 
quality for subsequent statistical data analysis. 
Motion correction operates by selecting a func-
tional volume of a run (or a volume from another 
run of the same scanning session) as a refer-
ence to which all other functional volumes are 
aligned. Most head motion algorithms describe 
head movements by six parameters describing 
translation (displacement) and rotation at each 
time point. These six parameters are sufficient 
to characterize motion of rigid bodies since rigid 
objects do not show scale or sheer transforma-
tions. Any spatial displacement of the brain can, 
thus, be described by translation along the x-, y-, 
and z-axes and rotation around these axes. The 
values of these six parameters are estimated by 
analyzing how a source volume should be trans-
lated and rotated in order to better align with the 
reference volume; after applying a first estimate 
of the parameters, the procedure is repeated 
to improve the “fit” between the transformed 
(motion- corrected) and target (reference) vol-
ume. A similarity or error measure quantifies the 
approximation quality of the transformed volume 
with respect to the reference volume. An often- 
used error measure is the sum of the squared 
intensity differences at corresponding positions 
in the reference volume and the transformed 
 volume. The iterative adjustment of the parame-
ter estimates stops if no further improvement can 
be achieved, i.e., when the error measure reaches 
a minimum. After the final motion parameters 

have been detected by the iterative procedure, 
they can be applied to the source volume to pro-
duce a motion-corrected volume that replaces the 
 original volume in the output data set. For visual 
inspection, fMRI software packages are usually 
presenting line plots of the translation and rota-
tion parameters across time showing how the 
estimated values change from volume to volume. 
The obtained parameter time courses may also be 
integrated in subsequent statistical data analysis 
with the aim to remove residual motion artifacts.

1.2.2 Slice Scan Time Correction

For statistical analysis, a functional volume is 
usually considered as measured at the same time 
point. Slices of a functional volume are, however, 
scanned sequentially in standard functional (EPI) 
measurements, i.e., each slice is obtained at a dif-
ferent time point within a functional volume. For 
a functional volume of 30 slices and a volume 
TR of 3 s, for example, the data of the last slice 
is measured almost 3 s later than the data of the 
first slice. Despite the sluggishness of the hemo-
dynamic response, an imprecise specification of 
time in the order of 3 s will lead to suboptimal 
statistical analyses, especially in event-related 
designs. It is, thus, desirable to preprocess the 
data in such a way that the resulting processed 
data appears as if all slices of a functional volume 
were measured at the same moment in time. Only 
then would it be, for example, possible to com-
pare and integrate event-related responses from 
different brain regions correctly with respect to 
temporal parameters such as onset latency. In 
order to correct for different slice scan timings, 
the time series of individual slices are temporally 
“shifted” to match a reference time point, e.g., the 
first or middle slice of a functional volume. The 
appropriate temporal shift of the time courses of 
the other slices is then performed by resampling 
the original data accordingly. Since this process 
involves sampling at time points that fall between 
measurement time points, the new values need to 
be estimated by interpolation of values from past 
and future time points. The most often used inter-
polation methods are linear and sync interpola-
tion. Note that the time points of slice scanning 
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depend on the acquisition order specified during 
preparation of functional scanning at the scan-
ner console. Besides an ascending or descending 
order, slices are often scanned interleaved, i.e., 
the odd slice numbers are recorded first followed 
by the even slice numbers. After appropriate tem-
poral resampling, all slices within a functional 
volume of the new data set represent the same 
time point and can be analyzed with the same 
hemodynamic response function.

1.2.3 Temporal Filtering

1.2.3.1 Removal of Linear  
and Nonlinear Drifts

Due to physical and physiological noise, voxel 
time courses are often nonstationary exhibiting 
signal drifts. If the signal rises or falls with a 
constant slope from beginning to end, the drift is 
called a linear trend. If the signal level slowly var-
ies over time with a nonconstant slope, the drift 
is called a nonlinear trend. Since drifts describe 
slow signal changes, they can be removed by 
Fourier analysis using a temporal high-pass fil-
ter. The original signal in the time domain is 
transformed in the frequency domain using the 
Fourier transform (FT). In this domain, drifts 
can be easily removed because low- frequency 
components, underlying drifts, are isolated from 
higher-frequency components underlying task-
related signal changes. The filtered frequency 
representation (suppressing low frequencies) is 
then transformed back into the time domain by 
the inverse Fourier transform. As an alternative 
approach, drifts can be modeled and removed in 
the time domain using appropriate basis sets in a 
general linear model analysis. This approach can 
be performed either as a preprocessing step or as 
part of statistical data analysis.

1.2.3.2 Temporal Smoothing
Another temporal preprocessing step consists 
in temporal smoothing of voxel time courses 
removing high-frequency signal fluctuations, 
which are considered as noise. While this step 
increases the signal-to-noise ratio, (strong) tem-
poral smoothing is not recommended when ana-
lyzing  event- related designs since it may distort 

estimates of temporally relevant parameters, such 
as the onset or width of (average) event-related 
responses. Temporal smoothing also increases 
serial correlations between values of successive 
time points that need to be corrected (Sect. 1.3.5).

1.2.4 Spatial Smoothing

To further enhance the signal-to-noise ratio, the 
data is often spatially smoothed by convolution 
with a 3D Gaussian kernel. In this process, each 
voxel is replaced by a weighted average value 
calculated across neighboring voxels. The shape 
and width of the Gaussian kernel determines the 
weights used to include neighboring voxels in 
the average, i.e., voxels further apart will receive 
smaller weights and will influence the average less 
than voxels closer to the center. Note that smooth-
ing reduces the spatial resolution of the data and 
should be therefore applied with care. Many stud-
ies, however, aim to detect regions larger than a 
few voxels, i.e., specialized brain areas in the order 
of 1 cm3 or larger. Under these conditions, spatial 
smoothing with an appropriate kernel width of 
4–8 mm is very useful since it suppresses noise 
and enhances the task-related signal. Furthermore, 
spatial smoothing increases the extent of activated 
brain regions, which is exploited in the context 
of group analyses (see Sect. 1.6) facilitating the 
integration of signals from corresponding but not 
perfectly aligned brain regions.

From the description and discussion of stan-
dard preprocessing steps, it should have become 
clear that there are no universally correct criteria 
to choose preprocessing steps and parameters 
because choices depend to some extent on the 
goal of data analysis. Some steps depend also on 
the experimental design of a study. If, for exam-
ple, a high-pass temporal filter is used with a cut-
off point that is too high, interesting task-related 
signal fluctuations could easily be removed from 
the data.

1.2.5 Distortion Correction

The gradient echo (GE) echoplanar imaging 
(EPI) sequence is used for most fMRI studies 
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because of its speed, but it has the disadvantage 
that images suffer from signal dropouts and geo-
metric distortions, especially in brain regions 
close to other tissue types such as air and liquor 
(susceptibility artifacts). These artifacts can be 
reduced substantially by using optimized EPI 
sequence parameters (e.g., Weiskopf et al. 2006) 
and parallel imaging techniques. A complete 
removal of dropouts and geometric distortions is, 
however, not possible. Further improvements 
may be obtained by distortion correction rou-
tines, which may benefit from special scans mea-
suring magnetic field distortions (e.g., field 
maps). The distortion corrected images may 
improve coregistration results between functional 
and anatomical data sets enabling a more precise 
localization of brain function.

1.3 Statistical Analysis  
of Single- Subject Data

Statistical data analysis aims at identifying brain 
regions exhibiting increased or decreased 
responses in specific experimental conditions as 
compared to other (e.g., control) conditions. Due 
to the presence of physiological and physical 
noise fluctuations, observed differences between 
conditions may occur simply by chance. Note 
that measurements provide only a sample of data, 
but we are interested in true effects in the under-
lying population. Statistical data analysis pro-
tects from wrongly accepting effects in small 
sample data sets by explicitly assessing the effect 
of measurement variability (noise fluctuations) 
on estimated condition effects: If it is very 
unlikely that an observed effect is the result of 
noise fluctuations, it is assumed that the observed 
effect reflects a true difference between condi-
tions in the population. In standard fMRI analy-
ses, this assessment is performed independently 
for the time course of each voxel. Since indepen-
dent testing at each voxel increases the chance to 
find some voxels with strong differences between 
conditions simply due to noise fluctuations, fur-
ther adjustments for multiple comparisons need 
to be made. In order to localize activation effects, 
the estimated statistical values are integrated in 
three-dimensional statistical maps.

1.3.1 Basic Statistical Concepts

Figure 1.1 shows two fMRI time courses obtained 
from two different brain areas of an experiment 
with two conditions, a control condition (“Rest”) 
and a main condition (“Stim”). Each condition 
has been measured several times. How can we 
assess whether the response values are higher 
in the main condition than in the control condi-
tion? One approach consists in subtracting the 
mean value of the “Rest” condition, X1 , from 
the mean value of the “Stim” condition, X 2

: 
d X X= −2 1 . Note that one would obtain in this 
example the same mean values in both conditions 
and, thus, the same difference in cases (a) and (b). 
Despite the fact that the means are identical in 
both cases, the difference in case b) seems to be 
more “trustworthy” than the difference in case (a) 
because the measured values exhibit less fluctua-
tions, i.e., they vary less in case (b) than in case 
(a). Statistical data analysis goes beyond simple 
subtraction by taking into account the amount of 
variability of the measured data points. Statistical 
analysis essentially asks how likely it is to obtain a 
certain effect (e.g., difference of condition means) 
in a data sample if there is no effect at the popula-
tion level, i.e., how likely it is that an observed 
sample effect is solely the result of noise fluctua-
tions. This is formalized by the null hypothesis 
that states that there is no effect, i.e., no true dif-
ference between conditions in the population. In 
the case of comparing the two means μ1 and μ2, 
the null hypothesis can be formulated as H0: μ1 = 
μ2. Assuming the null hypothesis, it can be cal-
culated how likely it is that an observed sample 
effect would have occurred simply by chance. 
This requires knowledge about the amount of 
noise fluctuations (and its distribution), which 
can be estimated from the data. By incorporating 
the number of data points and the variability of 
measurements, statistical data analysis allows to 
estimate the uncertainty of effects (e.g., of mean 
differences) in data samples. If an observed effect 
is large enough so that it is very unlikely that it 
has occurred simply by chance (e.g., the prob-
ability is less than p = 0.05), one rejects the null 
hypothesis and accepts the alternative hypoth-
esis stating that there exists a true effect in the 
population. Note that the decision to accept or 
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reject the null hypothesis is based on a probabil-
ity value of p <0.05 that has been accepted by 
the scientific community. A statistical analysis, 
thus, does never prove the existence of an effect, 
it only suggests “to believe in an effect” if it is 
very unlikely that the observed effect would have 
occurred by chance. Note that a probability of 
p = 0.05 means that if we would repeat the experi-
ment 100 times, we would accept the alternative 
hypothesis in about five cases even if there would 
be no real effect in the population. Since the 
chosen probability value thus reflects the likeli-
hood of wrongly rejecting the null hypothesis, it 
is also called error probability. The error prob-
ability is also referred to as the significance level 
and denoted with the Greek letter α. If one would 
know that there is no effect in the population but 
one would incorrectly reject the null hypothesis 
in a particular data sample, a “false-positive” 
decision would be made (type 1 error). Since a 
false-positive error depends on the chosen error 
probability, it is also referred to as alpha error. If 
one would know that there is a true effect in the 
population but one would fail to reject the null 
hypothesis in a sample, a “false- negative” deci-
sion would be made, i.e., one would miss a true 
effect (type 2 error or beta error).

1.3.2 T-Test and Correlation 
Analysis

The uncertainty of an effect is estimated by cal-
culating the variance of the noise fluctuations 
from the data. For the case of comparing two 
mean values, the observed difference of the 
means is related to the variability of that differ-
ence resulting in a t statistic:

 

t
X X

X X

=
−

−
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s
∧
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The numerator contains the calculated mean 
difference while the denominator contains the 
estimate of the expected variability, the standard 
error of the mean difference. Estimation of the 
standard error s∧ X X2 1−  involves pooling of the 
variances obtained within both conditions. Since 
we observe a high variability in case (a) in the 
data of Fig. 1.1, we will obtain a small t value. 
Due to the small variability of the data points, we 
will obtain a larger t value in case (b). The higher 
the t value, the less likely it is that the observed 
mean difference is just the result of noise fluctua-
tions. It is obvious that measurement of many 
data points allows a more robust estimation of 
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Fig. 1.1 Principle of statistical data analysis. An experi-
ment with two conditions (“Stim” and “Rest”) has been 
performed. (a) Time course obtained in area 1. (b) Time 
course obtained in area 2. Calculation and subtraction of 
Mean 1 (“Rest” condition) from Mean 2 (“Stim” condi-
tion) leads to the same result in cases (a) and (b). In a 

statistical analysis, the estimated effect (mean difference) 
is related to its uncertainty, which is estimated by the vari-
ability of the measured values within conditions. Since the 
variance within the two conditions is smaller in case (b), 
the estimated effect is more likely to correspond to a true 
difference in case (b) than in case (a)
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this probability than the measurement of only a 
few data points. The error probability p can be 
calculated exactly from the obtained t value 
(using the so-called incomplete beta function) 
and the number of measured data points N. If the 
computed error probability falls below the stan-
dard value (p <0.05), the alternative hypothesis is 
accepted stating that the observed mean differ-
ence exists in the population from which the data 
points have been drawn (i.e., measured). In that 
case, one also says that the two means differ sig-
nificantly. Assuming that in our example the 
obtained p value falls below 0.05 in case (b) but 
not in case (a), we would only infer for brain area 
2 that the “Stim” condition differs significantly 
from the “Rest” condition.

The described mean comparison method is 
not the ideal approach to compare responses 
between different conditions since this approach 
is unable to capture the gradual rising and falling 
profile of fMRI responses. As long as the tempo-
ral resolution is low (volume TR > 4 s), the mean 
of different conditions can be calculated easily 
because transitions of expected responses from 
different conditions occur mainly within a single 
time point. If the temporal resolution is high, the 
expected fMRI responses change gradually from 
one condition to the next due to the sluggishness 
of the hemodynamic response. In this case, time 
points in the transitional zone cannot be assigned 
easily to different conditions. Without special 
treatment, the mean response can no longer be 
easily computed for each condition. As a conse-
quence, the statistical power to detect mean dif-
ferences may be substantially reduced, especially 
for short blocks and events.

This problem does not occur when correla-
tion analysis is used since this method allows 
explicitly incorporating the gradual increase and 
decrease of the expected BOLD signal. Predicted 
(noise-free) time courses exhibiting the gradual 
increase and decrease of the fMRI signal can be 
used as a reference function in a correlation anal-
ysis. At each voxel, the time course of the refer-
ence function is compared with the time course 
of the measured data from a voxel by calculat-
ing the correlation coefficient r, indicating the 
strength of covariation:
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Index runs over time points (t for “time”) iden-
tifying pairs of temporally corresponding values 
from the reference (Xt) and data (Yt) time courses. 
In the numerator, the mean of the reference and 
data time course is subtracted from the respective 
value of each data pair, and the two differences 
are multiplied. The resulting value is the sum of 
these cross products, which will be high if the 
two time courses covary, i.e., if the values of a 
pair are both often above and below their respec-
tive mean. The term in the denominator normal-
izes the covariation term in the  numerator so that 
the correlation coefficient lies in a range of −1 
and +1. A value of +1 indicates that the refer-
ence time course and the data time course go up 
and down in exactly the same way, while a value 
of −1 indicates that the two time courses run in 
opposite direction. A correlation value of 0 indi-
cates that the two time courses do not covary, i.e., 
the value in one time course cannot be used to 
predict the corresponding value in the other time 
course.

While the statistical principles are the same in 
correlation analysis as described for mean com-
parisons, the null hypothesis now corresponds to 
the statement that the population correlation 
coefficient ρ equals zero (H0: ρ = 0). By includ-
ing the number of data points N, the error proba-
bility can be computed assessing how likely it is 
that an observed correlation coefficient would 
occur solely due to noise fluctuations in the sig-
nal time course. If this probability falls below 
0.05, the alternative hypothesis is accepted stat-
ing that there is indeed significant covariation 
between the reference function and the data time 
course. Since the reference function is the result 
of a model assuming different response strengths 
in the two conditions (e.g., “Rest” and “Stim”), a 
significant correlation coefficient indicates that 
the two conditions lead indeed to different mean 
activation levels in the respective voxel or brain 
area. The statistical assessment can be performed 
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also by converting an observed r value into a cor-
responding t value using the equation 

t r N r= − −2 1 2/ .

1.3.3 The General Linear Model

The described t-test for assessing the difference 
of two mean values is a special case of an analy-
sis of a qualitative (categorical) independent 
variable. A qualitative variable is defined by dis-
crete levels, e.g., “stimulus on” vs. “stimulus 
off,” “male” vs. “female.” If a design contains 
more than two levels, a more general method 
such as analysis of variance (ANOVA) needs to 
be used, which can be considered as an exten-
sion of the t-test to more than two levels and to 
more than one experimental factor. The described 
correlation coefficient on the other hand is suited 
for the analysis of quantitative independent vari-
ables. A quantitative variable may be defined by 
any gradual time course. If more than one refer-
ence time course has to be considered, multiple 
regression analysis can be performed, which can 
be considered as an extension of the described 
linear correlation analysis. The general linear 
model (GLM) is mathematically identical to a 
multiple regression analysis but stresses its suit-
ability for both multiple qualitative and multiple 
quantitative variables. Note that in the fMRI lit-
erature, the term “general linear model” refers to 
its univariate version where “univariate” refers 
to the number of dependent variables; in its gen-
eral form, the general linear model has been 
defined for multiple dependent variables. The 
univariate GLM is suited to implement any para-
metric statistical test with one dependent vari-
able,  including any factorial ANOVA design as 
well as designs with a mixture of qualitative and 
quantitative variables (covariance analysis, 
ANCOVA). Because of its flexibility to incorpo-
rate multiple quantitative and qualitative inde-
pendent variables, the GLM has become the core 
tool for univariate fMRI data analysis after its 
introduction to the neuroimaging community by 
Friston and colleagues (1994, 1995). The fol-
lowing sections briefly describe the mathemati-
cal background of the GLM in the context of 

fMRI data analysis; a comprehensive treatment 
of the GLM can be found in the standard statisti-
cal literature, e.g., Draper and Smith (1998) and 
Kutner et al. (2005).

From the perspective of multiple regression 
analysis, the GLM aims to “explain” or “predict” 
the variation of a dependent variable in terms of a 
linear combination (weighted sum) of several refer-
ence functions. The dependent variable corresponds 
to the observed fMRI time course of a voxel, and 
the reference functions correspond to time courses 
of expected (idealized) fMRI responses for differ-
ent conditions of the experimental paradigm. The 
reference functions are also called predictors, 
regressors, explanatory variables, covariates, or 
basis functions. A set of specified predictors forms 
the design matrix, also called the model. A predic-
tor time course is typically obtained by convolution 
of a “boxcar” time course with a standard hemody-
namic response function. A boxcar time course is 
usually defined by setting values to 1 at time points 
at which the modeled condition is defined (“on”) 
and 0 at all other time points.

Each predictor time course xi gets an associ-
ated coefficient or beta weight bi that quantifies 
the contribution of a predictor in explaining vari-
ance in the voxel time course y. The voxel time 
course y is modeled as the sum of the defined pre-
dictors, each multiplied with the associated beta 
weight b. Since this linear combination will not 
perfectly explain the data due to noise fluctua-
tions, an error value e is added to the GLM sys-
tem of equations with n data points and p 
predictors:

 

y b b X b X e

y b b X b X e
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p p

p p
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1 0 1 11 1 1
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The y variable on the left side corresponds to 
the data, i.e., the measured time course of a sin-
gle voxel. Time runs from top to bottom, i.e., y1 
is the measured value at time point 1, y2 the 
measured value at time point 2, and so on. The 
voxel time course (left column) is “explained” 
by the terms on the right side of the equation. 
The first column on the right side corresponds to 
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the first beta weight b0. The corresponding pre-
dictor time course X0 has a value of 1 for each 
time point and is, thus, also called “constant.” 
Since multiplication with 1 does not change the 
value of b0, this predictor time course (X0) does 
not explicitly appear in the equation. After esti-
mation (see below), the value of b0 typically rep-
resents the signal level of the baseline condition 
and is also called intercept. While its absolute 
value is not very informative in the context of 
fMRI data, it is important to include the con-
stant predictor in a design matrix since it allows 
the other predictors to model small condition-
related fluctuations as increases or decreases 
relative to the baseline signal level. The other 
predictors on the right side model the expected 
time courses of different conditions. For multi-
factorial designs, predictors may be defined that 
code combinations of condition levels allowing 
to estimate main and interaction effects. The 
beta weight of a predictor scales the associated 
predictor time course and reflects the unique 
contribution of that predictor in explaining the 
variance of the voxel time course. While the 
exact interpretation of beta values depends on 
the details of the design matrix, a large positive 
(negative) beta weight typically indicates that 
the voxel exhibits strong activation (deactiva-
tion) during the modeled experimental condi-
tion relative to baseline. All beta values together 
characterize a voxels “preference” for one or 
more experimental conditions. The last column 
in the system of equations contains error values, 
also called residuals, prediction errors, or noise. 
These error values quantify the deviation of the 
measured voxel time course from the predicted 
time course.

The GLM system of equations may be 
expressed elegantly using matrix notation. For 
this purpose, the voxel time course, the beta val-
ues, and the residuals are represented as vectors, 
and the set of predictors as a matrix:
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Representing the indicated vectors and matrix 
with single letters, we obtain this simple form of 
the GLM system of equations:

 y Xb e= +  

In this notation, the matrix X represents the 
design matrix containing the predictor time 
courses as column vectors. The beta values now 
appear in a separate vector b. The term Xb indi-
cates matrix-vector multiplication. Figure 1.2 
shows a graphical representation of the GLM. 
Time courses of the signal, predictors, and resid-
uals have been arranged in column form with 
time running from top to bottom as in the system 
of equations.

Given the data y and the design matrix X, the 
GLM fitting procedure has to find a set of beta val-
ues explaining the data as good as possible. The time 
course values ŷ  predicted by the model are obtained 
by the linear combination of the predictors:

 y X a^ =  
A good fit would be achieved with beta values 

leading to predicted values ŷ  that are as close as 
possible to the measured values y. By rearranging 
the system of equations, it is evident that a good 
prediction of the data implies small error values:

 

e y Xb

y y

= −
= −^

 
An intuitive idea would be to find those 

beta values minimizing the sum of error val-
ues. Since the error values contain both posi-
tive and negative values (and because of 
additional statistical considerations), the GLM 
procedure does not estimate beta values mini-
mizing the sum of error values, but finds those 
beta values that minimize the sum of squared 
error values:

 
e e y Xb y Xb′ = −( )′ −( ) → min

 
The term e′e is the vector notation for the sum 

of squares 
t

N

et
=









1

2∑ . The apostrophe symbol denotes 

transposition of a vector (or matrix), i.e., a row vec-
tor version of e is multiplied by a column vector 
version of e resulting in the sum of squared values 
et. The optimal beta weights minimizing the 
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squared error values (the “least squares estimates”) 
are obtained non-iteratively by the following 
equation:

 
b X X X y= ′( ) ′−1

 

The term in brackets contains a matrix-
matrix multiplication of the transposed, X′, 
and non- transposed, X, design matrix. This 
term results in a square matrix with a number 
of rows and columns corresponding to the 
number of predictors. Each cell of the X′X 
matrix contains the scalar product of two pre-
dictor vectors. The scalar product is obtained 
by summing all products of corresponding 
entries of two vectors corresponding to the 
(non-mean normalized) calculation of covari-
ance. This X′X matrix, thus, corresponds to the 
(non-mean normalized) predictor variance- 
covariance matrix.

The non-normalized variance-covariance 
matrix is inverted as denoted by the “−1” symbol. 
The resulting matrix (X′X)−1 plays an essential 
role not only for the calculation of beta values but 
also for testing the significance of contrasts (see 
below). The remaining term on the right side, 
X′y, evaluates to a vector containing as many ele-
ments as predictors. Each element of this vector 
is the scalar product (non-mean normalized cova-
riance term) of a predictor time course with the 
observed voxel time course.

An important property of the least squares 
estimation method (following from the indepen-
dence assumption of the errors, see below) is that 
the variance of the measured time course can be 
decomposed into the sum of the variance of the 
predicted values (model-related variance) and the 
variance of the residuals:

 
Var Var Vary ey( ) = + ( ) ⋅( )^

 

β0 × β1 × β2 ×

estimate!

= + + +

T
im

e

fMRI signal
= data

design matrix
= model

residuals
= error
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Fig. 1.2 Graphical display of a general linear model. 
Time is running from top to bottom. Left side shows 
observed voxel time course (data). The model (design 
matrix) consists of three predictors, the constant and two 
main predictors (middle part). Filled green and red rect-
angles depict stimulation time, while the white curves 
depict expected BOLD responses obtained by convolution 
of the stimulus on periods with the two-gamma function. 

Expected responses are also shown using a black-to-white 
color range (right side of each predictor plot). Beta values 
have to be estimated (top) to scale the expected responses 
(predictors) in such a way that their weighted sum predicts 
the measured data values as good as possible (in the least 
squares sense, see text). Unexplained fluctuations (residu-
als, error) are shown on the right side
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Since the variance of the voxel time course is 
fixed, minimizing the error variance by least 
squares corresponds to maximizing the variance 
of the values explained by a model. The square of 
the multiple correlation coefficient R provides a 
measure of the proportion of the variance of the 
data which can be explained by a specified model:

 

R2 = =
+ ( )

Var

Var

Var

Var Var

(

(

(

(

)

)

)

)

y

y

y

y e

^
^

^
^

 

The values of the multiple correlation coeffi-
cient vary between 0 (no variance explained) and 
1 (all variance explained by the model). A coef-
ficient of R = 0.7, for example, corresponds to an 
explained variance of 49 % (0.7∙0.07). An alter-
native way to calculate the multiple correlation 
coefficient consists in computing a standard cor-
relation coefficient between the predicted values 
and the observed values: R r= y y^ . This equation 
provides another view on the meaning of the mul-
tiple correlation coefficient quantifying the inter-
relationship (correlation) of the combined set of 
optimally weighted predictor variables with the 
observed time course.

1.3.3.1 GLM Diagnostics
Note that if the design matrix (model) does not 
contain all relevant predictors, condition-related 
increases or decreases in the voxel time course 
will be explained by the error values instead of by 
the model. It is, therefore, important that the 
design matrix is constructed with all expected 
effects, which may also include reference func-
tions not related to experimental conditions, for 
example, estimated motion parameters or drift 
predictors (if not removed during preprocessing, 
see Sect. 1.2.3). In case that all expected effects 
are properly modeled, the residuals should reflect 
only “pure” noise fluctuations. If some effects are 
not (correctly) modeled, a plot of the residuals 
may show low-frequency fluctuations instead of 
a stationary noisy time course. A visualization 
of the residuals (for selected voxels or regions of 
interest) is, thus, a good diagnostic to assess 
whether the design matrix has been specified 
properly.

1.3.3.2 GLM Significance Tests
The multiple correlation coefficient is an impor-
tant measure of the “goodness of fit” of a GLM. 
In order to test whether a specified model signifi-
cantly explains variance in a voxel time course, 
an F statistic can be calculated for a R value with 
p−1 degrees of freedom in the numerator and n−p 
degrees of freedom in the denominator:

 

F
R n p

R p
n n p− − =

−( )
−( ) −( )1

2

21 1
,

 

An error probability value p can then be 
obtained for the calculated F statistics. A high F 
value (p value smaller than 0.05) indicates that 
the experimental conditions as a whole have a 
significant modulatory effect on the data time 
course (omnibus effect).

While the overall F statistic may tell us 
whether the specified model significantly 
explains a voxel’s time course, it does not allow 
assessing which individual conditions differ sig-
nificantly from each other. Comparisons between 
conditions can be formulated as contrasts, which 
are linear combinations of beta values corre-
sponding to specific null hypotheses. To test, for 
example, whether activation in a single condition 
1 deviates significantly from baseline, the null 
hypothesis would be that there is no effect in the 
population, i.e., H0 : b1 = 0. To test whether activa-
tion in condition 1 is significantly different from 
activation in condition 2, the null hypothesis 
would state that the beta values of the two condi-
tions would not differ, H0 : ⋅ b1 = b2 or 
H0 : (+1)b1 + (−1)b2 = 0. To test whether the 
mean of condition 1 and condition 2 differs from 
condition 3, the following contrast could be speci-
fied: H0 : (b1 + b2)/2 = b3 or H0 : (+1)b1 + (+1)b2 +  
(−2)b3 = 0. The values used to multiply the respec-
tive beta values are often written as a contrast 
vector c. In the latter example,1 the contrast 

1 Note that the constant term is treated as confound and it 
is not included in contrast vectors, i.e., it is implicitly 
assumed that b0 is multiplied by 0 in all contrasts. To 
include the constant explicitly, each contrast vector must 
be expanded by one entry, e.g., at the beginning or end.
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 vector would be written as c = [+1 + 1 − 2]. Using 
matrix notation, the linear combination defining 
a contrast can be written as the scalar product of 
contrast vector c and beta vector b. The null 
hypothesis can then be simply described as 
c′b = 0. For any number of predictors k, such a 
contrast can be tested with the following t statis-
tic with n−p degrees of freedom:

 

t = ′

( ) ′ ′( )−

c b

e c X X cVar
1

 

The numerator of this equation contains the 
described scalar product of the contrast and beta 
vector. The denominator defines the standard 
error of c′b, i.e., the variability of the contrast 
estimate due solely to noise fluctuations. The 
standard error depends on the variance of the 
residuals Var(e) as well as on the design matrix 
X. With the known degrees of freedom, a t value 
for a specific contrast can be converted in an error 
probability value p using the incomplete beta 
function mentioned earlier. Note that the null 
hypotheses above were formulated as c′b = 0 
implying a two-sided alternative hypothesis, i.e., 
Ha : c ′ b ≠ 0. For one-sided alternative hypothe-
ses, e.g., Ha : b1 > b2, the obtained p value from a 
two- sided test can be simply divided by 2 to get 
the p value for the one-sided test. If this p value is 
smaller than 0.05 and if the t value is positive, the 
null hypothesis may be rejected.

1.3.3.3 Conjunction Analysis
Experimental research questions often lead to 
specific hypotheses, which can best be tested 
by the conjunction of two or more contrasts. As 
an example, it might be interesting to test with 
 contrast c1 whether condition 2 leads to sig-
nificantly higher activity than condition 1 and 
with contrast c2 whether condition 3 leads to 
significantly higher activity than condition 2. 
This question could be tested with the follow-
ing conjunction contrast: c1 ∧ c2 = [−1 + 1 0] ∧  
[0 − 1 + 1]. Note that a logical “and” operation 
is defined for Boolean values (true/false) but 
that t values associated with individual con-
trasts can assume any real value. An appropriate 
way to implement a logical “and” operation for 

 conjunctions of  contrasts with continuous statis-
tical values is to use a minimum operation, i.e., 
the significance level of the conjunction contrast 
is identical to the significance level of the contrast 
with the smallest t value: t t tc c1 2 1∧ = ( )min c c,

2
. 

For more details about conjunction testing, see 
Nichols et al. (2006).

1.3.3.4 Event-Related Averaging
As mentioned earlier, event-related designs can-
not only be used to detect activation effects but 
also to estimate the time course of task-related 
responses. Visualization of mean response pro-
files can be achieved by averaging all responses 
of the same condition across corresponding time 
points with respect to stimulus onset. Averaged 
(or even single trial) responses can be used to 
characterize the temporal dynamics of brain 
activity within and across brain areas by compar-
ing estimated features such as response latency, 
duration, and amplitude (e.g., Kruggel and von 
Cramon 1999; Formisano and Goebel 2003). In 
more complex, temporally extended tasks, 
responses to subprocesses may be identified. In 
working memory paradigms, for example, encod-
ing, delay and response phases of a trial may be 
separated. Note that event-related selective aver-
aging works well only for slow event-related 
designs. In rapid event-related designs, responses 
from different conditions lead to substantial over-
lap, and event-related averages are often mean-
ingless. In this case, deconvolution analysis is 
recommended (see below).

In order to avoid circularity, event-related 
averages should only be used descriptively if they 
are selected from significant clusters identified 
from a whole-brain statistical analysis of the 
same data. Even a merely descriptive analysis 
visualizing averaged condition responses is, 
however, helpful in order to ensure that signifi-
cant effects are caused by “BOLD-like” response 
shapes and not by, e.g., signal drifts or measure-
ment artifacts. If ROIs are determined using inde-
pendent (localizer) data, event-related averages 
extracted from these regions in a subsequent 
(main) experiment can be statistically analyzed. 
For a more general discussion of ROI vs. whole- 
brain analyses, see Friston and Henson (2006), 
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Friston et al. (2006), Saxe et al. (2006), and Frost 
and Goebel (2013).

1.3.4 Deconvolution Analysis

While standard design matrix construction (con-
volution of boxcar with two-gamma function) 
can be used to estimate condition amplitudes 
(beta values) in rapid event-related designs, 
results critically depend on the appropriateness 
of the assumed standard BOLD response shape: 
Due to variability in different brain areas within 
and across subjects, a static model of the response 
shape might lead to nonoptimal fits. Furthermore, 
the isolated responses to different conditions can-
not be visualized due to overlap of condition 
responses over time. To model the shape of the 
hemodynamic response more flexibly, multiple 
basis functions (predictors) may be defined for 
each condition instead of one. Two often-used 
additional basis function sets are derivatives of 
the two-gamma function with respect to two of 
its parameters, delay and dispersion. If added to 
the design matrix for each condition, these basis 
functions allow capturing small variations in 
response latency and width of the response. Other 
sets of basis functions (i.e., gamma basis set, 
Fourier basis set) are much more flexible, but 
obtained results are often more difficult to inter-
pret. Deconvolution analysis is a general 
approach to estimate condition-related response 
profiles using a flexible and interpretable set of 
basis functions. It can be easily implemented as a 
GLM by defining an appropriate design matrix 
that models each bin after stimulus onset by a 
separate condition predictor (delta or “stick” 
functions). This is also called a finite impulse 
response (FIR) model because it allows estimat-
ing any response shape evoked by a short stimu-
lus (impulse). In order to capture the BOLD 
response for short events, about 20 s are typically 
modeled after stimulus onset. This would require, 
for each condition, 20 predictors in case of a TR 
of 1 s, or ten predictors in case of a TR of 2 s. 
Despite overlapping responses, fitting such a 
GLM “recovers” the underlying condition- 
specific response profiles in a series of beta 

 values, which appear in plots as if event-related 
averages have been computed in a slow event- 
related design. Since each condition is modeled 
by a series of temporally shifted predictors, 
hypothesis tests can be performed that compare 
response amplitudes at different moments in time 
within and between conditions. Note, however, 
that deconvolution analysis assumes a linear 
time-invariant (LTI) system, i.e., it is assumed 
that overlapping responses can be modeled as the 
sum of individual responses. Furthermore, in 
order to uniquely estimate the large number of 
beta values from overlapping responses, variable 
ITIs must be used in the experimental design. 
The deconvolution model is very flexible allow-
ing to capture any response shape. This implies 
that also non-BOLD-like time courses will be 
detected easily since the trial responses are not 
“filtered” by the ideal response shape as in con-
ventional analysis.

1.3.5 Serial Correlations and 
Generalized Least Squares

Given a correct model (design matrix), the stan-
dard estimation procedure of the GLM, ordinary 
least squares (OLS), operates correctly only 
under the following assumptions.

1.3.5.1 GLM Assumptions
The population error values ε must have an 
expected value of zero and constant variance at 
each time point i:

 
E ie[ ] = 0

 

 
Var 2e si[ ] =

 

Furthermore, the error values are assumed to 
be uncorrelated, i.e., Cov(εi, εj) = 0 for all i ≠ j. To 
justify the use of t and F distributions in hypoth-
esis tests, errors are further assumed to be nor-
mally distributed, i.e., εi ∼ N(0, σ2). In summary, 
errors are assumed to be normal, independent, 
and identically distributed (often abbreviated as 
“normal i.i.d.”). Under these assumptions, the 
solution obtained by the least squares method 
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is optimal in the sense that it provides the most 
efficient unbiased estimation of the beta values. 
While the OLS approach is robust with respect 
to small violations, assumptions should be 
checked. In the context of fMRI measurements, 
the assumption of uncorrelated error values 
requires special attention.

1.3.5.2  Correction for Serial 
Correlations

In fMRI data, one typically observes serial cor-
relations, i.e., high values are followed more 
likely by high values than by low values and vice 
versa. Assessment of these serial correlations is 
not performed on the original voxel time course 
but on the time course of the residuals since serial 
correlations in the recorded signal are induced by 
(and therefore expected to some extent from) 
slow task-related fluctuations. Task-unrelated 
serial correlations most likely occur because data 
points are measured in rapid succession, i.e., they 
are also observed to some extent when scanning 
phantoms. Likely sources of temporal correla-
tions are physical and physiological noise com-
ponents such as hardware-related low-frequency 
drifts, oscillatory fluctuations related to respira-
tion and cardiac pulsation, and residual head 
motion artifacts. Serial correlations violate the 
assumption of uncorrelated population errors 
(see above). Fortunately, the beta values esti-
mated by the GLM are correct (unbiased) esti-
mates even in case of serial correlations. The 
standard errors of the betas are biased, however, 
leading to “inflated” test statistics, i.e., the result-
ing t or F values are higher than they should be. 
This can be explained by considering that the 
presence of serial correlations (serial depen-
dence) reduces the true number of independent 
observations (effective degrees of freedom) that 
will be lower than the number of observations. 
Without correction, the degrees of freedom are 
systematically overestimated leading to an under-
estimation of the error variance resulting in 
inflated statistical values, i.e., t or F values are 
too high. It is, thus, necessary to correct for serial 
correlations in order to obtain valid error proba-
bilities. Serial correlations can be corrected using 
several approaches. In pre-whitening approaches, 

autocorrelation is first estimated and removed 
from the data; the pre-whitened data can then be 
analyzed with a standard OLS GLM solution. In 
pre-coloring approaches (e.g., Friston et al. 
1995), a strong autocorrelation structure is 
imposed on the data by temporal smoothing, and 
degrees of freedom are adjusted according to the 
imposed (known) autocorrelation. The pre- 
coloring (temporal smoothing) operation acts, 
however, as a low-pass filter and may weaken 
experimentally induced signals of interest and is 
thus not the preferred method. The pre-whitening 
approach can be expressed in terms of a more 
powerful estimation procedure than OLS called 
generalized least squares (GLS, Searle et al. 
1992). As opposed to the OLS method, GLS 
works correctly also in case that error values 
exhibit correlations or when error variances are 
not homogeneous. Note, however, that this more 
powerful estimation approach only provides cor-
rect results in case that the true (population) vari-
ances and covariances of the error values are 
known. With the known error covariance matrix 
V, the betas and their (co-)variances can be cal-
culated with GLS as follows:

 

b V X X V y

b X V X

= ′( ) ′

( ) = ′( )

− − −

− −

X 1 1 1

1 1
Cov

 

With the obtained b values and their covari-
ances, any contrast can then be assessed statisti-
cally as described above for the OLS method. 
When comparing the GLS solution with the OLS 
solution, it is evident that the inverse of the popu-
lation error covariance matrix V−1 is needed to 
properly treat the effect of covariance of the 
errors on the parameter estimates (betas and their 
covariances). Note also that when setting V as a 
diagonal matrix (entries outside the main diago-
nal are zero, i.e., no covariation of errors) with 
equal variance values (all values of the main 
diagonal are the same, e.g., 1), the GLS equation 
reduces to the OLS solution, i.e., the V−1 term 
vanishes.

Since the population covariance matrix of the 
error values V is usually not known, it needs to be 
estimated from the data itself. Since there are too 
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many (n2) degrees of freedom, V cannot be esti-
mated for the general case of arbitrary covariance 
matrices. It is, however, often possible to esti-
mate V for special cases where only some param-
eters need to be estimated. The two most 
important special cases in the context of fMRI 
data analysis are the treatment of serial correla-
tions (see below) and the treatment of unequal 
variances when integrating data from different 
subjects in the context of mixed-effects group 
analyses (see Sect. 1.6.1).

A simple example of a pre-whitening method 
was developed independently from the GLS 
approach (Cochrane and Orcutt 1949; Bullmore 
et al. 1996) but can be shown to be identical to 
a GLS solution. The procedure assumes that 
the errors follow a first-order autoregressive, or 
AR(1), process. After calculation of a GLM using 
OLS, the amount of serial correlation a1 is esti-
mated using pairs of successive residual values 
(et, et + 1) i.e., the residual time course is correlated 
with itself shifted by one time point (lag = 1). In 
the second step, the estimated serial correlation 
is removed from the measured voxel time course 
by calculating the transformed time course 
yt

n = yt + 1 − a1 ⋅ yt. The superscript “n” indicates the 
values of the new, adjusted time course. The same 
calculation is also applied to each predictor time 
course resulting in an adjusted design matrix Xn. 
In the third step, the GLM is recomputed using the 
adjusted voxel time course and adjusted design 
matrix resulting in correct standard errors for beta 
estimates and, thus, correct significance levels for 
contrasts (of course under the assumption that the 
AR(1) model is correct). If autocorrelation is not 
sufficiently reduced in the new residuals, the pro-
cedure can be repeated. If  performed using the 
GLS approach, the first step is identical to the 
Cochrane-Orcutt method, i.e., OLS is used to fit 
the GLM, and the obtained residuals are used to 
estimate the value of the AR(1) term. The adjust-
ment of the time course yt and the design matrix 
described above need, however, not be performed 
explicitly since these adjustments are handled 
implicitly in the next step by using a V−1 term 
in the GLS equations that contains values in the 
off-diagonal elements derived from the estimated 
serial correlation term.

While an AR(1) autocorrelation model sub-
stantially reduces serial correlations in fMRI 
data, better results are obtained when using an 
AR(2) model, i.e., both first-order and second- 
order autocorrelation terms should be estimated 
and used to construct the error covariance matrix 
V for GLS estimation. Since serial correlations 
differ across voxels, serial correlation correction 
should be performed separately for each voxel 
time course as opposed to the estimation of serial 
correlation values from multiple averaged (neigh-
boring) voxel time courses. An AR(2) serial cor-
relation model applied separately for each voxel 
time course has been recently shown to be the 
most accurate approach to treat serial correla-
tions when compared to other models (Lenoski 
et al. 2008).

1.3.6 From Single Voxels 
to Statistical Maps

The statistical analysis steps above were 
described for a single voxel’s time course since 
standard statistical methods are performed inde-
pendently for each voxel. Since a typical fMRI 
data set contains several hundred thousand vox-
els, a statistical analysis is performed indepen-
dently hundred thousands of times. Running a 
GLM, for example, results in a set of estimated 
beta values attached to each voxel. A specified 
contrast c′bv will be performed using the same 
contrast vector c for each voxel v, but it will use 
a voxel’s vector of beta values bv to obtain voxel- 
specific t and p values. Statistical test results for 
individual voxels are integrated in a 3D data set 
called a statistical map. To visualize a statisti-
cal map, the obtained values, e.g., contrast t val-
ues, can be shown at the location of each voxel 
replacing anatomical intensity values shown as 
default. A more useful approach shows the sta-
tistical values only for those voxels that exceed a 
specified statistical threshold. This allows visu-
alizing anatomical information in large parts of 
the brain, while statistical information is shown 
(overlaid) only in those regions exhibiting supra-
threshold (usually statistically significant) signal 
 modulations (see Fig. 1.3). While anatomical 
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information is normally visualized using a range 
of gray values, suprathreshold statistical test val-
ues are typically visualized using multiple colors, 
for example, a red-to-yellow range for positive 
values and a green-to-blue range for negative sta-
tistical values (see Fig. 1.3). With these colors, a 
positive (negative) t value just passing a specified 
threshold would be colored in red (green), while 
a very high positive (negative) t value would be 
colored in yellow (blue).

1.3.7 Multiple Comparison 
Correction

An important issue in fMRI data analysis is the 
specification of an appropriate threshold for sta-
tistical maps. If there would be only a single vox-
el’s data, a conventional threshold of p <0.05 (or 
p <0.01) could be used to assess significance of 
an observed effect quantified by an R, t, or F sta-
tistic. Running the statistical analysis separately 
for each voxel creates, however, a massive multi-
ple comparison problem. If a single test is per-
formed, the conventional threshold protects from 
wrongly declaring a voxel as significantly modu-
lated with a probability of p <0.05 when there is 
no effect in the population (α error). Note that in 
case that the null hypothesis (no effect) holds, an 
adopted error probability of p = 0.05 implies that 
if the same test would be repeated 100 times, the 

alternative hypothesis would be accepted wrongly 
on average in five cases, i.e., we would expect 
5 % of false positives. If we assume that there is 
no real effect in any voxel time course, running a 
statistical test spatially in parallel is statistically 
identical to repeating the test 100,000 times at a 
single voxel (each time with new measured data). 
It is evident that this would lead to about 5,000 
false positives, i.e., about 5,000 voxels would be 
labeled “significant” although these voxels would 
reach the 0.05 threshold purely due to chance.

Several methods have been suggested to con-
trol this massive multiple comparison problem. 
The Bonferroni correction method is a simple 
multiple comparison correction that controls 
the α error across all voxels, and it is therefore 
called a family-wise error (FWE) correction 
approach. The method calculates single-voxel 
threshold values in such a way that an error prob-
ability of 0.05 is obtained at the global level. 
With N-independent tests, this is achieved by 
using a statistical significance level which is N 
times smaller than usual. The Bonferroni correc-
tion can be derived mathematically as follows. 
Under the assumption of independent tests, the 
probability that all of N performed tests lead to 
a subthreshold result is (1 − p)N and the probabil-
ity to obtain one or more false-positive results is 
1 − (1 − p)N. In order to guarantee a family-wise 
(global) error probability of pFWE = 1 − (1 − p)N, the 
threshold for a single test, p, has to be adjusted as 

a b c

R L L R Images Left > Images Right
Images Right > Images Left

Fig. 1.3 Visualization of statistical maps in an experi-
ment showing visual stimuli (images of objects) in either 
the left or right visual field. After application of the 
threshold, the result of a two-sided hypothesis test (null 
hypothesis: there is no difference between the two condi-
tions) is visualized on an anatomical slice (a), on the sur-

face of the brain (b), and within a transparently rendered 
3D brain view. Significant voxels where visual stimuli 
presented on the left side exhibited larger activation than 
stimuli presented on the right side are color-coded using 
an orange-to-yellow color gradient, while a blue-to-green 
color gradient is used for voxels for the inverse contrast
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follows: p = 1 − (1 − pFWE)1/N. For small pFWE values 
(e.g., 0.05), this equation can be approximated 
by p = pFWE/N. This means that to obtain a global 
error probability of pFWE < 0.05, the significance 
level for a single test is obtained by dividing 
the family-wise error probability by the number 
of independent tests. Given 100,000 voxels, we 
would obtain an adjusted single-voxel thresh-
old of pv = pFWE/N = 0.05/100000 = 0.0000005. 
The Bonferroni correction method ensures that 
we do not declare even a single voxel wrongly 
as significantly activated with an error probability 
of 0.05. For fMRI data, the Bonferroni method 
would be a valid approach to correct the α error 
if the data at neighboring voxels would be truly 
independent from each other. Neighboring vox-
els, however, show similar response patterns 
within functionally defined brain regions, such 
as the fusiform face area (FFA). In the presence 
of such spatial correlations, the Bonferroni cor-
rection method operates too conservative, i.e., it 
corrects the error probability more strongly than 
necessary. As a result of a too strict control of 
the α error, the sensitivity (power) to detect truly 
active voxels is reduced: Many voxels will be 
labeled as “not significant” although they likely 
reflect true effects. Wrongly accepting (rejecting) 
a null (alternative) hypothesis is called β error or 
type II error.

Worsley et al. (1992) suggested a less con-
servative approach to correct for multiple com-
parisons taking explicitly the observation into 
account that neighboring voxels are not activated 
independently from each other but are more 
likely to activate together in clusters. In order to 
incorporate spatial neighborhood relationships in 
the calculation of global error probabilities, the 
method describes a statistical map as a Gaussian 
random field (for details, see Worsley et al. 
1992). Unfortunately, application of this correc-
tion method requires that the fMRI data are spa-
tially smoothed substantially reducing one of its 
most attractive properties, namely, its high spatial 
resolution.

Another correction method incorporating the 
observation that neighboring voxels often acti-
vate in clusters is based on Monte Carlo simula-
tions that generate many random images (maps) 

using the spatial correlation structure of the origi-
nal map; the generated maps are used to calculate 
the likelihood to obtain different sizes of func-
tional clusters by chance for specific (less conser-
vative) single-voxel thresholds (Forman et al. 
1995). The calculated cluster extent threshold 
combined with a less strict single-voxel threshold 
is finally applied to the statistical map ensuring 
that a global error probability of p <0.05 is met. 
This approach does not require spatial smoothing 
and appears highly appropriate for fMRI data. A 
disadvantage is that the method is quite compute 
intensive and that small functional clusters might 
not be discovered.

While the described multiple comparison cor-
rection methods aim to control the family-wise 
error rate, the false discovery rate (FDR) 
approach (Benjamini and Hochberg 1995) uses a 
different statistical logic and has been proposed 
for fMRI analysis by Genovese and colleagues 
(2002). This approach does not control the over-
all number of false-positive voxels but the num-
ber of false-positive voxels among the subset of 
voxels labeled as significant. Given a specific 
threshold, suprathreshold voxels are called “dis-
covered” voxels or “voxels declared as active.” 
With a specified false discovery rate of q <0.05, 
one would accept that 5 % of the discovered 
(suprathreshold) voxels would be false positives. 
Given a desired false discovery rate, the FDR 
algorithm calculates a single-voxel threshold, 
which ensures that the voxels beyond that thresh-
old contain on average not more than the speci-
fied proportion of false positives. With a q value 
of 0.05, this also means that one can “trust” 95 % 
of the suprathreshold (i.e., color-coded) voxels 
since the null hypothesis has been rejected cor-
rectly. Since the FDR logic relates the number of 
false positives to the amount of truly active vox-
els, the FDR method adapts to the amount of 
activity in the data: The method is very strict if 
there is not much evoked activity in the data, but 
assumes less conservative thresholds if larger 
regions of the brain show task-related effects. In 
the extreme case that not a single voxel is truly 
active, the calculated single-voxel threshold is 
identical to the one computed with the Bonferroni 
method. The FDR method appears ideal for fMRI 
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data because it does not require spatial smooth-
ing and it detects voxels with a high sensitivity 
(low β error) if there are true effects in the data.

Another simple approach to the multiple com-
parisons problem is to reduce the number of tests 
by using anatomical masking. Most correction 
methods, including Bonferroni and FDR, can be 
combined with this approach since a smaller 
number of tests leads to a less strict control of the 
α error and thus a smaller β error is made as com-
pared to inclusion of all voxels. In a simple ver-
sion of an anatomical mask, an intensity threshold 
for the basic signal level can be used to remove 
voxels outside the head. The number of voxels 
can be further reduced by masking the brain, e.g., 
after performing a brain extraction step. These 
simple steps typically reduce the number of vox-
els from about 100,000 to about 50,000 voxels. In 
a more advanced version, statistical data analysis 
may be restricted to gray matter voxels, which 
may be identified by standard cortex segmenta-
tion procedures (e.g., Kriegeskorte and Goebel 
2001). This approach not only removes voxels 
outside the brain but also excludes voxels in the 
white matter and ventricles. Note that anatomi-
cally informed correction methods do not require 
spatial smoothing of the data and not only reduce 
the multiple comparisons problem but also reduce 
computation time since fewer tests (e.g., GLM 
calculations) have to be performed.

1.4 Integration of Anatomical 
and Functional Data

The localization of the neural correlates of sen-
sory, motor, and cognitive functions requires a 
precise relationship between voxels in calculated 
statistical maps with voxels in high-resolution 
anatomical data sets. While it is recommended to 
also view statistical maps overlaid on a volume of 
the functional data itself, EPI data sets often do 
not contain sufficient anatomical detail to specify 
the precise location of an active cluster in a sub-
ject’s brain. 3D renderings of high-resolution ana-
tomical data sets may greatly aid in visualizing 
activated brain regions (see Fig. 1.3). Advanced 
visualization requires that a  high- resolution 3D 

data set is recorded for a subject and that the 
functional data is coregistered to the 3D data set 
as precisely as possible. Anatomical data sets 
are also important for most brain normalization 
methods, which is a prerequisite of whole-brain 
group studies (see Sect. 1.5). High- resolution 
anatomical data sets are typically recorded with 
T1-weighted MRI sequences. A typical structural 
scan covering the whole brain with a resolution 
of 1 mm in all three dimensions (e.g., 180 sagittal 
slices) lasts between 5 and 20 min on current 1.5 
and 3 Tesla scanners.

1.4.1 Coregistration of Functional 
and Anatomical Data

If functional images are superimposed on copla-
nar high-resolution anatomical images, spatial 
transformations (translations and rotations) to 
align the two data sets are not necessary (except 
maybe the correction of small head movements 
and small geometric distortions), since the 
respective slices are measured at the same 3D 
positions. Since coplanar anatomical images are 
usually recorded with a higher resolution (typi-
cally with a 256 × 256 matrix) than the functional 
images (typically with 64 × 64 or 128 × 128 matri-
ces), only a scaling factor has to be applied. To 
allow high-quality visualization of the functional 
data in arbitrary resliced anatomical planes, the 
functional data must be coregistered with 3D 
data sets with a high resolution (e.g., 1 mm) in 
all three dimensions. These high-resolution 3D 
data sets are usually recorded with different slice 
orientation and position than the functional data, 
and the coregistration step, thus, requires an 
affine spatial transformation including transla-
tion, rotation, and scaling. These three elemen-
tary spatial transformations can be integrated in 
a single transformation step expressed in a stan-
dard 4 × 4 spatial transformation matrix. If the 
high-resolution 3D data set has been recorded 
in the same scanning session as the functional 
data, the coregistration matrix can be constructed 
simply by using the scanning parameters (slice 
positions, pixel resolution, slice thickness) from 
both recordings. The alignment based on this 

R. Goebel



23

information would be perfect if there would be 
no head movement between the anatomical and 
functional images. To further improve coregistra-
tion results, an additional intensity- or gradient-
driven alignment step is usually performed after 
the initial (mathematical) alignment correcting 
for head displacements (and eventually geomet-
ric distortions) between the functional and ana-
tomical recordings.

1.4.2 Visualizing Statistical Maps  
in Volume and Cortical 
Surface Space

Besides aiding in visualizing functional data 
(e.g., statistical maps, see Fig. 1.3), high- 
resolution anatomical data sets can be used to 
create 3D volume or surface renderings of the 
brain, which allow additional helpful visualiza-
tions of functional data on a subject’s brain. 
These visualizations require segmentation of the 
brain, which can be performed automatically 
with most available software packages. For more 
advanced visualizations, segmentation of cortical 
voxels allows to construct topologically correct 
mesh representations of the cortical sheet, one for 

the left and one for the right hemisphere (e.g., 
Fischl et al. 1999; Kriegeskorte and Goebel 
2001). The obtained meshes (Fig. 1.4a) may be 
further transformed into inflated (Fig. 1.4b) and 
flattened (Fig. 1.4c) cortex representations. 
Functional data can then be superimposed on 
folded, inflated, and flattened representations 
(Fig. 1.4c), which is particularly useful for topo-
logically organized functional information, for 
example, in the context of retinotopic mapping 
experiments. To help in orientation, inflated and 
flattened cortex representations indicate gyral 
and sulcal regions by color-coding local curva-
ture; concave regions, indicating sulci, may be 
depicted, e.g., with a dark gray color, while con-
vex regions, indicating gyri, may be depicted, 
e.g., with a light gray color (Fig. 1.4b). A general 
advantage of visualizing functional data on flat 
maps is that all cortical activation foci from dif-
ferent experiments can be visualized at once at 
their correct anatomical location in a canonical 
view. In contrast, visualizing several activated 
regions using a multi-slice representation 
depends on the chosen slice orientation and num-
ber of slices. Note that anatomical data is not 
only important to visualize functional data. 
Anatomical information may also be used to 

a b

c

Fig. 1.4 Cortex representations used for advanced visual-
ization of statistical maps. (a) Segmentation and surface 
reconstruction of the inner (white/gray matter, yellow) 
and outer (gray matter/CSF, magenta) boundary of gray 

matter. (b) “Inflated” cortex representation of the left 
hemisphere obtained by iterative morphing process. (c) 
“Flat map” of the right cortical hemisphere with superim-
posed functional data
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 constrain statistical data analysis as has been 
described in Sect. 1.3.7. Furthermore, the explicit 
segmentation of cortical voxels is also the prereq-
uisite for advanced anatomical analyses, includ-
ing cortical morphometry.

1.5 Brain Normalization for 
Whole-Brain Group Studies

The described analysis steps allow analyzing and 
visualizing the functional data of individual sub-
jects. The goal of many imaging studies is, how-
ever, to integrate and compare data from many 
subjects. Such group studies allow generalizing 
findings from a sample of subjects to the popula-
tion from which patient groups or healthy sub-
jects have been drawn. Group analysis of 
functional data sets is of clinical relevance when 
the effects of various brain pathologies or differ-
ent therapies (e.g., behavioral or pharmacological 
effects) on brain function are subject to study.

1.5.1 The Correspondence Problem

The integration of fMRI data from multiple sub-
jects is challenging because of the spatial corre-
spondence problem between different brains. 
This problem manifests itself already at a purely 
anatomical level, but presents a fundamental 
problem of neuroscience when considered as a 
question of the consistency of structure-function 
relationships. At the anatomical level, the 
 correspondence problem refers to the differences 
in brain shape and, more specifically, to differ-
ences in the gyral and sulcal pattern varying sub-
stantially across subjects. At this macroanatomical 
level, the correspondence problem would be 
solved, if brains could be matched in such a way 
that for each macroanatomical structure in one 
brain, the corresponding region in the other brain 
would be known. In neuroimaging, the matching 
of brains is usually performed by a process called 
brain normalization, which involves warping 
each brain into a common space. After brain nor-
malization, a point in the common space identi-
fied by its x, y, and z coordinates is assumed to 

refer to a similar region in any other normalized 
brain. The most commonly used target space for 
normalization is the Talairach space (see below) 
and the closely related MNI template space. 
Unfortunately warping brains in a common space 
does not solve the anatomical correspondence 
problem very well, i.e., macroanatomical struc-
tures, such as banks of prominent sulci are often 
still misaligned deviating from brain to brain in 
the order of 0.5–1 cm. In order to increase the 
chance that corresponding regions overlap, func-
tional data is therefore often smoothed with a 
Gaussian kernel with a width of about 1 cm. 
More advanced anatomical matching schemes 
attempt to directly align macroanatomical struc-
tures such as gyri and sulci (see below).

1.5.2 Spatial Normalization 
in Volume Space

The most often used standard space for brain nor-
malization is the Talairach space (Talairach and 
Tournaux 1988) or the closely related MNI tem-
plate space.

1.5.2.1 Talairach Transformation
Talairach transformation is controlled either by 
the (automatic) specification of a few prominent 
landmarks or by a data-driven alignment of a sub-
ject’s brain to a target (average) brain that has 
been previously already brought into Talairach 
space. In the explicit landmark-based approach 
(Talairach and Tournaux 1988), the midpoint of 
the anterior commissure (AC) is located first, 
serving as the origin of Talairach space. The 
brain is then rotated around the new origin (AC) 
so that the posterior commissure (PC) appears in 
the same axial plane as the anterior commissure 
(see Fig. 1.5). The connection of AC and PC in 
the middle of the brain forms the y-axis of the 
Talairach coordinate system. The x-axis runs 
from the left to the right hemisphere through AC. 
The z-axis runs from the inferior part of the brain 
to the superior part through AC. In order to fur-
ther specify the x- and z-axes, a y-z plane is 
rotated around the y (AC-PC)-axis until it sepa-
rates the left and right hemispheres (midsagittal 
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plane). The obtained AC-PC space is attractive 
for individual clinical applications, especially 
presurgical mapping and neuronavigation since it 
keeps the original size of the subject’s brain intact 
while providing a common orientation for each 
brain. For a full Talairach transformation, a 
cuboid is defined running parallel to the three 
axes enclosing precisely the cortex. This cuboid 
or bounding box requires specification of addi-
tional landmarks that identify the borders of the 
cerebrum. The bounding box is subdivided by 
several sub-planes. The midsagittal y-z plane sep-
arates two sub-cuboids containing the left and 
right hemispheres, respectively. An axial (x-y) 
plane through the origin separates two sub- 
cuboids containing the space below and above 
the AC-PC plane. Two coronal (x-z) planes, one 
running through AC and one running through PC, 
separate three sub-cuboids; the first contains the 
anterior portion of the brain anterior to the AC, 
the second contains the space between AC and 
PC, and the third contains the space posterior to 
PC. These planes together divide the brain in 12 
sub-cuboids. In a final Talairach transformation 
step, each of the 12 sub-cuboids is expanded or 
shrunken linearly to match the size of the corre-
sponding sub-cuboid of the standard Talairach 
brain. To reference any point in the brain, x, y, 
and z coordinates are specified in millimeters of 
Talairach space. Talairach and Tournaux (1988) 

also defined the “proportional grid,” to reference 
points within the defined cuboids.

In summary, Talairach normalization ensures 
that the anterior and posterior commissures 
obtain the same coordinates in each brain and 
that the sub-cuboids defined by the AC-PC points 
and the borders of the cortex will have the same 
size. Note that the specific distances between 
landmarks in the original post-mortem brain are 
not important for establishing the described spa-
tial relationship between brains. The important 
aspect of Talairach transformation is that corre-
spondence is established across brains by linearly 
interpolating the space between important 
landmarks.

While Talairach transformation provides a 
recipe to normalize brains, regions at the same 
coordinates in different individuals do not neces-
sarily point to corresponding brain areas. This 
holds especially true for cortical regions. For 
subcortical structures around the AC-PC land-
marks, however, the established correspondence 
is remarkably good, even when analyzing high- 
resolution fMRI data (e.g., De Martino et al. 
2013a).

1.5.2.2 MNI Template Space
As an alternative to specify crucial landmarks, a 
direct approach of stereotactic normalization has 
been proposed (e.g., Evans et al. 1993; Ashburner 

a b c

Fig. 1.5 Definition of Talairach space. (a) View from left 
side. (b) View from top. (c) View from front-left side with 
the upper part of the brain removed. Talairach space is 
defined by three orthogonal axes pointing from left to 
right (x-axis), posterior to anterior (y-axis), and inferior to 
superior (z-axis). The origin of the coordinate system is 
defined by the anterior commissure (AC). Coordinates are 

in millimeters. The posterior commissure (PC) is located 
on the y-axis (y = −23 mm). The borders of the Talairach 
grid (a) correspond to the borders of the cerebrum. The 
most right point of the brain corresponds to x = 68 mm, the 
most left one to x = −68 mm, the most anterior one to 
y = 70, the most posterior one to y = −102, the most upper 
one to z = 74, and the most lower one to z = −42
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and Friston 1999) that attempts to align each 
individual brain as good as possible to an average 
target brain, called template brain. The most 
often used template brain is provided by the 
Montréal Neurological Institute (MNI) and has 
been created by averaging many (>100) single 
brains after manual Talairach transformation. 
Although automatic alignment to a template 
brain has the potential to result in a better corre-
spondence between brain regions, comparisons 
have shown that the achieved results are not sub-
stantially improved as compared to the explicit 
landmark specification approach, even when 
using nonlinear spatial transformation tech-
niques. This can be explained by noting that the 
template brain has lost anatomical details due to 
extensive averaging. In order to bring functional 
data of a subject into Talairach space, the obtained 
spatial transformation for the anatomical data 
may be applied to the functional data if it has 
been coregistered with the unnormalized anatom-
ical data set. Using the intensity-driven matching 
approach, functional data sets may also be 
directly normalized (without the help of anatomi-
cal data sets) because versions of the MNI tem-
plate brain for functional (EPI) scans are also 
available. If possible, it is, however, recom-
mended to apply the transformation obtained for 
the anatomical data also to the functional data 
because this approach guarantees that the preci-
sion of functional-anatomical alignment achieved 
during coregistration is not changed during the 
normalization step. More advanced volume- 
based normalization schemes have been  proposed 
that replace the presented simple approaches 
(e.g., DARTEL, Ashburner 2007).

1.5.3 Spatial Normalization 
in Cortex Space

In recent years, more advanced brain normaliza-
tion techniques have been proposed going beyond 
simple volume space alignment approaches. A 
particular interesting method attempts to explic-
itly align the cortical folding pattern (macroanat-
omy) across subjects (Fischl et al. 1999; Goebel 
et al. 2004, 2006; Frost and Goebel 2012). These 

methods start with topologically correct cortex 
mesh representations that are first morphed to 
spherical representations since the restricted 
space of a sphere allows alignment using only 
two dimensions (longitude and latitude) instead 
of three dimensions as needed in volume space. 
Since the inflation of cortex hemispheres to 
spheres removes information of the gyral/sulcal 
folds, the respective information is retained by 
calculating curvature maps prior to inflation that 
are projected on the spherical representations. 
Cortex meshes from different subjects are then 
aligned on the sphere by increasing the overlap 
of curvature information. Since the curvature of 
the cortex reflects the gyral/sulcal folding pattern 
of the brain, this brain matching approach essen-
tially aligns corresponding gyri and sulci across 
brains. It has been shown that cortex-based align-
ment substantially increases the statistical power 
and spatial specificity of group analyses by 
increasing not only the overlap of macroanatomi-
cal regions but also the overlap of corresponding 
functionally defined specialized brain areas 
(Frost and Goebel 2012).

1.5.4 Establishing Correspondence 
with Functional Localizers

An interesting approach to establish correspon-
dence between brains is to use functional infor-
mation directly. Using standardized stimuli, a 
specific region of interest (ROI) may be function-
ally identified in each subject. The ROIs identi-
fied in such functional localizer experiments are 
then used to extract time courses in subsequent 
main experiments. The extracted time courses of 
individual subjects are then integrated in group 
analyses. If the assumption is correct that local-
izer experiments reveal corresponding brain 
regions in different subjects, the approach pro-
vides an optimal solution to the correspondence 
problem and will allow detection of subtle differ-
ences in fMRI responses at the group level with 
high statistical power. Statistical sensitivity is 
further enhanced by avoiding the massive multi-
ple comparison correction problem. Instead of 
ca. 100,000 voxel-wise tests, only a few tests 
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have to be performed in parallel, one for each 
ROI. The approach is statistically sound (no cir-
cularity) because the considered regions have 
been determined independently from the main 
data using special localizer runs. It may also be 
acceptable to use the same functional data for 
both localizer and main analysis as long as the 
contrast to localize ROIs is orthogonal to any 
contrast used to statistically test more subtle dif-
ferences. The localizer approach has been applied 
successfully in many experiments, most notably 
in studies of the ventral visual cortex (e.g., 
O’Craven and Kanwisher 2000).

Unfortunately, it is often difficult to define 
experiments localizing the same pattern of acti-
vated brain areas in all subjects, especially in 
studies of higher cognitive functions, such as 
attention, mental imagery, working memory, and 
planning. If at all possible, the selection of cor-
responding functional brain areas in these experi-
ments is very difficult and depends on the 
investigator’s choice of thresholding statistical 
maps and often on additional decisions such as 
grouping sub-clusters to obtain the same number 
of major clusters for each subject. Note that the 
increased variability of activated regions in more 
complex experiments could be explained by at 
least two factors. On the one hand, the location of 
functionally corresponding brain regions may 
vary substantially across subjects with respect to 
aligned macroanatomical structures. On the other 
hand, subjects may engage in different cognitive 
strategies to solve the same task leading to par-
tially different set of activated brain areas. Most 
likely, the observed variability is caused by a 
mixture of both sources of variability. Another 
problem of the localizer approach is the tendency 
to focus only on a few brain areas, namely, those 
which can be mapped consistently in different 
subjects. This tendency bears the danger to over-
look other important brain regions. This can be 
avoided by a recently proposed approach, func-
tionally informed cortex-based alignment (Frost 
and Goebel 2013), that integrates ROI-based and 
whole-cortex analysis using a modified version 
of cortex-based alignment that uses correspond-
ing pre-mapped ROIs as alignment targets in 
addition to curvature information.

1.6 Statistical Group Analysis

After brain normalization, the whole-brain data 
from multiple subjects can be statistically ana-
lyzed simply by concatenating time courses at 
corresponding locations. The corresponding 
locations can be voxel coordinates in Talairach/
MNI space or corresponding mesh vertices in 
cortex space. Note that the power of statistical 
analysis depends on the quality of brain normal-
ization. If the achieved alignment of correspond-
ing functional brain areas is poor, suboptimal 
group results may be obtained since active voxels 
of some subjects will be averaged with nonactive 
voxels (or active voxels from a non- corresponding 
brain area) from other subjects. In order to 
increase the overlap of activated brain areas 
across subjects in volume space, the functional 
data of each subject is often smoothed, typically 
using rather large Gaussian kernels with a full 
width at half maximum (FWHM) of 8–12 mm. 
While such an extensive spatial smoothing 
increases the overlap of active regions, it intro-
duces other problems including potential averag-
ing of non-corresponding functional areas within 
and across brains; furthermore, functional clus-
ters smaller than the smoothing kernel will be 
suppressed. While spatial smoothing may be ben-
eficial to reduce noise, it may also reduce detec-
tion sensitivity of truly active but small functional 
clusters. Extensive spatial smoothing may not be 
necessary when using advanced volumetric nor-
malization schemes (e.g., Ashburner 2007), 
cortex- based alignment (e.g., Frost and Goebel 
2012), or functional localizers.

1.6.1 Fixed Effects, Random Effects, 
and Mixed Effects

After concatenating the data, the same statistical 
analysis described for single-subject data can be 
applied to group data. In fact, in the context of the 
GLM, the multi-subject voxel time courses as 
well as the multi-subject predictors may be 
obtained by appending the data and design matri-
ces of all subjects. After estimating the beta val-
ues, contrasts can be tested in the same way as 
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described for single-subject data. Note that this 
approach leads to a high statistical power since a 
large number of events are used to estimate the 
beta values, i.e., the number of analyzed data 
points is the sum of the data points from all sub-
jects; in case that all N subjects have the same 
number of data points n, the total number of data 
points NT is NT = N × n. Note, however, that the 
obtained statistical results (e.g., contrast t maps) 
from concatenated data and design matrices can-
not be generalized to the population level since 
the data is analyzed as if it originates from a sin-
gle individual that is scanned for a (very) long 
time. Inferences drawn from obtained results are, 
thus, only valid for the included group of subjects 
since the group data is treated like a virtual 
single- case study. In order to test whether the 
obtained results are valid at the population level, 
the statistical procedure needs to consider that 
subjects constitute a randomly drawn sample 
from a large population. Subjects are thus ran-
dom quantities, and the statistical analysis must 
assess the variability of observed effects between 
subjects (σb

2) in a random-effects (RFX) analysis. 
In contrast, the simple concatenation approach 
constitutes a fixed-effects (FFX) analysis assess-
ing observed activation effects with respect to the 
scan-to-scan measurement error, i.e., with respect 
to the precision with which the fMRI signal can 
measure. The source of variability used in a FFX 
analysis, thus, represents within-subject variance 
(σw

2).
The optimal approach to perform valid popu-

lation inferences is to run a single GLM using the 
full time course data from all subjects as in the 
simple concatenation approach described above. 
Instead of simple concatenation, however, a spe-
cial multi-subject design matrix is created that 
allows modeling explicitly both within-subject 
and between-subject variance components (ref; 
Beckmann et al. 2003). Because this “all-in-one” 
approach leads to large concatenated data sets 
and huge design matrices that are difficult to han-
dle on standard computer platforms, many 
authors have proposed to separate the group anal-
ysis in (at least) two successive stages by per-
forming a multilevel analysis (e.g., Holmes and 
Friston 1998; Worsley et al. 2002; Beckmann 

et al. 2003; Friston et al. 2005). The suggested 
analysis strategies are related to the multilevel 
summary statistics approach (e.g., Kirby 1993). 
In the first analysis stage, parameters (summary 
statistics) are estimated for each subject indepen-
dently (level 1, fixed effects). Instead of the full 
time courses, only the resulting first-level param-
eter estimates (betas) from each subject are car-
ried forward to the second analysis stage where 
they serve as the dependent variables. The 
second- level analysis assesses the consistency of 
effects within or between groups based on the 
variability of the first-level estimates across sub-
jects (level 2, random effects). This hierarchical 
analysis approach reduces the data for the second- 
stage analysis enormously since the time course 
data of each subject has been “collapsed” to only 
one or a few parameter estimates per subject. 
Since the summarized data at the second level 
reflects the variability of the estimated parame-
ters across subjects, obtained significant results 
can be generalized to the population from which 
the subjects were drawn as a random sample.

To summarize the data at the first level, stan-
dard linear modeling (GLM) is used to estimate 
parameters (beta values) separately for each sub-
ject k.

 y X b e1 1 1 1= +  

 y X b ek k k k= +  

 y X b eN N N N= +  

Instead of one set of beta values as in the con-
catenation approach, this step will provide a sep-
arate set of beta values bk for each subject. The 
obtained beta values serve as the dependent vari-
able at the second level (i.e., they appear on the 
left side) and can be analyzed again with a 
second- level general linear model:

 b X b e= +G G G  

Note that the error term eG is a random vari-
able that specifies the deviation of individual sub-
jects from group parameter estimates, i.e., it 
models the random-effects variability (actually a 
combination of within-subject and between- 
subject variance, see below). The group design 
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matrix XG may be used to model group mean 
effects of first-level beta estimates of a single 
condition (one per subject), implementing, e.g., a 
one-sample t-test (i.e., H0: mean(bG) = 0) with a 
simple design matrix containing just a constant 
(“1”) predictor (see Fig. 1.6). More generally, 
any mixed design with one or more within- 
subject factors and one or more between-subject 
factors can be analyzed using a GLM/ANOVA 
formulation at the second level.

1.6.1.1 Mixed-Effects Analysis
The random-effects analysis at the second level 
described above does not differ from the usual 
statistical approach in behavioral and medical 
sciences: The units of observation are measure-
ments from randomly and independently drawn 
individuals with experimental group factors (e.g., 

specific patient groups as levels), repeated mea-
sures factors (e.g., specific tasks as levels), and 
one or more covariates (e.g., age or IQ). We 
know, however, from the first-level analysis that 
our “measurements” (beta values) are parameter 
estimates and not the true (unobservable) popula-
tion values. When using parameter estimates as 
the dependent variable in a GLM (instead of 
error-free true values), the second-level analysis 
can no longer be treated as a pure random-effects 
model since the entered values are “contami-
nated” by variance from the first-level analysis. 
The second-level analysis, thus, constitutes a 
mixed-effects (MFX) model containing variance 
components from both the first (fixed-effects) 
and second (random-effects) level. It can be 
shown (see also below) that the two-level sum-
mary statistics approach nonetheless leads to 

Second-Level Analysis:
1 GLM (per estimate)

First-Level
Analysis:
3 GLMs
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Fig. 1.6 Principle of multilevel statistical group analysis 
for a simple experiment where images of faces and objects 
were shown in separate blocks that were separated by 
fixation blocks. Bottom row shows the brains of three 
scanned subjects and the corresponding voxel in normal-
ized space from which time courses have been extracted 
(see time course plots). The design matrices for the first-
level analysis are shown below each time course plot. The 
results of the first- level (single-subject) GLMs are shown 

above the time course plots. For each of the two estimated 
main conditions (faces, objects), a second-level GLM is 
performed to assess the obtained effect at the population 
level (random-effects analysis). Note that the estimated 
beta values from the first-level analysis now serve as the 
dependent variable for the second-level analysis. While 
all three subjects show consistent activation increases 
with respect to baseline, results for this small sample of 
subjects do not reach significance
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valid inferences, but it requires that the variances 
of first-level parameter estimates are homoge-
neous across subjects. A safe way to correctly 
estimate the fixed- and random-effects variance 
components is to avoid the summary statistics 
approach and to construct the “all-in-one” model 
mentioned earlier that combines the two levels in 
one equation:

 y Xb e= +  

 b X b e= +G GG  

 → = + +y XX b e eG G GX  

The resulting well-known mixed-effects 
model (e.g., Verbeke and Molenberghs 2000) can 
be fitted with several methods, including the pre-
viously mentioned generalized least squares 
(GLS) approach (see Sect. 1.3.5). This all-in-one 
model does not use the summary statistics 
approach since the group betas are directly esti-
mated from the full time series data of all sub-
jects. The resulting betas bG are used to test 
contrasts at the group level with standard devia-
tion values that take into account (inhomoge-
neous) fixed- and random-effects variance 
components. This approach is mathematically 
the most adequate solution providing valid popu-
lation inferences even in case of unbalanced 
designs (see below). The all-in-one approach 
leads, however, to large design matrices and large 
concatenated data sets, and it may be challenging 
to perform the analysis on standard computer 
platforms.

It would, thus, be advantageous to use the 
multilevel summary statistics approach described 
above to perform mixed-effects analysis. Since 
the first-level betas are only estimates of the true 
(population) betas, the two-level model is, how-
ever, not strictly identical to the all-in-one model. 
Nonetheless it has been shown that by incorpo-
rating first-level information about the precision 
(variance) of the estimated betas (as well as their 
covariances) into the second-level model, a two- 
level summary statistics approach can be per-
formed that is identical to the all-in-one model 
for typical hypothesis testing scenarios 
(Beckmann et al. 2003; Friston et al. 2005). Since 

in this case both first-level and second-level vari-
ance components are incorporated at the second 
level, the analysis extends a random-effects 
model to a mixed-effects model allowing for non-
homogeneous variances at the first level. 
Solutions of these modified two-stage mixed- 
effects models require, however, time-consuming 
iterative estimation procedures using either a fre-
quentist (e.g., Worsley et al. 2002) or Bayesian 
(e.g., Woolrich et al. 2004; Friston et al. 2005) 
framework. A major advantage of mixed-effects 
(generalized two-level or all-in-one) models as 
compared to the simple two-level summary sta-
tistics model is that they can take into account 
different subject-specific first-level parameter 
variances. If, for example, a subject has a very 
high first-level beta value but it enters the second 
level also with a very high parameter variance, 
the mixed-effects model is able to “down-weight” 
its effect on the group variance estimates result-
ing in an effective treatment of outliers.

1.6.1.2 Balanced Designs
While the modified mixed-effects model does 
not require the homogeneous variance assump-
tion, the simpler multilevel summary statistics 
approach (using non-iterative ordinary least 
squares (OLS) estimation) has been shown to be 
robust with respect to modest violations of the 
homogeneity-of-variance assumption (Friston 
et al. 2005; Mumford and Nichols 2009). More 
specifically, when calculating one-sample t-test 
contrasts of first-level parameter estimates, group 
inferences based on OLS estimation are fully 
valid and even achieve nearly optimal sensitivity 
under modest violations of the variance homoge-
neity assumption (Penny and Holmes 2007; 
Mumford and Nichols 2009). For realistic sce-
narios, the power differences between advanced 
mixed-effects models and the simple two-stage 
summary statistics approach are modest (Friston 
et al. 2005; Penny and Holmes 2007; but see 
Beckmann et al. 2003). As a general advice, bal-
anced designs should be employed whenever 
possible since such designs lead to valid esti-
mates and inferences without complex iterative 
fitting routines. Furthermore, standard time 
course normalization routines (percent signal 
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change or z transformation) further reduce the 
issue of inhomogeneous error variance terms 
across subjects. Since the two-level summary sta-
tistics approach is robust with respect to modest 
violations of the homogeneous variance assump-
tion (e.g., Mumford and Nichols 2009), its appli-
cation has become common practice (Friston 
et al. 2005). For designs deviating substantially 
from the equality of variance assumption (e.g., in 
designs requiring post hoc classification of 
events), one of the more complex mixed-effects 
analysis approaches should be employed.

1.6.2 Whole-Brain Group Analysis

Figure 1.6 shows the essential steps required for 
whole-brain multi-subject analysis in normal-
ized (Talairach or MNI) space. The data is ana-
lyzed independently for all voxels of the brain 
(or vertices in aligned cortex space). For a spe-
cific voxel, the data is extracted at the respective 
coordinates from the normalized time course 
data of each subject and analyzed using first-
level GLM modeling. In the example shown in 
Fig. 1.6, time courses from three subjects are 
extracted for a voxel with Talairach coordinates 
x = 35,  y = − 51,  z = − 15 (black curves). The three 
time courses are analyzed separately using a GLM 
with two main predictors, “Faces” and “Houses,” 
as indicated in the design matrices plotted below 
the time course data. While in this example the 
experimental conditions (blocks) were presented 
in the same order (same design matrix), it is pos-
sible (and recommended) to use different condi-
tion sequences for different subjects. Above the 
time course data, results of the three conducted 
single-subject GLM analyses are shown includ-
ing beta values for the two main conditions and 
their standard errors. Using the estimated beta 
values, the predicted time course data is calcu-
lated and plotted on top of the extracted time 
course data (red, blue, green curves for subjects 
1, 2, 3, respectively). The estimated beta values 
(two per subject) serve themselves as the depen-
dent data for the second-level analysis. In case 
that only the estimated beta values are used at the 
second level (e.g., measurement errors at the first 

level are ignored), a random-effects analysis is 
performed. For a mixed-effects analysis, also the 
variances (standard errors) of the beta estimates 
need to be taken to the second level. In case that 
contrasts are calculated at the first level, the first-
level variances and covariances of the parameter 
estimates need to be taken to the second level for 
mixed-effects analysis.

1.6.3 ROI-Based Group Analysis

Using functional localizers to identify corre-
sponding brain regions is one way to solve the 
spatial correspondence problem. This approach 
can, however, only be used for those specialized 
brain areas that can be robustly mapped with a 
standard experimental protocol. To avoid circu-
larity in data analysis, it is important to use inde-
pendent data for localizing a specialized brain 
area. To ensure independence, localizer runs are 
usually performed prior to a main experiment. 
The mean time course from the main experiment 
originating from the previously localized region 
can then be used for further data analysis avoid-
ing the massive multiple comparison problem of 
whole-brain analysis and benefitting from a nearly 
perfect correspondence across brains. Note that 
this approach requires some extra effort since the 
corresponding brain area has to be identified in 
the data of each subject. One way to reduce this 
effort is to run a fixed-effects group analysis on 
the localizer data and to define a single mean ROI 
from the resulting data. This group ROI analysis 
approach requires less work, but the identified 
mean ROI may fit better to some subjects than 
to others, i.e., the correspondence problem is not 
solved. Only a true subject- specific ROI analy-
sis approach largely solves the correspondence 
problem by extracting the time course data from 
ROIs defined separately for each subject.

1.7 Multivariate Pattern Analysis

While this chapter mainly describes univariate 
statistical analysis, various tools for the multi-
variate (statistical) analysis of distributed 
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 patterns have gained increasing popularity in the 
last 10 years. While univariate analyses process 
the time course of each voxel independently, sev-
eral new analysis approaches focus on local or 
global, multivariate pattern analyses (e.g., Haxby 
et al. 2001; Kriegeskorte et al. 2006). In these 
multi- voxel pattern analysis (MVPA) approaches, 
time courses from voxels within a small region or 
the whole brain are jointly analyzed, and distrib-
uted activity patterns corresponding to different 
conditions are compared using multivariate sta-
tistical approaches (e.g., multivariate analysis of 
variance (MANOVA)) or by using machine 
learning tools (see below). In the multivariate 
searchlight mapping approach (Kriegeskorte 
et al. 2006), for example, a small sphere is moved 
across the brain, and the time courses of the vox-
els within the sphere are statistically analyzed 
jointly using MANOVA. Since the sphere is cen-
tered at each voxel, this multivariate analysis 
approach opens the possibility to localize spa-
tially distributed but local effects, which would 
be potentially too weak to be discovered by 
single- voxel analysis. Note that in multivariate 
analysis neighboring voxels do not need to 
respond in the same way to different conditions, 
since the amount of information within the dis-
tributed pattern is extracted in a given region. If, 
for example, some voxel time courses in a local 
neighborhood show a weak increase and other 
voxel time courses show a weak decrease, these 
effects would potentially cancel out in an ROI 
average, but would well contribute to a measure 
of multivariate information. MVPA tools are, 
thus, able to detect differences between condi-
tions with higher sensitivity than conventional 
univariate analysis. MVPA is often presented in 
the context of “brain reading” applications 
reporting that specific mental states or represen-
tational content can be decoded from fMRI activ-
ity patterns. These applications often use data 
from the whole brain, and they do usually not use 
statistical tools such as MANOVA but rely on 
classifiers developed in machine learning such as 
support vector machines (SVMs). In a training 
phase, classifiers learn to distinguish between 
brain activity patterns that are evoked by differ-
ent mental states that are usually linked to  specific 

experimental conditions. The performance of 
trained classifiers is then tested on new data and 
includes the assessment whether obtained accu-
racy values reach statistical significance.

Conclusions

In the last 20 years, functional brain imaging 
has been successfully employed in many psy-
chiatric neuroimaging studies and fMRI mea-
surements have the potential to further 
elucidate neural correlates of specific diseases 
in the future. This chapter has described the 
principles of statistical localization of brain 
function. It has been also emphasized that a 
number of preprocessing steps are required in 
order to protect the calculation and visualiza-
tion of functional maps from potential signal 
artifacts that may be caused by head motion, 
signal drifts, and other physical and physio-
logical noise sources. It is also recommended 
in the context of patient studies to consider the 
use of arterial spin labeling (ASL) MR pulse 
sequences in order to minimize the effect of 
medication on estimated effect sizes in differ-
ent experimental groups.

While multivariate voxel pattern analysis 
and functional/effective connectivity analysis 
have gained increased popularity in recent 
years, univariate statistical analysis remains 
an important fMRI analysis tool since it 
allows to exploit the high spatial resolution 
of fMRI at the level of individual voxels. This 
is especially important in the context of very 
high (submillimeter) spatial resolution scans 
at ultrahigh magnetic field scanners (7 Tesla 
and higher) that aim to unravel the func-
tional organization of the cortex at the level 
of cortical columns and cortical layers (e.g., 
Zimmermann et al. 2011; De Martino et al. 
2013b).
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      Abbreviations 

  ACPC    Anterior commissure- posterior 
commissure   

  ADHD    Attention defi cit/hyperactivity 
disorder   

  DBS    Deep-brain stimulation   
  DCT    Discrete cosine transform   
  ETH    Swiss Federal Institute of 

Technology   
  fMRI-/EEG-NF    f M R I - / E E G - b a s e d 

neurofeedback   
  GLM    General linear model   
  GP-GPUs    General purpose graphic pro-

cessing units   
  ICA    Independent component 

analysis   
  MVPA    Multi-voxel pattern analysis   
  PD    Parkinson’s disease   
  SMA    Supplementary motor area   
  SVM    Support vector machine   

  tDCS    Transcranial direct current 
stimulation   

  TMS    Transcranial magnetic 
stimulation   

  TR    Volume time to repeat   

2.1          Introduction 

 Since its invention 20 years ago, functional mag-
netic resonance imaging (fMRI) has become one 
of the most widely used and probably the pub-
licly most visible noninvasive technique to 
 measure brain activation. fMRI has played a cen-
tral role in the development of cognitive neuro-
science, and several new fi elds, including social 
neuroscience, neuroeconomics, and genetic 
imaging, may not have developed had it not been 
for the unique opportunities afforded by fMRI. 
The particular strengths of this technique are in 
its spatial resolution and fi delity, ability to reach 
deep subcortical structures, and whole-brain cov-
erage, enabling the mapping of functionally con-
nected networks and the extraction of information 
from activation patterns that are distributed 
across different brain areas. In the psychiatric 
domain, fMRI has made major contributions to 
the understanding of psychopathology and the 
effects of risk genes on cognitive and affective 
networks (Linden  2012a ), and in neurology fMRI 
has become a central technique for mapping neu-
roplasticity, for example, in recovery from stroke 
(Seitz  2010 ), and for presurgical mapping. 
However, fMRI has not yet fulfi lled its 
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 translational potential, and there is as of today no 
established diagnostic, prognostic, or therapeutic 
use of this technique for any of the neuropsychi-
atric disorders. 

 fMRI-based neurofeedback (fMRI-NF) has 
the potential to open up radically new paths to 
translation. During fMRI-NF training, partici-
pants receive feedback on their brain activity in 
real time and are instructed to change this activa-
tion (see Fig.  2.1  for a schematic overview of an 
fMRI neurofeedback setup). This change is nor-
mally a simple up- or downregulation but could 
also entail changing the activation difference 
between two areas, their correlation, or the output 
of a multivariate pattern classifi cation algorithm. 
The “hemodynamic” delay between neural activ-
ity and the vascular response that contributes to 
the fMRI signal, which is approximately 5 s, does 
not pose an obstacle when participants are 
informed of this delay (Weiskopf et al.  2004a ). 
The technical requirements include direct net-
work access to the scanner hardware, software 
that processes the incoming data in real time and 
computes incremental online statistics, and soft-
ware for the conversion of the real-time activa-
tion data into sensory stimulation (e.g., visual, 
tactile) for the participant. The relevant work-
fl ows (see below) have been established on sys-
tems from all major MRI scanner manufacturers, 
and several custom-made and commercial soft-
ware packages have been developed for online 
preprocessing and statistical analysis of fMRI 
data. Over the last 10 years, fMRI-NF has been 
used to train healthy participants in the self- 
regulation of motor, sensory, language, and emo-
tion areas (Weiskopf  2012 ). In analogy to the 
effects of other noninvasive or invasive brain 
stimulation techniques, one should expect that 
such self-regulation also has consequences at the 
behavioral, cognitive, and affective level. 
However, clinical applications have been sparse 
and had initially focused on chronic pain 
(deCharms et al.  2005 ). Compared to other neu-
rofeedback techniques (with EEG or MEG) and 
to noninvasive physical stimulation techniques 
(tDCS and TMS), fMRI-NF has the advantage of 
higher spatial resolution and localization accu-
racy and better access to deep limbic and 

 subcortical structures. Compared to deep-brain 
stimulation, fMRI-NF has the advantage of non-
invasiveness and spatial fl exibility (although it is 
not intended to replace established DBS indica-
tions, e.g., in Parkinson’s disease [PD]). Finally, 
compared to all external stimulation techniques, 
neurofeedback has the attractive characteristic of 
enabling the patients themselves to control their 
brain activity and thus contributing to their expe-
rience of self-effi cacy, which is an important 
therapeutic factor in many neuropsychiatric 
 disorders (Bandura  1997 ).

   There are, in principle, at least two ways in 
which self-regulation of brain activity through 
fMRI-NF may be benefi cial in neurological and 
psychiatric disorders. It may help rectify patho-
logical hyper- or hypoactivation of specifi c brain 
areas or network, and/or it may boost the recruit-
ment of compensatory circuits for particular tasks 
(e.g., motor control) or cognitive processes (e.g., 
emotion regulation). The latter possibility is par-
ticularly attractive in cases where brain tissue 
may have been damaged by the disease, for 
example, in stroke, or where no clear abnormali-
ties have been established, as in most psychiatric 
disorders (Linden  2012b ). Here, the knowledge 
about the canonical neural circuits underlying 
emotion and cognition derived from 20 years of 
fMRI can provide the basis for neurofeedback 
protocols that help patients recruit the functional 
systems needed to overcome their symptoms 
(Linden  2013 ). 

 fMRI-NF has been boosted by developments 
in MR physics, allowing for fast acquisition of 
high-quality data sets, and data analysis, allowing 
for online calculation of univariate and multivari-
ate statistics. While improvements in hard- and 
software are still being made, fMRI- NF is now a 
mature experimental technique, and the exciting 
question for the next decade will be whether it 
can make a true translational contribution in med-
icine. The central challenges are identifying the 
symptoms and disorders that will respond to 
fMRI-NF, adapting the treatment protocols to the 
neural networks involved in each of them, evalu-
ating the underlying neuroplastic mechanisms, 
and devising training strategies that enable sus-
tainable long-term effects (Sulzer et al.  2013 ).  
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2.2    Principles and Methods 

2.2.1    Learning Theory 

 Attempts to train humans and animals to regu-
late their own brain activity, feeding back sig-
nals from noninvasive (electroencephalography 
[EEG]) or invasive recordings, go back to the 
1960s (reviewed by Birbaumer and Cohen 
 2007 ). The theoretical principles were largely 
derived from operant conditioning, whereby the 
participant learns the optimal strategy through 
the  contingencies between their actions and a 
reward. In an animal, the reward would have to 
be a primary reward. For example, the desired 
neural response would be reinforced by the deliv-
ery of food or drink. In humans, the information 
about the achievement of a particular neural tar-
get (e.g., increasing the ratio between theta and 
alpha power of the EEG by 20 %) could itself 
be the reward. Whether this reward reinforces 
a particular mental strategy that leads to the 
desired physiological response or the physiologi-
cal response itself is a futile question because the 
two cannot be separated in any meaningful way 
under the assumptions of psychophysical unity. 

It has been reported that humans can achieve 
reliable self- control over parameters of their 
EEG, for example, the topography of slow corti-
cal potentials, the alpha-theta ratio, or the ratio 
between sensorimotor rhythm and theta activity, 
through such operant conditioning. 

 FMRI-based neurofeedback (fMRI-NF) can 
be conducted in a similar fashion, where par-
ticipants are blind to the functional relevance 
of the targeted activation and essentially aim 
to achieve self-regulation by trial and error 
(Weiskopf et al.  2004b   ; Birbaumer et al.  2013 ). 
However, fMRI-NF can also harness the con-
siderable knowledge about the neural basis of 
particular mental and cognitive processes that 
the last 20 years of functional brain mapping 
have achieved and introduce a cognitive compo-
nent into the learning strategy. For example, in 
our study on upregulation of the supplementary 
motor area in Parkinson’s disease (Subramanian 
et al.  2011 ), patients were told about the motor 
planning functions of the target area and 
informed that motor imagery might be one viable 
strategy to upregulate it. Giving patients initial 
hints about potential strategies for the upregula-
tion training, which they can then refi ne through 
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Real-time data
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Image reconstruction system Scanner console
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  Fig. 2.1    General technical setup and information fl ow 
during real-time fMRI experiments used for neurofeed-
back and other brain-computer interface ( BCI ) applica-
tions (Adapted from Goebel et al.  2010 ). Following 
acquisition of functional data ( 1 ), the images are recon-
structed ( 2 ) and sent to the scanner console’s hard disk ( 3 ). 

The real-time fMRI analysis PC ( 4 ) accesses the recon-
structed images as soon as possible. Calculated feedback 
signals (or visualizations) are transferred to the stimula-
tion PC ( 5 ), which sends the fi nal feedback visualization 
(here a simple thermometer display) via a projector ( 6 ) 
onto the screen ( 7 ) and is then visible to the participant       
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an operant conditioning protocol with fMRI-NF, 
can considerably reduce scanning time and pro-
vide patients with tangible results within one 
scanning session (Subramanian et al.  2011 ). 
Using this cognitive hypothesis testing strategy 
for neurofeedback training, the temporal rela-
tionship between mental actions and reward 
(information about achievement) may be delayed 
for several seconds without problems since par-
ticipants use cognitive systems such as working 
memory to evaluate performed mental tasks with 
respect to feedback information obtained with a 
few seconds of delay.  

2.2.2    Real-Time Processing 
and Analysis of fMRI Data 

 In order to enable neurofeedback applications, 
the measured fMRI data needs to be processed 
online, that is, during functional scanning; data 
analysis should preferentially operate in real 
time, that is, analysis for a newly measured func-
tional volume should be completed before the 
next functional volume becomes available. Real- 
time processing (as opposed to near real-time 
fMRI), thus, restricts processing time to a maxi-
mum duration (volume time to repeat (TR)) that 
is defi ned by the temporal interval between suc-
cessive functional volumes, which typically 
assumes values between 1 and 3 s. The require-
ment for incremental analysis in limited time 
windows is in contrast to conventional fMRI 
analyses processing data offl ine, that is, data 
analysis only starts after the fMRI scanning ses-
sion has actually ended without specifi c restric-
tions in calculation time. 

 A basic prerequisite of real-time fMRI (rt- 
fMRI) analysis is that images are reconstructed 
from k-space to image space as fast as possible. 
Incremental image reconstruction is usually per-
formed directly on the scanner using fast image 
reconstruction computers, that is, data is stored 
to disk volume by volume (or slice by slice) in 
image space, usually in DICOM format. Besides 
image reconstruction, most scanner manufactur-
ers also provide basic real-time analysis tools, 
which are suffi cient for simple applications such 

as quality assurance. For advanced real-time 
applications such as neurofeedback, specialized 
software packages are usually employed that 
provide comprehensive preprocessing options, 
advanced (statistical) analysis tools, ROI extrac-
tion, and specialized visualization routines. Data 
acquisition techniques and analysis software 
have been considerably improved since the intro-
duction of real-time fMRI (Cox et al.  1995 ). The 
fi rst real-time fMRI setups provided limited pro-
cessing capabilities, lacking, for example, motion 
correction, or moment-to-moment statistical 
analysis. Recent real-time fMRI studies employ 
analysis pipelines that include almost all prepro-
cessing and analysis steps used in conventional 
offl ine analysis (see chapter fMRI analysis). Here 
we provide a short overview of typical analysis 
workfl ows; more detailed reviews are provided, 
among others, by Weiskopf et al. (Weiskopf 
et al.  2004b ), deCharms ( 2007 ,  2008 ), LaConte 
( 2011 ), and Caria et al. ( 2012 ). 

 Most real-time processing pipelines include 
rigid-body 3D motion correction that detects 
head movements in the same way as used in 
offl ine analysis; in order to allow motion correc-
tion from the second time point onwards, the fi rst 
functional volume (instead of, e.g., the middle 
one) is used as the reference to which subsequent 
functional volumes are aligned. In order to reduce 
calculation time, realignment of images to the 
reference volume is usually performed using tri-
linear interpolation, but since interpolation is 
nowadays also possible in real time when using 
parallel implementations that exploit the power 
of general purpose graphics processing units 
(GP-GPUs). To enhance signal contrast, spatial 
Gaussian smoothing may be optionally per-
formed. Removal of linear and nonlinear trends is 
typically not performed as a preprocessing step, 
but it is incorporated in the statistical analysis 
using low-frequency drift predictors. 

 In order to guarantee constant (and fast) pro-
cessing time, univariate statistical data analysis is 
usually performed recursively, that is, estimated 
statistical parameters are updated by the informa-
tion arriving with the next available functional 
volume instead of estimating them using the 
whole available time course from the fi rst volume 
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up to the volume of the current time point 
(Bagarinao et al.  2006 ). If the whole time course is 
used, calculation time of conventional algorithms 
(e.g., correlation analysis) increases with growing 
data sets bearing the risk of lagging behind the 
incoming data at some point. Instead, incremental 
algorithms provide constant calculation time per 
data point (volume) and enable real- time process-
ing even for very long functional scans. 

 While correlation analysis was used in early 
real-time fMRI studies, full (incremental) gen-
eral linear model (GLM) analyses are now usu-
ally performed (Goebel  2001 ; Smyser et al.  2001 ; 
Bagarinao et al.  2003 ; Weiskopf et al.  2004b ; 
Hinds et al.  2011 ). While the design matrix for 
main experimental conditions may be built in 
advance for a planned experiment, sophisti-
cated implementations allow building the design 
matrix incrementally allowing to incorporate real-
time imaging and behavioral data as it becomes 
available. This allows, for example, that tri-
als are assigned “on the fl y” to specifi c experi-
mental conditions with respect to trial-by-trial 
performance of the participant in the scanner. 
Incrementally built design matrices also allow 
incorporation of parameters obtained volume by 
volume from a 3D motion correction routine that 
may help to reduce residual motion artifacts. The 
real-time GLM design matrix may also contain 
confound predictors to model drifts in voxel time 
courses. Basic low-frequency drift removal can 
be achieved by adding a linear trend predictor; for 
nonlinear trends, discrete cosine transform (DCT) 
confound predictors may be incrementally added 
to the design matrix. Removing drifts is especially 
important for neurofeedback experiments in order 
to ensure that visualized increases or decreases of 
activity are caused by mental tasks and are not the 
result of unrelated signal drifts. 

 Note that the described (incremental) statisti-
cal analyses are usually operating at the single 
voxel level providing dynamic whole-brain statis-
tical maps that integrate information of the whole 
voxel time course data from the beginning of the 
functional scan up to the currently processed 
volume. It is also possible to restrict the calcula-
tion of whole-brain voxel-wise statistical maps 
to a sliding window; depending on the specifi ed 

size of the sliding window, obtained maps refl ect 
more dynamic changes (short sliding window) 
or more stable effects (large sliding window). 
While these whole-brain voxel-wise maps are 
not strictly necessary to calculate region-specifi c 
neurofeedback signals (see below), whole-brain 
maps are also very useful during neurofeedback 
runs serving as a quality assurance tool; whole-
brain maps allow, for example, to inspect activ-
ity in emotion, attention, and control networks 
indicating whether the participant is engaging in 
mental tasks.  

2.2.3    Feedback and Stimulus 
Delivery 

 Neurofeedback signals are often calculated from 
restricted temporal windows that start with a rest 
period from which an up-to-date baseline signal 
level is calculated for a subsequent active mental 
task period. The windowed analysis approach with 
a rest and mental task period of 15–30 s has the 
advantage that slow drifts have minimal impact on 
the neurofeedback signal since all relevant time 
points are in close temporal proximity. Given a 
baseline level ybl, the feedback value yfb for subse-
quent time points can then be calculated simply as

  
yfb

y ybl

ybl
=

-( )
*100    

  The value yfb expresses activity changes with 
respect to the baseline level as a percent signal 
change value. In order to remove local drifts 
within a single neurofeedback window, they can 
be estimated in the baseline period and removed 
from subsequent time points, for example, by 
using a GLM with a linear confound predictor. 

 Calculation of (window-based) neurofeed-
back signals does usually not operate at the single 
voxel level but uses the mean signal time course 
from selected neurofeedback target regions or 
networks. The regions of interest (ROIs) serving 
as target regions are defi ned anatomically or by 
running functional localizer scans prior to the 
actual neurofeedback session. The averaged sig-
nal time course from a functionally defi ned ROI 
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usually provides higher signal modulation values 
and lower noise fl uctuations than when using 
anatomical ROIs. 

 The calculated neurofeedback signal can be 
visualized in various ways to the participant in the 
scanner, for example, as the level in a thermometer 
display (see Fig.  2.1 ). In order to convert the calcu-
lated percent signal change value into a corre-
sponding level of a thermometer display, the 
percent value is usually related to a maximum per-
cent signal value; the maximum modulation value 
is either specifi ed based on general experience 
with BOLD signal amplitudes in various regions, 
or it is derived from measured responses in the 
same individual using prior localizer or neurofeed-
back runs. If, for example, the calculated feedback 
value is 1.5 % and the maximum percent value has 
been set to 3 %, the thermometer will be shown as 
half fi lled to the participant. This visualization 
approach assumes that only increases of activity 
relative to the baseline are considered. In case one 
wants to also visualize deactivations, the (ther-
mometer) display needs to be extended for nega-
tive values accordingly. Besides simple activation 
displays (thermometer, continuous scrolling time 
course, numerical value), more expressive visual-
izations have been used in the past such as images 
of a virtual fi re that increased in size with increas-
ing activation levels (deCharms et al.  2005 ), level 
of a racket in a “brain pong” computer game 
(Goebel et al.  2004 ), and virtual reality (Sitaram 
et al.  2005 ). Furthermore, feedback may also be 
provided via haptic or auditory stimuli, but not 
much experience is currently available. While sim-
ple feedback representations may be generated 
directly from the used real-time analysis software, 
more complex visualizations usually require cus-
tom-made software accessing feedback signals 
calculated by the real-time analysis software. Note 
that it is also possible to present feedback from 
multiple areas simultaneously. In a recent study 
(Zilverstand et al.  2014 ), two thermometer dis-
plays have been used where one thermometer rep-
resented activity in the control network, while the 
other thermometer represented the activity level of 
areas related to fear responses. 

 Since neurofeedback studies often span 
over multiple sessions, it is important to trans-
fer defi ned ROIs from one session to the next. 

This can be done by aligning 3D anatomical 
data sets across sessions and projecting voxel 
coordinates marked on anatomical data sets to 
the aligned functional data measured in sub-
sequent sessions. While not strictly necessary, 
across-session alignment may be facilitated by 
normalizing the brain of a participant to a stan-
dard (e.g., ACPC or Talairach) space that keeps 
generic representation of the location of ROIs 
and allows to project them in any scan-specifi c 
space using spatial transformations obtained 
from alignment procedures. If brain normal-
ization is performed prior to functional runs, 
real-time (statistical) data can be projected on 
standard orthogonal brain slices as opposed to 
visualizations on arbitrarily positioned slices in 
the native scanning space in a particular session. 
If a high-quality anatomical data set is available 
prior to functional scanning, it is even possible 
to visualize results, for example, dynamic sta-
tistical maps, on reconstructed, infl ated, or 
fl attened cortex representations using fast auto-
mated 3D segmentation and cortex reconstruc-
tion tools (Goebel  2001 ).  

2.2.4    Neurofeedback Based on 
Real-Time Pattern Analysis 

 As for offl ine analysis, multi-voxel pattern analy-
sis (MVPA, see chapter fMRI analysis) is gaining 
increasing interest also for real-time fMRI neuro-
feedback studies (e.g., LaConte et al.  2007 ; 
Sorger et al.  2010 ). One reason of the popularity 
of MVPA is based on its potential to detect differ-
ences between neural correlates of mental states 
with higher sensitivity as conventional univariate 
statistical analysis. The higher sensitivity may 
also be benefi cial for neurofeedback studies since 
distributed activity patterns may refl ect activity 
modulations better than ROI-based approaches. 
In a recent application, volunteers achieved suc-
cessful control of emotion-related activation pat-
terns using a real-time support vector machine 
(SVM) classifi er (Sitaram et al.  2011 ). 

 MVPA may also serve as a method to localize 
brain systems for subsequent neurofeedback as 
an alternative to using univariate GLM statistical 
analysis; as opposed to focal ROIs, MVPA may 
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be especially useful to identify complex and 
interacting activity patterns over the whole brain 
as targets for neurofeedback (LaConte  2011 ; 
LaConte et al.  2007 ). 

 In the context of fMRI neurofeedback patient 
studies, MVPA may also be used in a novel way, 
namely, to let patients learn to “mimic desired 
brain states, or mimicking the brain states of oth-
ers” (deCharms  2008 ). In this scenario, the feed-
back signal provided to a patient would not refl ect 
activity levels in regions or networks, but it would 
refl ect how much the currently evoked activity 
pattern resembles a desired target pattern. This 
approach requires more fundamental research in 
cognitive and affective neuroscience in order to 
explore whether it will be possible to defi ne 
desirable brain states for specifi c patients. Since 
this would likely involve a transfer of desirable 
neural activation states to other participants, fur-
ther research and application of advanced brain 
normalization schemes, such as cortex-based 
alignment (Fischl et al.  1999 ; Goebel et al.  2006 ), 
is important in order to relate corresponding 
brain regions across participants’ brains as pre-
cisely as possible.  

2.2.5    Real-Time Network Analysis 
and Feedback of Functional 
Connectivity 

 Besides univariate statistics and distributed pat-
tern analyses, data-driven multivariate analysis 
tools may provide important complementary 
real-time information. As an example, windowed 
independent component analysis (ICA) has been 
introduced for real-time fMRI analysis (Esposito 
et al.  2003 ) allowing to detect and visualize 
dynamic activity changes in functional brain net-
works that occur at unpredictable moments dur-
ing a real-time fMRI experiment. 

 It is also possible to use gradual values from 
multi-voxel pattern classifi cation (or better 
regression) directly as a feedback signal with the 
rationale that optimally weighted voxel activity 
in distributed networks leads to integrated values 
that may differentiate fi ne-grained aspects of 
mental representations better than region-based 
methods. It has been, for example, shown that 

sparse regression-based online feedback leads to 
orientation-specifi c visual perceptual learning 
without presentation of an actual stimulus or sub-
jects’ awareness of what was to be learned 
(Shibata et al.  2011 ). 

 Another interesting avenue is to use functional 
or effective connectivity measures as a feedback 
signal instead of mean activation levels. Increasing 
or decreasing a visualized feedback signal would 
then refl ect a stronger (upregulation) or weaker 
(downregulation) coupling between brain areas 
instead of (only) the mean activation level of the 
involved areas. This approach seems especially 
important since current research from clinical neu-
roscience on brain correlates of psychiatric and 
neurological disorders indicates that fMRI-based 
functional connectivity measures may belong to 
the most robust indicators of pathological brain 
processes. The online estimation of functional or 
effective connectivity between two or more brain 
areas requires, however, that a suffi ciently long 
sliding window is used in order to calculate robust 
“instantaneous” coupling strength values. In a 
recent offl ine study, it has been shown that time 
windows of about 20 time points are suffi cient to 
calculate robust (partial) correlation coeffi cients 
(Zilverstand et al.  2014 ). This study showed (in 
the context of various uni- and bimanual motor 
tasks) that instantaneous functional correlations 
may indeed provide relevant and unique informa-
tion regarding ongoing brain processes, which is 
not captured equally well by standard activation 
level-based neurofeedback measures. Functional 
connectivity feedback will also benefi t from 
recent technical advances such as newly devel-
oped “multiband” accelerated imaging sequences 
allowing a substantial increase in the number of 
collected data points per time unit (Feinberg and 
Yacoub  2012 ).   

2.3    fMRI-NF Studies of Neural 
Circuits in the Healthy Brain 

2.3.1    Motor Areas 

 Because a large body of functional imaging liter-
ature had shown activation of primary and higher 
motor cortices during motor imagery, motor areas 
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were a natural target for some of the early studies 
of self-regulation training. In these early reports, 
feedback during both actual hand movements and 
imagined movements allowed participants to reg-
ulate activity in primary motor cortex to a desired 
level (Yoo and Jolesz  2002 ; deCharms et al.  2004 ; 
Yoo et al.  2008 ) and led to long-term plastic 
changes in motor networks that were specifi c to 
participants receiving neurofeedback (Yoo et al. 
 2008 ; Horovitz et al.  2010 ). However, a recent 
study, applying careful electromyography (EMG) 
monitoring for actual hand movements, has ques-
tioned whether upregulation of the primary motor 
cortex is possible by imagery alone (Berman 
et al.  2012 ). Higher motor areas, such as the ven-
tral premotor cortex (Sitaram et al.  2012 ) and 
supplementary motor area (SMA) (Subramanian 
et al.  2011 ), may be more amenable to self- 
regulation in the absence of physical movement.  

2.3.2    Sensory Areas 

 Visual cortex activity could be regulated by par-
ticipants without visual stimulation in both pri-
mary (Shibata et al.  2011 ) and higher visual areas 
(Weiskopf et al.  2004a ). For the auditory cortex, 
successful upregulation was demonstrated during 
auditory stimulation (Yoo et al.  2006 ), but down-
regulation also in the absence of external auditory 
stimuli (in a group of tinnitus patients) (Haller 
et al.  2010 ). An interesting aspect of the self-regu-
lation training of primary visual cortex activity, 
which involved the modulation of classifi er output 
related to gratings of a specifi c orientation, was 
that it actually improved visual perceptual learn-
ing for this orientation (Shibata et al.  2011 ). 
Another recent study found improved visual dis-
crimination in those of the participants who suc-
cessfully upregulated activity in specifi c parts of 
their visual cortex (Scharnowski et al.  2012 ).  

2.3.3    “Emotion” Areas 

 The question whether limbic areas and other parts 
of the emotion-processing networks of the brain 
could be self-regulated through fMRI-NF has also 

attracted interest early on in the development of 
the fi eld because of its potential use in psychiat-
ric disorders and behavior modifi cation. Several 
studies demonstrated upregulation of amygdala 
activity (Posse et al.  2003 ; Zotev et al.  2011 ) 
but also highlighted the problems of subcortical 
target areas that are vulnerable to physiological, 
movement, and susceptibility artifacts. Other 
target areas implicated in affective process-
ing have included the insula (Caria et al.  2007 ; 
Johnston et al.  2010 ,  2011 ) and anterior cingu-
late cortex (Weiskopf et al.  2003 ; Hamilton et al. 
 2011 ). Target areas were identifi ed on the basis 
of anatomical criteria or functional localizers, 
for example, using stimuli from the International 
Affective Picture System (Johnston et al.  2010 , 
 2011 ; Lang et al.  1999 ). Although in most studies 
participants trained self-regulation in the absence 
of external stimuli, it is in principle also possible 
to pair it with specifi c, for example, affective, 
stimuli (Veit et al.  2012 ). Such pairings may be 
particularly promising for future clinical applica-
tions in disorders with altered cue reactivity, for 
example, anxiety disorders (Shin and Liberzon 
 2010 ) or substance misuse (Linden 2012; Ihssen 
et al.  2011 ). Generally, upregulation has been 
easier to achieve than downregulation, which 
may take longer training protocols (Veit et al. 
 2012 ). Some preliminary effects of these pro-
tocols have been demonstrated on mood states 
(Johnston et al.  2011 ), anxiety (Scheinost et al. 
 2013 ) and appraisal of affective stimuli (Caria 
et al.  2010 ), which might pave the way for clini-
cal applications in mood disorders.  

2.3.4    “Cognitive” Areas 

 The learned self-regulation of brain areas 
involved in core cognitive processes would also 
be of considerable interest for clinical applica-
tions, for example, in schizophrenia or dementia. 
Self-regulation of several prefrontal areas has 
been demonstrated, including the inferior frontal 
gyrus (Rota et al.  2009 ) and rostrolateral pre-
frontal cortex (McCaig et al.  2011 ). Successful 
self- regulation may have effects both on task 
performance, for example, on language tasks 
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(identifi cation of prosody) (Rota et al.  2009 ), 
and on the remodeling of cognitive networks 
(Rota et al.  2011 ).   

2.4    Clinical Applications 
of fMRI-NF 

 Clinical studies of EEG neurofeedback (EEG-NF) 
training have been conducted in epilepsy, atten-
tion defi cit/ hyperactivity disorder (ADHD), 
depression and anxiety as well as other neuro-
logical and psychiatric disorders (Birbaumer and 
Cohen  2007 ; Hammond  2005 ). Although some 
of the initial results were promising, the only 
fi eld where EEG-NF has entered clinical practice 
is ADHD (using a variety of target parameters, 
e.g., theta/beta ratio or slow cortical potentials). 
For ADHD, several published trials found posi-
tive effects on symptoms as measured by parent 
or teacher questionnaires or clinical assessments 
(Lofthouse et al.  2012 ). One limitation of most 
trials has been the lack of blinding of participants 
to treatment condition, and the general diffi cul-
ties of setting up of double-blind controlled trials 
of NF training (Lansbergen et al.  2011 ). Although 
these diffi culties will apply similarly in fMRI-
 NF, there are good reasons to explore its use in 
clinical conditions, including and beyond those 
that respond to EEG-NF. Because of the strong 
cognitive component that can be implemented in 
fMRI-NF protocols, it may achieve its neuro-
physiological targets faster than EEG-NF and 
thus enhance patient motivation and compliance. 
Furthermore, fMRI-NF can directly target spe-
cifi c brain areas or networks that have been 
implicated in neuropsychiatric disorders, either 
because they show a dysfunction that might cause 
the disorder or because they may compensate for 
a primary dysfunction (Linden  2013 ). In the fi rst 
case, the aim of neurofeedback would be to 
restore the function to normal levels and in the 
second to promote the recruitment of the 
 compensatory network. Because the plastic 
effects of neurofeedback training are not con-
fi ned to the area or network whose activation is 
explicitly used as the target for training, both pro-
cesses can very well happen in tandem, making it 

a versatile tool for redressing imbalances within 
and between brain networks. 

 Up to now the clinical potential of fMRI-NF 
to improve symptoms or change behavior has 
only been explored in a small number of pub-
lished studies, all with small patient numbers. 
FMRI-NF, targeting the anterior cingulate cortex, 
has shown effects on chronic pain in patients with 
fi bromyalgia (deCharms et al.  2005 ). Two out of 
six patients with chronic tinnitus improved after 
training downregulation of auditory cortex activ-
ity (Haller et al.  2010 ). In our study of Parkinson’s 
disease (PD), we trained patients in the early 
stages of the disease to upregulate their supple-
mentary motor area (SMA) (Subramanian et al. 
 2011 ). The choice of target area was based on 
pathophysiological models implicating underac-
tivity of the SMA in PD (Nachev et al.  2008 ) and 
based on our observation that reliable upregula-
tion can be achieved through motor imagery. The 
fi ve patients who received fMRI-NF, but not fi ve 
control patients who engaged in motor imagery 
without feedback, achieved reliable SMA upreg-
ulation and improved motor fl uency and clinical 
symptoms (Subramanian et al.  2011 ). We are cur-
rently conducting a randomized controlled trial 
comparing fMRI-NF and feedback-guided physi-
cal exercise with a recruitment target of 30 
patients in the early stages of PD (registered on 
clinicaltrials.gov: NCT01867827). 

 In the fi rst psychiatric application, we trained 
patients with depression to upregulate brain net-
works responsive to positive affective stimuli. This 
paradigm was modeled on our previous work with 
healthy participants, which had shown that the 
neurofeedback component is required for reliable 
control over emotion networks (Johnston et al. 
 2011 ). The eight patients who underwent this 
fMRI-NF protocol for four sessions improved sig-
nifi cantly on the 17-item Hamilton Rating Scale 
for Depression, and this clinical improvement was 
not observed in eight control patients who engaged 
in a protocol of positive emotional imagery 
(matched to the fMRI-NF protocol for interven-
tion and assessment times and affective stimuli) 
outside the scanner (Habes et al.  2010 ). Our ongo-
ing randomized controlled trial of neurofeedback 
for depression (clinicaltrials.gov: NCT01544205) 
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pits upregulation of emotion networks against 
upregulation of a higher visual areas, which is a 
rather conservative active control condition 
because it also involves mental imagery and the 
rewarding experience of brain self-control. 

 The feasibility of fMRI-NF has also been 
demonstrated for schizophrenia (upregulation of 
the anterior insula) (Ruiz et al.  2013 ) and stroke 
(upregulation of the ventral premotor cortex) 
(Sitaram et al.  2012 ), but data on clinical improve-
ment are not available. The next steps for the 
development of fMRI-NF into a potential clinical 
tool will be the conversion of feasible paradigms 
into clinical protocols and, where these protocols 
are already available, as for depression (Habes 
et al.  2010 ), PD (Subramanian et al.  2011 ), fi bro-
myalgia (deCharms et al.  2005 ), and tinnitus 
(Haller et al.  2010 ), their rigorous testing in 
blinded randomized controlled trials. It is encour-
aging that the analysis of data from several hun-
dred fMRI-NF runs with over 100 chronic pain 
patients did not show an increase in adverse 
events due to fMRI-NF (Hawkinson et al.  2012 ). 
Suggestions for the further development of clini-
cal fMRI-NF were incorporated in a recent con-
sensus paper that arose from the fi rst international 
real-time fMRI workshop, which took place at 
the ETH Zurich in 2012 (Sulzer et al.  2013 ). The 
design and reporting of clinical trials of fMRI-
 NF should generally follow the guidelines that 
have been established for complex interventions 
in medicine. In addition to any clinical and 
behavioral effects, trials and pilot studies of 
fMRI-NF should also document the degree of 
self-regulation success (in the target area or net-
work) and any activation changes outside the 
directly targeted areas (whole-brain analysis). 

 After demonstrating robust clinical effects of 
fMRI-NF that are superior to those of appropri-
ately designed control interventions, a next step 
would be to assess means of ensuring the sustain-
ability of clinical effects and the transfer from the 
MRI laboratory to everyday practice. It is likely 
that any routine clinical use of fMRI-NF will be 
embedded in existing treatment and rehabilita-
tion techniques that utilize pharmacological, psy-
chological, and physical therapies and assistive 
technology, as appropriate.     
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Abbreviations

ANOVA Analysis of variance
BMA Bayesian model averaging
BMS Bayesian model selection
BOLD Blood oxygenation level dependent
BPA Bayesian parameter averaging
DCM Dynamic causal modelling
FFX Fixed effect analysis
GBF Group Bayes factor
MAP Maximum a posteriori
OMPFC Orbitomedial prefrontal cortex
RFX Random effect analysis
VL Variational Laplace

3.1 Introduction

This chapter is about dynamic causal modelling 
(DCM) of the interactions between function-
ally elicited brain responses and its applications 
in the field of psychiatric neuroimaging. DCM 
was invented to test hypotheses about neural 
systems – as opposed to regionally specific cor-
relates – and necessitates a predefined set of 
plausible structural models. In other words, each 
DCM embodies a specific hypothesis pertaining 
to how a neural system interacts and produces 
observed responses. To allow a hypothetical 

structure or network model to predict observed 
responses, it is crucial to understand and model 
how changes in neuronal states are manifested as 
observed haemodynamic responses.

In the first section of this chapter, we focus 
on the conceptual and operational constructs 
of DCM as a physiologically realistic forward 
model – exemplified by an up-to-date implemen-
tation of DCM. In the second section, we turn 
to Bayesian model selection of DCMs, where 
models can be considered as fixed effects (e.g. 
as low- level neurophysiological mechanisms that 
are concerned over subjects) or random effects 
(e.g. as high-level cognitive processes that are 
implemented with different strategies or net-
works) in the population. The third section con-
siders inference about the parameters of a model, 
for example, how a connection from one region 
to another is changed by experimental context. 
We describe how such inferences can be made 
for the case of single models and for models 
derived from averaging over different models or 
subjects in a group. Finally, in the last section, we 
focus on recent DCM applications in psychiatric 
neuroimaging. Clinical symptoms of psychiatric 
disorders are thought to be the manifestation of 
disruptions to distributed neuronal processing. 
In order to accurately characterise psychiatric 
deficits in a refined way – rather than relying on 
conventional descriptive criteria – DCM is con-
sidered essential and complementary to classi-
cal analyses of regional responses. DCM allows 
inferences about group differences to be made at 
the level of interactions among neural networks. 
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A series of recent publications will be reviewed 
to discuss the insights that may be provided by 
future psychiatric neuroimaging studies.

3.2 Dynamic Causal Modelling 
for fMRI

This section presents the essential operational 
aspects of dynamic causal modelling (DCM). 
The theoretical basis of DCM rests on dynamic 
systems theory and Bayesian statistics. The pri-
mary objective of DCM appeals to a nonlinear 
system identification in which a set of differen-
tial equations are formulated to capture the (hid-
den) mechanistic structure of a neuronal system 
of interest. These equations specified how con-
stituent nodes (or neuronal ‘states’) of a system 
exhibit time-varying and causal relations with 
one another. Specifically, this system is acted 
upon by exogenous inputs (e.g. visual stimuli) 
that engender regional neuronal activity that, in 
turn, generates outputs (e.g. BOLD signals). This 
necessarily requires DCM to be hierarchical – where 
a two-layered forward model translates neuronal 
states into haemodynamic states and the measured 
BOLD responses. The haemodynamic states 
are modelled in a regionally independent fash-
ion. Neuronal dynamics emerge from designed 
experimental perturbations and directed interac-
tions among regions. Specification of effective 
connectivity within the network of coupled nodes 
or regions depends on three sets of (neuronal) 
parameters: (a) parameters that mediate endog-
enous coupling among the states, (b) parameters 
that allow exogenous inputs to modulate the cou-
pling, and (c) parameters that mediate the influ-
ences of exogenous inputs on the states. These 
parameters are embedded in a dynamic causal 
model that is motivated by a particular hypothe-
sis about network structure, and can be estimated 
by fitting the ensuing forward model to observed 
data, using standard Bayesian procedures. This 
model inversion procedure provides posterior 
estimates of the parameters and an estimate of 
the model evidence. Critically, prior densities 
over parameters constrain parameter estimates to 
dynamic or physiologically realistic ranges. By 
default, ‘shrinkage’ priors (see section 3.2.5) are 

 chosen for  endogenous and modulatory param-
eters, while priors on haemodynamic parameters 
are derived from previous empirical studies.

In what follows, we first review the neuronal 
state equations, haemodynamic state equations 
and the priors over model parameters. We then 
briefly consider the standard Bayesian scheme 
used for model inversion. We will briefly review 
nonlinear DCMs, where one region can modulate 
the connectivity between another pair. Some of 
the more recent DCM developments are consid-
ered in the Conclusion.

3.2.1 Notation

Variables in bold face refer to matrices and vectors. 
States are functions of time, although the depen-
dency on time t is not made explicit. The vector 
z = [z1, z2, …]T denotes any number of neuronal 
states of interest. A neuronal state, say z1, can be 
taken as the collective dynamics of neuronal activ-
ity in the first region. The remaining state variables 
are biophysical states {s, f, v, q} that model hae-
modynamics. These haemodynamic states refer 
to (1) vasodilatory signal, (2) blood inflow, (3) 
blood volume and (4) deoxyhaemoglobin content, 
respectively. The vector x = {z, s, f, v, q} denotes all 
the hidden (neuronal and haemodynamic) states 
collectively. The vector u = [u1, u2, …]T denotes 
any number of exogenous inputs that are specified 
experimentally. Elements of u can be, for example, 
spike or boxcar functions of time that represent the 
onset/offset of task stimuli or contextual manipu-
lations. Alternatively, exogenous inputs can also 
be motivated by a neurocomputational or model-
based approach (O’Doherty et al. 2007). θ denotes 
the collection of model parameters, including cou-
pling parameters and haemodynamic parameters. 
Different model structures are indexed by m, that 
is, differences may exist in endogenous, modula-
tory or exogenous connections.

3.2.2 Neurodynamics

Assuming any number of neuronal states z and 
any number of exogenous inputs, one can posit a 
model of the general form
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where F is some nonlinear function describing 
the neurophysiological influences exerted by 
inputs u and the activity in all brain regions on 
the evolution of the neuronal states. A bilinear 
approximation provides a natural and useful re- 
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The (effective) connectivity matrix A repre-
sents the first-order coupling among the regions 
in the absence of inputs. This can be thought of 
as the endogenous coupling in the absence of 
experimental perturbations. Note that the state, 
which is perturbed, depends on the experimental 
design (e.g. baseline or control state), and there-
fore, the endogenous coupling is specific to each 
experiment. The matrices B(j) are the change in 
endogenous coupling induced by the jth input 
(Fig. 3.1 Finally, the matrix C encodes the exog-
enous (driving) influences of inputs on neuronal 
activity. The parameters θc = {A, B(j), C} are the 

coupling parameter matrices we wish to estimate 
and define the functional architecture and inter-
actions among brain regions at a neuronal level. 
Note that the units of coupling are per unit time 
(Hz) and therefore correspond to rates. Because 
we are in a dynamic setting, a strong connection 
means an influence that is expressed quickly or 
with a small time constant. It is useful to appreci-
ate this when interpreting estimates and thresh-
olds quantitatively.

The neuronal activity in each region causes 
changes in volume and deoxyhaemoglobin 
which engender the observed BOLD response y 
as described below. The ensuing haemodynamic 
component of the model is specific to BOLD- 
fMRI and would be replaced by appropriate for-
ward models for other imaging modalities, such 
as EEG or MEG.

The neuronal dynamics in Eq. (3.2) operate 
around a stable fixed point z = 0 (strictly speak-
ing, this will only be the case for certain ranges 
of parameter values – see Friston et al. 2003). 
This means that, in the absence of exogenous 
perturbations, the neuronal activity and conse-
quently the fMRI activity will be zero. Briefly, a 
neuronal state in DCM predicts nothing but a flat 
line if it is not experimentally perturbed, directly 

dz2
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=a21z1 + a22z2 + a23z3 + b21u2z1 =a21z1 + a22z2 + a23z3 + d21z1z3

B(u2) D(z3)=

0 0 0 0 0 0

0 0 0

0 00 0

00 0

b21
(u2)

(u2)

d21
(z3)

(z3)

Exogenous
(driving) input

Endogenous coupling

Bilinear (modulatory)
coupling

Nonlinear coupling

a b

u2

u1 u1

u2Z3

Z2

Z1 Z1

Z2

Z3

Fig. 3.1 This diagram illustrates two types of ‘modula-
tory’ effects – the bilinear (a) and the nonlinear (b) modu-
lations. The target of modulation is made over the z1-to-z2 
coupling. The difference between the neuronal state equa-
tions for z2 is made explicit in the respective panels (see 

the last term). Specifically, the bilinear model allows an 
exogenous experimental manipulation (u2) to induce con-
nectivity change. The nonlinear model, on the other hand, 
manifests the neuronal origin (z3, as now encodes u2) of 
the modulatory effect
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or  indirectly (but see Li et al. 2011a). This is 
because DCM for fMRI is based on a dynamic 
system with a fixed point attractor.

3.2.3 Nonlinear DCM

Nonlinear DCM (Stephan et al. 2008) intro-
duces a parametric matrix D that allows neuronal 
activity in one region to change the connectivity 
between other regions (Fig. 3.1 This is in con-
trast to bilinear dynamics (Eq. 3.2) in which, per-
haps unrealistically, effective connectivity can be 
changed via ‘modulatory inputs’.
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The motivation for this extension is to address 
‘neuronal gain control’ between two neuronal 
states that are gated by other states (Stephan et al. 
2008). The approach also models the neuronal 
origin of modulatory influences such as ‘short- 
term synaptic plasticity’ (Stephan et al. 2008). 
Applications based on nonlinear DCM can be 
found in den Ouden et al. (2010) and Table 3.1 
(Desseilles et al. 2011; Neufang et al. 2011).

3.2.4 Haemodynamics

Neuronal activity is linked to fMRI signals via 
an extended Balloon model (Buxton et al. 1998, 
2004) and BOLD signal model (Stephan et al. 
2007b). The haemodynamic model specifies 
how changes in neuronal activity give rise to 
changes in blood oxygenation that is measured 
with fMRI. For each region i, neuronal activities 
are translated into BOLD signals via the interac-
tions between the neuronal state zi and haemody-
namic state variables: the vasodilatory signal, the 
flow induced, changes in volume, and changes in 
deoxyhaemoglobin. The observed BOLD signals 
are produced by a nonlinear model that integrates 
over the states, y = g(v, q), where the evolution 
of v and q over time depends on self-regulatory 
feedback as well as s and f (cf. to Fig. 3 in Friston 
et al. 2003). The equations for the haemodynam-

ics are described in detail elsewhere (Grubb et al. 
1974; Buxton et al. 1998; Mandeville et al. 1999; 
Friston et al. 2000).

3.2.5 Priors

Two classes of prior densities are used in DCM; 
they are placed over coupling and haemodynamic 
parameters θ = {A, B, C, θh}. DCM uses ‘shrink-
age priors’ over coupling parameters. These are 
zero-mean Gaussian priors with a variance that 
is chosen to reflect realistic ranges in effective 
connectivity seen in fMRI studies. These shrink-
age priors move the posterior estimates towards 
zero, especially when the likelihood has a less 
precise distribution. For example, the posterior 
expectation will ‘shrink’ to its prior expectation 
given a likelihood with a very large variance. 
However, a likelihood that has high precision 
(inverse variance) enforces the posterior to devi-
ate from zero. Prior variances can also be chosen 
to reflect anatomical knowledge, for example, 
probabilistic tractography (Stephan et al. 2009). 
Haemodynamic priors in DCM reflect empirical 
knowledge about blood flow and oxygenation 
dynamics in the brain (Buxton et al. 1998, 2004). 
The prior densities of the five haemodynamic 
parameters θh = {κ, γ, τ, α, ρ} that mediate the 
interactions among these states are set based on 
empirical measures (see Eq. (3.3) and Table 3.1 
in Friston et al. 2003). These priors have since 
been updated in light of more recent data (Penny 
2012).

3.2.6 Model Fitting

DCMs are fitted to data using the Variational 
Laplace (VL) algorithm described in (Friston 
et al. 2007). This is an iterative algorithm which 
approximates the posterior distribution over 
parameters with a Gaussian distribution. The 
parameters of this distribution are updated so as 
to minimise the distance between the approxi-
mate and true posterior, in the sense of Kullback-
Leibler divergence – a distance measure between 
probability densities (MacKay 2003). The VL 
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algorithm provides estimates of two quantities. 
The first is the posterior density over model 
parameters p(θ|m, y) that can be used to make 
inferences about model parameters θ. The sec-
ond is the probability of the data given the model, 
otherwise known as the model evidence p(y|m).

3.2.7 Parameter Inference  
for Single Models

Inferences about DCM parameters – based on 
single models – require strong assumptions about 
network structure based on well-established 
neurophysiological, cognitive or anatomical 
evidence. For instance, Almeida and colleagues 
demonstrated that the uncinate fasciculus, which 
provides orbitofronto-amygdala circuitry, medi-
ates emotional regulation and is abnormal in 
bipolar disorder patients, in terms of fractional 
anisotropy (Almeida et al. 2009). Both single- 
model studies reviewed here (Almeida et al. 2009, 
2011) used a fully connected model to allow all 
possible coupling parameters to be estimated. 
They found that left-sided, top-down orbitome-
dial prefrontal cortex (OMPFC) to amygdala and 
right-sided bottom-up amygdala to OMPFC dis-
tinguished bipolar from major depression.

3.2.8 Model Evidence

In general, model evidence is not straightforward 
to compute, since this computation involves inte-
grating out the dependence on model parameters:

 
p m p m p my y| | , |( ) = ( ) ( )∫ qq qq qqd

 
(3.4)

Therefore, an approximation to the model 
evidence is required. DCM uses the free-energy 
approximation to the model evidence provided 
by the VL algorithm. The model evidence, and 
the VL approximation to it, naturally embod-
ies the accuracy-complexity trade-off that is 
the hallmark of a good model (Pitt and Myung 
2002). The VL algorithm uses a ‘free energy’ 
approximation to the model evidence which 
has been shown to be superior to other infor-

mation  theoretical  criteria (Penny 2012). By 
comparing the evidence of one model relative 
to another, a decision can be made as to which 
is the more veridical (Penny et al. 2003; Friston 
et al. 2008).

3.3 Model Inference

The model inference problem arises naturally 
in nearly every scientific discipline (Anderson 
2008). Most importantly, it requires a well 
thought out specification of the model space – 
that is, the set of hypotheses that are to be con-
sidered. In the simplest case, one will have a null 
model and an alternative model and inference 
can proceed using Bayes factors. Once the evi-
dence has been computed, a model (mi) can be 
compared to another (mj) by means of the Bayes 
factor (Raftery 1995):

 

BFij
i

j

p m

p m
=

( )
( )
y

y

|

|
 

(3.5)

A Bayes factor of 20 (or log Bayes Factor of 3) 
corresponds to a posterior model probability of 
0.95 and is used as the standard decision thresh-
old (Penny et al. 2004).

More generally, one might be able to constrain 
the space of models to a small number. Model 
inference can then proceed using the posterior 
distribution over models, which can be obtained 
from Bayes rule for models:

 

p m
p m p m

p
|

|
y

y

y
( ) =

( ) ( )
( )  

(3.6)

The prior distribution over models, p(m), is 
usually chosen to be a uniform distribution. In 
larger model spaces, it becomes increasingly 
unlikely that high posterior probability mass will 
be attributed to any single model. This is because 
there are likely to be many similar models in 
large model spaces – and they will share prob-
ability mass. This is known as dilution and can 
be dealt with by combining models into families 
(Penny et al. 2010). Models in the same fam-
ily share the same characteristics, for example, 
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nonlinearity, the same driving region or the same 
modulatory connection.

3.3.1 Group Inference

Next, we turn to the topic of model inference 
for data from a group of subjects. There are two 
approaches. Fixed effect analysis (FFX) (Stephan 
et al. 2007a) assumes that all subjects use the 
same model, whereas random effect (RFX) 
analysis assumes different subjects use different 
models (Stephan et al. 2009).

3.3.1.1 Fixed Effect Analysis
In FFX analysis, a group Bayes factor (GBF) 
is computed by multiplying together the Bayes 
factors from the group of subjects. As is consid-
ered in Stephan et al. (2009), the GBF approach 
implicitly assumes that every subject uses the 
same model (Fig. 3.2 This assumption is war-
ranted when studying a basic physiological 
mechanism that is unlikely to vary across sub-
jects, such as the role of forward and backward 
connections in visual processing (Chen et al. 
2009). Li et al. (2011b), for example, studied the 

motor network by perturbing it with transcranial 
magnetic stimulation. With clearly defined tim-
ing in eliciting network responses and the homo-
geneity of motor circuitry over subjects, GBF 
was entirely suitable. In other words, inferences 
relying on GBF will – by default – neglect group 
heterogeneity, whereas functional tasks engaging 
higher cognitive processes may show group het-
erogeneity due to individual differences in cogni-
tive strategies. Moreover, GBF is susceptible to 
outliers – towards which the inference may be 
heavily biased.

3.3.1.2 Random Effect Analysis
An alternative procedure for group level model 
inference allows for the possibility that differ-
ent subjects use different models (Fig. 3.2 This 
is more realistic when investigating pathophysi-
ological mechanisms in a spectrum disorder or 
when dealing with cognitive tasks that can be 
performed with different strategies. In random 
effect analyses, one makes inferences based on 
the posterior estimates of the model frequencies. 
For the kth model, rk denotes the frequency with 
which it is used in the population. Inferences 
are therefore based on the posterior density 

Y4 ∼ p(Y4   mk)
Y3 ∼ p(Y3   mk)

Y2 ∼ p(Y2   mk)

r ~ Dir(r;a)

m4 ~ Mult(m;1,r)
m3 ~ Mult(m;1,r)
m2 ~ Mult(m;1,r)

mk ~ Mult(m;1,r)

m1 ~ Mult(m;1,r)

r

a

Y1 ∼ p(Y1   mk)

Y4 ∼ p(Y4   mk)
Y3 ∼ p(Y3   mk)

Y2 ∼ p(Y2   mk)
Y1 ∼ p(Y1   mk)

a

b

Fig. 3.2 Generative models of multi-subject data. The 
fixed effect model (a) assumes that subject-specific data 
are generated by a particular model. The random-effect 
model (b) suggests that the data-generating models (e.g. 
m1–m4) are treated as random variables. As a consequence, 

the random-effect model allows different structures of 
causal model across subjects (α = parameters of the 
Dirichlet distribution, or model ‘occurrence’ in the popu-
lation level; r = parameters of the multinomial distribu-
tion, or the model)

Y. Yu et al.
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p(rk|y). This can be computed by combining the 
table of model evidences with an uninformative 
prior, p(rk), using a Bayesian inversion scheme. 
Such an inversion can be implemented using a 
 variational approach (Stephan et al. 2009) or 
Gibbs sampling (Penny et al. 2010). One should 
note that the variational approach is only valid 
for small numbers of models (small in relation to 
the number of subjects, e.g. 10 or so models for 
20 or so subjects) and that Gibbs sampling is now 
the standard approach. Both algorithms produce 
approximations to the posterior density on which 
subsequent RFX model comparisons are based. 
One can report the result of RFX model compari-
son using (1) the posterior expected probability 
of observing the kth model or (2) the exceed-
ance probability which reflects the belief that one 
model is more likely than any other in the model 
space.

Passamonti and colleagues provide an exam-
ple of this approach: they investigated the neural 
mechanisms of emotion regulation and assumed 
the underlying cognitive processes would vary 
across the group (Passamonti et al. 2012). Thus, 
their adoption of random-effect BMS procedure 
was appropriate. Another example of model- level 
inference relates to different neural mechanisms 
giving rise to distinct synaesthetic experiences 
that can be explained in terms of alterations in the 
visual processing hierarchy (van Leeuwen et al. 
2011). Generally, RFX is more conservative and 
is robust to outlying subjects.

3.3.1.3 Family Inference
Family inference can proceed using either an 
FFX or RFX approach. Passamonti et al. (2012) 
employed a tripartite model space (‘meta- 
family’) where numbers of driving exogenous 
inputs varied across each subspace. The varia-
tion of the location of driving inputs further 
constituted respective families within each meta- 
family. The authors performed BMS across all 
the meta- families, regardless of any other differ-
ence among the models considered – to establish 
how many inputs were needed. Models within 
the winning meta-family were further com-
pared to determine the location of driving inputs 
(cf. Figure S1 in Passamonti et al. 2012). To 

 summarise, model-level or family-level inference 
is appropriate when the hypothesis of interest can 
be answered in terms of overall model structure 
(i.e. the existence of multiple sets of parameters) 
rather than any specific model parameter.

3.4 Parameter Inference

Finally, we address inferences made on the basis 
of connectivity parameters in the context of a 
group analysis. Assessing the statistical signifi-
cance of posterior estimates of individual model 
parameters is usually the last step in a DCM 
application (Almeida et al. 2009, 2011; Schlosser 
et al. 2010; Banyai et al. 2011; Li et al. 2011b; 
Neufang et al. 2011; van Leeuwen et al. 2011; 
Deserno et al. 2012; Passamonti et al. 2012).

If random effects on parameters are assumed 
in the population, a classical approach can be 
applied (e.g. t-test or ANOVA). Conceptually, 
this conforms to the classical (frequentist) sum-
mary statistics approach – using subject-specific 
MAP (maximum a posteriori) point estimates 
of the coupling parameters. This application is 
used widely (Schlosser et al. 2010; Banyai et al. 
2011; Neufang et al. 2011; Deserno et al. 2012; 
Diwadkar et al. 2012) for identifying significant 
effects between patients and controls.

The summary statistical RFX approach is read-
ily applied to the MAP parameter estimates for 
selected parameters from each subject. However, 
if one has multiple models per subject, then one 
also needs to average over models (accounting 
for the possibility that different subjects use dif-
ferent models). This can be implemented using 
Bayesian model averaging (see below) within 
subjects (over models). The resulting param-
eter estimates can then enter as summary statis-
tics into a classical RFX analysis (e.g. t-test or 
ANOVA).

If fixed effects of parameters are assumed in 
the population, then one can compute a ‘group’ 
model by averaging over the models from sub-
jects in that group. This is a FFX approach and 
can be implemented using Bayesian parameter 
averaging, as described in the next section and in 
Kasess et al. (2010).
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3.4.1 Bayesian Parameter 
Averaging

Bayesian parameter averaging (BPA) has mul-
tiple uses. Generally, it is a procedure to com-
bine parameter estimates from the same model of 
multiple datasets to produce parameter estimates 
from the entire dataset. The data could come 
from DCMs fitted to different sessions from the 
same subject. Or, most often, they could be the 
same model structure fitted to data from multiple 
subjects (Kasess et al. 2010). For example, van 
Leeuwen et al. (2011) summarised model param-
eters using BPA and found that V4 activation in 
synaesthetes was dependent on top-down – rather 
than bottom-up – inputs as a function of whether 
they were a ‘projector’ or an ‘associator’. The 
common feature of all these applications is that 
variability over the model fitting is not taken 
into account. That is, the averaging procedure 
corresponds to a FFX analysis (because only 
one model is used). Mathematically, the poste-
rior means from each model to be combined are 
weighted by their relative posterior precisions; 
this means that estimates with higher precision 
are given greater weight.

Low-level neurophysiological processing 
can be considered as fixed effects since they are 
unlikely to vary across populations, for example, 
Desseilles et al. (2011) and van Leeuwen et al. 
(2011) both interrogated selective colour vision 
processing mechanisms. If this is the case, 
Bayesian parameter averaging (BPA) can be used 
to summarise individual posterior densities of an 
identical optimal model across the entire group 
(Banyai et al. 2011; Desseilles et al. 2011; van 
Leeuwen et al. 2011).

3.4.2 Bayesian Model Averaging

Another approach to summarise parameters as 
random effects is through Bayesian model aver-
aging (BMA). In this sort of averaging, there are 
multiple models of the same data (as opposed to 
a single model of multiple datasets). BMA is usu-
ally performed within a model family, where no 
model within the family clearly outperforms all 
others. It can also be applied to the whole model 

space. As such, parameter inference no longer 
depends on a particular model selection. For 
instance, Deserno et al. (2012) employed BMA in 
a DCM study of working memory in schizophre-
nia. They first performed a family-level inference 
and found that the family of models with modula-
tion of backward connections from prefrontal to 
parietal cortex was the clear winner. They then 
performed BMA for each subject, entered the 
averaged parameters as summary statistics into a 
two-sample t-test and found reduced connectivity 
in the schizophrenic group (cf. Figures 3 and 4, 
Table 2 in Deserno et al. (2012)).

The relationships among the various model 
and parameter inference procedures perhaps 
seem complicated on a first reading but are clearly 
laid out in, for example, Fig. 3.1 of Stephan et al. 
(2010). Once one appreciates the simplicity of 
pooling evidence for different models and param-
eters, Bayesian model and parameter averaging 
can be a powerful approach to testing specific 
mechanistic hypotheses – particularly in psychi-
atric research.

3.5 DCM in Psychiatry

Modern neuropsychiatric studies aim to character-
ise clinical syndromes in terms of their ‘biomark-
ers’ (Gillihan and Parens 2011; Masdeu 2011; 
Linden 2012). This is because relying only on 
clinical descriptive criteria is sometimes inaccu-
rate and may falsely categorise a patient (Linden 
and Thome 2011; Linden 2012). With the advent 
of functional neuroimaging techniques, regional 
responses elicited by neuropsychological tasks 
have provided a better characterisation of psychi-
atric disorders. However, regional activation only 
partially reflects cognitive processing. Recent 
developments in connectivity analysis are an 
important complement, which may provide bio-
logically grounded descriptions of neuroimaging 
phenotypes (Rowe 2010; Linden 2012). In this 
section, we summarise some of the most recent 
psychiatric neuroimaging studies that use DCM.

Since the first DCM application in cognitive 
science by Mechelli et al. (2003), DCM-related 
studies have proliferated, with a PubMed search 
producing about 200 articles, of which, 30 
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 specifically address findings related to psychi-
atric disorders or neuropsychiatric treatments. 
Most of these articles were published after 2010. 
We review some of these studies – focussing 
on whether differences between psychiatric and 
control groups were made based on parameter-, 
model- or family-level inference. We have exam-
ined four types of study, as characterised by their 
methodological approach:
(1) Parameter inference: single model, parame-

ter difference between groups (patients vs. 
control or patients vs. patients) (Almeida 
et al. 2009, 2011)

 (2) Parameter inference: a winning model from 
competing models, parameter difference 
between groups (Schlosser et al. 2010; 
Banyai et al. 2011; Desseilles et al. 2011; Li 
et al. 2011b; Neufang et al. 2011; Diwadkar 
et al. 2012)

 (3) Parameter inference: a winning family from 
competing model families, parameter differ-
ence between groups in terms of within- 
family model averaging (Deserno et al. 2012)

 (4) Model structure inference: distinctive winning 
models/model families across groups (van 
Leeuwen et al. 2011; Passamonti et al. 2012)

We have accordingly extracted 11 relevant 
studies as summarised in Table 3.1 (Almeida 
et al. 2009, 2011; Schlosser et al. 2010; Banyai 
et al. 2011; Desseilles et al. 2011; Li et al. 2011b; 
Neufang et al. 2011; van Leeuwen et al. 2011; 
Deserno et al. 2012; Diwadkar et al. 2012; 
Passamonti et al. 2012). All these studies were 
based on the (original) deterministic, single-
state neuronal state equation, and two of the 
studies included a nonlinear model (Desseilles 
et al. 2011; Neufang et al. 2011). Patient-
control or disorder-related comparisons were 
addressed in all but two studies (Li et al. 2011b; 
Passamonti et al. 2012). Li et al. (2011b) and 
Passamonti et al. (2012) recruited only healthy 
subjects but related results to psychiatric stud-
ies. Interestingly, the number of regions in each 
model varied from two to six nodes – according 
to the different neural systems being examined. 
Exogenous inputs were principally experimen-
tally designed block/event stimulus functions and 
served to perturb domain or cognitively specific 
regions – except for Li et al. (2011b) that drove 

neural responses in non-primary sensory regions. 
Two of the studies (Almeida et al. 2009, 2011) 
drew their conclusions based on a single-model, 
group-wise parameter comparison. Others relied 
on the Bayesian model selection using multiple 
competing models, three of which (Desseilles 
et al. 2011; Deserno et al. 2012; Passamonti et al. 
2012) used model space partitioning. This brief 
review of dynamic causal modelling in psychiat-
ric research illustrates the diversity of hypotheses 
that has been addressed. It also highlights the 
potential usefulness of Bayesian model selection 
– and Bayesian parameter averaging – in testing 
mechanistic hypotheses about the pathophysiol-
ogy of distributed processing that is manifested 
as changes in connectivity.

Conclusion

This chapter has described the basic principles 
of DCM – with a focus on how to implement 
parameter-, model- and family-level infer-
ences in analyses of data from groups of sub-
jects. We have not elaborated on some of the 
more recent developments in DCM that we 
expect will impact on the neuroimaging of 
psychiatric disorders. These include the use of 
two-state DCMs, in which neuronal activity is 
represented by separate populations of excit-
atory and inhibitory cells and stochastic 
DCMs in which neuronal activity is modelled 
via a combination of deterministic flow and 
stochastic innovations – thus, better describ-
ing the interaction between exogenous and 
endogenous brain activity. Moreover, there is 
a library of DCMs for the study of effective 
connectivity based on EEG, MEG and LFP 
data (Litvak et al. 2011) that may usefully 
complement the use of dynamic causal model-
ling in fMRI.
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      Abbreviations 

  AAS    Average artefact subtraction   
  ACC    Anterior cingulate cortex   
  ADHD    Attention defi cit/hyperactivity disorder   
  BCG    Ballistocardiogram   
  BOLD    Blood oxygenation level dependent   
  DAN    Dorsal attention network   
  DMN    Default-mode network   
  EPSP    Excitatory postsynaptic potential   
  ERP    Event-related potential   
  GBR    Gamma-band response   
  GLM    General linear model   
  HRF    Haemodynamic response function   
  IPSP    Inhibitory postsynaptic potential   
  LFPs    Local fi eld potentials   
  LORETA     Low-resolution brain electromagnetic 

tomography   
  PCA    Principal component analysis   
  RF    Radio frequency   
  SN    Salience network   

4.1          Introduction 

 Multimodal brain imaging has already been shown 
to be a very important approach for gaining new 
insights into physiological brain functions and 

pathophysiological mechanisms in neuropsychi-
atric disorders over the last few years. Referring 
to this, the simultaneous measurement of electri-
cal activity and the corresponding haemodynamic 
responses with combined recordings of electro-
encephalography (EEG) and functional magnetic 
resonance imaging (fMRI) represents one of the 
most powerful techniques. The complex deal-
ing with the specifi c practical problems of this 
approach is easily outweighed by the opportunity 
to relate both modalities to actual brain events 
combining the high temporal resolution of EEG 
with the superior spatial information provided 
by fMRI. In this manner, it is possible to make 
progress in several important up-to-date research 
questions addressed in psychiatric neurosciences 
(Villringer et al.  2010 ). 

 Key principles in the organisation of brain 
function are functional segregation and inte-
gration (Friston  2009 ). Therefore, the charac-
terisation of connectivity mechanisms in brain 
networks is the major goal in human neurosci-
ence today (Fox and Friston  2012 ). Disturbances 
of connectivity are supposed to be a very relevant 
pathophysiological factor of neuropsychiatric 
disorders such as schizophrenia (Schmitt et al. 
 2011 ). fMRI is a powerful tool in characterising 
network structures (e.g. brain regions involved 
in a specifi c cognitive task) and interactions of 
brain regions. These interactions can be exam-
ined concerning the correlational relationship 
between brain regions (functional connectivity) 
or, even more sophisticated, with respect to the 
directed infl uence from one region to another 
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(Friston et al.  2011 ). However, fMRI does not 
directly take the measurement of neuronal activ-
ity. In fact, functional coupling in the brain is 
realised by oscillation patterns in different fre-
quency bands which can be directly assessed 
using EEG (Buzsaki and Watson  2012 ). For 
instance, low- frequency activity such as theta 
oscillations (4–8 Hz) is critically involved in 
the interaction between the hippocampus and 
the prefrontal cortex (Colgin  2011 ; Fujisawa 
and Buzsaki  2011 ), and high-frequency gamma 
oscillations (>30 Hz) are known to be critically 
relevant for the synchronisation of neural net-
works during perceptual processing (Fisch et al. 
 2009 ) or cognitive processes (Herrmann et al. 
 2010 ). Mechanisms of disturbed connectivity 
underlying the pathophysiology of neuropsy-
chiatric disorders are related to new therapeu-
tic strategies, e.g. in schizophrenia treatment: 
patients with schizophrenia show disturbances 
with respect to gamma oscillations (Leicht et al. 
 2010 ,  2011 ; Spencer et al.  2003 ). The generation 
of these oscillations in the brain is dependent of 
an intact function of the NMDA receptor (Carlen 
et al.  2012 ) providing the link to a promising 
new approach for treating schizophrenia which 
is based on an improvement of glutamatergic 
neurotransmission at the NMDA receptor (Javitt 
 2012 ). The simultaneous measurement of EEG 
and fMRI provides the possibility of bringing 
together both the spatial characterisation of the 
network and the description of the neurophysi-
ological coupling mechanisms involved (Mulert 
and Lemieux  2010 ; Ullsperger and Debener 
 2010 ). Thus, EEG-fMRI represents an important 
tool for the investigation of disturbances of the 
interaction between brain regions in neuropsy-
chiatric disorders.  

4.2    Physiology 

 Being aware of the processes within the brain 
resulting in EEG or fMRI activity is crucial for 
the understanding of the physiological back-
ground of simultaneous EEG-fMRI measure-
ments. EEG is a measure of voltage fl uctuations 
resulting from ionic current fl ows within the 

 neurons of the brain recorded along the scalp 
(Niedermeyer and Lopes Da Silva  2004 ). An 
EEG electrode placed on the scalp records the 
summed signal from millions of neurons refl ect-
ing the synchronous activity of a neuron popula-
tion with similar spatial orientation. The electric 
potential generated by single neurons is far too 
small to be picked up (Murakami and Okada 
 2006 ). The orientation of apical dendrites of 
pyramidal neurons of the cortex is mainly per-
pendicular to the cortical surface which facili-
tates the cumulative summation of electric 
potentials generated by a simultaneously fi ring 
population of pyramidal cells. Therefore, most of 
the EEG signal is produced by cortical pyramidal 
cells (Davidson et al.  2000 ). The EEG signal of a 
certain generator within the brain decreases by 
the square root of the distance between source 
and EEG electrode. Thus, the EEG recording of 
activity generated in deep brain sources is more 
diffi cult than measuring currents generated near 
the skull. 

 EEG is well known to basically represent syn-
aptic activity although there are some exceptions 
(e.g. high-frequency bursts representing action 
potentials). Next to the apical dendrite and the 
soma of a pyramidal cell, both excitatory and 
inhibitory postsynaptic potentials (EPSP and 
IPSP) produce current sinks and sources in the 
extracellular medium. This results in a dipolar 
confi guration of sinks and sources. The in vivo 
measurement of this activity of a number of sur-
rounding neurons reveals local fi eld potentials 
(LFPs). LFPs represent a summation of synaptic 
events, including afferent inputs and synaptic 
inputs originating from local neurons. The elec-
trocorticogram detects LFPs measured at the cor-
tical surface, whereas the EEG records at longer 
distance even from the scalp (Mulert and Lemieux 
 2010 ; Niedermeyer and Lopes Da Silva  2004 ). 

 With respect to the question whether fMRI 
signals are related to similar or different aspects 
of neuronal activity, it turned out that in many 
cases the fMRI signal correlates equally well 
with LFPs and spiking activity. However, in a 
few studies, it has been successfully realised to 
differentiate between synaptic activity and spik-
ing activity with regard to the related blood 
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 oxygenation level-dependent (BOLD) signal 
(Shmuel  2009 ) showing a much closer relation-
ship between fMRI haemodynamic changes and 
presynaptic and postsynaptic processing of 
incoming afferents compared to output efferents 
of a brain region (Logothetis et al.  2001 ; Rauch 
et al.  2008 ; Thomsen et al.  2004 ; Viswanathan 
and Freeman  2007 ). In summary, though EEG 
and fMRI are obviously very different in terms 
of signal that is actually measured, they repre-
sent considerably overlapping neuronal activity, 
which is mainly synaptic activity. 

 Due to the sluggishness of the haemodynam-
ics, the maximum of the BOLD response to a cer-
tain event does not appear until after a few 
seconds (Boynton et al.  1996 ). For this reason the 
temporal resolution of BOLD measurements is 
physically limited to a range of a few hundreds of 
milliseconds. The temporal resolution of EEG is 
in the range of 1 ms or less, but the spatial resolu-
tion of EEG source localisation approaches is 
physically limited by the distance of the neural 
sources from the electrodes and volume conduc-
tivity effects. Thus, the spatiotemporal patterns 
derived from simultaneously recorded EEG- 
fMRI are signifi cantly enhanced by anatomically 
informed source spaces derived from fMRI data 
and temporal high-resolution neural activity rep-
resentation from EEG. Using the high temporal 
resolution of simultaneously recorded EEG for 
the augmentation of the fMRI temporal model, it 
is possible to study neural events whose charac-
terisation would otherwise be impossible at the 
fMRI temporal scale (Goebel and Esposito  2010 ).  

4.3    The Inverse Problem of EEG 

 A basic problem in EEG research is how to esti-
mate the neuronal sources underlying a certain 
distribution of electrical potentials recorded at 
the scalp. This so-called inverse problem of EEG 
has no unique solution because a given EEG 
scalp distribution of electric potentials can be due 
to an infi nite number of possible source confi gu-
rations within the brain (Von Helmholtz  2004 ). 
Lesion studies or intracranial recordings may 
offer general information about ERP generation, 

but are limited to specifi cally selected groups and 
not applicable to studies investigating healthy 
participants or the majority of neuropsychiatric 
patients. Therefore, several approaches of esti-
mating the underlying generators of a given EEG 
signal have been suggested. Already available 
approximation procedures for EEG source locali-
sation use specifi c assumptions concerning the 
properties of the generators, conductive media or 
recording electrodes like restricting the source 
space to the grey matter of realistic head models 
derived from subject-specifi c MRI information 
or the “smoothness assumption” implemented in 
the LORETA (low-resolution brain electromag-
netic tomography) approach of Pascual-Marqui 
et al. ( 1994 ,  1999 ). The latter is based on neuro-
physiological fi ndings of animal studies showing 
that neighbouring neurons are most likely to be 
active synchronously and simultaneously (Gray 
et al.  1989 ; Llinas  1988 ). However, compared to 
fMRI, these approaches lead to a worse spatial 
resolution of source localisation. This consider-
ation, along with the limitations of EEG with 
respect to activity generated in deep brain 
sources, obviously suggests that the combination 
of the high spatial resolution and connectivity 
measures of fMRI with simultaneous EEG mea-
surements providing high time resolution and 
direct assessment of functional coupling in the 
brain offers a powerful technique for the identifi -
cation of electrical generators of the EEG signal 
(Debener et al.  2005 ; Eichele et al.  2005 ; Mulert 
et al.  2008 ,  2010 ). However, no general one-to- 
one relationship between EEG and fMRI signal 
can be premised: for instance, neural activity 
may be related to BOLD signal changes but not 
to scalp EEG changes due to spatial orientations 
of the electrical generators or origin in nonpyra-
midal neurons (Nunez and Silberstein  2000 ). On 
the other hand, haemodynamic changes related to 
highly synchronous activities of a small number 
of neurons detectable with EEG could be too 
small to survive statistical testing. Keeping these 
limitations in mind, it can be stated that EEG- 
fMRI investigations have the potential to signifi -
cantly increase our knowledge of electrical 
generators of EEG signal and understanding of 
brain activity.  
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4.4    Technique: Safety and 
Quality Issues 

 The simultaneous measurement of EEG and 
fMRI requires careful consideration of partici-
pant’s safety and precautions with respect to EEG 
and fMRI data quality. In the following, these 
requirements for a successful EEG-fMRI record-
ing and an appropriate management of specifi c 
artefacts will be summarised. A comprehensive 
survey of these issues is provided by Allen (Allen 
 2010 ). 

4.4.1    Recording 

 In addition to the specifi cations of a conventional 
EEG system, EEG recording devices for use in 
the MRI scanner may not include ferrous materi-
als, need to limit radio frequency emissions to 
preserve fMRI image quality and have to deal 
with the presence of static and time-varying mag-
netic fi elds. Changes of the magnetic fi eld induce 
EEG signal artefacts depending on the arrange-
ment of EEG electrode leads. In order to reduce 
these artefacts, the area of loops formed by the 
EEG electrode leads has to be minimised. This 
can be achieved by bunching electrode leads 
together and twisting the wires together along 
their path from the subject’s head to the EEG 
amplifi ers (Vasios et al.  2006 ). Commonly used 
electrode caps further reduce loop areas inevita-
bly present in multichannel EEG recordings 
(Baumann and Noll  1999 ; Laufs et al.  2003 ). 
EEG artefacts are also induced by variation in 
loop areas in the static fi eld due to a movement of 
electrode leads. This might be caused by small 
head movements (Hill et al.  1995 ), scanner vibra-
tions (Garreffa et al.  2004 ) or a ballistocardio-
gram (Debener et al.  2008 ). In order to 
signifi cantly reduce these artefacts, techniques 
such as weighing down the electrode leads using 
sandbags and placing a tight bandage over the 
subject’s head (Benar et al.  2003 ), using elec-
trode caps (Kruggel et al.  2000 ) or immobilising 
the subject’s head (Anami et al.  2003 ) have suc-
cessfully been adopted. 

 The changing of magnetic fi elds applied for 
fMRI data acquisition causes another EEG arte-
fact (imaging or gradient artefact) inducing elec-
tromotive forces in the electrode lead loops. The 
reduction and subsequent removal of these arte-
facts during postprocessing of EEG data requires 
low-pass fi ltering at the front end of the EEG 
instrumentation (Anami et al.  2003 ), a fast sam-
pling rate (typically 5 kHz) (Allen et al.  2000 ) 
and a synchronisation of the EEG sampling to the 
MR scanner clock (Mandelkow et al.  2006 ). 
Moreover, saturation of the EEG instrumentation 
has to be avoided for a suffi cient recording of 
EEG gradient artefacts which is mandatory for 
the removal of the artefact without losing the 
underlying physiological signal. 

 With respect to the quality of MRI data mea-
sured in a simultaneous EEG-fMRI set-up, any 
radio frequency (RF) emission from the EEG 
equipment will lead to artefacts in the MR 
images. Therefore, radio frequency signals have 
to be minimised by using low-power digital com-
ponents and conductive enclosures of all active 
circuitries and eliminating the ingress of radio 
frequency from outside the scanner (e.g. by trans-
mitting the EEG data to the receiver in the con-
sole room via fi bre optic cables) (Allen et al. 
 2000 ; Garreffa et al.  2004 ).  

4.4.2    Safety Issues 

 From the very beginning of EEG recordings in 
the MR scanner, safety issues have been an 
important aspect. First, the static magnetic fi eld 
exerts a force on ferromagnetic materials. 
Fortunately, there are several commercially avail-
able MR-compatible EEG equipments using non-
ferromagnetic materials. However, any new EEG 
instrumentation introduced into the MR scanner 
must be tested for displacement force and torque 
(Woods  2007 ). Secondly, changing gradient and 
RF fi elds applied during imaging induce currents 
in the EEG electrodes and the attached wires 
(Lemieux et al.  1997 ). The main hazard is 
the RF-related heating of electrodes or brain tis-
sue which is dependent on several factors such as 

G. Leicht and C. Mulert



63

the fi eld strength of the MRI scanner, the scan-
ning sequence, the number and shape of EEG 
electrodes or the arrangement of electrode leads 
(Lemieux et al.  1997 ). In order to minimise this 
hazard, EEG instrumentation with electrode cur-
rent limiting resistors and minimised electrode 
lead loops is commonly used. Allen provides a 
comprehensive overview of safety issues of 
simultaneous EEG-fMRI measurements (Allen 
 2010 ). Taking all aspects into account, simulta-
neous recordings of EEG and fMRI have been 
repeatedly and safely performed with scanners 
up to 3 Tesla and can be considered as a standard 
imaging technique. The specifi c safety instruc-
tions provided with the commercially available 
MR-compatible EEG equipment need to be 
regarded. However, EEG-fMRI measurements 
using higher-fi eld scanners necessitate additional 
precautions and further investigation (Neuner 
et al.  2013 ).  

4.4.3    EEG Artefacts 

 Two main artefacts have to be considered for the 
analysis of EEG data recorded simultaneously 
with fMRI: the cardiac pulse-related artefact and 
the image acquisition artefact. The cardiac pulse- 
related artefact which is often also referred to as 
ballistocardiogram or BCG artefact results from 
the interaction between the active cardiovascular 
system and the static fi eld inside the scanner. 
Motions related to cardiac activity like the axial 
head rotation (Mullinger et al.  2013b ; Nakamura 
et al.  2006 ), the pulsatile movements of scalp 
vessels on adjacent electrodes and the motion of 
the blood (i.e. changes in blood velocity) are sup-
posed to contribute to the origin of the BCG arte-
fact. The BCG artefact represents a rather 
complicated, dynamic contribution to the EEG 
signal adding a range of topographies and signa-
tures (Debener et al.  2010 ). It consists of ampli-
tudes and frequencies which are close to the 
range of the physiological EEG signal and shows 
synchrony with the cardiac rhythm apparent from 
a simultaneously recorded ECG (Debener et al. 
 2008 ). 

 The image acquisition artefact, which is often 
also referred to as gradient artefact, leads to a 
complete obscuration of the physiological EEG 
in simultaneously recorded EEG-fMRI (Allen 
et al.  2000 ; Ives et al.  1993 ). It results from the 
application of rapidly varying magnetic fi eld gra-
dients and RF pulses during fMRI echo planar 
imaging sequences which electromagnetically 
induce electromotive forces in electrodes, leads, 
subject and amplifi er. The gradient artefact is 
characterised by amplitudes typically more than 
two orders of magnitude higher than the physi-
ological EEG signal (Felblinger et al.  1999 ) 
and a power spectrum overlapping that of the 
physiological EEG (Ritter et al.  2008 ). However, 
caused by a repeated, constant and predefi ned 
RF and gradient switching sequence, gradient 
artefacts have a strong deterministic component 
(Ritter et al.  2010 ). 

 For both types of artefacts, today there are 
strategies available with suffi cient effi cacy trying 
to either avoid or reduce the artefacts during data 
acquisition or remove the artefacts during 
postprocessing. 

 In order to avoid the interference of BCG arte-
facts with the EEG signal of interest during 
simultaneous EEG-fMRI measurement, Ertl 
et al. suggested to present stimuli dependent on 
the presence of a cardiac pulse within pulse-free 
intervals (Ertl et al.  2010 ). Postprocessing strate-
gies for the management of BCG artefacts are 
based either on waveform removal approaches 
such as the average artefact subtraction (AAS) 
algorithm (Allen et al.  1998 ) and variants of it (de 
Munck et al.  2013 ; Ellingson et al.  2004 ; Laufs 
et al.  2008 ) or on pattern removal approaches 
such as principal component analysis (PCA) or 
independent component analysis (ICA) (Benar 
et al.  2003 ; Liu et al.  2012 ) or on combinations of 
both approaches (Debener et al.  2007 ; Niazy 
et al.  2005 ). Furthermore, new strategies include 
the application of optical motion tracking sys-
tems (Levan et al.  2013 ). 

 In order to avoid the interference of gradient 
artefacts with the physiological EEG signal, inter-
leaved protocols are a possible approach: MR 
acquisition is discontinued at regular intervals to 
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gain intervals of gradient artefact-free EEG data 
(Ives et al.  1993 ; Mulert et al.  2008 ,  2010 ; Ritter 
et al.  2008 ). Interleaved protocols are generally 
less fl exible. However, they are suitable for the 
investigation of certain forms of brain activity 
such as evoked responses or slowly varying 
rhythms. A reduction of the image acquisition 
artefacts at source during recording can be 
achieved by using proper EEG equipment, mini-
mising the conductor loop area, reducing the con-
ductor movement by immobilisation of the 
subject’s head, weighing the EEG instrumentation 
and adjusting the subject’s axial position 
(Mullinger et al.  2011 ,  2013a ; Yan et al.  2009 ). 
Anami et al. introduced the so-called “stepping 
stone sampling” method which strongly attenuates 
the amplitude of the imaging artefact (Anami et al. 
 2003 ). By modifying a blip-type echo planar 
sequence, they were able to perform EEG sam-
pling exclusively in the period in which the gradi-
ent artefact resided around the baseline level. The 
variability of the gradient artefact can be reduced 
by synchronising the internal clocks of both the 
MRI and the EEG acquisition system and setting 
the repetition time of the MRI sequence a multiple 
of the EEG sampling interval (Mandelkow et al. 
 2006 ,  2010 ). Thus, the artefact removal by com-
mon mean template subtraction methods during 
postprocessing can be facilitated which are very 
effi cient and used today even as online artefact 
removal that allows immediate inspection of the 
ongoing EEG (Allen et al.  2000 ). This artefact 
template subtraction approach assumes that the 
shape of the artefact is quite constant over time 
and that the artefact is not correlated with the 
physiological EEG signal (Hill et al.  1995 ). For 
every EEG channel artefact templates are calcu-
lated as the mean of a certain number of single 
artefacts and subtracted from the EEG (Allen et al. 
 2000 ). Several enhancements of this approach (de 
Munck et al.  2013 ; Freyer et al.  2009 ; Negishi 
et al.  2004 ; Niazy et al.  2005 ; Sun and Hinrichs 
 2009 ) and its combination with other methods 
such as ICA (Mantini et al.  2007 ) are available. 

 Compared to the analysis of EEG components 
with slower frequencies, the investigation of 
high-frequency oscillations such as gamma oscil-
lations causes additional diffi culties. The ampli-
tudes of these subtle EEG rhythms are relatively 

small because the skull tissue acts as a low-pass 
fi lter. Therefore, the signal-to-noise ratio is low, 
especially in the MRI environment with high 
artefact contamination. Concerning technical 
problems, a suffi cient analysis of EEG gamma 
activity recorded in the MRI scanner may some-
times be diffi cult due to EEG artefacts caused by 
the MRI environment. One example is an EEG 
artefact in the frequency range between 30 and 
60 Hz generated by the helium pump of the MRI 
scanner. Switching this pump off for some time 
during the simultaneous EEG-fMRI recording 
can solve this problem (Mulert et al.  2007 ). 
Another systematic artefact affecting physiologi-
cally relevant high-frequency brain rhythms in 
the EEG signal is induced by the internal ventila-
tion system of certain MR scanners which can be 
eliminated by switching off the ventilator 
(Nierhaus et al.  2013 ). Furthermore, the avail-
ability of the high-frequency EEG range can be 
enhanced by the “stepping stone sampling” 
method (Anami et al.  2003 ) and the synchronisa-
tion of the MRI sequence with the sampling pat-
tern of the EEG (Mandelkow et al.  2006 ).  

4.4.4    FMRI Artefacts 

 In general, properly designed and tested EEG 
instrumentation should not substantially decrease 
MR image quality. However, the presence of an 
EEG system in the scanner room can interact 
with the magnetic fi elds used for MR data acqui-
sition and, therefore, affect the fMRI signal-to- 
noise ratio. Even material with a weak magnetic 
susceptibility such as MRI-compatible EEG caps 
can introduce MR image artefacts due to an inho-
mogeneity of the magnetic fi eld (Mullinger et al. 
 2008 ). However, carefully chosen and tested 
commercially available MR-compatible EEG 
equipments have only small deteriorating infl u-
ence on image quality (Carmichael  2010 ).   

4.5    Analysis Methods 

 The most effective way of combining EEG and 
fMRI data sets into one unique data model is still 
an active area of research trying to integrate 
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knowledge derived from neuroscience, physics 
and computer science (Huster et al.  2012 ). In 
general, two different approaches have been sug-
gested (Goebel and Esposito  2010 ): the integra-
tion of EEG and fMRI in the spatial domain and 
the integration of EEG and fMRI in the temporal 
domain. 

4.5.1    fMRI-Informed EEG Source 
Localisation 

 In order to integrate information from simultane-
ously acquired EEG and fMRI data in the spatial 
domain, fMRI is used to map detailed spatial pat-
terns of the brain activity of interest within the 
cortex source space. One approach for multi-
modal integration of EEG and fMRI has been to 
treat the simultaneously recorded EEG and fMRI 
data separately and compare the results in space 
for the purpose of cross-validation, e.g. by pro-
jection of the localisation results onto a common 
anatomical space (Mulert et al.  2004 ,  2005 ; 
Musso et al.  2011 ; Opitz et al.  1999 ). 

 The good spatial resolution of fMRI on 
the one hand and the inverse problem of the 
EEG on the other led to the development of 
approaches using spatial patterns derived from 
fMRI in combination with forward and inverse 
solutions for the source localisation of simul-
taneously recorded EEG phenomena. Based 
on the fMRI activation clusters, spatial con-
straints are introduced in EEG source locali-
sation approaches for EEG spatial modelling 
(Bledowski et al.  2004 ). Thus, the information 
derived from fMRI selects a network of possible 
EEG regional sources that can be characterised 
with respect to specifi c time or time-frequency 
features. fMRI spatial information can either 
be incorporated into the estimation of the dis-
tributed inverse solution (Babiloni et al.  2003 ) 
or simply be used to identify the regions of 
activity in the cortex source space in order to 
analyse their electrophysiological properties. 
Approaches using Bayesian modelling have 
integrated fMRI-activated regions in the form 
of statistical priors and tested whether such 
fMRI constraints are compatible with the EEG 
data (Grova et al.  2008 ). 

 The potential discrepancy between EEG gen-
erator and BOLD localisation (e.g. regions that 
respond selectively to one of the modalities) 
could be a limitation of fMRI-informed EEG 
source localisation approaches, e.g. in the case of 
an actual EEG source that is not seen by fMRI. 
Moreover, for EEG dipolar source localisation, 
the selection of sources derived from fMRI to be 
used for EEG source localisation is a crucial 
point as the number of sources is a very sensitive 
parameter (Liu et al.  2006 ).  

4.5.2    EEG-Informed fMRI 

 In order to integrate EEG and fMRI data in the 
temporal domain, a common approach is to use 
information derived from EEG to inform the 
fMRI analysis. This is done by introducing infor-
mation derived from EEG into the prediction of 
fMRI signal time courses during the fi tting of a 
general linear model (GLM) to the fMRI data 
from every brain voxel. By this means, voxels 
can be identifi ed at which the BOLD signal is 
signifi cantly correlated with a time course of a 
specifi c EEG phenomenon. This results in 3D 
maps representing brain regions specifi cally 
related to an EEG-derived temporal reference. 
Usually, EEG data are fi rst analysed in the chan-
nel or source space and characterised in the time 
(e.g. amplitude peaks at a specifi c latency) or fre-
quency (e.g. spectral power and phase distribu-
tion in certain frequency ranges) domain. The 
trial-by-trial variation or the spectrotemporal 
changes of one or more EEG parameters are 
extracted and used to create a temporal model for 
the fMRI analysis. Before introducing these time 
courses into a fMRI GLM, a correction for fMRI 
haemodynamics is required, e.g. the convolution 
with a haemodynamic response function (HRF) 
(Boynton et al.  1996 ). Moreover, the EEG- 
derived time courses have to be orthogonalised to 
the standard fMRI response (Eichele et al.  2005 ; 
Mulert et al.  2008 ) 

 One approach of EEG-informed fMRI has 
been to use the EEG in order to identify an onset 
of a certain event such as epileptic events. These 
event onsets are modelled as, e.g. a stick function 
of unitary amplitude, convolved with a HRF and 
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then used in an event-related fMRI analysis to 
create regressors resulting in a model of the 
event-related haemodynamic change (Gotman 
et al.  2006 ; Lemieux  2004 ). Other strategies have 
been to include EEG parameters such as ERP 
amplitudes as a covariate into a fMRI GLM anal-
ysis (Regenbogen et al.  2012 ) or to examine cor-
relations between parameters derived from 
simultaneously recorded but separately analysed 
EEG and fMRI data (Diukova et al.  2012 ; Huster 
et al.  2011 ; Mulert et al.  2005 ). The latter has 
been adopted in psychiatric studies investigating 
alcohol-dependent and ADHD patients (Karch 
et al.  2008 ,  2010 ). 

 The use of EEG-derived single-trial and spec-
tral information for the integration of EEG and 
fMRI data has widely been applied in sensory 
and cognitive neuroscience. Intertrial fl uctua-
tions can be characterised by temporal structure, 
time-frequency structure (Wang et al.  2007 ) as 
well as spatial topography across sensors or com-
binations of those (Li et al.  2007 ). Compared to 
observation of certain processes in the channel 
space of the EEG, approaches such as ICA can 
help here to improve the separation of the activity 
from different sources and artefacts by decom-
posing channel time series into independent com-
ponents (Lavric et al.  2011 ; Makeig et al.  2002 ). 
With respect to the fusion of EEG and fMRI data, 
introducing a parametric regressor derived from a 
single-trial analysis of the EEG data (e.g. in 
response to certain stimuli) offers the possibility 
of exploring the relationship between EEG and 
haemodynamic signals. For example, this  strategy 
has been adopted to investigate BOLD correlates 
of ERP amplitudes (Debener et al.  2005 ; Eichele 
et al.  2005 ; Mulert et al.  2008 ; Scheibe et al. 
 2010 ) and latencies (Benar et al.  2007 ). Another 
approach is the examination of specifi c BOLD 
responses corresponding to the power amplitude 
of oscillations in a certain frequency range. The 
single-trial coupling of power amplitudes of the 
early auditory evoked EEG gamma- band 
response (GBR) and fMRI revealed GBR-specifi c 
activations in the auditory cortex, the ACC and 
the thalamus (see Fig.  4.1 ) (Mulert et al.  2010 ). 
These results show the possibility of the EEG-
informed fMRI approach to detect subcortical 

structures related to the generation of EEG phe-
nomena and validate GBR EEG source localisa-
tion results of a reduced activity of GBR 
generators in the auditory cortex and the ACC in 
patients with schizophrenia (Leicht et al.  2010 ).

   Using EEG-fMRI, several studies also suc-
cessfully tried to identify brain regions associ-
ated with changes in ongoing brain rhythms 
(Hanslmayr et al.  2011 ; Michels et al.  2012 ; 
Sadaghiani et al.  2010 ; Scheeringa et al.  2011 ). 
Therefore, in general, the spectral power in one 
or more specifi c frequency bands has been quan-
tifi ed for each of several short epochs of EEG. 
After convolving this power time series with a 
HRF, it is entered as a regressor in the fMRI 
GLM analysis. 

 The so-called joint ICA has been proposed as 
an alternative approach to the analysis techniques 
outlined above. This multivariate approach for the 
integration of EEG and fMRI measures tries to 
identify meaningful patterns in an EEG-fMRI 
joint data space considering EEG and fMRI sig-
nals together (Eichele et al.  2008 ; Kraut et al.  2003 ; 
Lei et al.  2010 ; Mangalathu-Arumana et al.  2012 ; 
Moosmann et al.  2008 ; Ostwald et al.  2012 ). EEG 
source localisation prior to the fusion of EEG and 
fMRI information may be another way of enrich-
ing the interpretation of EEG-fMRI patterns by 
separating the activity from different sources and 
additionally providing spatial information on the 
process of interest (Brookes et al.  2008 ). For 
example, Esposito et al. used the local source 
power trial-by-trial variation derived from EEG 
source localisation of the ERP of interest as an 
input for single-trial EEG-fMRI coupling 
(Esposito et al.  2009 ).  

4.5.3    EEG-Informed fMRI and 
Functional Connectivity 
of Resting-State Networks 

 The functional connectivity between brain regions 
of intrinsic brain networks such as the default-
mode network (DMN) is known to be increased. 
Patients with several neuropsychiatric diseases 
show alterations in resting-state networks, e.g. 
in Alzheimer’s disease (Franciotti et al.  2013 ). 
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Studies using simultaneous EEG- fMRI mea-
surements investigated resting-state activity with 
respect to BOLD correlates of EEG oscillations 
of specifi c frequencies such as alpha- oscillations 
(Goldman et al.  2002 ; Laufs et al.  2003 ; 
Moosmann et al.  2003 ). Beyond that, the EEG 
signal has also been related to the functional con-
nectivity within and between networks in order 
to characterise network dynamics. For example, 
delta and beta oscillations explain 70 % of the 
DMN variance of functional connectivity (Hlinka 
et al.  2010 ). An increase of alpha power leads to 
a decrease of fMRI connectivity between the pri-
mary visual cortex and occipital regions as well 
as a decrease of the negative coupling between 
visual areas and regions of the DMN (Scheeringa 
et al.  2012 ). The strength of connectivity between 
DMN and the dorsal attention network (DAN) has 

been found to be inversely correlated with alpha 
power, whereas alpha power correlated with the 
spatial extent of anticorrelation between DMN 
and DAN (Chang et al.  2013 ). 

 FMRI patterns have also been related with 
complex patterns of EEG organisation such as 
so-called microstates. These are quasi-stable and 
unique topographic representations of the EEG 
refl ecting the summation of concurrent neuronal 
activity across brain regions rather than being 
specifi c for a certain frequency band (Lehmann 
et al.  1987 ). Recently, the relationship between 
EEG microstates and BOLD resting-state net-
works has been investigated using simultaneous 
EEG-fMRI (Britz et al.  2010 ; Huang et al.  1996 ; 
Musso et al.  2010 ). Microstates are known to be 
altered in different psychiatric disorders such as 
schizophrenia (Lehmann et al.  2005 ). 

  Fig. 4.1    Single-trial coupling of power amplitudes of the 
early auditory evoked EEG gamma-band response ( GBR ) 
and the corresponding BOLD activation (random effects 
analysis, uncorrected for multiple testing). GBR-specifi c 
BOLD activations can be seen in the left auditory cortex 
(gyrus temporalis superior, Brodmann area 41/22), the 
thalamus and the anterior cingulate cortex (Brodmann 
area 24). In the  lower right corner , a glass brain view is 

provided demonstrating a 3D view of the three abovemen-
tioned clusters.  Upper row : Talairach coordinates – 
 x ( left ) = 0,  x ( middle ) = −15,  x ( right ) = −48.  Lower row : 
 y ( left ) = 32,  z ( middle ) = 19.  SAG  sagittal,  COR  coronary, 
 TRA  transversal,  A  anterior,  P  posterior,  R  right,  L  left 
(Reprinted from Mulert et al.  2010 . Copyright (2010), 
with permission from Elsevier)       
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 The relationship between EEG coherence and 
fMRI connectivity patterns has been investigated 
by Wang et al. using the combination of fMRI 
and invasive electrophysiological recordings. 
This study revealed that the coherence in low fre-
quencies (<20 Hz) predominantly contributes to 
fMRI connectivity patterns in the resting state in 
monkeys (Wang et al.  2012 ). However, especially 
high-frequency oscillations (30–100 Hz) seem to 
be tightly linked to the BOLD signal (Mukamel 
et al.  2005 ; Niessing et al.  2005 ). In order to inte-
grate fi ndings from EEG coherence and fMRI 
connectivity in humans in the future, the combi-
nation of simultaneous EEG-fMRI and EEG 
source analysis represents a promising approach.  

4.5.4    EEG-fMRI and High-Frequency 
Oscillations 

 Scalp EEG activity includes oscillations of a 
variety of distinct frequency ranges each of 
which is supposed to represent the synchronisa-
tion of varying neuronal networks. The rhythmic 
activities in the resting or “spontaneous” EEG 
are usually divided into several frequency bands 
(delta, <4 Hz; theta, 4–8 Hz; alpha, 8–12 Hz; 
beta, 12–30 Hz; and gamma, >30 Hz) which 
are associated with different behavioural states, 
ranging from sleep to relaxation, heightened 
alertness and mental concentration (Lindsley 
 1952 ; Niedermeyer and Lopes Da Silva  2004 ; 
Nunez  1995 ). A comprehensive analysis of the 
different types of brain rhythms can be found 
in Buzsáki’s monography  Rhythms of the Brain  
(Buzsaki  2006 ). 

 Several studies investigating the relation-
ship between fMRI and special oscillatory EEG 
components reported especially high correlations 
between high- in comparison with low-frequency 
electric activity and BOLD signal. Recordings in 
cats revealed that correlations between LFPs and 
BOLD signal are especially high in the gamma- 
band frequency range (Niessing et al.  2005 ). 
Similar results were found in studies combin-
ing fMRI and intracranial EEG recordings in 
human epilepsy patients (Mukamel et al.  2005 ) 

 showing also a predictive value of fMRI about the 
anatomical location of cross-condition gamma-
band modulations (Brovelli et al.  2005 ; Lachaux 
et al.  2007 ). Foucher et al. reported a differential 
reactivity of event-related potentials (ERPs) and 
BOLD signal in response to the presentation of 
two kinds of rare events (i.e. target and novel stim-
ulus in an oddball task) using combined measure-
ment of EEG and fMRI. However, in accordance 
with fMRI results, target-related gamma oscilla-
tions were more intense than their novel-related 
counterparts (Foucher et al.  2003 ). The authors of 
this study propounded a physiological hypothesis 
underlying these fi ndings: as opposed to ERPs 
refl ecting synchronous activity of synapses within 
milliseconds (Baillet et al.  2001 ; Speckmann and 
Elger  1999 ) and similar to the BOLD signal, 
event-related gamma oscillations are less depen-
dent on the small jitter of the neuronal response 
relative to a stimulus because they do not require 
to be time-locked to the stimulus that precisely 
(Tallon-Baudry and Bertrand  1999 ). Furthermore, 
ERPs refl ect the synaptic input function of pyra-
midal cells only (Baillet et al.  2001 ; Speckmann 
and Elger  1999 ), whereas fMRI refl ects the synap-
tic activity of all neural cells including inhibitory 
interneurons (Logothetis et al.  2001 ; Mathiesen 
et al.  2000 ; Matsuura and Kanno  2001 ) which are 
involved in the synchronisation of gamma oscilla-
tions (Traub et al.  1996 ), too. A third possible rea-
son could be related to the assumption that ERPs 
might correspond to the simple phase resetting 
of ongoing cerebral activity (Makeig et al.  2002 ) 
which should not consume much energy (Foucher 
et al.  2003 ).   

4.6    EEG-fMRI in Psychiatry 

 Using the EEG-informed fMRI approach, 
Mobascher et al. investigated the infl uence of nic-
otine on the EEG P300 component of the visual 
evoked potential elicited by an oddball- type task 
in patients with schizophrenia. The authors report 
a nicotine-associated increase in P300-informed 
fMRI activation in schizophrenia patients and 
healthy controls, mainly in the anterior cingulate 
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cortex (ACC) and adjacent medial frontal cortex. 
The results of separate analyses of EEG and fMRI 
measures were reported to be largely unaffected 
by nicotine (see Fig.  4.2 ) (Mobascher et al.  2012 ). 
Musso et al. conducted an EEG-fMRI study on 
the human ketamine model of schizophrenia and 
report diminished P300 amplitudes (visual odd-
ball task) and corresponding BOLD responses in 
the ketamine condition in cortical regions being 

involved in sensory processing and selective 
attention (Musso et al.  2011 ). The EEG-informed 
fMRI approach has recently also been used to 
describe the brain network involved in reward 
processing (Hauser et al.  2013 ; Plichta et al. 
 2013 ).

   With respect to ongoing brain rhythms in the 
resting state, Balsters et al. identifi ed neuroana-
tomical origins of EEG measures with high 

Controls, N=15
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Z value
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  Fig. 4.2    Nicotine effects on EEG-informed fMRI BOLD 
activation specifi c for the EEG P300 component of the 
visual evoked potential elicited by a visual oddball task in 
habitual schizophrenia smokers ( b ) and healthy smoking 
controls ( a ). Nicotine (compared to placebo) induced an 
increase in P300-informed fMRI activation, mainly in the 

anterior cingulate cortex and adjacent medial frontal cortex 
(general linear model whole-brain analysis, cluster-corrected 
threshold  Z  = 2.3,  p  = 0.05). The results of separate analyses 
of EEG and fMRI measures were reported to be largely 
unaffected by nicotine (Reprinted from Mobascher et al. 
 2012 . Copyright (2012), with permission from Elsevier)       
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 sensitivity to the age-related cognitive decline 
and their manipulation by the acetylcholinester-
ase inhibitor donepezil. Investigating oscillatory 
patterns with an EEG-informed fMRI approach, 
the authors found drug-induced changes of delta, 
alpha and beta band power associated with activ-
ity differences within the hippocampus (delta, 
see Fig.  4.3 ), frontal-parietal network (alpha) and 
default-mode network (beta) (Balsters et al. 
 2011 ). In a study investigating resting-state net-
works with simultaneously recorded EEG-fMRI 
patients with a schizophrenia spectrum disorder 
showed lower EEG frequencies to be related to 
the default-mode and left-working-memory net-
work compared to healthy controls (Razavi et al. 
 2013 ).

   Based on recent advances in EEG-fMRI, a 
fi rst successful approach of real-time integration 
of simultaneous fMRI and EEG has been made. 
Thus, it was possible to perform a simultaneous 
multimodal real-time fMRI and EEG neurofeed-
back study: participants were able to simultane-
ously regulate their BOLD fMRI activation in the 
left amygdale and frontal EEG power asymmetry 
in the high beta band. These results indicate pos-
sible applications of the EEG-fMRI approach in 
enhanced cognitive therapeutic strategies for 
major neuropsychiatric disorders (Zotev et al. 
 2014 ).  

   Conclusion 

 Multimodal brain imaging using simultaneous 
measurement of EEG and fMRI is a power-
ful technique combining the information from 
EEG on neurophysiological coupling mecha-
nisms in high temporal resolution with the 
superior spatial information on the involved 
network provided by fMRI. Therefore, EEG-
fMRI can strongly contribute to the inves-
tigation of disturbances of  connectivity in 
neuropsychiatric disorders. Both safety and 
signal quality issues can be addressed suffi -
ciently today.     
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Abbreviations

AD Axial diffusivity
ADC Apparent diffusion coefficient
ADHD Attention deficit hyperactivity disorder
BET Brain extraction tool
CSF Cerebrospinal fluid
DKI Diffusion kurtosis imaging
DTI Diffusion tensor imaging
DWI Diffusion-weighted imaging
FA Fractional anisotropy
MD Trace, mean diffusivity
MRI Magnetic resonance imaging
RD Radial diffusivity
ROI Region of interest
TBSS Tract-based spatial statistics

5.1  Introduction

Diffusion tensor imaging (DTI) is an advanced 
magnetic resonance imaging (MRI) technique 
that provides detailed information about tissue 
microstructure such as fiber orientation, axonal 
density, and degree of myelination. DTI is 
based on the measurement of the diffusion of 
water molecules. It was developed in the early 
1990s and since then has been applied in a wide 

variety of scientific and clinical settings, espe-
cially, but not limited to, the investigation of 
brain pathology in schizophrenia (Shenton et al. 
2001; Qiu et al. 2009, 2010), Alzheimer’s dis-
ease (Damoiseaux et al. 2009; Mielke et al. 
2009; Avants et al. 2010; Gold et al. 2010; 
Jahng et al. 2011), and autism (Pugliese et al. 
2009; Cheng et al. 2010; Fletcher et al. 2010). 
This chapter describes the basics of the tech-
nique, outlines resources needed for acquisi-
tion, and focuses on post-processing techniques 
and statistical analyses with and without a pri-
ori hypotheses.

5.2  Basic Principles of Diffusion

5.2.1  Brownian Motion

Water molecules are constantly moving due to 
their thermal energy at temperatures above zero. 
In 1827, Robert Brown described the phenomena 
of particles suspended in fluid that move 
 randomly (Brown 1827). Starting from the same 
position, the movement paths of single water 
molecules are unpredictable and end up in 
unforeseeable positions at time x. The process of 
diffusion depends upon a concentration gradient 
that was described by Fick’s first law of diffu-
sion. Fick’s second law calculates the distance a 
particle diffuses in a certain time based on the 
diffusion coefficient (Fick 1855). Albert Einstein 
derived Fick’s second law from thermodynamic 
laws, thereby building toward what has evolved 
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to diffusion theory. Further, Einstein was able to 
mathematically explain Brownian motion by 
determining the mean squared displacement of a 
single particle (Einstein 1905).

5.2.2  Isotropic Diffusion

During the process of diffusion, the random 
nature of Brownian motion causes molecules 
to move passively from a region with high con-
centration to a region with low concentration. If 
a drop of ink is dropped in a glass filled with 
water, the drop seems to stay steady in place 
at first, before it enlarges spherically until the 
entire water in the glass becomes homogenously 
colored. While the mixing of the fluids ceases 
macroscopically as a result of the vanishing 
concentration gradient, the molecules keep 
randomly moving, which is also called self- 
diffusion. Looking at a large number of water 
molecules originating from the same position, 
we observe that the distribution of the end points 
after time x follows a 3D Gaussian distribution. 
This is also referred to as free, unrestricted, or 
isotropic diffusion (Fig. 5.1a).

Diffusion in biological tissues is affected 
by the microstructure of the respective tissue. 
In  biological tissue, the water molecules still ran-
domly diffuse in each 3D direction (isotropic) but 
are slowed down in their range due to collision 
with large-scaled biological molecules. Therefore, 
the diffusion coefficient for water in biological tis-
sues, which is called apparent diffusion coefficient 
(ADC), is lower than in water. In an unorganized 
biological environment, ADC is independent from 
the direction of measurement, as a result of the 
spherical shape of diffusion. However, the radius 
of diffusion is reduced compared to unhindered 
diffusion when considering equal time points.

5.2.3  Anisotropic Diffusion

In highly structured biological tissues, such as 
white matter of the brain, the movement of water 
molecules is restricted by cell membranes, myelin 
sheaths, and microfilament (Jones et al. 2013). 
The diffusion probability of water  molecules in 
structured tissue describes an ellipsoid based 
on the preferred diffusion direction parallel to 
the axon (Fig. 5.1b) (Basser et al. 1994a, b). 

a b
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Fig. 5.1 Isotropic and anisotropic diffusion
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In  organized tissues such as the white matter, the 
ADC depends on the direction from which it is 
measured. The ADC is higher if the diffusion gra-
dients are aligned to the preferred diffusion direc-
tion and lower if measured perpendicular to it.

5.3  Magnetic Resonance 
Diffusion-Weighted Imaging

5.3.1  Magnetic Resonance Imaging

Magnetic resonance imaging (MRI) relies on 
the nuclear spin which is innate to all elements 
with an odd-numbered composition of nuclear 
particles in their nucleus (Rabi et al. 1938). One 
example is the hydrogen nucleus consisting of 
a single proton. The proton can be understood 
as a charged moving particle while the conoi-
dal movement as described by its spin axis is 
called precession (Loeffler 1981). Tissues of 
the human body contain between 22 % (bones) 
and 95 % (blood plasma) water and are therefore 
rich in protons. In a static magnetic field, the 
spins are precessing parallel and antiparallel to 
the  magnetic field axis. Both orientations can be 
understood as different states of energy, where 
the upward spins are on a lower energetic level 
compared to the downward spins. In order to keep 
the energetic balance, there are more upward- 
oriented spins. The surplus of spins oriented 
upward causes a constant magnetization along 
the axis of the static magnetic field (z-axis which 
is also called longitudinal magnetization). MRI 
uses radiofrequency pulses to disrupt the con-
stant magnetization and tilt the spin axis into the 
xy-plane (transversal magnetization) (Loeffler 
1981). The moving sum of magnetic vectors in 
the xy-plane induces an alternating voltage in the 
reception coil (MRI signal). The process in which 
the transversal magnetization returns to the lon-
gitudinal magnetization is accompanied with 
energy loss and is called spin-lattice relaxation 
or T1-relaxation. In contrast the T2-relaxation 
is caused by energetic shifts between the spins 
while dephasing, while no energy is getting lost 
to the surrounding (Loeffler 1981).

5.3.2  Diffusion-Weighted Imaging

In diffusion-weighted imaging (DWI), the 
strength of the MRI signal depends on the mean 
displacement of water molecules. Here a strong 
signal indicates a low diffusion in the direction 
of the magnetic gradient field. Accordingly, the 
signal loss is higher when the mean displacement 
of the water molecules is higher along the gradi-
ent. The mean displacement of water molecules 
is described as the apparent diffusion coefficient 
(ADC). In the clinical setting, DWI is often used 
in the assessment of stroke (Warach et al. 1995; 
Brunser et al. 2013) because extracellular diffu-
sion restriction due to the swelling of neurons is 
a highly sensitive marker of cerebral ischemia. 
This was first described by Moseley in 1990 
(1990).

5.3.2.1  Stejskal-Tanner Sequence
To obtain diffusion-weighted images, the Stejskal-
Tanner sequence is applied (Stejskal and Tanner 
1965). A basic scheme of this sequence is given in 
Fig. 5.2. The process starts by applying a 90° 
radiofrequency pulse after time (t) to shift the 
magnetization vector into the xy-plane. The equal 
precessing spins create a magnetic momentum 
that is rotating in the xy-plane thereby inducing a 
voltage that can be referred to as the MRI signal. 
Due to intermolecular interactions and also due to 
field inhomogeneity, the first equally precessing 
spins start to diphase, resulting in a decay of the 
T2 signal. Now a 180° radiofrequency pulse is 
applied to turn the whole spin magnetization 
around. Previously slower precessing spins are 
now put ahead of faster precessing spins. After 
time (2 t = TE), all spins precess in phase again, 
and the recovered magnetic momentum induces a 
voltage, the spin echo. One could also state that by 
using the 180° pulse, the effect of field inhomoge-
neities is reversed. For diffusion weighting, two 
magnetic gradients are applied in addition to the 
static magnetic field and the radiofrequency pulse 
(Stejskal and Tanner 1965). Here the first linear 
gradient weakens or strengthens the local field 
strength resulting in a certain position- dependent 
precession frequency of corresponding spins. For 
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spins in solid tissue, the effect of this gradient 
whether weakened or strengthened is reversed by 
the second gradient pulse (Stejskal and Tanner 
1965). The signal loss is larger in tissues where 
the containing spins can move more rapidly 
between the applications of both gradient pulses.

5.3.3  Diffusion Tensor Imaging

Diffusion tensor imaging (DTI) emerged from 
DWI in 1994 (Basser et al. 1994a, b). DTI is 

also based on the diffusion of water molecules 
as acquired with the Stejskal-Tanner sequence. 
The main advantage over DWI is that it makes it 
 possible to quantify not only the diffusion in total 
but also the directionality of diffusion, which is 
called the diffusion tensor. In order to quantify 
the diffusion tensor, six different diffusion mea-
surements and directions are necessary to suf-
ficiently satisfy the tensor equation (Pierpaoli 
et al. 1996). Information content and reliability 
of the calculation of the diffusion tensor can 
be further improved by increasing the number 
of diffusion directions. Moreover, for complex 
post- processing analyses such as tractography, 
at least 30 diffusion directions are recommended 
in order to obtain reliable results (Spiotta et al. 
2012). Increasing the number of diffusion direc-
tions enhances the precision of the reconstruction 
while the statistical rotational variance is reduced 
(Jones et al. 2013). The 3D information obtained 
from various diffusion gradients is used to cal-
culate a multilinear transformation, the diffusion 
tensor. The diffusion tensor can be described 
using eigenvalues and eigenvectors and visual-
ized as the diffusion ellipsoid (Fig. 5.3). The axes 
of the three-dimensional coordinate system are 
called eigenvectors, while the length of their mea-
sure is called eigenvalues. The three eigenvalues 
are symbolized by the Greek letter lambda (λ1, 
λ2, λ3). The eigenvalues are then used to calculate 
different parameters of the diffusion tensor.

λ3 λ2

λ1

Fig. 5.3 Eigenvalues of the diffusion ellipsoid
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Fig. 5.2 Stejskal-Tanner Sequence
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5.3.4  Quantitative Parameters  
of the Diffusion Tensor

Commonly used quantitative parameters of the 
diffusion tensor are axial diffusivity (AD); 
radial diffusivity (RD); trace, mean diffusivity 
(MD); and fractional anisotropy (FA). These 
parameters are calculated for each voxel of the 
imaging data set and make it possible to charac-
terize, noninvasively, tissue on a microscopic 
level.

5.3.4.1  Axial Diffusivity and Radial 
Diffusivity

The largest eigenvalue is named λ1 and is ori-
ented parallel to the axonal structures. It is there-
fore equal to the diffusion tensor parameter axial 
diffusivity:

 AD = l1  

The eigenvalues λ2 and λ3 are the values along 
the two short axis of the coordinate system. They 
are therefore used to calculate the radial diffusivity 
which describes the diffusion perpendicular to the 
main diffusion direction. RD is calculated by divid-
ing the sum of the short-axis eigenvalues by 2:

 RD =
+( )l l2 3

2
 

5.3.4.2  Trace and Mean Diffusivity
The sum of all three eigenvalues is called trace. 
Mean diffusivity is obtained when trace is divided 
by three:

 Trace = + +l l l1 2 3  

 MD =
+ +( )l l l1 2 3

3
 

5.3.4.3  Fractional Anisotropy
The calculation of fractional anisotropy weighs 
the preferred component of diffusivity to obtain 
information about the quantity of directionality. 
Therefore, the square root of the diffusion  differ-
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Based on these DTI parameters, assump-
tions can be made regarding the microstruc-
ture of the brain such as the orientation and 
diameter of axons and their surrounding struc-
tures such as the myelin sheaths. For example, 
decreased RD and therefore higher FA can be 
based on increased axonal density, reduced 
axonal diameter, and thicker myelin sheaths 
(Song et al. 2002). A lower FA can be caused 
by a number of factors, for example, a larger 
axon diameter (Takahashi et al. 2002), a lower 
axon density (Takahashi et al. 2002), and/or 
increased membrane  permeability. Increased 
mean diffusivity represents an increase in 
extracellular diffusion of water molecules and 
can be the result of, for example, vasogenic 
edema (Filippi et al. 2001).

5.4  Post-Processing of DTI Data

5.4.1  Quality of DTI Data

The first and one of the most important steps in 
post-processing diffusion MRI data is to check 
the quality of the acquired data. The importance 
of the quality check arises from the susceptibility 
of diffusion MR images to artifacts, for example, 
motion artifact and/or susceptibility artifacts. 
While there are no strict guidelines for the post- 
processing of DTI data or standardized quality 
assurance, it is recommended that manual inspec-
tion be performed on the data, slice by slice, in 
order to ensure that reliable results are obtained 
for all acquired diffusion directions. All regions 
of interest must also be free from any artifact to 
avoid possible confounds in the calculation of 
diffusion parameters.
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5.4.2  Diffusion Tensor Masks

Most post-processing techniques require a mask 
for the individual data set that contains only the 
brain and the surrounding cerebrospinal fluid 
(CSF) space. These masks can be obtained auto-
matically using a software such as the brain 
extraction tool (BET), which is part of the FSL 
software (FMRIB Software Library, The Oxford 
Centre of Functional MRI of the Brain – 
FMRIB). To guarantee a high quality of data and 
to take the individual’s anatomy into account, 
the masks created automatically are then manu-
ally edited. The latter can be a labor-intensive 
process.

5.4.3  Visualization of DTI 
Parameters

The easiest way to visualize the DTI parameters 
is by displaying the value as the level of gray 
in each respective voxel (Fig. 5.4a). By adding 
the information of the main diffusion direction 

using a color scheme, color-coded maps can be 
obtained (Fig. 5.4b). Blue-colored voxels repre-
sent the main diffusion direction parallel to the 
z-axis, that is, inferior to superior in human indi-
viduals. In contrast, the green-colored voxels rep-
resent the main diffusion direction parallel to the 
y-axis, that is, anterior to posterior. Red-colored 
voxels represent a main diffusion direction paral-
lel to the x-axis, that is, left to right. While the 
axis and the directionality of diffusion in a spe-
cific tissue can be calculated, it is not possible 
to obtain information about the direction of the 
flow of actual information, which can occur 
bidirectionally.

5.4.4  Tract-Based Spatial Statistics

To investigate differences in DTI parameters 
between groups, a statistical approach can be 
used which takes all voxels of each individual 
into account. The most commonly used method is 
called tract-based spatial statistics (TBSS) (Smith 
et al. 2006), which is part of the freely avail-

a b

Fig. 5.4 Scalar (a) and color-coded (b) FA maps
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able software package FSL (FMRIB Software 
Library, The Oxford Centre of Functional MRI 
of the Brain – FMRIB).

The individual DTI images are scaled to a 
standard space and aligned either to each other or 
to a standard image. After aligning the individual 
images, a three-dimensional map is created 
which then contains the mean of all individuals. 
This map can be used to calculate the mean skel-
eton representing the center elements of the main 
white matter tracts of all included individuals. 
TBSS uses a nonparametric statistical test that 
analyzes all voxels corresponding to the mean 
skeleton. Additional co-variables such as age or 
gender can be included in the analysis allowing 
for the investigation of dependencies. Results are 
corrected for multiple testing and are displayed 
in a 3D image (Fig. 5.5).

Advantages of using TBSS analysis include 
the possibility of testing without an a priori 
hypothesis and the possibility of including co- 
variables. Drawbacks of this voxel-wise approach 
are the loss of individual information due to par-
tial volume effects and interindividual differ-
ences. One should also keep in mind that only the 
skeleton representing the main white matter 
tracts is analyzed, whereas voxels containing 
peripheral white matter or gray matter are not 
included. Additional caution should be taken 

when investigating groups with a more heteroge-
neous anatomy such as children, especially when 
the age range is wide.

5.4.5  Region-of-Interest Analysis

Region-of-interest (ROI) analyses are com-
monly used to test a priori hypotheses. They are 
performed at the level of the individual’s data 
set. The ROI can be placed either manually or 
 semiautomatically. When placing ROIs, special 
care should be taken to only include the structure 
of interest. Therefore, it is recommended that 
group standardized thresholds be used during 
the selection process to minimize partial volume 
effects. Partial volume effects result from the fact 
that a three-dimensional voxel can include vari-
able amounts of information from both the struc-
ture of interest and the surrounding tissue. This 
can be done by using freely available software 
packages such as 3DSlicer (SPL, BWH, Harvard, 
Boston) (Fedorov et al. 2012) or FreeSurfer 
(NMR, MGH, Harvard, Boston) (Dale et al. 
1999). ROIs can be analyzed with respect to 
their size and the mean of the respective diffu-
sion parameter on the level of the individual. 
Obtained values can then be used for offline sta-
tistical analysis.

5.4.6  Tractography

Tractography makes it possible to both visualize in 
three dimensions and quantify fiber tracts (Basser 
et al. 2000). Based on the preferred diffusion 
direction of neighboring voxels, the likelihood of 
(fiber) connectivity between the voxels can also be 
estimated. Fiber tracts can be identified by defin-
ing a single ROI as starting point or by using 
multiple ROIs that the fiber tract passes. The mul-
tiple ROI approach is especially useful to investi-
gate long and complex tracts. Additional exclusion 
ROIs can be used to limit the obtained fibers, for 
example, when the corticospinal tract is of interest, 
fibers crossing to the other hemisphere may have 
to be excluded by an exclusion ROI in the sagittal 
midline. Tractography can be performed using the 
software 3DSlicer (Fedorov et al. 2012).

Fig. 5.5 Example of significant TBSS result
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Identified tracts can then be visualized. 
Moreover, the tract can be analyzed regarding the 
number of reconstructed fibers as well as their 
DTI parameters RD, AD, trace, MD, and FA. 
This makes tractography a more specific approach 
compared to ROI-based analyses or TBSS 
because only the structure of interest is analyzed. 
However, tractography is limited when it comes 
to crossing of fibers, for example, transcallosal 
fibers crossing the downward projecting cortico-
spinal tract. This is because the tensor includes 
all information on the diffusion in the respective 
voxel assuming that all fibers in this voxel travel 
in the same direction. However, in large parts of 
the brain’s white matter, voxels contain crossing 
fiber tracts that result in decreased anisotropy in a 
given voxel. This false decrease in anisotropy 
leads to fiber tracts ending abruptly. Multi-tensor 
algorithms calculate more than one tensor per 
voxel thereby making it possible to follow and to 
analyze tracts that travel in different directions 
(Fig. 5.6) (Malcolm et al. 2010).

5.5  Limitations

Limitations of DTI include the vulnerability to 
artifacts such as motion artifact,  susceptibility 
artifact, and distortion artifact (eddy current). 

To acquire DTI data covering the entire brain 
with high and reliable quality, a sequence takes 
between 5 and 10 min, which is relatively 
long compared to structural sequences such 
as T1-weighted and T2-weighted sequences. 
Especially in children and in the elderly, it can 
be difficult to obtain a complete DTI sequence 
without motion artifact.

Another limitation may be seen by the fact 
that the diffusion tensor is calculated for an entire 
voxel and therefore represents at least 1 mm3, 
whereas the diameter of an axon is about 7 μm. 
This means that DTI parameters may represent a 
combination of different structures rather than a 
single axon or fiber. However, to date, DTI is the 
most sensitive noninvasive technique that makes 
it possible to characterize microscopic brain 
white matter (Jones et al. 2013).

5.6  Future Directions

Although diffusion tensor imaging already looks 
back at close to two decades of success, there are 
still promising further developments regarding 
the acquisition of DTI data as well as post- 
processing techniques. Advanced post- processing 
algorithms using compressed sensing have been 
developed by Rathi et al. to enhance the quality 

Fig. 5.6 Single and Two-Tensor Tractography
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of images acquired with a lower number of diffu-
sion directions in order to reduce the scanning 
time (Michailovich et al. 2011; Rathi et al. 2011). 
This advancement is of particular importance 
when investigating children, the elderly, and 
patients who have difficulties staying motionless 
in the scanner, for example, patients with 
Parkinson’s disease, attention deficit  hyperactivity 
disorder (ADHD), patients experiencing pain, or 
Alzheimer’s disease.

Pasternak et al. have also introduced a new 
approach that makes it possible to differentiate 
two contributing compartments to the diffusion 
MRI signal (Pasternak et al. 2009). One compart-
ment contains freely diffusing water molecules in 
the extracellular space, while the other compart-
ment includes water molecules that are affected 
by structures in biological tissues. Therefore, this 
method enables the quantification of free water in 
the extracellular space and the assessment of 
tissue- specific, free-water-corrected FA and MD 
values (Pasternak et al. 2009). This method was 
recently applied to patients experiencing a first 
episode of schizophrenia where a widespread 
increase in free water was observed, suggesting a 
neuroinflammatory response, in addition to a 
reduction in free-water-corrected FA in the fron-
tal regions of the brain, suggesting axonal degen-
eration (Pasternak et al. 2012).

Another promising approach is the diffusion 
kurtosis imaging (DKI). This approach is based 
on the multi-shell DWI, where multiple b-values 
are acquired in one session. In addition to 
 common DTI parameters, the mean deviation 
from the Gaussian diffusion is calculated and 
taken into account. Cheung et al. were able to 
show higher sensitivity of kurtosis imaging com-
pared with common DTI, in finding changes of 
white and gray matter during rat brain develop-
ment (Cheung et al. 2009). Helpern used DKI to 
noninvasively compare the microstructural devel-
opment of patients with ADHD compared to con-
trols. Group comparison revealed that 
DKI- corrected RD and AD values stagnated in 
the ADHD group, while the control group showed 
an age-related increase in the complexity of white 
matter microstructure (Helpern et al. 2011). 
These preliminary results support the assumption 
that DKI may be a sensitive addition to DTI eval-
uation of white matter microstructure.

It is thus clear that there is much work to be 
done using diffusion measures in clinical popu-
lations and that this field is still in its infancy. A 
closer look at measures such as free water to 
delineate further possible neuroinflammatory 
versus neurodegenerative aspects of disease 
may provide important new insights as will the 
ability to more clearly specify the underlying 
changes by using DKI to specify further changes 
in the brain related to myelin disturbances. 
These advances, along with algorithms that 
greatly reduce the time in the magnet while pro-
viding the same information as acquisitions that 
by now take 60 min, will provide a level of sen-
sitivity and specificity of pathology, in vivo, that 
is not possible today, although we are close.
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     Abbreviations 

    13 C    Carbon 13   
  2D COSY     Two-dimensional correlated 

spectroscopy   
  2D JPRESS     Two-dimensional J-resolved point-

resolved spectroscopy   
  AD    Alzheimer’s disease   
  BD    Bipolar disorder   
  CEST     Chemical exchange saturation 

transfer   

  Cho    Choline   
  Cr    Creatine   
  CRLB    Cramer–Rao lower bounds   
  CSI    Chemical shift imaging   
  FFT    Fast Fourier transform   
  FID    Free induction decay   
  fMRI    Functional magnetic resonance 

imaging   
  GABA     Gamma -aminobutyric acid   
  GABA-T    GABA transaminase   
  GAD    Glutamic acid decarboxylase   
  Gln    Glutamine   
  Glu    Glutamate   
  GluCEST    Glutamate chemical exchange 

saturation transfer   
  Glx    Both glutamate and glutamine   
  GPC    GlyceroPhosphoCholine   
  GPx    Glutathione peroxidase   
  GSH    Glutathione   
  GSSG    Glutathione disulfi de   
  JPRESS    J-resolved point-resolved 

spectroscopy   
  LCModel    Linear compilation model   
  MCI    Mild cognitive impairment   
  MEGA-PRESS    Mescher–Garwood point- 

resolved spectroscopy   
  mI    Myoinositol   
  MRI    Magnetic resonance imaging   
  MRS    Magnetic resonance spectros-

copy   
  NAA     N -Acetylaspartic acid   
  NAAG     N  -Acetylaspartylglutamic 

acid      
  NMDA     N -Methyl- d -aspartic acid   
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  NMR    Nuclear magnetic resonance   
  PCP    Phencyclidine   
  PC    Phosphorylcholine   
  PCr    Phosphocreatine   
  PET     Positron emission tomography-

PRESS, Point-resolved spectroscopy   
  ProFit    Prior knowledge fi tting   
  RF    Radio frequency   
  ROI    Region of interest   
  ROS    Reactive oxygen species   
  STEAM    Stimulated echo acquisition mode   
  SVS    Single voxel spectroscopy   
  TCA    Tricarboxylic acid cycle   
  TE    Echo time   
  TI    Inversion time   
  TR    Relaxation time   

6.1           Magnetic Resonance 
Spectroscopy: The Virtual 
Biopsy 

6.1.1     Introduction 

 Research in neuroscience has slowly been trying 
to bridge the gap between understanding the dif-
ference between the brain and the mind. In this 
process, many of the concepts in cognitive psy-
chology and psychiatry are being rewritten as 
development and application of new technologies 
further our understanding of the brain. The goal 
is to answer many of the questions that cognitive 
psychologists and psychiatrists have been seek-
ing to understand. A particularly productive fi eld 
of research has involved medical imaging that 
utilizes techniques such as functional magnetic 
resonance imaging (fMRI; as reviewed in this 
textbook (Posner and Raichle  1997 )) or positron 
emission tomography (PET) (Friston  1997 ). Both 
techniques purport to measure neuronal activa-
tion; however, both only measure specifi c proper-
ties of the brain: blood fl ow in fMRI and glucose 
uptake with PET. The relationship between these 
measures and actual neuronal activity is a major 
assumption that is generally unquestioned. A 
growing number of scientists, psychiatrists, and 
philosophers are nonetheless beginning to ques-
tion this assumption. 

 Until recently, there were no direct means to 
measure brain activity aside from animal studies 
in which neuronal activity was measured by elec-
trodes implanted deep in the brain, clearly a very 
invasive technique (although electroencephalog-
raphy as reviewed in this textbook can provide a 
related measure). A technique that could directly 
measure neuronal activity, could provide a non-
invasive assay, and could explore brain systems 
as opposed to areas would be the ideal cogni-
tive psychological tool: it exists as magnetic 
resonance spectroscopy (MRS), a noninvasive 
neurochemical assay that can directly measure 
neuronal activity, biochemical systems, and met-
abolic processes utilized by neurons.  

6.1.2     Physics of MRS 

 A technique older than both fMRI and PET, 
nuclear magnetic resonance (NMR) spectroscopy, 
was fi rst introduced in the early 1950s. Typically 
employed by the organic chemist to defi ne chemi-
cal structures, NMR spectroscopy can in fact be 
applied to the human body, or more specifi cally to 
the human brain, providing quantitative and non-
invasive studies of neurobiochemistry. The idea 
of using NMR to study the human body is by no 
means new. In fact, very soon after the fi rst suc-
cessful NMR experiments were conducted on test 
tube samples in 1946, Bloch, the pioneer of NMR, 
obtained a strong proton signal by placing his fi n-
ger in the radio-frequency (RF) coil of his spec-
trometer (Andrew  1980 ). Although the potential 
of using NMR in biological systems was prevalent 
throughout the 1950s and early 1960s, it was not 
until the development of high- fi eld superconduct-
ing magnets together with the emergence of fast 
Fourier transform (FFT) NMR did the potential of 
NMR in biological systems become realized (Ernst 
 1992 ). During this same time period, scientists 
began to realize that NMR machines could produce 
images of body structures that very quickly led to 
the advent of magnetic resonance imaging (MRI) 
as we know it today (Lauterbur  1989 ). This intro-
duced whole body magnets with magnetic fi eld 
strengths of 0.5–9.4 T, of which there are presently 
over 25,000 installed worldwide (Rinck  2012 ). 
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 It was not until the late 1980s that industry 
standardization of spectroscopy occurred, herald-
ing a new era of clinical applications of NMR, 
giving a new name (by dropping the word 
“nuclear”), magnetic resonance spectroscopy, or 
MRS, as well as a new lease to life to spectros-
copy. The physics behind the technique is funda-
mentally the same as that utilized by early NMR: 
the sample (patient) slides into the bore of the 
magnetic where there is a uniform static mag-
netic fi eld such that unbound nuclei are oriented 
parallel and antiparallel according to their spin 
state. A radio-frequency (RF) coil is then placed 
near the body part of the patient to maximize the 
amount of signal that can be obtained. The nuclei 
are then excited by electromagnetic radiation in 
the form of a pulse sequence via a transmitter. 
The nuclei absorb the energy, altering the nuclear 
spin. As the nuclei precess or “relax” back to 
their original state, energy is released and 
detected by the receiver in the RF coil as a free 
induction decay, which is promptly fast Fourier 
transformed into the resulting spectra (Fig.  6.1 ).

   Each chemical resonates at established fre-
quencies that upon Fourier transform results in 
peaks at specifi c locations, or chemical shifts, 
along the  x -axis. The chemical shift of each 
chemical is governed by the structure of the 
chemical, in particular, the grouping of the hydro-
gen atoms as single or multiple peaks (singlets 
and multiplets), and proximity to other hydrogen- 
containing groups ( J -coupling). These chemical 
shifts are often expressed as “parts per million,” 
which can be confusing as it does not relate to the 
concentration of the chemical, but historically 
has been used to express the frequency. The use 
of this nomenclature is so that it is not dependent 
upon the fi eld strength of the magnet used such 
that the resonance frequencies are the same 
between a 1.5 T MRI scanner and a 3.0 T scan-
ner. The concentration of the metabolite is 
expressed along the  y -axis as the height of the 
peak such that higher concentrations result in 
higher peaks and vice versa. Quantitation of these 
peak heights can provide an objective measure of 
brain biochemistry that is similar to a blood test 

4.0 3.0 2.0 1.0

ml

Cho

Cr

NAA

Glx

  Fig. 6.1    Representative proton spectrum acquired from 
the posterior cingulate gyrus. Data were acquired using a 
3 T clinical MRI scanner and point-resolved spectroscopy 
localization with an echo time of 30 ms and repetition 
time of 2 s. Voxel location is shown in the  inset  to the right 

in the axial, coronal, and sagittal planes. Major metabo-
lites of  N -acetylaspartate ( NAA ), glutamate and glutamine 
( Glx ), creatine ( Cr ), choline ( Cho ), and myoinositol ( mI ) 
are labeled       
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or lab analysis: different concentrations are mea-
sured and reported, which can then be used for 
diagnosis or disease characterization. More 
importantly, however, the role of each of the 
chemicals is tied to metabolic and physiological 
processes within the brain that directly relate to 
cognitive or neuronal processes. The remainder 
of this chapter will be devoted to the major 
metabolites that are detected by MRS, as well as 
the different methods by which the data can be 
collected.   

6.2      N -Acetylaspartate (NAA): 
Neuronal Marker 

 As indicated in the spectra in Fig.  6.1 , one of the 
chemicals that can be measured by MRS is NAA. 
The primary resonance of NAA is at 2.02 ppm. It 
is an amino acid derivative synthesized in neu-
rons and transported down axons. It is therefore a 
putative “marker” of viable neurons, axons, and 
dendrites. Studies where NAA was labeled with 
fl uorescent tags demonstrated that NAA was dis-
tributed throughout the neuron and axon (Moffett 
et al.  1993 ). Studies have also correlated the con-
centration of NAA in the brain with the number 
of neurons measured (Urenjak et al.  1992 ). The 
ability to quantifi ably measure neuron popula-
tions allows MRS to provide a diagnostic tool 
that no other radiological technique can match: 
an ability to literally “count” the number of active 
brain cells using a completely noninvasive and 
quantitative technique by simply measuring the 
peak height of the NAA chemical in the MRS 
spectra. This can be utilized in a number of prac-
tical means. For example, every metabolite has a 
“normal” concentration that generates a pattern 
of peaks that is the same from person to person 
unless there is an underlying pathology. Diagnosis 
with MRS can therefore be made either by com-
paring the numeric values of metabolite concen-
trations or by recognizing abnormal patterns of 
peaks in the spectra. With either method, it is the 
increase or decrease in the concentrations of the 
metabolites that is diagnostic for pathology as 

has been shown across a broad variety of diseases 
(Lin et al.  2005 ; Harris et al.  2006 ; Moffett et al. 
 2007 ). However, it should also be noted that 
NAA is a cerebral metabolite that participates in 
a number of metabolic processes, and therefore, 
the interpretation of NAA as solely a neuronal 
marker is somewhat of an oversimplifi cation 
(Barker  2001 ). It is important to understand the 
context of NAA metabolism, as detailed below. 

6.2.1     NAA Metabolism 

 NAA is formed by the transamination of glu-
tamate (Glu)with oxaloacetate which leads to 
aspartate (Asp) (Cooper et al.  1970 ), and in the 
presence of acetyl coenzyme A and NAA syn-
thase, ( l -aspartate  N -acetyltransferase), aspartate 
(Asp) is converted to NAA. This process occurs 
primarily, but not exclusively, in neurons, where 
it exhibits a very high intracellular–extracellular 
gradient. NAA is hydrolyzed back into aspar-
tate and acetate by aspartoacylase ( N -acetyl-
 l - aspartate  amidohydrolase) in mature 
oligodendrocytes only. In some neurons, a portion 
of NAA is turned into  N -acetylaspartylglutamate 
(NAAG) in the presence of glutamate (Glu) by an 
NAAG synthase ( N -acetylaspartate- l -glutamate 
ligase) (Baslow  2000 ). NAA and NAAG are 
major neuronal osmolytes, and the large amount 
of NAA and NAAG present in the brain can serve 
as cellular reservoirs for Asp and Glu. Since both 
are polar and ionizable hydrophilic molecules that 
undergo a regulated effl ux into extracellular fl uid, 
they can also play a role in water movement out of 
neurons (Baslow  2000 ). In addition, the fact that 
the NAA-metabolizing enzyme aspartoacylase is 
an integral component of the myelin sheath sug-
gests that intraneuronal NAA may supply the ace-
tyl groups for myelin lipid synthesis (Chakraborty 
et al.  2001 ). Finally, the cell type- specifi c meta-
bolic enzymes in the NAA and NAAG cycle indi-
cate a three-cell compartmentalization involving 
neurons, astrocytes, and oligodendrocytes. Those 
neurons that may synthesize NAAG from NAA 
and Glu target the release of NAAG to  astrocytes, 
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where it is cleaved into NAA and Glu. The Glu is 
taken up by astrocytes, where it may be returned 
to neurons via the glutamate–glutamine cycle. 
The residual NAA extracellular products are 
removed and hydrolyzed by oligodendrocytes 
(Baslow  2000 ). This unique tricellular metabolic 
cycle, as shown in Fig.  6.2 , involving NAA and 
NAAG, provides a potential glial cell-specifi c 
signaling pathway, which can also be refl ected in 
changes in different diseases (Baslow  2010 ).

6.2.2        Measuring NAA Using Single 
Voxel Spectroscopy 

 As a “virtual biopsy,” localization is required 
when examining specifi c regions of the brain 
involved in disease. Localization is defi ned by a 
region of interest, or voxel, from which the spec-
trum is acquired and, hence, described as single 
voxel spectroscopy (SVS). This region is a cube 
within the brain that can be visualized and placed 
in the sagittal, coronal, and axial planes as shown 
in Fig.  6.1 . The localization is achieved by utiliz-
ing a pulse sequence that acquires the MRS 

 signal. Though several sequences, and permuta-
tions of sequences, exist which are capable of 
yielding an in vivo MRS spectra, many of them 
are research techniques and not widely available 
(although discussed later in this chapter). The 
two most commonly used sequences are PRESS 
and STEAM as described below: 

6.2.2.1     Point-Resolved 
Spectroscopy (PRESS) 

 The point-resolved spectroscopy (PRESS) 
sequence is a standard part of the software pack-
age that accompanies the two most popular MRI 
manufacturers, Siemens (Erlangen, Germany) 
and General Electric (Waukesha, Wisconsin). On 
Siemens scanners, it is known as “svs_se.” On 
General Electric machines, the sequence is called 
“Probe-P.” The PRESS sequence was originally 
developed in 1987 by Paul Bottomley at General 
Electric (Bottomley  1987 ) and utilizes three 
orthogonal magnetic fi eld gradients along the x-, 
y-, and z-axes using slice-selective 90° pulse fol-
lowed by two slice-selective 180° pulses to select 
a specifi c three-dimensional voxel, within which 
a proton MRS spectrum can be obtained.  

NEURON
(NAA and NAAG synthases)

CoA

AcCoA + Asp NAA + Glu

Glu

Gln

NAAG

Ac + Asp NAA

NAA

NAAG

MICROGLIA

OLIGODENDROCYTE
(Aspartocyclase)

ASTROCYTE
(NAAG peptidase)

NAAG

+ Glu

  Fig. 6.2    Tricellular 
NAA–NAAG cycle operating 
between neurons, astrocytes, 
and oligodendrocytes 
(Modifi ed from Baslow 
 2010 ).  CoA  coenzyme A, 
 Acetyl-CoA  acetyl coen-
zyme A,  Asp  aspartate,  Glu  
glutamate,  Gln  glutamine, 
 NAA N -Acetylaspartate, 
 NAAG 
N -Acetylaspartylglutamate       
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6.2.2.2     Stimulated Echo Acquisition 
Mode (STEAM) 

 STEAM also uses a series of three consecutive 
slice-selective 90° pulses for localization. 
However, the sequence only yields half as much 
detectable magnetization; therefore, the signal-to- 
noise ratio is halved. Nonetheless, adequate water 
suppression—which is necessary for all MRS 
techniques, as the metabolites to be detected exist 
at much lower concentrations than water—is 
more easily accomplished via STEAM (Haase 
et al.  1986 ). Shorter echo times are also attainable 
with STEAM, which may provide an advantage 
when detecting short T2 metabolites such as 
γ-aminobutyric acid (GABA).  

6.2.2.3     Post-processing Single 
Voxel Data 

 SVS data can be post-processed and analyzed in 
several different ways. All major MR platforms 
have their own methods of reconstructing the 
data where the details are somewhat different, 
but the end result is generally an automated or 
semiautomated fi tting of the metabolite peaks 
and a quantitative measure of major metabolites 
(NAA, creatine, choline, myoinositol), usually 
as a ratio to creatine to provide a normalization 
factor to account for differences in the peak area 
or amplitude between subjects which will differ 
depending on parameters such as the voxel size, 
number of averages, transmit gain, etc. The MRS 
data can also be exported for further analysis 
using MRS post-processing packages such as 
LCModel (Provencher  1993 ), jMRUI/AMARES 
(Vanhamme et al.  1997 ), etc. The advantage 
of this more sophisticated post-processing is 
that it allows for “absolute quantitation” of the 
metabolites by incorporating prior knowledge or 
 additional measures (Kreis et al.  1993 ) that pro-
vide a concentration in millimolar per kilogram 
wet weight that would be equivalent to in vitro 
measurements of metabolite concentrations. 
While the accuracy of the quantitation, in terms 
of “absolute” quantitation, is somewhat contro-
versial, the advantage of this method is that the 
metabolites can be quantifi ed without being a 
ratio to creatine. This is especially important in 
diseases that can cause a change in creatine, in 

which case it is unclear whether it is the major 
metabolite that has altered or creatine or both.   

6.2.3      Measuring NAA Using 
Chemical Shift Imaging (CSI) 

 One of the drawbacks of SVS is the natural limits 
of a single area of acquisition. Obtaining spectra 
in many different areas of the lesion would be 
time consuming. Multivoxel spectroscopy, also 
called chemical shift imaging (CSI) or spectro-
scopic imaging, overcomes this issue by adding 
an additional phase-encoding step that allows for 
spatial encoding of a larger volume such that it is 
divided into smaller voxels that can be summed 
or selected chemical shifts can be color-coded 
into chemical shift maps. In experimental dura-
tion, some two to three times longer than that in 
which a single voxel method acquires the spec-
trum of a single ROI, the CSI technique 
(Maudsley et al.  1983 ) can collect an array of 
spectra from a single plane. 

6.2.3.1     CSI Pulse Sequence 
 STEAM and PRESS are still utilized for localiza-
tion; however, phase-encoding gradients are 
employed to encode the spatial dimensions, and 
the MR signal is collected in the absence of any 
gradient in order to maintain the spectroscopic 
information. Each acquired ROI contains an MR 
spectrum that allows for the assessment of the 
metabolic profi le of a specifi c location or allows 
for visualization of the spatial distribution of spe-
cifi c metabolites of interest. CSI also allows for 
the acquisition of smaller volumes than in single 
voxel techniques (as small as 0.4 cm 3  at higher 
magnetic fi eld strength). This has the advantage 
over single voxel MRS techniques, as multiple 
brain regions can be assessed using the CSI tech-
nique which can also be completed offl ine via 
post-processing routines that allow for position-
ing of different areas of interest, assuming that 
they are contained with the larger region of inter-
est selected for CSI acquisitions. Furthermore, 
there are additional variants of CSI that utilize 
different phase-encoding methods to either 
reduce scan time or allow for additional spatial 
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resolution and information such as spiral phase 
encoding, echo planar sequences, multislice 
sequences, and parallel imaging methods (Posse 
et al.  2013 ).  

6.2.3.2     Reconstruction of CSI Data 
 The main advantage of CSI is that the spatial infor-
mation is retained such that during post- processing 
one can characterize the spectra in a number of 
different methods. The fi eld of view can be parti-
tioned into individual voxels determined by the res-
olution of the phase encoding. For example, if 16 
frequency encodes and 16 phase encodes are used 
in a 16-cm 2  fi eld of view and 1-cm slice thickness, 
each voxel will have a resolution of 1 × 1 × 1 cm 3 , 
and a spectrum can be reconstructed in each voxel 
as shown in Fig.  6.3a . Analyzing each voxel would 
be time consuming, and therefore, there are two 
different ways to display the data. First, one can 
create a “metabolite map” which selects a certain 

region of the spectrum, for example, 2.0–2.05 ppm 
for NAA, which creates a map based on the signal 
intensity of the spectrum from that spectral region, 
which is then displayed on top of the MRI image 
as shown in Fig.  6.3b . The spatial resolution of the 
metabolite maps are often interpolated which may 
result in over-interpretation of the true voxel reso-
lution. There are also issues with signal correction 
where some areas may appear to have increased 
SNR but overall signal may be increased in that 
region, leading to possible misinterpretation of the 
data. It is therefore somewhat dangerous to rely 
solely on metabolite maps without evaluating the 
individual spectra. One can sum all of the spectra 
from a certain region of the spectrum, much like a 
single voxel acquisition as shown in Fig.  6.3c . This 
procedure is repeated at multiple regions in the CSI 
volume. The major advantage of CSI is that in post-
processing, the ROI can be readily shifted to any 
location with the excitation volume.
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  Fig. 6.3    Representative chemical shift imaging. ( a )  Left : 
MRI image with grid of voxels indicated in purple.  Right : 
reconstruction of CSI data as individual spectra. ( b ) 

Metabolite map of NAA. ( c ) Simplifi ed display of CSI data 
as a small grid of spectra as indicated on the image ( left ) 
and individual spectra ( middle ) and summed spectra ( right )       
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   However, CSI suffers from the disadvantage 
that the shape of individual ROIs is less well 
defi ned than in single voxel techniques. This can 
result in the adjacent ROIs being contaminated by 
large-amplitude signals from surrounding ROIs. 
Furthermore, CSI is not as reproducible as SVS 
(Rosen and Lenkinski  2007 ) and therefore is less 
sensitive to the more subtle changes. Finally, on 
most clinical scanners, the majority of CSI acqui-
sitions are set up for long echo MRS which also 
eliminates important diagnostic metabolites such 
as glutamate Glu or myoinositol (mI), although 
for NAA, the focus of this section, it is suffi cient.   

6.2.4     Whole-Brain NAA 

 As described above, single voxel and CSI meth-
ods suffer from issues such as lipid contamina-
tion, voxel registration, as well as assumptions of 
T1 and T2 relaxation times. One method of 
addressing the aforementioned issues is to take 
advantage of the fact that NAA is the most prom-
inent peak within the MRS spectrum (thus having 
a high signal-to-noise ratio) that acquires signal 
from the entire head and is thus named whole- 
brain NAA (WBNAA) spectroscopy (Rigotti 
et al.  2007 ). Unlike the single voxel and CSI 
methods, WBNAA does not utilize localization 
and instead acquires data immediately after exci-
tation (TE = 0 ms) with a very long repetition 
time (TR = 10 s) and a short inversion time 
(TI = 940 ms). The inversion pulse is alternated 
between each acquisition where the TI is designed 
to null the NAA signal. The even and odd 
 acquisitions are then subtracted from one another 
which nulls those metabolites, including lipid, 
that have a short T1 relaxation time. As NAA has 
a long T1 relaxation time (1.4 s), it remains visi-
ble. As a result of the long TR, there are no T1- or 
T2-weighting effects. The WBNAA signal is 
then normalized to the total brain volume as can 
be obtained from brain segmentation. This 
method operates under the assumption that all 
NAA arises from within the brain, and given the 
lack of localization, results of such studies would 
imply global effects of the disease.  

6.2.5     NAA in Psychiatric Diseases 

6.2.5.1     Schizophrenia 
 A recent meta-review of spectroscopy papers in 
schizophrenia revealed 103 papers alone that 
focused on MRS which included a total of 
2,067 subjects and 2,115 controls of which the 
great majority of the studies focused on treated 
chronically ill patients (Kraguljac et al.  2012 ). 
All papers utilized either the SVS or the CSI 
methods, thereby allowing for regionalized 
 differences to be measured. Decreased levels of 
NAA were found all across the brain including 
structures such as the hippocampus, thalamus, 
and frontal and temporal lobes. While the tem-
poral lobes showed the greatest decreases in 
NAA with a standardized mean difference of 
−0.72, the variability of measurements in the 
temporal lobe were also greater than any other 
area of the brain. The reason for this variability 
is due to the susceptibility artifacts that occur 
due to the air and bone tissue interfaces within 
this brain region that result in distortions and 
signal loss (Olman et al.  2009 ). The basal gan-
glia and frontal lobe showed the most consis-
tent decreases in NAA. While WBNAA 
measures have not been applied to schizophre-
nia, these global changes in NAA throughout 
the schizophrenic brain would indicate that this 
method would be sensitive to these changes.  

6.2.5.2      Dementia 
 Given the relationship between NAA and 
neuronal viability, NAA is a key biomarker 
for dementia. Dozens of papers have shown 
decreases in NAA in both cortical and white 
matter regions of the brain including the pos-
terior cingulate gyrus, the temporal lobe, and 
the occipital lobe (Graff- Radford and Kantarci 
 2013 ). In combination with myoinositol (mI), a 
putative glial marker, NAA provides up to 90 % 
sensitivity and 95 % specifi city for distinguish-
ing Alzheimer’s disease (AD) from healthy 
subjects (Kantarci  2007 ). In a recent study, 
the ratio of NAA/mI predicted progression to 
mild cognitive impairment (MCI) or dementia 
in 214 subjects (Kantarci et al.  2013 ), which 
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supports previous fi ndings of reduced NAA in 
MCI patients. Furthermore, MRS is valuable in 
differentiating between different types of demen-
tia such as the Lewy body, frontal lobe, and vas-
cular dementia (Shonk et al.  1995 ; Kantarci et al. 
 2004 ). While the temporal lobe is often thought 
to be the ideal location for detecting Alzheimer’s 
disease, it is the posterior cingulate gyrus that 
has been shown to be the most sensitive to AD. 
While there may be a neuropathological role 
for the posterior cingulate cortex in AD, as has 
been shown in PET studies (Minoshima et al. 
 1997 ), this region of the brain is also one of the 
most homogeneous parts of the brain that results 
in spectra of superior technical quality, which 
would also contribute to the diagnostic sensitiv-
ity of MRS to AD and other dementias.  

6.2.5.3     Depression/Bipolar Disorder 
 Changes in NAA in bipolar disorder and major 
depression have also been studied extensively 
(Capizzano et al.  2007 ). Several studies have 
shown reductions in NAA/Cr in the temporal 
lobes as a result of bipolar disorder. Some studies 
have also shown reductions in NAA/Cr in the 
frontal lobe in patients suffering from major 
depression; however, there are also studies that 
were not able to replicate these results. This may 
be due to the fact that a majority of the studies 
used a ratio to Cr despite the fact that some stud-
ies have shown that Cr is altered as a result of 
major depression (Gruber et al.  2003 ).    

6.3     Glutamate: Excitatory 
Neurotransmitter 

 Glutamate (Glu) is an amino acid with sev-
eral important roles in the brain. First, it is the 
most abundant excitatory neurotransmitter in 
the human brain, where it plays a major role in 
neurotransmission and where it is released from 
presynaptic cells and then binds to postsynap-
tic receptors, thus inducing activation as shown 
in Fig.  6.4 . As a result, many neurological and 
psychiatric diseases have an impact upon Glu. 

In particular, dysfunction refl ected in excessive 
Glu release or reduced uptake can lead to an 
accumulation of Glu, which results in excitotox-
icity. This second mechanism is key to not only 
understanding the underlying pathophysiology 
of different brain disorders but also providing 
a potential pathway for disease treatment. The 
existence of numerous Glu agonists and antago-
nists now allows for pharmaceutical interven-
tions that can be used to modulate glutamate 
Glu levels and thus provide potential treatments. 
Finally, Glu is a key compound in brain metabo-
lism via the citric acid cycle and therefore also 
tightly coupled to brain energetics.

6.3.1       Glutamate and Glutamine 
Metabolism 

 Metabolically, glutamate (Glu) is stored as gluta-
mine (Gln) in the glia, and the balanced cycling 
between these two neurochemicals is essential 
for normal functioning of brain cells. Glu and 
Gln are compartmentalized in neurons and glia, 
respectively, and this chemical interconversion 
refl ects an important aspect of metabolic inter-
action between these two types of cells. In vivo 
studies have revealed that the neuronal/glial Glu/
Gln cycle is highly dynamic in the human brain 
and is the major pathway of both neuronal Glu 
repletion and astroglial Gln synthesis (Gruetter 
et al.  1994 ; Mason et al.  1995 ). After its release 
into the synaptic cleft, Glu is taken up by adjoin-
ing cells through excitatory amino acid transport-
ers. Astrocytes are responsible for the uptake of 
most extracellular Glu via Glu transporters and 
additionally have a vital role in preserving the 
low extracellular concentration of Glu needed 
for proper receptor-mediated functions, as well 
as to prevent excitotoxicity (Schousboe  2003 ; 
Schousboe and Waagepetersen  2005 ). Once taken 
up into the astrocyte, Glu is rapidly converted to 
Gln by the enzyme Gln synthetase. Small quan-
tities of Gln are also produced de novo or from 
GABA (Hertz and Zielke  2004 ; Bak et al.  2006 ). 
Gln is released from astrocytes, accrued by neu-
rons, and converted to Glu by the neuron-specifi c 
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enzyme phosphate-activated glutaminase (Bak 
et al.  2006 ). Gln is the main precursor for neuro-
nal Glu and GABA (Hertz and Zielke  2004 ), but 
Glu can also be synthesized de novo from tricar-
boxcylic acid cycle intermediates (De Graaf et al. 
 2011 ). The rate of Glu release into the synapse 
and subsequent processes are dynamically modu-
lated by neuronal and metabolic activity via stim-
ulation of extrasynaptic Glu receptors, and it has 
been estimated that the cycling between Gln and 
Glu accounts for more than 80 % of cerebral glu-
cose consumption (Sibson et al.  1998 ). The tight 
coupling between the Glu/Gln cycle and brain 
energetics is largely tied to the nearly 1:1 stoichi-
ometry between glucose oxidation and the rate 
of astrocytic Glu uptake. This relationship was 
fi rst determined by Magistretti et al. in cultured 

 astroglial cells where the addition of Glu resulted 
in increased glucose consumption (Pellerin and 
Magistretti  1994 ). These results provided the 
hypothesis that glycolysis in the astrocytes results 
in a production of two molecules of ATP, which 
are then consumed by the formation of Glu from 
Gln, which suggests a tight coupling between the 
two mechanisms.  

6.3.2     Glutamate and Glutamine 
Structure and Spectroscopy 

 The molecular structures of Glu and Gln are 
very similar and, as a result, give rise to similar 
magnetic resonance spectra (Govindaraju et al. 
 2000 ). The four protons from the two methylene 
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  Fig. 6.4    Glutamate cycle in the neuron and glia. Glucose 
( Glc ) from the capillaries is the primary source of fuel for 
the neurons which are then metabolized via the tricarbox-
ylic acid cycle ( TCA ) to acetyl coenzyme A  ( acetyl-CoA ), 
then to alpha-ketoglutarate ( α-KG ), and fi nally to  succinate 

( Suc ). α-KG is transaminated to glutamate ( Glu ), which 
can be further metabolized to gamma-aminobutyric acid 
( GABA ). However, it is primarily released by the neuron 
and then taken up into the astroglia and metabolized to 
glutamine ( Gln )       
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groups of glutamate Glu and Gln are located at 
2.04–2.35 ppm and 2.12–2.46 ppm, respec-
tively. Similarly, the methine group resonates at 
3.74 ppm and 3.75 ppm for glutamate Glu and 
Gln, respectively. Thus, even though Glu has a 
relatively high concentration in the brain, its 
major resonances are usually contaminated by 
contributions from Gln, GABA, glutathione 
(GSH), and NAA. To avoid confusion in spec-
tral assignment of Glu and Gln, the term “Glx” 
has traditionally been used to refl ect the com-
bined Glu and Gln concentrations. However, 
this approach does not allow for the evaluation 
of conditions where the concentrations of Gln 
and Glu are in opposing directions, nor does this 
approach allow for the evaluation of Gln and 
Glu separately. As our understanding of the 
importance of Glu/Gln system in the human 
brain has increased, much endeavor has been 
invested in being able to quantify Glu or Gln 
separately. The sections below detail methods 
for measuring Glu utilizing various pulse 
sequences to achieve the separation of Glu from 
co-resonating metabolites.  

6.3.3     Single Voxel MRS 
and LCModel 

 LCModel (Provencher  1993 ) is a software pack-
age often used for post-processing of MRS data. 
It utilizes prior knowledge in the form of a basis 
set that is made up of a linear combination of in 
vitro, or simulated, spectra from individual 
metabolite solutions. The advantage of this 
method is that it is almost completely automated 
and utilizes algorithms for baseline correction 
and peak fi tting without imposing restrictive 
parameterization and without subjective input. It 
is often used in the literature to calculate concen-
trations of individual metabolites including Glu 
and Gln. LCModel provides a quantitative mea-
sure of the accuracy of the measure by using the 
estimated standard deviations or Cramer–Rao 
lower bound (CRLB) that provides a measure of 
how reliable the measurement is. A standard 
deviation of <20 % has been used throughout the 
literature as the criteria for adequate reliability. 

While Glu standard deviation measures tend to 
fall below 20 %, Gln standard deviation measures 
do not. Given the overlap between the two mole-
cules, it is unclear whether LCModel can accu-
rately discern Glu from Gln. 

 In our lab we conducted a series of experi-
ments where different solutions, or phantoms, 
were created that had different concentrations of 
Glu and Gln. In three of the phantoms, Glu was 
increased from 6 to 18 mM concentrations and 
Gln was maintained at 6 mM, which is equivalent 
to the physiological concentrations in the brain 
(3–5.8 mM (Govindaraju et al.  2000 )). In the 
other three phantoms, Glu was maintained at 
12 mM (equivalent to in vivo concentrations of 
6–12.5 mM (Govindaraju et al.  2000 )), but Gln 
was increased from 3 to 12 mM. Spectra were 
then acquired from these solutions using a clini-
cal MRI scanner (Siemens 3 T TIM Trio) using 
conventional PRESS MRS (echo time of 30 ms, 
repetition time of 2 s). LCModel was then used to 
calculate the concentrations of each phantom as 
shown in Fig.  6.5 . Our results showed that the 
variable concentration of Gln has a direct effect 
on the reported Glu concentrations and therefore 
demonstrates that this method is not suffi cient for 
discerning Glu from Gln.

6.3.4        Optimal Echo Time 

 In order to better separate Glu and Gln, the echo 
time can be altered to minimize the contribution 
of the Gln signal to the Glx complex. Schubert 
et al. (Schubert et al.  2004 ) were able to selec-
tively detect C4 proton resonances of Glu using a 
PRESS sequence at 3 T with a TE of 80 ms and 
analyzing the data using both the time and the fre-
quency domains with prior knowledge obtained 
from phantom spectra. Using this approach, in 
vivo spectral features were similar to in vitro Glu 
spectral features collected from a phantom, and 
Glu signal was well resolved and separated from 
major interferences, such as Gln and NAA. 
Similarly, Jang et al. acquired PRESS spectra at 
1.5 T in vitro and in vivo at four TE values: 30, 35, 
40, and 144 ms (Jang et al.  2005 ), with the result-
ing spectra analyzed with LCModel (Provencher 
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 2001 ). In vitro and in vivo spectra yielded the 
lowest Cramer–Rao lower bounds (CRLB) for 
Glu quantitation when TE was set to 40 ms. TE 
optimization for the purpose of Glu and Gln 
detection has also been demonstrated using stim-
ulated echo acquisition mode (STEAM) spectros-
copy by Yang et al. ( 2008 ), who optimized TE 
and mixing time (TM) to resolve the C4 proton 
resonances of Glu and Gln. Optimal TE methods 
are appealing acquisition strategies due to their 
ease of implementation for both acquisition and 
processing and the ease with which appropriate 
parameter timings can be selected at the scanner 
interface. Additionally, the resulting spectra can 
be analyzed using scanner software or commer-
cially available software (e.g., LCModel, jMRUI) 
after simulating an appropriate basis set.  

6.3.5     Ultrashort Echo Time 

 Due to the fact that Glu is a strongly coupled sys-
tem, short echo time acquisitions are usually pre-
ferred over long echo time acquisitions for the 
purpose of reducing peak phase modulation. The 
ultrashort TE approach in such coupled systems 
gives rise to spectra where the majority of peaks 
are inphase and thus reduces signal cancellations 
due to J-modulations at longer echo times which 
in turn lead to more robust signal quantifi cation. 

Wijtenburg and Knight-Scott ( 2011 ) quantifi ed 
Glu/tCr at 3 T by combining short TE STEAM 
(6.5 ms) with phase rotation (Hennig  1992 ; 
Ramadan  2007 ) to detect Glu in human brain. 
This approach has been compared to 40 ms TE 
PRESS, 72 ms TE STEAM, and TE averaging 
and demonstrated that the short TE phase-
rotation- STEAM approach yielded the greatest 
precision for Glu/tCr ratio quantifi cation followed 
by TE averaging, PRESS 40 ms, and STEAM 
72 ms (Wijtenburg and Knight-Scott  2011 ). 

 The implementation of very short echo time 
techniques requires substantial modifi cation of 
standard vendor-supplied localization sequences. 
These spectra are usually complicated by a broad 
baseline extending over the whole spectral width, 
and care should be taken during analysis to elimi-
nate the contribution of the baseline to the desired 
metabolite signal—which is usually done by uti-
lizing T1 differences (Starcuk et al.  2001 ). The use 
of third-party spectral analysis software and, in 
some cases, the collection or simulation of metab-
olite basis set are essential to yield results of high 
accuracy (Wijtenburg and Knight-Scott  2011 ).  

6.3.6     TE-Averaged PRESS 

 In this method, a number of 1D PRESS spectra 
are acquired at variable TE values and co-added 

20

18

16

14

12

10

8

6

4

2

0
20181614121086

6 mM Glu,
6 mM Gln

12 mM Glu,
3 mM Gln

12 mM Glu, 12 mM Gln

12 mM Glu, 6mM Gln

18 mM Glu, 6mM Gln

420

LCModel concentraiton (mM)

P
ha

nt
om

 c
on

ce
nt

ra
ito

n 
(m

M
)

  Fig. 6.5    Titration curve of 
solutions of glutamate and 
glutamine. Different 
concentrations of glutamate 
and glutamine were created as 
indicated by the data labels. 
The results show that the 
different concentrations of 
glutamine had a strong effect 
on the 12-mM Glu phantom 
solutions such that LCModel 
over- and underestimated the 
Glu concentration when Gln 
concentrations were high and 
low, respectively       
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(averaged) in real time to produce a single 1D, 
TE-averaged spectrum. Alternatively, the same 
TE-averaged spectrum can be obtained if these 
time-domain FIDs are ordered in a 2D matrix and 
a two-dimensional Fourier transform (2DFT) 
applied. The resultant 1D spectrum correspond-
ing to the middle of the F1 axis (F1 = 0 Hz) is 
equivalent to the TE-averaged spectrum obtained 
above (Dreher and Leibfritz  1995 ; Bolan et al. 
 2002 ). This 1D spectrum offers relatively uncon-
taminated spectral peaks for C4 protons at 
2.35 ppm for Glu and for C2 at 3.75 ppm for Glx 
(Hurd et al.  2004 ). Representative spectra are 
shown in Fig.  6.6a .

   While TE averaging is a simple and reliable 
method for measuring Glu and Gln, it sacrifi ces 
spectral information arising from the J-evolution of 
other metabolites. The method also suffers from dif-
ferential T2 weighting per individual TE value, 
which can be corrected for if a basis set is similarly 

simulated or experimentally acquired. TE-averaging 
sequences are not usually available from major 
MRI vendors but can be easily modifi ed from stan-
dard PRESS sequence source code.

6.3.7        Glutamate Chemical Exchange 
Saturation Transfer (GLuCEST) 

 A large sensitivity enhancement for the detection 
of Glu can be achieved by careful design of MR 
exchange experiments. A recent example of this 
technique was recently implemented by Cai et al. 
where the chemical exchange saturation transfer 
(CEST) between bulk water and Glu was utilized 
for the detection of Glu (Cai et al.  2012 ). In such 
CEST experiments, advantage is taken from the 
protons on the Glu amine group, which are labile 
and in constant exchange with the protons of bulk 
water. When the Glu NH 2  protons are saturated 
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by RF irradiation at 7.7 ppm (i.e., 3 ppm higher 
than water), the resultant saturation effect is 
transferred to water due to the ongoing chemical 
exchange between the protons of NH 2  and H 2 O. 
This in turn leads to a reduction in the amplitude 
of water resonance due to the saturation of its 
protons and the saturation RF fi eld applied to the 
Glu amine group. An excellent review of chemi-
cal exchange methodology can be found here 
(Zhou and van Zijl  2006 ).  

6.3.8     Two-Dimensional MRS 

 An alternative to separating Glu from Gln is to use 
a second chemical shift dimension: 2D Fourier 
NMR spectroscopy utilizes a simple two- pulse 
sequence, 90x-t1-90x-Acq(t2), creating a dataset 
that is a series of one-dimensional (1D) spectra 
with traditional time readout (t2), but each with 
increments in delay (t1), inserted before the termi-
nal readout 90° RF pulse (Jeener et al.  1979 ). Two-
dimensional Fourier transformation (FT) of t1 and 

t2 produces a 2D spectrum where the x- and y-axes 
are the frequencies F2 and F1, respectively, known 
as correlated spectroscopy (COSY). In a 2D 
COSY spectrum, scalar coupling between protons 
in molecules results in cross peaks that allow for 
unambiguous identifi cation of different metabo-
lites (Thomas et al.  2001 ; Cocuzzo et al.  2011 ; 
Ramadan et al.  2011 ). This technology has been 
translated to clinical MR scanners and has been 
applied in vivo (Schulte et al.  2006 ), demonstrat-
ing detection of GABA, Glu, Gln, glutathione, as 
well as other metabolites (Fig.  6.7 ).  

6.3.9      13 C Spectroscopy 

 While the aforementioned methods have been 
utilized throughout the literature to study Glu, 
these measures provide static measures of Glu, 
measuring the total concentration of Glu in the 
brain  without a sense of the dynamic changes 
that result from neurotransmission and brain 
energetics. Carbon 13 ( 13 C) MRS is presently 
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  Fig. 6.7    2D correlated spectroscopy (COSY) of schizo-
phrenia. Representative 2D COSY of left STG of SPD. 
 Green  ROIs show identifi cation of multiple cross peaks 
such as threonine ( Thr ),  N -acetylaspartate ( NAA ), 
 glutathione ( GSH ), glutamate ( Glu ), myoinositol ( mI ), 

glycerophosphorylcholine ( GPC ), phosphorylcholine 
( PC ), total choline ( Cho ), lysine ( Lys ), histidine ( His ), 
creatine ( Cr ), aspartate ( Asp ), gamma-amino butyric 
acid ( GABA ), glutamate–glutamine ( Glx ), macromole-
cules ( MM ), and lipids       
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the only method that provides noninvasive 
measurements of neuroenergetics and neu-
rotransmitter cycling in the human brain.  13 C 
MRS, combined with the administration of 
 13 C-labeled substrates, allows the detection of 
 13 C incorporation from  13 C-labeled precursors 
into various carbon positions of metabolites, 
including the Glu cycles between neuronal and 
glial compartments (De Graaf et al.  2011 ). For 
example, if glucose, the primary fuel for the 
brain, is labeled with a nonradioactive isotope 
of  13 C on the fi rst carbon, that label is retained 
as it is metabolized through the TCA cycle. 
At the point of alpha-ketoglutarate, the label 
is transaminated to Glu and Gln via the Glu/
Gln cycle as shown in Fig.  6.8 . As the label is 
incorporated separately into the fourth carbon 

group of Glu and Gln, real-time  acquisition of 
the brain will result in the observation of the 
Glu C4and Gln C4 resonances at 34.4 ppm and 
31.8 ppm, respectively. In the second turn of 
the TCA cycle, Glu C2 and C3 are labeled. 
Thus,  13 C MRS allows continuous, noninva-
sive monitoring of metabolic fl uxes under 
different physiological or pathophysiological 
conditions.

    The  13 C MRS acquisition consists of sev-
eral different steps providing multiple means 
by which Glu can be measured. These include 
choice of substrate (glucose, acetate, label 
position), method of delivery (oral, IV, glucose 
clamped), data acquisition (direct detection, 
indirect detection), and method of analysis 
(dynamic difference spectroscopy, isotopomer 
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  Fig. 6.8    Fate    of 1- 13 C atom of glucose through neuronal 
TCA and part of the neuronal–glial glutamate–glutamine 
cycle involved in glutamate neurotransmission. Two turns 
of the TCA cycle are represented. Carbon atoms enriched 
are shown in black. Carbons with 50 % chance of enrich-
ment are shaded. For clarity the 3rd turn of neuronal TCA 
is represented only by bicarbonate ( 13 CO 3 ) release. In the 
paper, 13CO 2  is referred to as a bicarbonate (H 13 CO 3 ). 

Other abbreviations:  Glc  glucose,  Pyr  pyruvate,  acetyl-
CoA  acetyl coenzyme A,  Cit  citrate,  V   TCA   tricarboxylic 
acid cycle rate,  αKG  2-oxoglutarate,  Vx   ,αKG   Glu transami-
nase rate,  V   XA  )transaminase or malate–aspartate shuttle 
rate,  Glu  glutamate,  Glug  glial glutamate,  Gln  glutamine, 
 Glng  glial glutamine,  αKGg  glial 2-oxoglutarate,  Suc  suc-
cinyl CoA,  OAA  oxaloacetate,  Asp  aspartate,  NAA 
N -acetylaspartate,  V   NAA_S   NAA synthesis rate       
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analysis) (Ross et al.  2003 ). It is important 
to note that the natural abundance of  13 C is 
approximately 1.1 % which implies that there 
is very little background signal of indigenous 
 13 C Glu, therefore providing excellent con-
trast to noise ratio of signals that arise from 
the incorporation of the  13 C label via the TCA 
cycle and subsequent transamination from 
alpha-ketoglutarate to the Glu/Gln cycle.  

6.3.10     Glutamate in Psychiatric 
Diseases 

6.3.10.1     Schizophrenia 
 It is thought that schizophrenia is related to a dys-
function in  N -methyl- d -aspartate (NMDA) recep-
tors, the major subtype of Glu receptors. Evidence 
from studies of NMDA receptor agonists such as 
phencyclidine and ketamine has shown decreased 
Glu levels as well as the psychotic symptoms 
observed in schizophrenia (Javitt and Zukin  1991 ). 
A recent meta-review (Marsman et al.  2013 ) exam-
ined 28 publications for a total of 647 patients with 
schizophrenia compared with 608 healthy controls 
appears to support this hypothesis by showing evi-
dence of reduced Glu. While several brain regions 
were explored including the medial frontal region, 
hippocampus, and thalamus, only signifi cant dif-
ferences were found in the medial frontal region 
with reduced Glu. Group-by-age associations 
showed that Glu decreased at a faster rate with age 
in patients with schizophrenia compared to con-
trols. While there have been few longitudinal stud-
ies of Glu using MRS, the literature appears to 
refl ect that fi rst-episode schizophrenics show 
increased glutamate whereas in the chronic stage of 
disease, Glu is decreased (Port and Agarwal  2011 ). 
This provides the basis for the second hypothesis of 
excitotoxicity of Glu in schizophrenia. Proponents 
argue that initially Glu levels are increased leading 
to excitotoxicity, which in turn leads to neuronal 
death as refl ected by decreases in NAA. In the 
chronic stages of the disease, neuronal loss would 
also be refl ected in decreases in Glu. 

 The meta-review also showed several studies 
where Gln is increased in schizophrenia 
(Marsman et al.  2013 ), which may refl ect defi -
ciencies in glutaminase, the enzyme that converts 

Gln into Glu, thus leading to decreased Glu and 
increased Gln as refl ected in studies in chronic 
schizophrenia. However, it is unclear whether the 
methods used to measure Gln are accurate as few, 
if any, of the aforementioned pulse sequences 
have been validated for their measure of Gln 
given the overlap between Glu and Gln. The only 
effi cient method that clearly delineates Gln from 
Glu are  13 C MRS studies of which there is only 
one published study (Harris et al.  2006 ) that 
showed reductions in TCA cycle rate, but did not 
show differences in Gln metabolism rates 
between schizophrenics and controls.  

6.3.10.2     Dementia 
 Several proton spectroscopy studies have demon-
strated decreases in Glu in Alzheimer’s dementia 
using traditional MRS methods (Ross et al.  1997 ; 
Jones and Waldman  2004 ; Fayed et al.  2011 ) as 
well as others such as GluCEST (Cai et al.  2012 , 
 2013 ). Reduced Glu is also found in HIV-related 
dementia (Ernst et al.  2010 ). Perhaps of greatest 
interest is that some studies in dementia patients 
have shown how Glu levels can be reversed using 
pharmaceutical interventions such as galan-
tamine, a cholinesterase inhibitor, which showed 
that Glu increased after treatment in AD patients 
(Penner et al.  2010 ). 

 The role of Glu in Alzheimer’s disease has also 
been explored in detail using  13 C MRS. The initial 
study in AD utilized [1   - 13 C] glucose in patients 
clinically diagnosed with AD as well as age-
matched controls (Lin et al.  2003 ). The results of 
the study showed reduced Glu neurotransmission 
as measured by examining the time course of 
enrichment of Glu via the TCA cycle as well as 
relative enrichment of Glu to Gln. The time course 
measurements refl ect the neuroenergetics of the 
brain and effectively measure TCA cycles rates. In 
AD patients, these rates were found to be reduced. 
The measure of Glu and Gln enrichment is of par-
ticular interest as it is refl ective of Glu neurotrans-
mission in itself. For example, if the glial TCA 
cycle is operating faster, then an enrichment pat-
tern with relatively increased Gln signal versus 
Glu signal would be expected. In this study, Glu/
Gln ratios were found to be signifi cantly decreased, 
refl ective of decreased neurotransmission. More 
interestingly, when correlated with NAA measures 
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as a surrogate marker for neuronal integrity, sig-
nifi cant correlates were found with Glu/Gln ratios, 
further supporting the argument that this measure 
may be refl ective of Glu neurotransmission in and 
of itself. As NAA, or the number of neurons 
decreased, Glu/Gln decreased, thus demonstrating 
that Glu neurotransmission may be decreased as a 
result in the reduction of the number of function-
ing brain cells. Sailasuta et al. also found that 
using [1- 13 C] acetate, the third turn of the TCA 
cycle, which produces bicarbonate, is signifi cantly 
slower in AD patients when compared to controls 
(Sailasuta et al.  2011 ).  

6.3.10.3     Anxiety Disorders 
 Several studies have demonstrated that Glu is 
increased in the anterior cingulate cortex as a 
result of general (Strawn et al.  2013 ) and social 
anxiety disorder (Phan et al.  2005 ; Pollack et al. 
 2008 ) when compared with healthy controls. 
Excess Glu in anxiety is not only found in group 
differences and correlations with anxiety sever-
ity. One study showed that when anxiety is 
induced using cholecystokinin tetrapeptide, Glu 
levels in the anterior cingulate markedly increase 
within 2–10 min of the challenge (Zwanzger 
et al.  2013 ). Furthermore, when patients with 
anxiety are treated with medications, such as 
levetiracetam, Glu levels appear to decrease as a 
result of the treatment (Pollack et al.  2008 ).  

6.3.10.4     Depression 
 A recent meta-review (Luykx et al.  2012 ) exam-
ined 16 publications of Glu in major depressive 
disorders (MDD) using MRS for a total of 281 
patients and 301 controls. The anterior cingulate 
cortex and the prefrontal cortex were the two pri-
mary brain regions examined by most studies. 
The result of the meta-analysis showed that Glu 
and Glx were found to be signifi cantly decreased 
in the anterior cingulate in MDD subjects. 
However, the literature remains mixed. For 
example, 2D COSY was used to study levels of 
metabolites in the dorsolateral prefrontal white 
matter regions to study MDD in the elderly. The 
study concluded that the depressed subjects had 
lower levels of NAA and higher levels of Glu/
Gln, mI, and phosphoethanolamine (Binesh et al. 
 2004 ). 

 Perhaps the strongest evidence of the impor-
tance of using MRS to measure Glu in MDD 
comes from neuropharmacological literature 
where MRS has been used extensively to measure 
the effects of medication on brain metabolites. A 
recent review identifi ed 15 articles where MRS 
was used to assess MDD treatments of which six 
specifi cally studied Glu and/or Glx. These fi nd-
ings showed several studies where Glx levels 
were initially decreased in MDD subjects, but 
after treatments such as electroconvulsive therapy 
and repetitive transcranial magnetic stimulation, 
Glx levels increased. These studies give rise to the 
hypothesis that Glu has a role in neuroplasticity 
(Sanacora et al.  2012 ), thus clearly demonstrate 
that Glx is an important component of MDD and 
that MRS is an effective means by which one can 
monitor therapeutic interventions.  

6.3.10.5     Bipolar Disorder 
 Given the role of Glu in psychosis and depres-
sion, there is also a body of literature that has 
explored the use of MRS in bipolar disorder 
(BD). Similar hypotheses of Glu neurotoxicity 
and neuroplasticity arise in the literature for Glu 
MRS of BD as discussed in a recent review 
(Gigante et al.  2012 ), where 17 studies were 
identifi ed. In most studies, the frontal lobe was 
the focus of MRS in regions such as the anterior 
cingulate cortex and the dorsal lateral prefrontal 
cortex. The meta-analysis showed elevated levels 
of Glx in BD. It is particularly interesting that 
this remained the case regardless of whether the 
patients were medicated. This is in contrast to 
MDD studies where Glx levels were decreased 
and modifi ed by treatment.    

6.4     γ-Amino Butyric Acid 
(GABA): Inhibitory 
Neurotransmitter 

 The counterpart to Glu is GABA, the major 
inhibitory neurotransmitter in the brain. 
Interestingly, in the developing brain, GABA is 
initially excitatory and later shifts to its inhibitory 
role as glutamatergic functions develop (Ben-Ari 
 2002 ). The balance between excitation and inhi-
bition is refl ected not only in the roles of these 

6 Magnetic Resonance Spectroscopy



104

two neurotransmitters but also in their metabo-
lism as Glu is a metabolic precursor of GABA. 
GABA acts as an inhibitor by binding to specifi c 
receptors that open ion channels that allow for 
the fl ow in of negatively charged ions or the fl ow 
out of positively charged ions, thus creating a 
negative membrane potential. This, in turn, 
hyperpolarizes the cells and prevents the forma-
tion of action potentials. GABA is of particular 
interest given the availability of drugs that modu-
late the binding of GABA receptors, such benzo-
diazepines, which have helped elucidate the role 
of GABA across a broad range of psychiatric 
conditions such as anxiety, memory loss, depres-
sion, and pain. Similar to Glu, GABA is diffi cult 
to detect using MRS due to its overlap with the 
resonances of Glu and Gln, therefore requiring 
specifi c sequences to measure. Further, the con-
centration of GABA in the brain ranges from 1.3 
to 1.9 mM (Govindaraju et al.  2000 ) and there-
fore is diffi cult to detect accurately and consis-
tently given its low concentration. 

6.4.1     GABA Metabolism 

 GABA is synthesized via the GABA shunt (Olsen 
and DeLorey  1999 ): fi rst, alpha-ketoglutarate 
from the TCA cycle is transaminated to glutamic 
acid by GABA transaminase (GABA-T). 
Glutamic acid decarboxylase (GAD) catalyzes 
the decarboxylation of glutamic acid to GABA. 
GABA can be metabolized to succinic semialde-
hyde by GABA-T but only in the presence of 
alpha-ketoglutarate in order to conserve the sup-
ply of GABA. Finally, succinic semialdehyde is 
oxidized into succinic acid which then reenters 
the TCA cycle, thus completing the shunt. This 
metabolism takes place in the GABAergic neu-
ron where GABA is released as a neurotransmit-
ter and then binds to receptors on the postsynaptic 
neuron. There are three different types of GABA 
receptors, GABA A , GABA B , and GABA C  (also 
considered GABA A -ρ), which have different 
properties where A and A-ρ are fast-acting and B 
is slow acting and hence different pharmacolo-
gies and diseases. Finally, GABA can also be 
taken up by the astrocytes, thus leading to a 

GABA–glutamine cycle following similar meta-
bolic pathways as the GABA shunt.  

6.4.2     GABA Structure 

 As with Glu, the GABA nuclear spins  J -couple 
with other neighboring spins. This causes the 
molecule to appear as a number of small peaks 
spread out a broad frequency range on a standard 
PRESS spectrum. This results in multiplet reso-
nances around 1.9, 2.28, and 3.0 ppm. The prob-
lem with all of those locations is that they overlap 
with other major metabolites within the spectrum 
such as NAA at 2.02 ppm, Glu at 2.34 ppm, and 
Cr at 3.02 ppm. Therefore, specialized methods 
are once again required to discern GABA and to 
reliably estimate its concentrations in vivo.  

6.4.3     MEGA-PRESS 

 One technique to measure the GABA peaks involves 
utilizing a difference of spectra that selectively pre-
serves the GABA signal while eliminating other 
metabolites. GABA has characteristic resonances at 
3.0 and 1.9 ppm. A frequency- selective pulse that 
targets one of these regions would also enhance the 
signal in the other region due to the effect of 
 J -coupling. Applying a frequency-selective pulse 
that is on resonance at 1.9 ppm would increase the 
signal in the 3.0 ppm region if GABA is indeed 
present. Likewise, a frequency-selective pulse that 
is off resonance would not have an effect on the 
3.0 ppm peak. Subtracting the spectra from these 
two different pulse acquisitions should preserve the 
metabolite that only resonates at the characteristic 
frequencies of GABA as shown in Fig.  6.6b . 
MEGA- PRESS utilizes these frequency-selective 
pulses and combines them with PRESS localiza-
tion. While this method has the selectivity to mea-
sure GABA, by utilizing difference spectra, there is 
a loss in SNR and a chance to introduce additional 
artifacts as a result of subtraction. 

 This method has been successfully applied to 
estimate the GABA concentration of several brain 
regions including the anterior cingulate cortex 
(ACC), occipital lobe, and parietal lobe (Terpstra 
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et al.  2002 ; Öz et al.  2006 ; Bhattacharyya et al. 
 2007 ; Edden and Barker  2007 ; Kaiser et al.  2007 ; 
Waddell et al.  2007 ). This sequence combined 
with LCModel quantitation of the MEGA- PRESS 
spectra can provide an estimate of the absolute 
GABA concentration present in the brain in vivo.  

6.4.4     Double Quantum 
Coherence (DQC)  

 A DQC fi lter technique can be used to eliminate 
uncoupled resonances from metabolites like cho-
line, creatine, and NAA and leave strongly cou-
pled resonances from GABA in a single 
acquisition without the need for subsequent spec-
tral editing. This method exploits the difference in 
the phase-accumulation rate of coherences from 
single versus multiple quantum states. By selec-
tively rephasing, only the magnetization from a 
multiple quantum coherence, the signal from the 
uncoupled metabolites, is removed. Because this 
method does not require the difference spectra 
from two scans, the SNR is improved and the 
acquisition time is reduced (Keltner et al.  1997 ). 
Quantifying GABA from DQC-fi ltered spectra 
has the potential to provide more reliable and 
reproducible estimates (McLean et al.  2002 ; Choi 
et al.  2004 ,  2005a ,  b ). The technique can be 
applied with PRESS localization just as with 
MEGA-PRESS, and the same applications of 
study are possible. Comparison of subjects with 
occipital lobe epilepsy (OLE) versus healthy con-
trols shows increased levels of GABA acquired 
from DQC spectra (Simister et al.  2003 ). An 
increased GABA concentration after treatment 
with the SSRI citalopram in the OCC with healthy 
subjects is also detected with DQC spectra 
(Bhagwagar et al.  2004 ).  

6.4.5     2D JPRESS 

 Similar to 2D COSY, 2D JPRESS also acquires a 
series of TE increments to provide a 2D MR spec-
trum. 2D JPRESS differs from 2D COSY in that it 
utilizes the standard PRESS sequence for each 
increment with the addition of maximum echo 

sampling scheme that increases the sensitivity of 
the method (Ke et al.  2000 ; Schulte et al.  2006 ; 
Lymer et al.  2007 ). Additional consideration is 
also necessary to quantify the 2D JPRESS spectra. 
Unlike COSY where the cross-peak volumes can 
be measured as an analog of metabolite concentra-
tion, 2D JPRESS cross peaks are not as differenti-
ated and therefore do not lend itself as readily for 
visual analysis. More sophisticated tools like 
ProFit (Schulte and Boesiger  2006 ) attempt to 
quantify the 2D spectra with prior knowledge 
basis sets of the metabolites similar to LCModel. 

 2D JPRESS can also be combined with the CSI 
method previously described in Sect.  2.3  where 
instead of using PRESS, 2D JPRESS is used 
instead (Jensen et al.  2005 ). 2D-JPRESS CSI can 
sample many regions of interest to determine the 
GABA concentration, but obtaining reliable spatial 
distribution maps of GABA in the brain requires 
overcoming technical challenges. The smaller 
voxel size greatly reduces the SNR of each spec-
trum making the GABA concentration estimates 
inherently less reliable relative to estimates from 
larger voxels. The 2D JPRESS can also be com-
bined into a 1D TE-averaged JPRESS spectrum, as 
described earlier; however, while the TE-averaged 
JPRESS spectra can be used to reliably estimate 
other metabolites like Glu, this method is less reli-
able for quantifying GABA (Mullins et al.  2008 ).  

6.4.6     GABA in Psychiatric Disease 

6.4.6.1     Schizophrenia 
 Alterations in GABA neurotransmission underly-
ing the pathophysiology of schizophrenia are evi-
denced by reduced GABA synthesis as refl ected 
by decreased activity of GAD67 in parvalbumin- 
staining cortical neurons (Gonzalez-Burgos et al. 
 2010 ). Additionally, GABA A  receptors may be 
upregulated, possibly refl ecting a compensatory 
response to reduced GABA levels (Jarskog et al. 
 2007 ). Due to the relatively recent advances in 
MRS that has allowed for GABA measurements, 
MRS studies of GABA in schizophrenia are rap-
idly evolving. A study of chronic schizophrenics 
reported the MEGA-PRESS estimated GABA to 
be 10 % lower than in healthy controls and to 
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correlate with the orientation-specifi c surround 
suppression – a quantitation of the level of visual 
inhibition that is thought to be regulated by 
GABAergic pathways (Yoon et al.  2010 ). A more 
recent study found similar reduction of GABA in 
chronic schizophrenia in the anterior cingulate 
which also correlated with poor attention perfor-
mance (Rowland et al.  2012 ). In a study in early 
course schizophrenia, decreased GABA levels in 
the basal ganglia was also found (Goto et al. 
 2009 ). In contrast, however, another study found 
increases in GABA/Cr ratios in chronic SZ 
(Ongür et al.  2010 ). These discrepant results may 
have resulted from the use of Cr as studies have 
shown that Cr is reduced in schizophrenia thus 
possibly elevating the ratio if the reduction is 
greater than the reduction in GABA. It is also 
clear that there are signifi cant medication effects 
on the GABA measures as another study in 
schizophrenia showed that the measured GABA 
concentration in the anterior cingulate was sig-
nifi cantly negatively correlated with the dose of 
antipsychotics (Tayoshi et al.  2010 ). In this study, 
exclusion of patients on these compounds abol-
ished the statistically signifi cant effects.  

6.4.6.2     Anxiety 
 There have only been a handful of studies that 
have used MRS for measuring GABA in anxi-
ety. Comparing patients with panic disorder and 
healthy controls, MRS studies have found that 
GABA is reduced in the occipital cortex, ante-
rior cingulate cortex, and medial prefrontal cor-
tex (Goddard et al.  2001 ; Long et al.  2013 ). 
Interestingly, upon administration of benzodiaz-
epine, GABA levels in the occipital cortex did not 
change (Goddard et al.  2004 ). Other studies how-
ever have not found differences in GABA levels 
in patients with panic disorder in the dorsal pre-
frontal or ventrolateral prefrontal regions (Hasler 
et al.  2005 ). Similarly, there were no signifi cant 
differences in patients with social anxiety disor-
der (Pollack et al.  2008 ). It should be noted how-
ever that measuring GABA is challenging and can 
often result in large variability in the measurement 
which would result in the lack of signifi cant fi nd-
ings, but should not necessarily be interpreted as a 
lack of change in GABA.  

6.4.6.3     Depression 
 A recent review cited 14 papers that utilized 
MRS to measure GABA levels in major depres-
sive disorder where there are general fi ndings of 
decreased GABA in the occipital cortex, anterior 
cingulate, and dorsal prefrontal cortex but not in 
the frontal white matter (Maddock and Buonocore 
 2012 ). Furthermore, the review highlights four 
studies that examine the effect of treatment on 
GABA levels and show that treatments of selec-
tive serotonin reuptake inhibitors and electrocon-
vulsive therapy both increased levels of GABA in 
the occipital cortex, although one study of cogni-
tive–behavioral therapy did not show increased 
levels.  

6.4.6.4     Bipolar Disorder 
 Two studies have shown that patients with bipo-
lar disorder (BD) exhibit lower GABA in the 
anterior cingulate, parieto-occipital cortex, and 
occipital cortex (Bhagwagar et al.  2004 ; Brady 
et al.  2013 ). A CSI study, however, did not show 
any signifi cant differences between patients 
with BD and healthy controls (Kaufman et al. 
 2009 ). It is likely that the low SNR of CSI 
sequences, as described earlier, resulted in the 
lack of statistical differences between the two 
cohorts.    

6.5     Glutathione (GSH) 

 The primary role of GSH is as an antioxidant, pro-
viding the brain’s defense system against damag-
ing reactive oxygen species (ROS) that arise from 
oxidative stress such as super oxide, nitric oxide, 
hydrogen peroxide, and free radicals (Dringen 
et al.  2000 ). The damage caused by ROS include 
DNA modifi cation, lipid peroxidation, and pro-
tein modifi cation from which the brain is espe-
cially vulnerable due to the large quantity of ROS 
produced there, availability of lipids, and iron 
deposition that catalyzes ROS reactions. Oxidative 
stress is also strongly associated with neuroin-
fl ammatory processes (Mosley et al.  2006 ; 
Agostinho et al.  2010 ). As a result, compromises 
in GSH metabolism have been found to play an 
important role in the pathogenesis across a wide 
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variety of diseases such as neurodegenerative dis-
orders as well as psychiatric disorders. 

6.5.1     Glutathione Metabolism 

 GSH is synthesized intracellularly by fi rst combin-
ing Glu and cysteine to form γ-glutamylcysteine 
via synthetase enzyme followed by addition of 
glycine as catalyzed by GSH synthetase. Due to 
the limited supply of Glu, cysteine, and glycine, in 
different cell types, GSH is synthesized between 
different neurons, astrocytes, and glial cells, thus 
providing an interesting specifi city to GSH mea-
sures to processes such as neuroinfl ammation. The 
thiol group on GSH is a reducing agent in that it 
can donate an electron to unstable molecules such 
as ROS. When ROS is present, GSH will reduce 
ROS by catalysis of glutathione peroxidase (GPx) 
to form glutathione disulfi de (GSSG). GSSG can 
then regenerate GSH using glutathione reductase. 
GSSG resonates at a different frequency on the 
MRS spectrum (Satoh and Yoshioka  2006 ) and 
therefore reductions in GSH concentrations as 
measured by MRS would provide a putative mea-
sure of brain oxidative stress and neuroinfl amma-
tion. However, it is important to note that defects 
in GSH metabolism can also reduce concentra-
tions of GSH, and disruptions to GSH synthesis or 
GSH peroxidation can also refl ect oxidative stress.  

6.5.2     Measuring Glutathione 

 As a tripeptide of Glu, cysteine, and glycine, the 
GSH spectrum will have overlap with all three of 
those metabolites (Matsuzawa and Hashimoto 
 2011 ). From the Glu moiety, the methylene protons 
give rise to multiplets at 2.15–2.55 ppm and the 
methine at 3.77 ppm (which also has contributions 
from the glycine moiety). The cysteine moiety of 
GSH gives rise to resonances at 4.56, 2.93, and 
2.98 ppm. Thus, there is signifi cant overlap between 
Glu and GSH resonances. This is particularly of 
concern given that GSH concentrations in the brain 
are 1–3 mM, whereas Glu concentrations are 
6–10 mM (Govindaraju et al.  2000 ). Furthermore, 
there is also overlap with NAA and creatine reso-

nances as well. Fortunately, many of the same tools 
that are used for separating Glu and GABA from 
overlapping resonances can also be used for GSH. 
Minor modifi cations to those methods are required: 

6.5.2.1     LCModel 
 Some studies have reported measuring GSH 
using conventional PRESS or STEAM MRS 
methods by using LCModel (Terpstra et al.  2005 ; 
Wood et al.  2009 ; Hermens et al.  2012 ; 
Lagopoulos et al.  2013 ; Duffy et al.  2013 ). 
Current versions of the LCModel basis set (ver-
sions 6.2 and above) contain glutathione within 
the basis set which can be used for quantifying 
levels of GSH in the brain. However, similar to 
the issue described for Glu and Gln, GSH mea-
sures are often reported to have <20 % CRLB in 
most publications; however; once again, our lab-
oratory tests have shown that the Glu concentra-
tion can have a signifi cant impact upon the 
estimation of the GSH concentration despite the 
fact that the CRLB are still reported to be less 
than 20 %. It is therefore unclear whether or not 
this is a reliable method by which one can mea-
sure GSH. Furthermore, it is important that those 
studies that utilize this method must report the 
CRLB and they should be below 20 %.  

6.5.2.2     MEGA-PRESS 
 In this implementation of the pulse sequence, the 
selective editing pulses are targeted to the 
α-cysteinyl protons of GSH at 4.56 ppm, which 
after subtraction of the on and off resonance 
acquisitions results in detection of the β-cysteinyl 
protons of GSH (Choi et al.  2004 ; Terpstra et al. 
 2005 ; Matsuzawa et al.  2008 ; Mandal et al. 
 2012 ). LCModel is then used to fi t this resonance. 
Unlike the PRESS or STEAM spectra, the spec-
tral editing removes the contributions of metabo-
lites such as Glu and Gln and thus provides a 
more accurate measure of GSH concentrations 
(Fig.  6.9 ).  

6.5.2.3     Double Quantum Coherence 
 Similarly, DQC methods can also be modifi ed to 
target the GSH molecule. In the one study 
reviewed here, the group also focused on the cys-
teinyl groups.  
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6.5.2.4     2D MRS 
 Although not utilized yet in psychiatric studies, 
2D JPRESS and 2D COSY methods can accu-
rately measure GSH in the brain (Thomas et al. 
 2001 ; Schulte et al.  2006 ). The advantage of the 
2D methods is that unlike MEGA-PRESS or 
DQC which can only measure a single metabolite 
for one acquisition, 2D JPRESS and COSY can 
measure many metabolites. For example, in order 
to measure Glu, GABA, and GSH, using 1D 
methods would require three separate acquisi-
tions of approximately 7 min each for a total of 
21 min. 2D MRS could measure those metabo-
lites and more in 12 min (Ramadan et al.  2011 ).   

6.5.3     Glutathione in Psychiatry 

6.5.3.1     Schizophrenia 
 A recent review identifi ed four studies that 
measure GSH in patients with schizophrenia 
(Matsuzawa and Hashimoto  2011 ). The fi rst 
study used DQC to measure GSH in the medial 
prefrontal cortex in 14 patients including schizo-
phrenia and schizophreniform disorder and com-
pared them to 14 controls (Do et al.  2000 ). GSH 
was found to be signifi cantly lower which was 

further confi rmed by a decrease in CSF GSH 
levels. The second study utilized MEGA-PRESS 
and STEAM in the medial prefrontal cortex in 11 
patients with schizophrenia and 9 controls, and 
although they found decreased GSH, the differ-
ence was not statistically signifi cant between the 
two groups (Terpstra et al.  2005 ). The third study 
also utilized MEGA-PRESS in the medial pre-
frontal cortex, and although they too did not fi nd 
signifi cant group differences between schizo-
phrenic ( n  = 20) and controls ( n  = 16), they did 
fi nd signifi cant negative correlations between 
GSH measures and negative symptom scores 
(Matsuzawa et al.  2008 ). Finally, the fourth study 
utilized LCModel with conventional PRESS 
(TE = 30 ms) in the bilateral temporal cortex in 
fi rst-episode psychosis ( n  = 30), of which 13 were 
neuroleptic naïve and had various diagnoses of 
schizophrenia, schizopsychosis, schizoaffective 
disorder, and depression with psychotic symp-
toms (Wood et al.  2009 ). Their fi ndings are sur-
prisingly contrary to previous studies where they 
show increased GSH in the schizophrenia group 
when compared with controls. It is important 
to note however the authors used the criteria of 
<50 % CRLB which indicates that metabolite 
concentrations could range from zero to twice 
the estimated concentration. According to the 
LCModel guidelines, this would imply that the 
metabolite is undetectable. Coupled with fi nd-
ings of interference of Glu with GSH LCModel 
measures, it is likely that these results are not 
reliable.  

6.5.3.2     Dementia 
 Two recent studies have utilized MRS to mea-
sure GSH in dementia. The fi rst study utilized 
MEGA- PRESS and measured GSH in healthy 
young and old controls, 11 patients diagnosed 
with MCI, and 14 patients that suffered from 
Alzheimer’s disease (Mandal et al.  2012 ). They 
explored several different brain regions including 
the frontal cortex, parietal cortex, hippocampus, 
and cerebellum. While the study found higher 
GSH in the young controls versus the elderly 
controls and patients, there did not seem be any 
signifi cant differences between the elderly con-
trols and MCI or AD patients. The second study 
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  Fig. 6.9    MEGA-PRESS GSH spectrum. Representative 
spectrum of glutathione measured by MEGA-PRESS. 
The difference spectrum is shown at the  top , with an 
 arrow  pointing to the GSH resonance. The  middle  spec-
trum shows the fi t of the data and the bottom spectrum 
shows the residual. Note the NAA is co-edited with this 
implementation of the MEGA-PRESS sequences 
(Terpstra et al.  2005 )       
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(Duffy et al.  2013 ), however, examined a much 
larger group of subjects (54 MCI and 41 healthy 
controls) using PRESS (TE = 35 ms), MRS, and 
LCModel in the anterior and posterior cingulate 
gyri. They found elevated GSH levels in MCI 
patients when compared to age-matched healthy 
subjects in both brain regions. Furthermore, they 
also found the anterior and posterior cingulate 
GSH levels negatively correlated with executive 
and memory function, respectively. The authors 
hypothesize that the increased GSH may be a 
neuroprotective affect that arises from the upreg-
ulation of GSH in response to oxidative stress 
onset by MCI.  

6.5.3.3     Bipolar Disorder 
 Fifty-four patients with bipolar disorder (13 bipo-
lar I, 25 bipolar II, 15 bipolar spectrum) and 51 
age- and gender-matched controls were studied 
with PRESS (TE- = 30 ms) in the anterior cingu-
late cortex and GSH measured using LCModel 
(Lagopoulos et al.  2013 ). In this case, CRLB 
was reported to be less than 20 %. There were no 
signifi cant differences found in the  comparison 
of BD patients and controls nor were there any 
 signifi cant correlations with clinical scores of 
depression or mania. The authors conclude that 
oxidative stress does not play a role in bipolar 
disorder. It is interesting that an earlier paper 
from the same group utilizing the same methods 
but in a larger cohort ( n  = 80; mixed psychiatric 
disease including depression, bipolar, and psy-
chosis) found that GSH was accounted for by the 
40 % of the clusters when cluster analysis was 
applied (Hermens et al.  2012 ). One of the clus-
ters exhibited higher GSH; however, as a mix of 
different psychoses, it is diffi cult to determine 
the underlying pathophysiology, which might 
explain this fi nding.    

6.6     Other Metabolites 

 The following metabolites can be measured using 
conventional MRS techniques. A description of 
their role in the brain and how they are affected 
by various psychiatric diseases will be described. 

6.6.1     Creatine (Cr) 

 The major resonance at 3.02 ppm is comprised 
of creatine (Cr) and phosphocreatine (PCr), 
although in general, most publications refer to 
the combination as Cr. LCModel provides both 
a Cr measure and a PCr measure, although con-
ventional proton MRS cannot readily distin-
guish Cr from PCr as they are in rapid molecular 
exchange with one another. Instead,  31 P MR 
spectroscopy must be used to discern the phos-
phorous resonances in PCr. The metabolism of 
Cr and PCr provided the basis of energy metabo-
lism in the brain via the mitochondria where Cr 
is phosphorylated by the enzyme creatine kinase 
and adenosine triphosphate (ATP) to form PCr 
in reverse (Ross  2000 ). Used to maintain energy 
homeostasis in the brain, Cr is fairly uniform in 
different areas of the brain and between subjects 
and therefore is often used as a normalization 
factor between metabolites and subjects such 
that a ratio to Cr is often used. The danger of 
utilizing such a ratio is that it naturally assumes 
that the concentration of Cr in the brain (approx-
imately 8 mM) is static and unaffected by dis-
ease (Kreis et al.  1993 ). 

 In many situations, this is not the case as 
energy utilization can be affected by disease and 
other Cr metabolic pathways. Mitochondrial dys-
function in the brain would likely cause changes 
in Cr and PCr and has been implicated across a 
range of neuropsychiatric disorders including 
schizophrenia and bipolar disorder (Rezin et al. 
 2009 ).  31 P MRS studies have shown reduced PCr 
in schizophrenia (Kegeles et al.  1998 ; Blüml 
et al.  1999 ) which supports fi ndings from proton 
MRS studies where reduced Cr has been found 
using TE-averaged PRESS in schizophrenia 
(Ongür et al.  2009 ). Interestingly in the same 
study, bipolar disorder did not show changes in 
PCr; however, other studies using both proton 
MRS (Frey et al.  2007 ) and  31 P MRS (Kato et al. 
 1994 ) have shown reductions in Cr and PCr. 
Findings of changes in Cr in schizophrenia and 
bipolar disorder however are inconsistent. A 
recent study showed that meta-analysis failed to 
fi nd signifi cant abnormalities in Cr levels in both 
diseases (Kraguljac et al.  2012 ). 
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 It is also important to note that in addition to 
mitochondrial dysfunction, Cr can be affected by 
other factors. For example, Cr is synthesized in 
the liver, and therefore, patients with liver failure 
will result in reduced Cr in the brain. Cr is also 
an osmolyte and therefore can be affected by 
osmotic equilibrium in the brain (Bluml et al. 
 1998 ). It is therefore important to screen for 
comorbid diseases such as liver disease and 
other conditions that may cause changes in brain 
metabolites secondary to the disease of interest.  

6.6.2     Choline (Cho) 

 Similar to Cr, Cho is a term that includes several 
different metabolites that contain the choline moi-
ety that give rise to the primary resonance at 
3.2 ppm. These metabolites include choline, 
phosphorylcholine (PC), and glycerophosphoryl-
choline (GPC), which are the main constituents, 
as well as phosphorylethanolamine and glycero-
phosphorylethanolamine, to a lesser extent. All 
of these metabolites are constituents of sphingo-
myelin and lecithin which make up the myelin 
sheath critical for the propagation of signals 
throughout the brain. As a result, increased Cho 
is found in areas of greater myelin and membrane 
density such as in the white matter and in the 
pons. In addition, PC and GPC are involved in the 
metabolism of phosphatidylcholine and other 
membrane phospholipids. PC is a precursor of 
membrane phospholipid synthesis, and GPC is 
produced upon the breakdown of membrane 
phospholipids. Thus, the turnover of the mem-
brane of myelin phospholipids as well as demy-
elination are closely tied to increases in Cho as 
observed by MRS. As a result of the involvement 
of Cho in both membrane turnover and degrada-
tion as well as density, it is a sensitive marker but 
not necessarily specifi c to membrane conditions. 

 Recent reviews in Alzheimer’s dementia 
(Kantarci  2007 ), schizophrenia (Kraguljac 
et al.  2012 ), and depression (Caverzasi et al. 
 2012 ) have shown confl icting reports on Cho 
levels in these diseases. It is only in bipolar 
disorder where the literature has shown con-
sistent elevated choline signal in the basal gan-

glia (Maddock and Buonocore  2012 ). The most 
likely reason for why Cho fi ndings are discor-
dant across different studies within the same 
disease is due to the sensitivity of Cho to the 
gray and white matter volumes in the regions of 
interest studied. For example, a meta-analysis 
has shown that duration of illness is associ-
ated with basal ganglia gray matter volume in 
bipolar patients (Bora et al.  2010 ), which may 
explain the increase in Cho as a function of 
membrane density. Within studies, Cho levels 
could be affected by placement of the voxel for 
MRS, which may include different volumes of 
gray and/or white matter when comparing con-
trols with patients thus resulting in confl icting 
reports of Cho changes. The solution to this 
problem is to combine image segmentation 
within the voxel of interest for MRS to account 
for the relative contributions of gray and white 
matter to the Cho level.  

6.6.3     Myoinositol (mI) 

 mI is a simple sugar alcohol; however, it is involved 
in a multitude of different metabolic processes, 
and as a result, its role cannot be defi ned to a single 
function (Ross and Bluml  2001 ). It is a cerebral 
osmolyte and also believed to be an astrocyte 
marker. Similar to Cho, mI has also been impli-
cated in demyelination. While its role may not be 
well understood, the importance of mI however is 
the broad range of concentrations found across dif-
ferent conditions from 3× the normal adult values 
in newborns to nearly zero in hepatic encephalopa-
thy. It has been found to be highly specifi c and sen-
sitive within the context of disease diagnosis in 
patients when compared with controls and there-
fore provides great clinical value. 

 The importance of mI has long been recognized 
in studies of dementia. In early stages of dementia 
such as mild cognitive impairment, mI is elevated 
long before symptoms of dementia are obvious 
(Kantarci  2013 ). As described earlier in  Sect. 2.5.2 , 
mI in combination with NAA predicted outcome of 
MCI in patients and is also highly sensitive and spe-
cifi c in the diagnosis of Alzheimer’s disease where 
much of the specifi city arose from mI measures. 
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There does not appear to be strongly associated 
changes in mI in other psychiatric disorders includ-
ing schizophrenia, bipolar disorder, or depression. 

 It should be noted that like Glu, mI can only 
be observed at short echo times (TE < 55 ms), and 
so studies that utilize long echo time MRS would 
not be capable of measuring mI. Also, given the 
changes in mI observed in hepatic encephalopa-
thy, it is important to screen for liver disease to 
ensure that changes in mI are not masked by 
comorbid conditions.   

    Conclusion 

 MRS is a powerful neuroimaging tool that 
can provide noninvasive, quantitative, and 
objective measures of key neurometabolites 
 in vivo . This insight can be utilized to reveal 
the underlying pathology of many neuropsy-
chiatric disorders. Highly complementary 
to other imaging tools, MRS can be used in 
conjunction to better  understand the differ-
ent brain functions such as neurodegenera-
tion (NAA), excitotoxicity (Glu), inhibition 
(GABA), neuroinfl ammation (GSH), mito-
chondrial function (Cr), membrane turnover 
and demyelination (Cho), and gliosis (mI). In 
schizophrenia, reduced NAA, increased Gln, 
and variable Glu (dependent on chronicity, 
reduced GABA, GSH, and Cr) have been the 
major fi ndings providing insight into the neu-
ronal function and the infl uence of the major 
neurotransmitters upon the disease. In demen-
tia, the primary fi ndings are reduced NAA 
and Glu and increased mI, which are not only 
diagnostic for Alzheimer’s disease but also in 
predicting progression of dementia as well. 
Reduced NAA, Glu, and GABA are charac-
teristic of depression. Those results provide 
an interesting contrast to bipolar disorder 
where NAA and GABA are also reduced but 
Cho and Glu are increased and GSH does not 
appear to change. Anxiety disorder is proba-
bly the least explored by MRS but have shown 
increased Glu but decreased GABA, thereby 
demonstrating an imbalance between the 
major excitatory and inhibitory neurotrans-
mitters in the brain. As MRS methods evolve 
through the various pulse sequences and post-

processing methods that are more and more 
rapidly becoming available to neuroscien-
tists, psychiatrists, psychologists, and physi-
cians, MRS may eventually cross over into 
the realm of clinical diagnosis where it would 
be a valuable tool to provide mechanistic and 
physiological insight into psychiatric diseases 
much as genetics and pathophysiology have 
provided for other diseases.     
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      Abbreviations 

  ACC    Anterior cingulate cortex   
  ADHD    Attention-defi cit/hyperactivity 

disorder   
  ADNI    Alzheimer’s disease neuroimaging 

initiative   
  CNV    Copy number variations   
  COMT    Catechol- O -methyltransferase   
  D2    Dopamine D2 receptor   
  DAOA     d -amino acid oxidase activator   
  DLPFC    Dorsolateral prefrontal cortex   
  ENIGMA    Enhancing neuro imaging genetics 

through meta-analysis   
  FDR    False discovery rate   
  GSEA    Gene-set enrichment analysis   
  GWA    Genome-wide analysis   
  GWAS    Genome-wide association studies   
  ISC    International schizophrenia 

Consortium   
  MAOA    Monoamine oxidase A   
  PFC    Prefrontal cortex   
  SNP    Single nucleotide polymorphism   
  WHO    World Health Organization   

7.1          Introduction 

 Apart from a keen interest in neurobiology, the 
basic motivation of neuroimaging research-
ers in psychiatry is to provide insights that 
help  clinicians to effectively prevent and treat 
mental disorders to avert the immense associ-
ated personal and societal burdens. A particu-
larly important topic is that of schizophrenia, a 
brain disorder with a lifetime prevalence of 1 % 
that manifests in early adulthood and disturbs a 
wide range of brain functions, many of which 
are insuffi ciently addressed by current guideline 
therapies (e.g., negative symptoms, cognitive 
and social defi cits). As a consequence, a sizeable 
proportion of patients do not fully recover, never 
enter or fall out of the labor market, fall victim 
to stigma and social marginalization, live under 
poor fi nancial conditions, die prematurely, and 
contribute to a public health burden that exceeds 
that of any other disorder of similar prevalence 
by far (Rössler et al.  2005 ; WHO  2001 ). It is 
generally hoped that many of these aftereffects 
can be averted if the pathophysiology of mental 
illness is better understood (Insel and Scolnick 
 2006 ). In particular, the brain mechanisms of risk 
and resilience are of interest since they operate at 
a point in time when the disease could, in prin-
ciple, be prevented or at least treated earlier than 
current clinical diagnostic criteria allow (Meyer- 
Lindenberg  2010a ,  b ). 

 Many psychiatric disorders are highly heri-
table (Sullivan et al.  2012 ,  2003 ) and disturb 
the structural and functional organization of 
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the human brain, which in turn is under strong 
genetic control (Glahn et al.  2010 . Thus, not 
surprisingly, the impact of genetic risk factors 
for mental disorders on the brain has gained 
much interest in the recent history of psychiatry 
research (Meyer-Lindenberg and Weinberger 
 2006 ; Pezawas and Meyer-Lindenberg  2010 ). 
A particular fruitful approach has been “imag-
ing genetics,” the combination of neuroimaging 
phenotypes and molecular genetics made pos-
sible by the unprecedented technological prog-
ress in both these fi elds in the previous decade. 
In this chapter, we review the basic principles, 
applications, caveats, and future prospects of 
this approach. Naturally, due to the large num-
ber of disorders, risk genes, phenotypes, and 
genetic models, we cannot provide a full rep-
resentation of the imaging genetics literature 
in psychiatry here. The reader is referred to a 
recent special issue of NeuroImage for a com-
prehensive survey of the fi eld (Pezawas and 
Meyer-Lindenberg  2010 ). Instead, we focus on 
highlighting some of the main tenets, genetic 
analysis strategies, and landmark fi ndings, as 
well as the renewed interest of the fi eld in the 
role of the environment. While we mostly draw 
from examples from schizophrenia research, 
the majority of concepts equally apply to other 
highly heritable psychiatric conditions with a 
complex genetic architecture, such as autism, 
bipolar disorder, or ADHD.  

7.2    Imaging Genetics 

 The etiology of psychiatric disorders such as 
schizophrenia is complex. While genetic factors 
play a major role, as demonstrated by the esti-
mated heritability of schizophrenia in the range 
of 0.65–0.855 (Sullivan et al.  2003 ), the environ-
ment and gene-environment interactions must 
also be considered. The genetics of schizophrenia 
is complex and not consistent with a Mendelian, 
mono- or oligogenic architecture. Instead, cur-
rent evidence suggests a role for single nucleo-
tide polymorphisms (SNPs) that are frequent 
in the normal population and confer only small 
increments on risk (odds ratio, OR, <1.2) as well 

as rare structural genomic alterations confer-
ring high risk in the few cases who are carriers 
(e.g., copy number variations, CNVs, OR 3-30) 
(Malhotra and Sebat  2012 ). Since schizophrenia 
is a devastating disorder that markedly reduces 
fecundity, CNVs are under negative selection 
pressure and rare in the population (Stefansson 
et al.  2008 ). In the majority of individuals, 
therefore, increased risk results from the com-
plex interplay of a large number of common 
genetic variants with small effect size that inter-
act with one another and with the environment 
(Gottesmann and Shields  1967 ). For complex 
behavioral and clinical course constructs such as 
those captured by currently defi ned psychiatric 
diagnoses, the identifi cation of causal genes and 
their operating mode has proven to be extraor-
dinarily diffi cult (Sullivan et al.  2012 ). Among 
others, this relates to the complexity of the 
observable clinical phenotypes, the structural 
and functional complexity of the organ brain, the 
limited biological validity of current diagnostic 
categories, the unknown biological function of 
most statistically associated variants, and the 
seemingly long and convoluted way (or large 
number of poorly defi ned biological processes) 
from altered DNA to psychopathology (Meyer-
Lindenberg and Weinberger  2006 ). 

7.2.1    Intermediate Phenotypes 

 Given these challenges psychiatry faces, alterna-
tive approaches in the study of the genetic under-
pinnings of psychiatric disorders have attracted 
much attention, in particular the analysis of 
“intermediate phenotypes” (Meyer-Lindenberg 
and Weinberger  2006 ; Preston and Weinberger 
 2005 ) or “endophenotypes” (Gottesman and 
Gould  2003 ). Inherent to this concept is the 
assumption that complex disease phenotypes 
(or “exophenotypes”) can be deconstructed in 
genetically simpler neural subprocesses (e.g., 
neurophysiological, neuroanatomical, or cog-
nitive traits) that are quantifi able and are more 
directly and strongly infl uenced by the genetic 
mechanism that cause mental illness. If this 
notion is true (c.f. Flint and Munafo  2007 ; Stein 
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et al.  2012 ), then it follows that the penetrance 
of genetic effects should be higher at the level 
of these biological traits than at the level of 
behavior, which increases the odds for successful 
identifi cation of disease-related loci and causal 
biological processes by genetic linkage and asso-
ciation analyses. 

 Importantly, not all quantifi able biologi-
cal markers are necessarily heritable and thus 
equally useful for the dissection of the genetic 
risk architecture of mental illness. To date, dif-
ferent but largely overlapping requirements for 
biologically meaningful intermediate pheno-
types have been defi ned (Preston and Weinberger 
 2005 ; Gottesman and Gould  2003 ; Cannon and 
Keller  2006 ; Kendler and Neale  2010 ), including 
those explored by imaging genetics. Among oth-
ers, the defi nitions require the examined pheno-
types to be:
    (a)    Quantitative in nature   
   (b)    Heritable   
   (c)    Reliably measurable   
   (d)    Continuously distributed in the general 

population    
    (e)    Associated with the illness in the population   
   (f)    State independent (i.e., traceable in carriers 

of genetic risk variants whether or not the ill-
ness is manifest)   

   (g)    Linked to the genetic risk for the illness (i.e., 
found in unaffected relatives of patients at 
higher rates than in the general population)   

   (h)    Refl ective of a mediator in the causal path-
way from risk genes to psychopathology    

  The last point is rarely explicitly stated but 
of particular interest. While it is challenging to 
establish that a given phenotype functions in 
the role of a biological mediator (Green et al. 
 2013 ), this requirement conceptually differenti-
ates “true” intermediate phenotypes from other 
correlated phenomena such as liability indices or 
“biomarkers.” While the latter may be otherwise 
informative (e.g., for early diagnosis or predic-
tion of treatment response), and fulfi ll several 
other of the above defi ned criteria, they are of 
limited value for the dissection of the causal bio-
logical mechanisms that interrelate genetic varia-
tion and disease risk (see Gottesman and Gould 
 2003  for a detailed discussion on this topic).  

7.2.2    Methodological Challenges 

 In recent years, neuroimaging methods have 
been extensively used as means to explore how 
risk- associated variants modulate illness-related 
structural and functional processes in the human 
brain. The spectrum of applied techniques and 
examined outcome measures is large and includes 
markers of brain structure, brain function, and 
biochemistry derived from various imaging 
modalities, tasks, and analysis strategies, some of 
which are highlighted in the upcoming sections. 
While meta-analyses suggest that genetic effects 
are indeed more penetrant at the neural systems 
level than on the clinical level (Mier et al.  2010 ; 
Munafo et al.  2008 ), recent evidence also points 
to a substantial between-study heterogeneity in 
fi ndings (Murphy et al.  2013 ), an observation that 
may refl ect some of the remaining challenges in 
the imaging genetics fi eld. 

 Firstly, as outlined above, the mere establish-
ment of a statistical link between a genotype 
and some imaging phenotype is not suffi cient to 
inform the fi eld about the biological mechanism 
of a disorder (Meyer-Lindenberg and Weinberger 
 2006 ; Rasetti and Weinberger  2011 ). At the same 
time, the majority of the criteria for intermediate 
phenotypes listed in the preceding section have not 
been established yet for many structural and most 
functional phenotypes in use, in particular when it 
comes to their quality criteria, heritability, and their 
link to the genetic risk for the illness (Rasetti and 
Weinberger  2011 ; Bigos and Weinberger  2010 ). 
In contrast, for other imaging outcome measures, 
this groundwork has been laid (Callicott et al. 
 2003 ; Plichta et al.  2012 ). Specifi cally, as detailed 
later, some prefrontal cortex (PFC) activation and 
connectivity phenotypes have established quality 
criteria (Plichta et al.  2012 ; Bilek et al.  2013 ) and 
have repeatedly been shown to be altered in unaf-
fected relatives of schizophrenia patients (Callicott 
et al.  2003 ; Rasetti et al.  2011 ) and healthy car-
riers of genome-wide supported genetic risk vari-
ants (Rasetti et al.  2011 ; Esslinger et al.  2009 ). 
Given the heterogeneity of studies mentioned 
above, it would be desirable that the fi eld moves 
to the application of such established paradigms 
 wherever possible. 
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 Secondly, just as behavioral phenotypes, imag-
ing phenotypes are also sensitive to a variety of 
nongenetic confounds such as those that relate to 
demographic differences, the ethnic composition 
of samples (e.g., genetic stratifi cation), the pres-
ence of brain-active substances and conditions 
(e.g., medication, nicotine, recreational drugs, 
neurological conditions, illness chronicity), pre-
existing differences in task performance, and 
a multitude of method-inherent noise sources. 
Many of these confounds can be addressed better 
in imaging genetics studies of healthy individu-
als than in studies examining patient populations. 
To address the remaining issues, many but not all 
studies control as many of these factors as pos-
sible. It is also useful to establish familiarity (as 
required for a heritable phenotype) in matched 
healthy fi rst-grade relatives of affected patients 
(which share per defi nition 50 % of the genetic 
makeup of their affected relatives, including half 
of that conferring risk), and then examine the 
neural effects of genetic risk variants in carefully 
matched groups of healthy volunteers that are 
stratifi ed by genotype (Meyer-Lindenberg and 
Weinberger  2006 ; Rasetti and Weinberger  2011 ; 
Bigos and Weinberger  2010 ; Meyer-Lindenberg 
 2010a ,  b ). 

 Thirdly, although the effect size of risk genes 
is larger in brain, imaging genetics still calls for 
the examination of large sample sizes (Waldman 
 2005 ), a standard that is still not reached by 
many studies in the fi eld. The appropriate num-
ber depends hereby on several factors, such as 
the adopted research strategy (e.g., single- variant 
candidate approach vs. genome-wide associa-
tion analysis, GWAS), the quality criteria of the 
examined imaging phenotype, or the minor allele 
frequency of a given variant of interest, and may 
range from about 70 up to several thousand sub-
jects (Stein et al.  2010 ,  2012 ; Mier et al.  2010 ). 
Here, the rate-limiting factor has been the high 
cost of neuroimaging experiments. Analogous to 
the molecular genetics fi eld, this has lately led to 
a trend toward large-scale multisite studies (e.g., 
ENIGMA consortium). First evidence suggests 
that the implementation of this strategy can be 
successful (Stein et al.  2012 ), although it also 
bears its own methodological challenges such 

as the execution of comparable data  acquisition 
protocols and quality control procedures over 
sites.   

7.3    Single-Variant Approaches 

7.3.1    Candidate Gene Variants 

 Historically, psychiatric imaging genetics has 
focused on the hypothesis-driven analysis of 
single genetic variants that were chosen based 
on candidacy, i.e., prior evidence for a poten-
tial role for disorder-related neural alterations 
coming from smaller genetic association stud-
ies or a plausible mechanism derived from basic 
neuroscience research (Pezawas and Meyer-
Lindenberg  2010 ). Here, the empirical link of 
the genetic variant to the disease entity is typi-
cally not been established at currently accepted 
levels of statistical signifi cance for hypothesis-
free approaches such as GWAS. While candi-
date gene approaches are still informative and 
topical, this hypothesis- driven process implies 
that the studies need to be carefully weighed by 
considering the quality of the prior knowledge in 
molecular, cellular, and neural systems biology 
in order to deliver meaningful results for patho-
physiology research (Meyer-Lindenberg and 
Weinberger  2006 ; Bigos and Weinberger  2010 ; 
Meyer-Lindenberg  2010a ,  b ). 

 Typical examples for candidate gene 
approaches are functional variants in dopamine- 
related genes and their examination in the context 
of schizophrenia risk. The dopamine hypothesis 
is the oldest neurochemical theory of the disor-
der and traces back to the observation that the 
antipsychotic effi cacy of neuroleptics relates 
to their affi nity for the dopamine D2 receptor 
(Bigos and Weinberger  2010 ; Callicott et al. 
 2003 ). Contemporary extensions of the model 
suggest that the formation of positive symp-
toms (and in particular delusions) is promoted 
by decreased effi ciency of the PFC, which leads 
to excessive and chaotic subcortical dopamine 
release (Meyer- Lindenberg et al.  2002 ), which 
in turn promotes attribution of motivational 
signifi cance to inappropriate stimuli (“aberrant 
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salience”) (Kapur  2003 ; Kapur et al.  2005 ). The 
 most-studied dopaminergic gene is the catechol-
O - methyltransferase (COMT) gene on chro-
mosome 22q11.22–23, a region implicated in 
schizophrenia by linkage studies (Owen et al. 
 2004 ) and 22q11 syndrome, a hemideletion syn-
drome with strongly increased risk for psychosis 
(Zinkstok and van Amelsvoort  2005 ). A common 
functional variant in COMT (rs4680) results in an 
amino acid substitution (Val158Met) of the dopa-
mine-catabolizing enzyme (Chen et al.  2004 ). In 
Met-allele carriers, the resulting conformation 
change in the encoded protein prompts a decrease 
in the activity of the enzyme (Chen et al.  2004 ) 
and consequently higher levels of extracellular 
dopamine (Bilder et al.  2004 ), particularly in the 
PFC where COMT plays a  dominant role in the 
degradation of dopamine. 

 To date, a large body of imaging genetics evi-
dence demonstrates that COMT Val158Met mod-
ulates cognitive and affective neural functions in 
humans differentially (see Mier et al.  2010  for an 
in-depth review). Specifi cally, benefi cial effects 
of the Val allele on PFC function have been repeat-
edly observed in paradigms challenging emotion 
processing (Drabant et al.  2006 ; Smolka et al. 
 2005 ). Conversely, detrimental effects are seen in 
Val-allele carriers in cognition, as demonstrated 
by increased PFC activation (i.e., decreased effi -
ciency) during  n -back working memory (Diaz-
Asper et al.  2008 ; Egan et al.  2001 ; Goldberg 
et al.  2003 ) (Fig.  7.1a ) and episodic memory 
(Bertolino et al.  2006 ,  2008 ). At intermediate 
task loads, these functional defi cits are compen-
sated by the administration of pro- dopaminergic 
drugs such as amphetamines (Mattay et al. 

0.8000

0.7000

0.6000

0.5000

0.4000

0.3000

0.2000

0.1000

0.0000

P
ar

am
et

er
 e

st
im

at
es

 [5
1,

 1
5,

 0
]

val/val val/met met/met

DA signalling

P
F

C
 fu

nc
tio

n

2-back

Val/Val

Met/Met

Amphetamine-induced
shift in DA levels

Task-induced relative
shift in DA levels

4

3

2

1

0

a

b

  Fig. 7.1    Effects of the COMT Val158Met polymorphism 
on PFC activation. ( a ) Signifi cant linear effect of the 
COMT variant on prefrontal cortex activation during a 
working memory task in 308 healthy controls with 
increased activation (or decreased effi ciency) in Val-allele 
carriers. ( b ) At medium working memory load level 

(2-back task), increasing synaptic dopamine by the 
administration of amphetamine increases prefrontal effi -
ciency in Val-allele carriers but not Met-allele carriers. 
 Abbreviations :  PFC  prefrontal cortex (Reprinted with 
permission from Meyer-Lindenberg and Weinberger 
( 2006 ) and Tost et al. ( 2010 ))       
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 2003 ), which is in line with prior evidence for 
an inverted U-shaped relationship between dopa-
minergic tone and prefrontal signal-to- noise ratio 
ratios during working memory performance 
(Williams and Goldman-Rakic  1995 ; Sawaguchi 
and Goldman-Rakic  1991 ) (Fig.  7.1b ). To date, 
only one study (Green et al.  2013 ) explicitly 
tested one of the key assumptions of the interme-
diate phenotype concept, namely, that prefrontal 
cortex function is a causal mediator in the rela-
tionship between COMT Val158Met genotype 
and cognitive behavior. Using a multiple media-
tor model, the authors demonstrate that PFC 
activity during a cognitive paradigm mediates 
the effects of COMT genetic variation on intel-
ligence, thereby providing direct support for a 
gene-brain-cognition mediation. Taken together, 
these data are consistent with the idea that the Val 
allele contributes to prefrontal cognitive defi cits 
in schizophrenia and provide evidence for a neu-
ral substrate for the pleiotropic behavioral effects 
of COMT genetic variation on cognitive func-
tions and emotional stability (“warrior/worrier” 
hypothesis by Stein et al.  2006 ).

   Up to date, an impressive number of single- 
variant candidate gene approaches have been pub-
lished in psychiatric imaging genetics, and a full 
representation of this literature exceeds the scope 
and possibilities of this chapter. For example, 
other candidate approaches in the dopaminergic 
signaling pathway examined risk variants in the 
dopamine D2 receptor gene (DRD2) and AKT1 
(Tan et al.  2008 ), a gene that plays a crucial role 
in the D2-dependent noncanonical signaling cas-
cade (AKT1/GSK-3). Risk variants in both genes 
have been associated with increased risk for 
schizophrenia (Tan et al.  2008 ; Cho et al.  2012 ) 
and modulation of antipsychotic drug response 
(Tan et al.  2012 ; Blasi et al.  2011 ). Moreover, 
imaging genetics provided evidence that these 
variants alter the functional (Tan et al.  2008 ; 
Blasi et al.  2011 ; Bertolino et al.  2010 ,     2012 ) and 
structural (Tan et al.  2008 ; Markett et al.  2013 ) 
properties of frontostriatal circuits in healthy 
humans. Taken together, these data  provide a 
biological validation of the effects of dopaminer-
gic gene variants in prefronto-neostriatal neural 
circuits and support the idea for a crucial role of 

these genetic factors in the pathophysiology and 
pharmacology of psychosis.  

7.3.2    Genome-Wide Supported 
Risk Variants 

 Although candidate gene studies offer a prin-
cipled method to explore promising loci of the 
genome, these approaches provides only limited 
support for the pathophysiological relevance of 
the identifi ed neurogenetic effects if the impact 
of the genetic variant on the disease phenotype 
itself is minor (Pezawas and Meyer-Lindenberg 
 2010 ). As a consequence, the biological vali-
dation of genetic risk variants from genome-
wide association studies (GWAS) has gained 
much popularity because here, the link between 
genetic variation and categorical diagnosis has 
been established beforehand at stringent statis-
tical thresholds. On the downside, prior knowl-
edge on the functional role of the identifi ed 
GWAS variants is typically sparse, an empiri-
cal void that can be fi lled in part by imaging 
genetics. To date, several studies have identi-
fi ed effects (or the lack thereof (Tost et al.  2010 ; 
Wei et al.  2013 ; Cousijn et al.  2012 ) of GWAS 
risk variants for schizophrenia and/or bipolar 
disorders on structural and functional neuroim-
aging phenotypes, in particularly for risk vari-
ants in the genes ZNF804A (Rasetti et al.  2011 ; 
Esslinger et al.  2009 ,  2011 ; Thurin et al.  2013 ; 
Linden et al.  2013 ), CACN1AC (Erk et al.  2010 ; 
Bigos et al.  2010 ; Wessa et al.  2010 ), RELN 
(Tost et al.  2010 ), and ANK3 (Linke et al.  2012 ). 

 The fi rst such study concerned PFC functional 
coupling and its modulation by rs1344706A, a 
genetic variant in ZNF804A conferring risk for 
schizophrenia and possibly also bipolar disorder 
(O’Donovan et al.  2008 ,  2009 ). The gene maps to 
chromosome 2q32.1 and encodes for the zinc fi n-
ger protein 804A, which is abundantly expressed 
in the developing neocortex and hippocampus 
(Johnson et al.  2009 ). Here, connectivity pheno-
types derived from functional magnetic resonance 
imaging (fMRI) are of high interest, as modern 
neurodevelopmental theories (O’Donovan et al. 
 2008 ; Johnson et al.  2009 ) of  schizophrenia 
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 conceptualize the disorder as a neural “discon-
nection syndrome” (Friston and Frith  1995 ; 
Stephan et al.  2006 ; Meyer- Lindenberg  2009 ), 
in which genetic and environmental risk factors 
disturb the formation (and subsequently also the 
functional interaction and experience-dependent 
plasticity) of neural regulatory circuits connect-
ing the PFC and hippocampus. Among the avail-
able imaging phenotypes, PFC-hippocampus 
functional coupling during fMRI working 
memory is the best established intermediate con-
nectivity risk phenotype to date, owing to its 
established quality criteria (Bilek et al.  2013 ) and 
the robust alterations observed in schizophrenia 
patients (Rasetti et al.  2011 ; Meyer-Lindenberg 
et al.  2005 ), their unaffected fi rst-grade relatives 
(Rasetti et al.  2011 ), and genetic animal models 
of the disorder (Sigurdsson et al.  2010 ). Using 
this phenotype, subjects at genetic risk displayed 
gene dose- dependent alterations in the functional 
coupling of the PFC and hippocampus (Esslinger 
et al.  2009 ) (Fig.  7.2a , b) that mirror the cou-
pling defi cits seen in schizophrenia patients 

 (Meyer- Lindenberg et al.  2005 ). This fi nding has 
since been replicated in a large independent sam-
ple (Rasetti et al.  2011 ) and extended (Esslinger 
et al.  2011 ) by demonstrating that the ZNF804A 
coupling effect is cognitive state dependent (i.e., 
present during working memory function but not 
during emotion processing or at rest).

   Interestingly, we (Esslinger et al.  2009 ) and 
others (Rasetti et al.  2011 ) have recently shown 
that healthy carriers of the rs1344706 A-allele 
do not exhibit differences in PFC regional acti-
vation. Moreover, altered PFC-hippocampus 
connectivity (likely refl ecting disturbed plastic-
ity) has been shown to be statistically indepen-
dent from the well-known fMRI activation or 
“PFC ineffi ciency” phenotype (likely refl ect-
ing disturbed dopamine release) (Rasetti et al. 
 2011 ). Consistent with this, an own recent study 
(Bilek et al.  2013 ) has demonstrated that PFC- 
hippocampus functional connectivity during 
working memory performance is modifi able 
by repetitive transcranial magnetic stimulation 
(rTMS), a plasticity-enhancing intervention that 
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did not impact other neuroimaging phenotypes 
(i.e., PFC effi ciency during working memory, 
PFC-hippocampus resting-state connectivity). 
Taken together, these data provide fi rst direct 
evidence for the “nonredundancy” of different 
intermediate phenotypes in imaging genetics 
and point to dissociable biological mechanisms 
of risk genes at the neural systems level, some 
of which are promising targets for novel thera-
pies aiming at the modulation of compromised 
prefrontal network dynamics in schizophrenia 
(Bilek et al.  2013 ).  

7.3.3    Rare High-Risk Variants 

 One important lesson from GWAS is the 
increased occurrence of structural genetic varia-
tions (i.e., microdeletions or microduplications) 
in schizophrenia. Of these, only a copy number 
variant at 22q11, causing velocardiofacial or 
22q11 syndrome, was previously known. These 
newly discovered microdeletions are associ-
ated with a range of brain phenotypes such as 
schizophrenia but also mental disability, epi-
lepsy, attention   - defi cit/hyperactivity disorder, 
and autism (Ben-Shachar et al.  2009 ). Despite 
their relative rarity and the complexity of the 
associated phenotypes, identifying and charac-
terizing structural variations holds considerable 
potential because they are well-defi ned genetic 
alterations with a very high associated risk, 
which often exceeds that from common genetic 
variants by more than an order of magnitude 
(Karayiorgou et al.  2010 ). While none of the 
newly identifi ed CNVs have been characterized 
on the neural systems level, previous work on the 
22q11 microdeletion (Karayiorgou et al.  2010 ) 
shows that a multimodal imaging approach is 
feasible and holds the promise to identify neu-
ral abnormalities associated with high genetic 
risk. Further, since it appears likely that copy 
number variant risk is unlikely to be explained 
by deletion or duplication of single genes, but 
rather  interactions of genes jointly affected in 
their expression (Meechan et al.  2007 ), imag-
ing genetics can ask whether variants in such 
genes converge on neural systems implicated 

in schizophrenia. An example of this is the 
22q11 microdeletion, which includes, besides 
COMT and several other candidate genes for 
schizophrenia, the gene PRODH encoding 
proline oxidase. A recent study showed that 
 schizophrenia-associated functional polymor-
phisms in PRODH impact the structure, func-
tion, and connectivity of striatum and prefrontal 
cortex (Kempf et al.  2008 ). As more and more of 
these copy number variants are discovered and 
larger imaging genetics samples permit the study 
of reasonably sized groups of carriers even for 
these rare variants, the application of neuroimag-
ing should be very informative in defi ning neural 
mechanisms for these high-risk states.   

7.4    Accounting for Genetic 
Diversity 

7.4.1    Epistasis 

 The genetic risk architecture of psychiatric illness 
is shaped by a large number of risk alleles that are 
distributed over 3.2 billion base pairs and about 
25,000 genes and interact with each other in a 
largely unknown but surely complex fashion. One 
aspect of this complexity is captured by the term 
epistasis, which means that the biological expres-
sion of a gene is altered in the presence of one 
or several other modifying genes. Epistasis is of 
high relevance to pathophysiology, as seemingly 
inconsistent association fi ndings for single vari-
ants may in fact result from the interaction with 
other risk factors, including other genes. To date, 
even larger research consortiums have focused on 
the examination of pre-hypothesized gene-gene 
interactions in candidate genes (e.g., “Epistasis 
Project” on Alzheimer’s disease (Lehmann et al. 
 2012 ; Combarros et al.  2009 ). This relates to the 
enormous number of potential combinations of 
genetic risk variants and the resulting high sta-
tistical threshold of forward- genetics approaches 
that exceed the statistical power of even the most 
comprehensive GWAS to date by far. 

 Analogous to molecular genetics, research 
strategies for epistatic interactions of candi-
date genes have been implemented in  imaging 
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 genetics. Here, the resulting increase in the 
number of genotype cells and the multitude of 
potential confounding factors call for exception-
ally careful study designs and the availability 
of very large neuroimaging databases, which 
may explain the relative paucity of published 
imaging epistasis work to date (Tost and Meyer-
Lindenberg  2011 ). A particularly good example 
for the success of this strategy is a prior study 
(Nixon et al.  2011 ) on the effects of the interac-
tion of COMT Val158Met polymorphism and a 
risk variant (M24) in the  d -amino-acid oxidase 
activator (DAOA) gene. Similar to COMT, DAOA 
modulates prefrontal functional effi cacy during 
working memory performance (Goldberg et al. 
 2006 ) and has been implicated in schizophrenia 
risk (Chumakov et al.  2002 ) through epistatic 
interaction with COMT (Nicodemus et al.  2007 ), 
possibly by its detrimental effects on  N -methyl-
 d -aspartate receptor function (Chumakov et al. 
 2002 ) and downstream alterations in the gluta-
mate-dopamine balance of frontal   - striatal net-
works (Tost and Meyer- Lindenberg  2011 ). 

 The carefully designed study (Nixon et al. 
 2011 ) demonstrated signifi cant effects of DAOA 
by COMT epistasis on prefrontal effi cacy dur-
ing working memory, as indicated by a dispro-
portionately higher PFC activation (or decreased 
effi ciency) in carriers of both deleterious alleles 
(i.e., DAOA T/T and COMT Val/Val) at a fi xed 
level of performance. In the context of COMT 
Met, however, effi cient PFC signaling was seen 
in DAOA T/T carriers. The study is compelling, 
as it provides a functional validation of a previ-
ously reported statistical epistasis of DAOA and 
COMT on a well-established intermediate phe-
notype linked to the genetic risk for schizophre-
nia. Other epistasis studies on dopamine- and 
glutamate-regulating genes in PFC demonstrated 
complex functional effects COMT Val158Met in 
interaction with risk variants in AKT1 (Tan et al. 
 2008 ), the dopamine transporter gene (DAT, 3′ 
VNTR) (Bertolino et al.  2008 ), and the type II 
metabotropic glutamate receptor 3 gene (GRM3) 
(Tan et al.  2007 ). Taken together, these fi nd-
ings highlight the nonadditive nature of genetic 
architecture of the brain and draw attention to the 
fact that imaging genetics, meaningful  signals 

may be easily overlooked if the research scope 
is restricted to the examination of the main 
effects of variants in single genes or their linear 
combination.  

7.4.2    Haplotypes 

 Haplotype analyses go one step further in char-
acterizing the genetic complexity that can be 
addressed with imaging genetics (Consortium 
 2005 ). The term refers to a set of statistically 
associated SNPs at adjacent loci of the chro-
mosome that refl ects the linkage disequilibrium 
structure of genetic variants in a given population 
(Hinds et al.  2005 ). Compared to single alleles, 
haplotypes may show stronger associations with 
genetically complex disorders as they contain 
more information about the underlying causal 
variants. The study of haplotypes is particularly 
important when several functional variants are 
implicated within a single gene or haplotype 
block, as here, the net effect on brain biology will 
be critically determined by the specifi c constella-
tion of coexisting alleles. 

 The COMT gene is again a very good exam-
ple. Here, prior evidence for a disease associa-
tion of the Val158Met coding variant (rs4680) 
alone has been confl icting (Fan et al.  2005 ). Also, 
multiple functional variants have been described 
in COMT that impact prefrontal dopamine sig-
naling and show association with schizophrenia 
risk (Bray et al.  2003 ; Shifman et al.  2002 ) (e.g., 
rs2097603 in the P2 promoter (Chen et al.  2004 ), 
rs165599 in the 3′ region (Bray et al.  2003 )). 
Two prior imaging genetics studies built upon 
this prior knowledge and tested whether complex 
genetic variation in COMT modulates brain func-
tion (Meyer-Lindenberg et al.  2006 ) and structure 
(Honea et al.  2009 ) in a pattern that is consistent 
with interacting functional variants and devel-
oped a general methodological solution to the 
problem that haplotypes are usually only known 
probabilistically. Among others, these studies 
demonstrated that a 2-SNP haplotype composed 
of rs4680 (G/A) and rs2097603 (A/G) showed 
associations with hippocampus volume (Honea 
et al.  2009 ) and prefrontal functional effi ciency 
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during working memory (Meyer-Lindenberg 
et al.  2006 ) in a pattern that is consistent with 
a nonlinear (inverted U-shaped) effect of extra-
cellular dopamine on these schizophrenia-related 
phenotypes. 

 Another multimodal imaging genetics hap-
lotype study focused on PPP1R1B (Meyer- 
Lindenberg et al.  2007 ). The gene maps to 
chromosome 17q12 and encodes for the 
dopamine- regulated and cyclic adenosine 
3′,5′-monophosphate-regulated phosphoprotein 
of molecular weight 32,000 (DARPP-32), which 
is expressed in the striatum and integrates dopa-
mine neurotransmission with the signals from 
other transmitter pathways (e.g., glutamate, sero-
tonin, neuropeptides) (Svenningsson et al.  2003 , 
 2004 ). The multimodal neuroimaging study 
(Meyer-Lindenberg et al.  2007 ) identifi ed a fre-
quent 7-SNP PPP1R1B haplotype (CGCACTC) 
that was associated with schizophrenia risk in a 
family-based association analysis and the expres-
sion of PPP1R1B isoforms in postmortem human 
brain (Meyer-Lindenberg et al.  2007 ). Moreover, 
the risk haplotype modulated cognitive per-
formance, striatal gray matter volume, striatal 
activation during working memory and emotion 

processing, as well as striatal functional con-
nectivity to the PFC in a large sample of healthy 
volunteers (Fig.  7.3 ) (Meyer-Lindenberg et al. 
 2007 ). These data demonstrate the value of hap-
lotype analysis in imaging genetics to identify 
complex and nonadditive genetic interactions in 
candidate risk genes in frontostriatal regulatory 
systems and highlight their potential role in the 
pathogenesis of schizophrenia.

7.4.3       Genome-Wide Strategies 
on Imaging Phenotypes 

 An original hope of the endophenotype concept 
was to use these quantitative traits to identify 
new genes that are relevant for mental illness 
(Gottesman and Gould  2003 ). Lately, the broad 
availability of high-throughput genotyping in 
combination with ever-larger imaging datas-
ets has made this possible in imaging genet-
ics. For example, the imaging GWAS approach 
has been advanced by large multinational con-
sortia such as the Enhancing Neuro Imaging 
Genetics Through Meta-Analysis (ENIGMA) 
(The ENIGMA Network  2010 ) or Alzheimer’s 

t = 3.75

t = 0

a b

  Fig. 7.3    Effects of a PPP1R1B haplotype on frontostria-
tal activation and connectivity. ( a ) Working memory: sig-
nifi cantly reduced activity in putamen ( top ) and greater 
functional connectivity between prefrontal cortex and 
striatum ( bottom ) for homozygotes for the frequent 
(CGCACTC) haplotype. ( b ) Emotional face matching: 

signifi cantly reduced reactivity in striatum ( top ) and 
greater functional connectivity between prefrontal cortex 
and striatum ( bottom ) for homozygotes for the frequent 
(CGCACTC) haplotype (Reprinted with permission from 
Meyer-Lindenberg et al. ( 2007 ))       
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Disease Neuroimaging Initiative (ADNI) 
(Mueller et al.  2005 ) work groups, which seek 
to share databases and analysis strategies to 
attain suffi ciently powered cohorts and aid the 
replication of neurogenetic association fi nd-
ings. Common outcome measures are well-
established structural intermediate phenotypes 
(e.g., hippocampus volume (Peper et al.  2007 ; 
Kremen et al.  2010 )) derived from the spatial 
reduction of high-resolution 3D MRI datasets, 
for example, by calculating summary measures 
over automated anatomical parcellations. A 
high-profi led imaging GWAS study (Stein et al. 
 2012 ) included over 21,000 datasets and identi-
fi ed a very strong ( P  = 6.7 × 10 −16    ) and genome-
wide signifi cant ( P  < 1.25 × 10 −8 ) association 
of an intergenic SNP (rs7294919) at 12q24.22 
with bilateral hippocampus volume. Using three 
independent samples of human brain tissue, the 
study also provided evidence for a functional 
role of the variant by demonstrating converging 
effects of rs7294919 (or SNPs in allelic identity) 
on the expression of TESC (Stein et al.  2012 ), a 
positional candidate gene involved in cell prolif-
eration and differentiation during neurodevelop-
ment (Bao et al.  2009 ). 

 A conceptual extension of imaging GWAS, 
voxel-wise GWAS (vGWAS), identifi es associa-
tions between genetic variants and neuroimag-
ing phenotypes in a whole-brain whole-genome 
approach, i.e., without a priori limitation of the 
genetic survey to spatially circumscribed neu-
ral regions of interest. An advantage of vGWAS 
over is that it offers greater anatomical detail 
of the detected genomic associations, thereby 
potentially increasing the statistical power of 
the approach. The fi rst published vGWAS study 
(Stein et al.  2010 ) in the fi eld quantifi ed individual 
differences in brain structure with tensor- based 
morphometry and explored 448,293 SNPs for 
associations with 31,622 brain voxels in a sam-
ple of 740 elderly subjects with high- resolution 
structural MRI data from the ADNI consortium. 
Here, only the P value of the most highly asso-
ciated (“winning”) variant was retained for each 
voxel, and multiple comparison correction across 
SNPs and voxels was achieved by modeling 
the distribution of minimum P values under the 

null hypothesis and subsequent false discovery 
rate (FDR) correction of the corrected P-maps. 
Although no variant was detected that survived 
the strict signifi cance criterion, several SNPs 
were identifi ed that merit further investigation 
such as a variant in CADPS2, a gene involved 
in neuronal monoamine uptake that was asso-
ciated with brain structure in the lateral tem-
poral lobe (rs2429582, 7q31.32, uncorrected 
    P  min  = 4.23 × 10 −10 ) (Stein et al.  2010 ). 

 Several other genome-wide strategies are cur-
rently in translation from molecular genetics to 
imaging genetics. Among others, this includes the 
association of polygenic risk scores with estab-
lished neuroimaging intermediate phenotypes, 
a method initially applied by the International 
Schizophrenia Consortium (ISC) (Purcell et al. 
 2009 ) to test the polygenic theory of psychiatric 
disorders (Gottesman and Shields  1967 ), which 
postulates that numerous common genetic risk 
variants with small effect sizes have an impor-
tant biological role in combination (Wray et al. 
 2007 ). Here, GWAS “training datasets” are used 
to identify a very large number of putative risk 
alleles distributed across the genome that are 
associated with an established schizophrenia 
intermediate phenotype at very relaxed thresh-
olds (e.g.,  P  <0.5). In subsequent independent 
“test datasets,” individual polygenic risk scores 
are assigned, based upon the cumulative number 
of putative risk alleles and their weighted effect 
sizes, and subsequently tested for associations 
with the imaging phenotype. Another method 
relevant to imaging genetics is gene-set enrich-
ment analysis (GSEA) (Potkin et al.  2010 ). The 
approach takes advantage of the fact that common 
genetic risk variants for psychiatric disorders lie 
among sets of genes with overlapping functions. 
By combining whole-genome genotype infor-
mation, neuroimaging, and a priori knowledge 
of empirical databases on the genetic contribu-
tions to molecular functions or biological pro-
cesses, GSEA tests whether variants, which are 
more strongly associated with a given imaging 
intermediate phenotype of interest, tend to sig-
nifi cantly aggregate in “gene sets” and biologi-
cal pathways that are of relevance to the illness 
(Mootha et al.  2003 ; Subramanian et al.  2005 ).   
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7.5    The Role of the Environment 

 Consistent with earlier (Gottesman and Shields 
 1972 ; McEwen and Stellar  1993 ) and contempo-
rary (McEwen  2012 ; Booij et al.  2013 ) accounts 
on the diathesis-stress model, adverse environ-
mental factors clearly contribute to psychiatric 
disorders such as schizophrenia, notwithstand-
ing the fact that they are highly heritable (van 
Os et al.  2010 ). Many of these factors (e.g., 
childhood adversity) tend to increase the risk for 
mental illness and other unfavorable develop-
mental outcomes in a rather unspecifi c fashion. 
However, two stressors linked to the social envi-
ronment have been primarily associated with 
schizophrenia, urban upbringing and migration. 
Prior epidemiological research has repeatedly 
demonstrated that there is at least a twofold 
increase in schizophrenia risk in individuals that 
have been raised in urban environments (van 
Os et al.  2005 ; Krabbendam and van Os  2005 ) 
or belong to ethnic minority populations (van 
Os et al.  2010 ; Cantor-Graae and Selten  2005 ; 
Bourque et al.  2011 ). The adverse effects of 
urbanicity and migration have been established 
in various countries and ethnicities worldwide, 
are particularly detrimental when the expo-
sure occurs in childhood and early adolescence 
(Krabbendam and van Os  2005 ; Veling et al. 
 2011 ), and interact with genetic risk factors for 
the illness (Krabbendam and van Os  2005 ; van 
Os et al.  2008 ). These observations, especially 
the likely early impact of these risk factors, are 
consistent with the proposed neurodevelopmen-
tal origin of the disorder (Weinberger  1987 ) 
and suggest that the pathway to psychosis is, 
at least in parts, socioneurodevelopmental in 
nature (Morgan et al.  2010 ). A commonly pro-
posed intermediate of the association of social 
risk factors and psychosis is chronic social stress 
induced by, for example, repeated exposure to 
social fragmentation (urbanicity) or racial dis-
crimination (migration) in early life. This may 
impact the functional organization of neural reg-
ulatory circuits during development (Niwa et al. 
 2013 ; Burghy et al.  2012 ; McEwen  2012 ) and 
dispose the brain to abnormal stress responses 
and psychotic experiences in adulthood (see 

Fig.  7.4 ) (van Os et al.  2010 ; Cantor-Graae and 
Selten  2005 ; Bourque et al.  2011 ; Selten and 
Cantor-Graae  2005 ).

   Only recently, neuroimaging studies have 
begun to identify neural mechanisms that medi-
ate the effects of social environmental risk fac-
tors such as urban upbringing (Lederbogen et al. 
 2011 ) or social status (Zink et al.  2008 ; Gianaros 
et al.  2007 ) on the integrity of neural regulatory 
circuits (Meyer-Lindenberg and Tost  2012 ; Tost 
and Meyer-Lindenberg  2012 ). These initial data 
point to a vulnerability of the perigenual anterior 
cingulate cortex (pACC), a key region for regula-
tion of limbic activity and negative emotion, to 
adverse experiences in the social environment. 
Interestingly, neural abnormalities in ACC have 
also been established in schizophrenia patients 
(Radua et al.  2012 ; Sambataro et al.  2013 ), 
individuals at high genetic risk for the disorder 
(Sambataro et al.  2013 ), and healthy carriers of 
genome-wide supported psychosis risk variants 
in CACNA1C (Erk et al.  2010 ) or ZNF804A 
(Thurin et al.  2013 ). The same area was also 
prominently implicated in a recent meta-analysis 
of functional and structural alterations in early 
schizophrenia (Radua et al.  2012 ). These obser-
vations support prior epidemiological evidence 
for interacting genetic and environmental suscep-
tibility, suggest a specifi c neural system where 
the effects of genetic and social environmental 
risk factors may converge, and underscore the 
potential of neuroimaging to interrogate the neu-
ral basis of both genetic and environmental risk 
constellations. The same set of data also moti-
vates an interest in the adverse interaction of both 
sources of risk. For example, it is well-known 
that the individual susceptibility to social adver-
sity is moderated by functional polymorphisms 
in the promoter regions of the serotonin trans-
porter (SLC6A4) (Caspi et al.  2003 ) and mono-
amine oxidase A (MAOA) (Kim-Cohen et al. 
 2006 ) genes. Thus, future successful attempts 
of unraveling the sociogenetic risk architecture 
of mental illness with neuroimaging will require 
a substantial extension of established imaging 
genetics approaches to include nongenetic fac-
tors and state-of-the-art methods of epigenetics, 
environics, epidemiology, and social  psychology 
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(Meyer-Lindenberg and Tost  2012 ; Tost and 
Meyer-Lindenberg  2012 ).  

7.6    Outlook 

 Since its fi rst application (Heinz et al.  2000 ) 
more than a decade ago, the combination of 
modern neuroimaging methods and genetic map-
ping techniques has evolved to a successful neu-
roscience fi eld that utilizes a variety of newly 
developed research methods to uncover the bio-
logical pathways that lead from risk genes over 
neural circuit abnormalities to psychopathology 
(Pezawas and Meyer-Lindenberg  2010 ; Meyer- 
Lindenberg  2010 ). To date, imaging genetics 
has identifi ed several intermediate phenotypes 
that are reliably altered in healthy individuals 
at genetic risk and patient populations, thereby 

identifying relevant pathophysiological processes 
and providing a biological confi rmation of prior 
molecular genetic associations. As exemplifi ed 
by the altered activation and functional connec-
tivity of the DLPFC in the context of schizophre-
nia, this work has already prompted subsequent 
successful bench work aiming to validate the 
effects of established and novel treatment strate-
gies for mental illness (Bilek et al.  2013 ; Blasi 
et al.  2011 ; Rasetti et al.  2010 ; Apud et al.  2007 ). 
While imaging genetics has thus proven to be 
very fruitful, the true potential of the fi eld has not 
been fully exploited yet, and several remaining 
challenges need to addressed in order to prompt 
true clinical innovations in the years to come 
(Pezawas and Meyer-Lindenberg  2010 ; Meyer- 
Lindenberg  2010a ,  b ). 

 Current limitations include, among others, the 
predominance of single-variant approaches that 
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  Fig. 7.4    Neural mechanisms of social environmental risk 
factors. ( a ) Relationship between urban upbringing and 
pACC function in humans. Individuals raised in urban 
environments show increased brain response to social 
evaluative stress in pACC. ( b ) Specifi cation of the diathe-
sis-stress model to the risk factor urban upbringing: the 
model proposes that early exposure to social stress and 
the adverse interaction with genetic and epigenetic risk 

factors result in a sensitization of disease-related neural 
regulatory circuits. This may lead to abnormal neural 
stress responses in adulthood and promote the manifesta-
tion of psychotic phenomena.  Abbreviations :  pACC  peri-
genual cingulate cortex (Reprinted with permission 
from Lederbogen et al. ( 2011 ) and Haddad and Meyer-
Lindenberg ( 2012 ))       
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fail to account for the true genetic  complexity 
of psychiatric disorders, the high proportion of 
single- site studies not powered to detect small 
effect sizes, the relative lack of coordinated 
attempts for independent replication of associa-
tion fi ndings, the small amount of translational 
approaches designed to exploit the benefi ts of 
both human neuroimaging and animal research, 
and the remaining gaps in knowledge on many 
of the proposed neuroimaging “intermediate 
phenotypes” in use (e.g., unspecifi ed task qual-
ity criteria, inconsistent directionality of effects, 
unknown link to the genetic risk for disorders, 
biological redundancy vs. independence of dif-
ferent phenotypes, etc.) (Rasetti and Weinberger 
 2011 ). Moreover, the renewed interest of bio-
logical psychiatry in the environment under-
scores the need for a conceptual expansion of 
current imaging genetics approaches to include 
nongenetic risk factors. To account for the true 
complexity of biology, this conceptual redesign 
will require large multisite studies with size-
able samples, extensive coverage of the “risk 
matrix” over multiple observational levels, and 
the implementation of sophisticated multivari-
ate methods for cross-level biomarker identifi -
cation. As sample sizes expand, the important 
study of rare high- risk (e.g., copy number) vari-
ants will also become feasible. Translational 
neuroimaging approaches combined with genet-
ically engineered rodent models will allow a 
more direct translation of systems-level imaging 
genetic fi ndings into animal models that may be 
useful for drug discovery (Meyer-Lindenberg 
 2010a ,  b ). Finally, embracing a lifetime per-
spective will be crucial, as the causal interplay 
of molecular, individual, and societal risk fac-
tors is expected to predispose the brain for men-
tal illness in some vulnerable periods of life but 
not others. While challenging, neuroimaging 
will certainly play an important role in all these 
efforts, and there is good reason to be optimis-
tic that a conceptually extended approach will 
continue to pioneer new discoveries in patho-
physiology and advance the development of 
new and effective measures for the diagnosis, 
treatment, and prevention of mental illness 
 (Meyer- Lindenberg  2010a ,  b ; Insel  2010 ).     
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     Abbreviations 

   BOLD    Blood oxygenation level dependent   
  DLPFC    Dorsolateral prefrontal cortex   
  DWI    Diffusion-weighted imaging   
  EPI    Echo-planar imaging   
  FEF    Frontal eye fi eld   
  IPS    Intraparietal sulcus   
  M1/S1    Primary sensorimotor cortex   
  MDD    Major depressive disorder   
  MFG    Middle frontal gyrus   
  PFC    Prefrontal cortex   
  PMd    Dorsal premotor cortex   
  RF    Radio frequency   
  SPL    Superior parietal lobule   
  TBS    Theta burst stimulation   
  TDCS    Transcranial direct current stimulation   
  TMS    Transcranial magnetic stimulation   

8.1           Brain Stimulation 
and Imaging 

8.1.1     Brain Imaging: Possibilities 
and Limitations 

 Functional magnetic resonance imaging (fMRI) 
is a noninvasive imaging method, capable of 
 visualizing brain areas that are active  during 

 different behavioral or cognitive functions. Yet, 
although functional brain imaging  provides evi-
dence for task-dependent changes in brain activity, 
it is limited in revealing direct causal relationships 
between these brain activity changes and their 
respective behavioral or cognitive consequences. 
Thus, the question remains: is the change in brain 
activity observed actually functionally relevant 
for successful task performance? To answer this 
question, the experimental design must somehow 
be inverted. Where in functional neuroimaging the 
cognition or behavior is the independent variable, 
and the brain activity the dependent variable, we 
wish to turn this around. Ideally, we should manip-
ulate brain activity, making this the experimental 
factor, and observe the effects of this manipulation 
on cognition or behavior. If the experimentally 
induced brain activity change has effects on task 
performance, only then can one conclude that the 
brain activity involved is functionally relevant. The 
direction of behavioral effects moreover provides 
information on the specifi c role of the targeted 
brain region in the task at hand. To achieve this 
sort of controlled experimental setup, a method of 
transient and local brain activity manipulation is 
required. Such methods exist and are  collectively 
referred to as functional brain interference, or 
brain stimulation techniques.  

8.1.2     Brain Stimulation Techniques 

 Brain stimulation techniques (also referred 
to as brain perturbation or brain interference 
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 techniques) can be divided into invasive and 
noninvasive approaches. Invasive methods, such 
as cooling and microstimulation, are mainly 
limited to animal studies, whereas transcranial 
direct current stimulation (tDCS) and transcra-
nial magnetic stimulation (TMS) are noninva-
sive brain stimulation techniques which can be 
safely used in human volunteers and patients. 
TMS allows for controlled manipulation of brain 
activity in several ways: (1) inducing transient 
disruptions of neural activity (“virtual lesions”), 
(2) enhancing or decreasing cortical excitability, 
(3) stimulating neural populations, or (4) induc-
ing local oscillations. By transiently changing 
activity in the stimulated brain area and reveal-
ing a subsequent change in a particular behavior, 
TMS can be regarded as a unique research tool 
for the investigation of causal structure-function 
 relationships (see, e.g., Sack and Linden  2003 ). 

8.1.2.1     Transcranial Magnetic 
Stimulation (TMS): Basic 
Mechanisms of Action 

 Any TMS device consists of a bank of capacitors 
capable of producing high discharge currents and 
an electromagnetic stimulating coil to apply mag-
netic pulses of up to several Tesla. The high and 
rapidly changing currents are discharged into the 
coil, thereby creating a strong and time- varying 
magnetic fi eld (pulse). This pulse can reach its 
peak in a few hundred microseconds and induce 
an electric fi eld in the neuronal tissue underneath 
the coil; the strength of which depends mainly 
on the rate of change of the magnetic fi eld. Due 
to the electrical conductivity of the living tissue, 
the induced electric fi eld results in an electrical 
(eddy) current in the cortex, in a parallel but oppo-
site direction to the current in the coil (Lenz’s 
law), and subsequently in a depolarization of the 
underlying neurons. The magnetic stimulation 
indirectly creates a transmembrane potential by 
moving a charge across the cellular membrane 
which can lead to membrane  depolarization and 
to an action potential of the respective axon. 

 Physical parameters of the magnetic fi eld 
(e.g., rise time and spatial fi eld distribution) 
determine the temporal-spatial characteristics 
of the magnetic pulse sent into the brain, but the 

induced electric fi eld characteristics in neural 
tissue depend on some additional factors. The 
shape of the skull, the distance from TMS coil 
to the gyrating cortical layers, the shape of coil 
and intensity of stimulation, and whether pulses 
are monophasic or biphasic all infl uence the fi nal 
effective strength and extent of stimulation at 
the cortical level. Moreover, the magnetic fi eld 
strength decreases exponentially with distance 
and the cortical surface is convoluted. Magnetic 
coils have different possible geometric shapes, 
affecting focality and induced current direction. 
All these characteristics, of stimulation coils and 
underlying neuronal tissue, interact to determine 
the actualized neuronal depolarization of mostly 
superfi cial levels of the brain (within a few cm of 
the coil). And that is considering the effects of 
one magnetic pulse only (Sack and Linden  2003 ).  

8.1.2.2     Transcranial Magnetic 
Stimulation (TMS): Basic 
Protocols 

 TMS pulses can be applied one at a time (single- 
pulse TMS), in pairs separated by a variable 
interval (paired-pulse TMS), or in multiples, 
ranging from triple-pulse up to quintuple-pulse 
TMS. Importantly, for these application methods, 
the pulses are usually locked to an external event 
(e.g., task onset), therefore potentially revealing 
information about the chronometry of a cogni-
tive process. We can, therefore, refer to these 
approaches as chronometric, or event-related, 
TMS. By applying chronometric TMS at vari-
able times during task execution, it is possible to 
investigate not only whether a given brain region 
is necessary for the tested behavior but also at 
what time point (with a temporal resolution of 
5–10 ms) the neural activity at the stimulation 
site is critical for successful task performance 
(chronometry of functional relevance (see also 
Walsh and Pascual-Leone  2003 )). 

 In contrast, TMS pulses can also be applied in 
a repetitive manner (repetitive TMS; rTMS) using 
either “conventional” or “patterned”  protocols of 
repetitive stimulation (Rossi et al.  2009 ). The 
important feature of both conventional and pat-
terned rTMS is that it is capable of modulating 
the excitability of the stimulated area for some 
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time after the TMS application itself. The nature 
of these aftereffects, whether they are inhibitory 
or excitatory, mainly depends on the frequency of 
stimulation. In conventional rTMS protocols, sin-
gle TMS pulses are applied in a regular rhythm, 
with a distinction between low- frequency rTMS 
(stimulation frequency of 1 Hz or less) and high-
frequency rTMS (stimulation frequency >1 Hz). 
Patterned rTMS refers to repetitive application of 
short high-frequency bursts of rTMS, interleaved 
by short pauses of no stimulation. In theta burst 
stimulation (TBS), short bursts of 50 Hz rTMS 
are repeated with a rate in the theta range (5 Hz) 
as a continuous (cTBS) or intermittent (iTBS) 
train (Di Lazzaro  2008 ; Huang et al.  2005 ). Both 
1 Hz rTMS and cTBS are consistently found to 
produce lasting inhibitory  aftereffects, whereas 
high-frequency rTMS and iTBS induce lasting 
facilitatory aftereffects on motor corticospinal 
output in healthy participants. 

 The ability of rTMS to induce longer-lasting 
excitability changes has opened the door for the 
clinical applications of TMS in treating vari-
ous neuropsychiatric disorders, for example, by 
“down- or upregulating” pathologically hyper- 
or hypoactive brain areas (Brighina et al.  2003 ; 
Haraldsson et al.  2004 ; Hoffman  2003 ; Hoffman 
and Becker  2005 ; Martin et al.  2003 ; Paus and 
Barrett  2004 ).  

8.1.2.3     Clinical TMS 
 Over the past 15 years, increasing numbers of 
studies of the potential therapeutic effects of TMS 
have been published. Disorders including addic-
tion (Camprodon et al.  2007 ; Eichhammer et al. 
 2003 ), obsessive compulsive disorder (Martin 
et al.  2003 ; Sachdev et al.  2001 ), pain (Khedr 
et al.  2005 ; Lefaucheur et al.  2001 ), schizophre-
nia (Chibbaro et al.  2005 ; Lee et al.  2005 ), and 
depression (George et al.  1995 ; Pascual-Leone 
et al.  1996 ) have been studied; however, of all 
the psychiatric disorders, TMS in major depres-
sive disorder (MDD) has been studied most 
thoroughly. 

 Repetitive TMS above the dorsolateral pre-
frontal cortex (DLPFC) has been proposed as 
a potential new treatment option for depres-
sion. Numerous studies have been  carried out— 

stimulating either left DLPFC with  high-frequency 
TMS or right DLPFC with low-frequency TMS—
however, with diverse results (for review see, e.g., 
(Schonfeldt-Lecuona et al.  2010 ). O’Reardon and 
colleagues ( 2007 ) published a large multicenter 
trial of daily left pre-frontal TMS in medication-
free patients with MDD, reporting encourag-
ing results. Herwig and colleagues, on the other 
hand, found no difference in responder rates or 
depression rating scales between real TMS and 
sham treatment groups in 209 their multicenter 
trial (Herwig et al.  2007 ). Meta-analyses of the 
antidepressant effect of rTMS (Burt et al.  2002 ; 
Gross et al.  2007 ; Holtzheimer et al.  2001 ; Kozel 
and George  2002 ; Martin et al.  2003 ; McNamara 
et al.  2001 ) have also revealed mixed results, with 
differences between fi ndings perhaps relating to 
small sample sizes as well as their heterogeneous 
designs. Thus, at this point in time, the validity of 
TMS for the treatment of depression in clinical 
practice still needs further investigation. While 
TMS certainly seems to have benefi cial effects 
with therapeutic potential, the inconsistency of 
results needs explanation, so that consensus can 
be reached on which TMS protocols are effective 
for which types of depression patients. Currently, 
our understanding of TMS effects in general, 
and in depression in particular, appears to be too 
limited to afford any strong predictions about the 
chance of success in therapeutic application (see 
also Ridding and Rothwell  2007 ). Nevertheless, 
in 2008 the fi rst rTMS device (NeuroStar TMS 
Therapy System) received FDA approval for the 
treatment of resistant major refractory depression 
in adults. 

 Recent TMS studies have also harnessed this 
technique with the aim of alleviating behavioral or 
cognitive defi cits in patients suffering from brain 
injury, lesions, and stroke (see, e.g., Brighina 
et al.  2003 ; Koch et al.  2008 ; Oliveri et al.  2001 , 
 1999 ). By suppressing the intact hemisphere of 
stroke patients, the damaged hemisphere is (to an 
extent) released from the strong interhemispheric 
inhibition. This allows the damaged hemisphere 
to express its remaining functionality. TMS 
studies based on this logic have delivered some 
encouraging results, demonstrating that the 
counterintuitive strategy of  decreasing neural 
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excitability of the healthy hemisphere actually 
improves defi cits following unilateral brain dam-
age to the other hemisphere (Brighina et al.  2003 ; 
Cazzoli et al.  2010 ; Koch et al.  2008 ; Nyffeler 
et al.  2009 ; Oliveri et al.  2001 ,  2000a ,  b ; Shindo 
et al.  2006 ; Song et al.  2009 ).   

8.1.3     Combining Brain Stimulation 
and Brain Imaging 

 Brain imaging and brain stimulation offer highly 
complementary methods for studying the healthy 
and diseased human brain. It is, therefore, sen-
sible to combine these approaches in human 
 fundamental and clinical neuroscience. TMS and 
functional imaging can be combined either dur-
ing simultaneous measurements or by using the 
same paradigm and participant sample during 
separate TMS and imaging sessions. Both simul-
taneous combination and experimental combi-
nation methods are useful for the investigation 
of functional brain-behavior relationships, but 
they have different applications, advantages, and 
limitations. 

8.1.3.1     Brain Imaging Before Brain 
Stimulation 

 When applying TMS in cognitive studies, the 
brain areas of interest do not always have a 
behavioral signature output, as is the case for 
TMS over motor cortex or visual cortex. For 
these brain regions, and associate cognitive 
research questions, it is not straightforward 
to determine the precise scalp location where 
TMS pulses should be administered. Functional 
imaging before TMS can be used to address this 
problem by precisely localizing a task-related 
area of cortical activation for subsequent use 
with a frameless stereotaxic TMS neuronaviga-
tion system, thus optimizing the exact coil posi-
tioning for TMS. In this way, the combination of 
brain imaging and subsequent brain stimulation 
permits the assessment of whether, in a given 
participant, this task-related functional activity 
(shown using brain imaging) is actually func-
tionally relevant to that individual’s successful 
task performance (Andoh et al.  2006 ; Sack et al. 

 2006 ; Thiel et al.  2005 ). There are now several 
commercially available stereotaxic systems for 
TMS neuronavigation. Most of them allow for 
fMRI-TMS co-registration procedures so that 
events occurring around the head of the partici-
pant in real space are registered online and visu-
alized in real time at correct positions relative 
to the participant’s anatomical reconstruction of 
the brain. By superimposing the functional data 
on the anatomical reconstruction of the brain, 
the TMS coil can be neuronavigated to a specifi c 
functional activation area of every participant 
(see Sack et al.  2009 ) (Fig.  8.1 ).

   Using such neuronavigation systems, TMS 
coil positioning can become highly accurate, 
targeting anatomical or functional “hotspots” 
in individual participants with millimeter preci-
sion. This is relevant since, despite the limited 
spatial resolution of the applied magnetic fi eld, 
spatial TMS coil shifts in the order of millimeters 
have been shown to sometimes result in a com-
plete loss of behavioral or cognitive impairment 
effects (Beckers and Homberg  1992 ; d’Alfonso 
et al.  2002 ). Comparing different localization 
strategies for TMS-based primary motor cortex 
mappings in terms of accuracy and effi ciency, 
Sparing and colleagues ( 2008 ) found that fMRI-
guided stimulation was most precise (accuracy 
was concluded to be in the millimeter range). 
Feredoes and colleagues ( 2007 ) used fMRI to 
localize TMS sites for disruption of short-term 
verbal information retention. Sack et al. ( 2009 ) 
investigated the behavioral impact of right pari-
etal TMS on a number comparison task, when 
TMS localization was based on (1) individual 
fMRI-guided TMS neuronavigation, (2) individ-
ual MRI- guided TMS neuronavigation, (3) group 
functional Talairach coordinates, or (4) the 10–20 
EEG position P4. They quantifi ed the behavioral 
effect of each TMS localization approach, calcu-
lated the standardized experimental effect sizes, 
and conducted a statistical power analysis, which 
revealed that the individual fMRI-guided TMS 
neuronavigation yielded the strongest behav-
ioral effect size (Sack et al.  2009 ). This increased 
effect size of TMS when using (f)MRI-guided 
coil positioning has also been shown in the con-
text of clinical TMS applications for  various 
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 psychiatric disorders (Ahdab et al.  2010 ; De 
Ridder et al.  2011 ; Herbsman et al.  2009 ).  

8.1.3.2    Brain Imaging After 
Brain Stimulation 
 Certain brain stimulation protocols, such as 
rTMS or TBS, are capable of modulating neural 
excitability of a region beyond the TMS stimula-
tion itself. Functional imaging can then be used 
to investigate these prolonged TMS aftereffects. 
Imaging the immediate and longer-lasting after-
effects of TMS is paramount for revealing the 
underlying neurobiological mechanisms that lead 
to the observed behavioral changes and clinical 
treatment effects of TMS stimulation. 

 An elegant example of this approach comes 
from Hubl and colleagues ( 2008 ). Here, the right 
frontal eye fi eld (FEF) was stimulated outside 
the MR scanner using continuous theta burst 
rTMS (TBS). Then fMRI was used to map the 
TBS- induced effects and assess their temporal 

 persistence across the brain during a saccade task. 
The results showed a TBS-induced suppression 
of local BOLD activity that appeared 20–35 min 
(but not immediately) after stimulation (Hubl 
et al.  2008 ). Suppression, albeit weaker, was 
also evident in more remote regions, including 
the (pre)supplementary and parietal eye fi elds. 
Similarly, Cárdenas-Morales and colleagues 
( 2011 ) used fMRI for exploring the aftereffects 
of iTBS over primary motor cortex. 

 Several studies have used functional imag-
ing to visualize TMS aftereffects in prefrontal 
cortex (PFC), in order to explore the underlying 
mechanisms of potential therapeutic applica-
tions for depression (Fitzgerald et al.  2007 ). The 
implication is that prefrontal rTMS in normal 
and depressed participants has profound effects 
on both local and remote brain regions impli-
cated in depression, including bilateral frontal, 
limbic, and paralimbic areas (Fitzgerald et al. 
 2007 ; Kimbrell et al.  1999 ,  2002 ; Pogarell et al. 

a b

  Fig. 8.1    fMRI-guided TMS neuronavigation. Panel ( a)  
shows several color-coded fMRI activity clusters superim-
posed on a reconstruction of the cortical surface, projected 
within a transparent mesh of a reconstructed head in 
Talairach space. Each of these clusters represents an indi-
vidual fMRI “hotspot,” i.e., strongest task-related activity, 
of a given individual participant obtained in a separate 
fMRI measurement. The spatial distribution between these 
individual fMRI activity clusters accounts for the interindi-
vidual variability in the exact structure-function corre-

spondence. Panel ( b)  shows a snapshot of the Brain 
Voyager TMS neuronavigation system used to guide TMS 
coil positioning based on one of these activity clusters of a 
given participant. The  red beam  indicates where the mag-
netic fi eld of TMS is strongest and is navigated in real time 
to the  orange color-coded  individual fMRI hotspot of this 
particular participant. The exact positioning of the TMS 
coil and thus the target area for the magnetic brain stimula-
tion are therefore individually defi ned based on the fMRI 
data obtained in a separate session prior to TMS       
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 2006 ,  2007 ; Speer et al.  2000 ,  2009 ; Teneback 
et al.  1999 ). Importantly, these rTMS-induced 
effects appear to be frequency dependent, with 
low- frequency rTMS leading to bilateral reduc-
tion in frontal activation (Fitzgerald et al.  2007 ).  

8.1.3.3     Brain Stimulation During 
Brain Imaging 

 While useful, functional imaging after TMS 
application remains fundamentally limited in elu-
cidating the neuronal effects of TMS. Concurrent 
TMS and neuroimaging offer a broader range 
of in vivo information regarding the actual and 
immediate effects of TMS on cortical activation, 
both local and remotely. Simultaneous TMS 
and imaging can thus be used to online track 
the TMS effects in the brain or probe intracere-
bral connectivity (Bestmann et al.  2003b ,  2004 , 
 2005 ; Bohning et al.  1999 ,  2000b ; Ruff et al. 
 2006 ; Sack et al.  2007 ). Therefore, even in the 
absence of overt behavior, TMS during fMRI 
facilitates the imaging of pathways of activity 
spreading within and between brain networks. 
Furthermore, in simultaneous TMS/fMRI, brain 
stimulation can be applied while concurrently 
recording changes in brain activity and behavior. 
This simultaneous approach allows the investi-
gation of the local and remote brain responses 
at a neurophysiological level. Thus, it can be 
determined, in vivo, which brain areas—either 
directly or transsynaptically affected by TMS—
underlie the observed TMS-induced behavioral 
changes during active task execution. However, 
the simultaneous combination of TMS and func-
tional imaging poses great technical challenges. 
Therefore, it is routinely used by only few 
research groups, and the number of simultane-
ous TMS/fMRI publications is still considerably 
small (Reithler et al.  2011 ). 

 Besides the need for specifi c hardware (e.g., 
an MR-compatible TMS system), simultane-
ous TMS and BOLD fMRI requires appropriate 
temporal synchronization between MRI acquisi-
tion and TMS pulse application. Furthermore, 
the discharge, and even mere presence, of 
MR-compatible TMS coils in the bore of the mag-
net produces artifacts in the echo-planar imaging 
(EPI) images that need to be resolved before the 

simultaneous combination of functional imaging 
and brain stimulation becomes feasible. 

   Setup, Experimental Procedures, 
and Artifacts 
 The use of TMS inside the MR scanner during 
simultaneous TMS/fMRI studies requires several 
modifi cations to TMS hardware, specifi c TMS/
fMRI interleaved experimental designs, and the 
consideration or removal of several artifacts. Most 
importantly, the standard TMS coils routinely 
used outside the MR scanner are not appropri-
ate for simultaneous TMS/fMRI studies. Instead, 
specifi c MR-compatible non- ferromagnetic TMS 
coils are required. MR-compatible TMS coils 
are characterized by several main modifi cations: 
(1) removal of ferromagnetic materials and elec-
tronic elements from the coil, (2) strengthened 
casing to withstand the large forces of the MR 
scanner without cracking, (3) a connection cable 
long enough to feed through a wave guide leav-
ing the radiofrequency (RF)-shielded cabin, and 
(4) removed or modifi ed TMS coil handle to ease 
positioning within the spatially restricted MR 
environment. Finally, since frameless stereotaxy 
is not applicable inside the scanner, TMS coils 
are often fi tted with specifi c MR markers in order 
to post hoc identify the position of the coil rela-
tive to the simultaneously acquired structural and 
functional data. The MR signal of these mark-
ers on the TMS coil can be used to estimate and 
reconstruct, by triangulation, the exact position 
and orientation of the coil inside the scanner. 

 Although necessary, these TMS coil modifi ca-
tions are by no means suffi cient to avoid further 
technical problems and measurement artifacts dur-
ing simultaneous TMS/fMRI. One principle prob-
lem of combined TMS/fMRI studies is a direct 
consequence of the standard TMS/fMRI setup 
described above. In this setup, the MR-compatible 
TMS coil is connected to the stimulator outside 
the RF-shielded cabin via a cable running through 
a wave guide. Therefore, the RF shield of the 
MR scanner is pierced by the TMS cable, which 
acts as an antenna transmitting RF noise into the 
scanner. Special RF noise fi lters then need to be 
installed for simultaneous TMS/fMRI studies as 
an  additional hardware component (Fig.  8.2 ).
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  Fig. 8.2    TMS during fMRI. Panel ( a ) shows a participant 
inside the MR scanner during simultaneous TMS and 
fMRI measurements. The participant’s head is fi xated 
within the MR head coil, while an MR-compatible non-
ferromagnetic TMS coil is positioned on the scalp and fi x-
ated in order to apply noninvasive brain stimulation during 
functional brain imaging. Panel ( b ) shows a top view of 
the MR-compatible non-ferromagnetic TMS coil, which 
is fi tted with fi ve specifi c MR markers. The MR signal of 
these markers can be used to estimate and reconstruct, by 
triangulation, the exact position and orientation of the coil 
inside the scanner and to thus post hoc identify the posi-
tion of the coil relative to the simultaneously acquired 
structural and functional data. Panel ( c ) depicts the long 

connection cable of the MR-compatible TMS coil. This 
cable is used to connect the MR-compatible TMS coil to 
the stimulator outside the RF-shielded cabin via a wave 
guide. Panel ( d ) shows the special RF noise fi lters that 
need to be installed for simultaneous TMS/fMRI studies 
as an additional hardware component. This is necessary 
because the connecting TMS cable running through the 
wave guide pierces the RF shield and acts as an antenna 
transmitting RF noise into the scanner. Therefore, the 
TMS cable outside the RF cabin is connected to this spe-
cifi c RF noise fi lter device which connects via the wave 
guide to the inner RF cabin wall, to then connect to the 
MR-compatible TMS coil       
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   Despite the installation of an RF fi lter, the MR 
image quality is often still decreased in simulta-
neous TMS and fMRI studies. This is because the 
mere presence of a TMS coil in the scanner can 
result in static magnetic fi eld inhomogeneities, 
which particularly affect EPI scans (commonly 
used for fMRI). Baudewig and colleagues ( 2000 ) 
systematically investigated the type and extent 
of the artifacts induced by the TMS coil during 
MR measurements. The authors revealed that 
although the anatomical images were unaffected, 
there were pronounced signal losses and geomet-
ric distortions in EPI acquisitions perpendicular 
to the plane of the coil. However, these artifacts 
could be markedly reduced by using an EPI ori-
entation parallel to the coil plane. Furthermore, 
these signal losses and geometric distortions 
attenuate with increasing distance from the coil 
and so are restricted to the area very close to 
the coil. Therefore it is unlikely that functional 
images of the human cortex are largely affected, 
given the scalp-cortex distance of >1 cm. 

 After having addressed the technical chal-
lenges discussed above, one can progress to the 
most important step of applying TMS pulses dur-
ing actual MR EPI data acquisition. Although, 
it must be noted that simultaneous or concur-
rent TMS/fMRI is not possible in the strictest 
sense. In reality, TMS pulses and MRI acquisi-
tions must be appropriately interleaved in order 
to avoid the inevitable artifacts produced by the 
TMS-induced currents, which would otherwise 
make artifact-free scanning during TMS impos-
sible. Therefore, simultaneously or concurrently 
combined TMS/fMRI studies, generally refers to 
interleaved TMS and fMRI measurements, dur-
ing which the MR sequence must send a trig-
ger signal to the TMS apparatus with every RF 
pulse excitation. TMS pulses are thus temporally 
separated from MR imaging. Still, distortions can 
even occur when pulses are applied up to 100 ms 
before slice acquisition onset (Bestmann et al. 
 2003a ; Shastri et al.  1999 ). These lasting artifacts 
are purportedly related to residual currents in the 
TMS coil and to currents induced by the vibra-
tions in the TMS coil following a pulse (Shastri 
et al.  1999 ). The current standard is, therefore, 
to leave at least 100 ms between each TMS 

pulse and any following MR image acquisition. 
However, with better vibration absorption in the 
TMS coil, the delay between TMS pulse and MR 
image acquisition may be reduced considerably. 

 There are various methods for temporally 
interleaving TMS and MRI for simultaneous 
experiments. For example, TMS pulses and MR 
images can be interleaved by insertion of tempo-
ral gaps after each volume (Ruff et al.  2006 ; Sack 
et al.  2007 ). Sack and colleagues ( 2007 ) applied 
bursts of rTMS at ~13.3 Hz over 560 ms at the 
end of each MR volume. In this study, a delay of 
200 ms from the last TMS pulse to the beginning 
of the next MR volume acquisition protected the 
subsequent MR acquisition from pulse-related 
artifacts. Alternatively, TMS pulses can be sepa-
rated, not by placing them at the end (or begin-
ning) of each volume, but by interleaving them 
after each slice within one volume (Bestmann 
et al.  2004 ,  2005 ; Bohning et al.  2000a ). This 
method still requires a suffi cient delay between 
TMS pulses and slice acquisition so that sub-
sequent slices are not perturbed. Finally, single 
slices might also be deliberately perturbed by the 
TMS pulse and then be identifi ed and replaced, 
either by interpolation between pre- and post- 
pulse acquisition of the same slice or by includ-
ing affected slices as covariates in a general linear 
model analysis. When employing any of these 
methods with modifi ed EPI sequences to opti-
mize interleaved TMS/fMRI measurements, it 
is also recommended to introduce oversampling 
of the phase-encoding direction of EPI images 
in order to shift the so-called “ghosting” artifact 
outside the volume of interest. 

 One additional problem for simultaneous, or 
interleaved, TMS/fMRI studies was shown by 
Weiskopf and colleagues ( 2009 ). The authors 
reported that leakage currents may be generated 
when switching stimulation intensities. In a phan-
tom measurement, these leakage currents in the 
TMS coil varied parametrically with the TMS 
output intensity (its capacitor charge) and induced 
magnetic fi eld inhomogeneities which led to false-
positive fMRI fi ndings. In other words, BOLD 
signal increased parametrically with TMS inten-
sity in their phantom measurement (Weiskopf 
et al.  2009 ). Following this report, a technical 
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solution has been pioneered which introduces a 
relay in parallel (and diodes in series) with the 
TMS coil. When the relay is closed, leakage cur-
rent primarily fl ows through this relay, rather than 
the TMS coil. A trigger signal then briefl y opens 
the relay so that a TMS pulse can be applied. 
However, although these (or similar) solutions are 
now standard in MR-compatible TMS systems, 
appropriate test measurements should be run in 
order to identify any remaining artifacts or false 
positives due to leakage current.  

   TMS Has Local and Remote Effects 
 Generally, all reported studies using concur-
rent TMS-fMRI show that TMS has task-spe-
cifi c effects on the BOLD signal in the targeted 
site. This is encouraging, given the widespread 
assumption that TMS affects excitability/activity 
in the region directly underneath the coil and that 
this activity change refl ects behavioral effects of 
TMS (see Reithler et al.  2011 , for an exhaustive 
overview). However, one of the most important 
additional conclusions from combined TMS and 
functional imaging studies is that locally applied 
focal TMS does not exclusively affect neural 
activity at the stimulation site, but can also be 
shown to affect remote and interconnected brain 
regions (Bestmann et al.  2003b ; Blankenburg 
et al.  2008 ; Bohning et al.  2000a ; Denslow et al. 
 2005 ; Ruff et al.  2006 ; Rushworth et al.  2002 ; 
Sack et al.  2007 ). This includes cortical as well as 
subcortical brain areas, as revealed by early appli-
cation to the human motor system (Baudewig 
et al.  2001 ; Bestmann et al.  2004 ; Bohning et al. 
 1999 ,  2000a ). It seems that application of TMS 
in essence involves inserting energy into a sys-
tem and that TMS to an isolated neuron popu-
lation will excite not only that population, but a 
connected brain area will propagate the inserted 
energy throughout its anatomical (Boorman et al. 
 2007 ) and functional (Sack  2006 ) network. It is 
precisely the value of TMS-fMRI that this spread 
of TMS excitation can be tracked throughout 
the brain. Bohning et al. ( 1999 ) showed that the 
BOLD signal resulting from TMS correlated to 
the TMS intensity both in local (targeted) and 
remote brain areas. Moreover, Bohning and col-
leagues ( 2000a ) could show that TMS-induced 

fi nger movements resulted in BOLD signals 
throughout the brain that were similar to BOLD 
signals resulting from voluntary fi nger tapping. 
This constituted an early demonstration of the 
validity of using TMS-fMRI to probe functional/
anatomical networks in the brain. Bestmann and 
colleagues ( 2004 ) confi rmed this notion, stimu-
lating with high-frequency rTMS the left pri-
mary sensorimotor cortex (M1/S1) at supra- and 
subthreshold intensities (no fi nger movements 
induced in the latter condition) and measuring 
the BOLD signals throughout the brain. A net-
work of distinct cortical and subcortical motor 
system structures was activated in response to the 
TMS, again involving the same regions activated 
by voluntary fi nger movements. Interestingly, 
this was the case even for subthreshold stimula-
tion, showing that TMS can probe an anatomical 
network even in the absence of overt behavioral 
response, although subthreshold stimulation 
in the absence of induced muscle contractions 
mainly led to enhanced BOLD responses in 
supplementary and premotor cortices and not in 
the local M1/S1 region that was actually stimu-
lated (see Hanakawa et al.  2009  for similar 
intensity- dependent remote activation changes 
based on spTMS). This suggests that the local 
BOLD effects, directly underneath the coil, may 
constitute a special case: they depend on actu-
ally induced muscle contractions, while remote- 
connected motor network regions also involved 
in voluntary movements are activated by M1/S1 
TMS even subthreshold (Bestmann et al.  2004 ; 
Denslow et al.  2005 ). Based on modeling work, 
Esser and colleagues ( 2005 ) suggest that TMS 
locally stimulates both excitatory and inhibi-
tory neural populations (ergo the net activation 
and thus BOLD is weaker here), but remotely 
results mainly in excitatory responses which are 
easier to detect. However, the matter is not set-
tled, given the still ill-defi ned intricacies of TMS 
effects on local neural circuits and moreover the 
connection between such effects and the BOLD 
signal (Logothetis  2008 ; Logothetis et al.  2010 ). 
Still, the anatomical and functional specifi city 
of the observed remote network effects argues 
against a nonspecifi c (water ripple-like) spread 
of TMS- induced activity. Moreover, the observed 
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networks closely resemble the brain systems 
involved in natural tasks involving the same 
regions. For a more elaborate review of these 
issues, see Reithler and colleagues ( 2011 ).  

   Local and Remote TMS Effects Are State/
Task Dependent 
 Focal TMS can therefore lead to both local and 
remote neural effects, within anatomically or 
functionally connected brain regions. However, 
several combined TMS/fMRI studies have also 
found that these local and remote network effects 
are state or task dependent. In other words, the 
state of the brain at the moment of TMS, as 
induced by task demands or external sensory 
stimulation, or even by naturally occurring fl uc-
tuations, can infl uence the local and remote net-
work response to TMS. An excellent example 
of these state-dependent effects comes from 
Bestmann and colleagues ( 2008 ), who applied 
TMS over left dorsal premotor cortex (PMd) 
at two intensities (low vs. high) and two motor 
states (grip vs. no grip). Participants were stimu-
lated over left PMd either when performing a 
handgrip task with their left hand or during rest 
(nogrip). The authors revealed a signifi cant cross-
over interaction between motor state and TMS 
intensity over left PMd, arising in right M1 and 
right PMd. TMS over left PMd during rest led to 
an activation decrease in right PMd and M1 of 
the contralateral hemisphere. This contralateral 
decrease following TMS has been observed in 
most (Bestmann et al.  2004 ; Kemna and Gembris 
 2003 ), but not all, simultaneous TMS/fMRI stud-
ies over the motor cortex (Bohning et al.  2000a ; 
Hanakawa et al.  2009 ). However, more impor-
tantly, Bestmann et al. ( 2008 ) also showed that 
this contralateral decrease after TMS over left 
PMd during rest then becomes a contralateral 
increase in activation during a left-handed grip 
task, with stronger functional coupling following 
TMS (when comparing high vs. low intensity). 
Thus, the direction of remote effects (activation 
increases/decreases) was reversed depending on 
the state of the system. This reversal is likely 
caused by differences in the initial brain states, 
in relation to interregional mutual inhibition/
facilitation mechanisms. Another demonstration 

of the task dependency of TMS-induced activa-
tion changes comes from O’Shea and colleagues 
( 2007 ). These authors applied 15 min of offl ine 
1 Hz rTMS over left PMd and reported compen-
satory activation increases in the contralateral 
(right) PMd. However, this effect was specifi c to 
an action selection motor task that otherwise sig-
nifi cantly engaged (the now disrupted) left PMd. 
The compensation effect was not observed dur-
ing a simpler motor execution task (repetitive fi n-
ger movements). Importantly, when dpTMS was 
applied to the right PMd after 1Hz rTMS over left 
PMd, behavioral performance on the action selec-
tion task suffered. In other words, the compensa-
tory right PMd activation increases after left PMd 
disruption were causally relevant for the task. 

 In a more cognitive application, Sack and 
colleagues ( 2007 ) revealed that TMS over the 
right intraparietal sulcus (IPS) only results in 
right hemispheric frontoparietal network effects 
of TMS (i.e., neural effects in local and remote 
regions within a functionally connected fronto-
parietal network) when the participant is engaged 
in a task that requires the proper functioning of 
the targeted brain region. Conversely, the authors 
showed that this same parietal TMS protocol did 
not lead to such frontoparietal network effects 
when the task did not rely on parietal cortex 
(Sack et al.  2007 ). Thus, parietal TMS led to sig-
nifi cantly different local and remote brain effects 
depending whether, or not, the stimulated region 
was engaged in task-relevant processes at the 
time of the experimentally induced brain pertur-
bation. These fi ndings indicate that TMS-induced 
neural activity is particularly likely to spread to 
nodes of a (currently active) functional network 
and that activity does not necessarily spread to 
regions that are only anatomically connected to 
the target site. These state- and task-dependent 
modulations of TMS effects should not be under-
estimated and could also partially explain differ-
ences in remote effects between target sites when 
the same TMS protocol is used.  

   Local and Remote TMS Effects Are 
Functionally Relevant 
 The demonstration of remote neural effects of 
TMS raises the question of whether (and to what 
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extent) these indirect remote effects are also 
relevant and functionally related to the TMS- 
induced behavioral changes, in other words, 
whether reported behavioral effects of TMS that 
are seemingly specifi c to a particular target site 
do actually relate to TMS-induced neural activity 
changes at that target site or whether these behav-
ioral effects might relate to a widely distributed 
network effect. Ruff and colleagues ( 2006 ,  2008 , 
 2009 ) applied TMS over right FEF inside the MR 
scanner and revealed remote BOLD effects in 
two bilateral sets of occipital brain regions within 
retinotopic visual areas V1–V4. Right FEF-TMS 
led to BOLD increases for peripheral visual fi eld 
representations, but BOLD decreases for the cen-
tral visual fi eld. Assuming that higher BOLD sig-
nal equals higher-contrast sensitivity, the authors 
concluded that FEF-TMS may enhance periph-
eral, relative to central, vision. Interestingly, 
these behavioral predictions following the remote 
neural effects of FEF-TMS within early visual 
cortex were later confi rmed by the authors in a 
psychophysical study outside the MR scanner. 
Sack and colleagues ( 2007 ) showed that simul-
taneous TMS/fMRI during active task execution 
potentially allows in vivo imaging of the neural 
network effects underlying TMS-induced behav-
ioral changes. The authors applied TMS over 
right and left parietal cortex during whole-brain 
BOLD fMRI of spatial cognition performances. 
The authors found that right, but not left, pari-
etal TMS (i) behaviorally impairs spatial cogni-
tion, (ii) induces neural activity changes across 
a right hemispheric network of frontoparietal 
regions, and (iii) results in signifi cant correla-
tions between TMS-induced behavioral impair-
ments and neural activity changes in the directly 
stimulated parietal region as well as ipsilateral 
frontal brain regions. Thus, it appears that neural 
activity, not just in the stimulated right superior 
parietal lobule (SPL), but also in the remote ipsi-
lateral middle frontal gyrus (MFG), was infl u-
enced by right parietal TMS (during a spatial 
cognition task) and contributed to a reduction in 
task performance (Sack et al.  2007 ). Importantly, 
these task- specifi c TMS-induced BOLD reduc-
tions correlated with behavioral impairment: 
the stronger the reduction, the slower partici-

pants responded. Again, this raises the question 
of whether these remote effects of right parietal 
TMS (e.g., at right MFG) are functionally rel-
evant or causally related to the observed behav-
ioral defi cit. The TMS/fMRI study by Sack and 
colleagues ( 2007 ) does strongly suggest that 
the right parietal TMS-induced behavioral defi -
cits are not exclusively caused by neural activ-
ity changes at the site of stimulation, but rather 
caused by neural network effects within a right 
hemispheric frontoparietal network consisting of 
right MFG and SPL. However, in this study, the 
functional relevance of these remote regions has 
to be assumed based on a correlation between the 
remote activation change in MFG and the behav-
ioral impairments in spatial task performance. 
Therefore, in a follow-up study, the authors 
directly tested the functional relevance of MFG 
by now targeting this region directly with TMS. 
Causal evidence was thus provided for the func-
tional relevance of the remote TMS activation 
change identifi ed earlier (de Graaf et al.  2009 ). 
Only such an iterative approach can directly ver-
ify the functional role of revealed response pro-
fi les in distant network nodes (Fig.  8.3 ).

8.2           Conclusion and Outlook 

 The combination of brain stimulation with brain 
imaging offers unique experimental possibili-
ties for understanding the functional architec-
ture of the healthy and diseased human brain. 
Brain imaging before brain stimulation is useful 
for the identifi cation (in individual participants 
or patients) of an exact TMS stimulation site. 
Here, the fMRI data of an individual is used to 
place the TMS coil above the exact brain area 
that has shown activation changes during the 
task performance of this particular participant. 
Brain imaging after brain stimulation is useful 
for identifying the spatial pattern and persistency 
of rTMS- induced neural activity changes that last 
beyond the stimulation itself (TMS aftereffects). 
Finally, brain imaging during brain stimulation 
enables to stimulate a particular brain region 
while simultaneously monitoring whole-brain 
changes in brain activity and behavior, thereby 
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potentially allowing causal brain-behavior infer-
ences across the entire brain. These simultaneous, 
or more precisely interleaved, TMS/fMRI studies 
appear to converge on the following conclusions: 
(1) focal TMS applied to a particular brain region 
has both local and remote neural effects, (2) 
these local and remote neural effects of TMS are 
state and task dependent, and (3) these state- and 

 task- dependent remote neural effects of TMS are 
functionally relevant for behavior. 

 These results seem to have troubling implica-
tions for the interpretation of purely behavioral 
TMS (without concurrent imaging) studies. After 
all, if TMS has been shown to have remote effects 
and these effects have been shown to be function-
ally relevant, what is left of the starting  assumption 

local effects

remote effects

+

Task A: recruiting TMS target area

local effects
Task B: not recruiting TMS target area

  Fig. 8.3    Simultaneous fMRI and TMS during active 
behavior. This fi gure conceptualizes and generalizes the 
main fi ndings of simultaneous TMS and fMRI during 
behaviorally controlled task execution. During execution 
of Task A ( upper panel ), a spatial visual detection task, 
fMRI reveals task-related bilateral neural activity within 
posterior parietal cortex. Yet, only right (but not left) pari-
etal TMS induces functional defi cits in Task A (reduced 
detection of left visual stimulus during bilateral stimulus 
presentation). These right parietal TMS-induced func-
tional defi cits in Task A are mirrored by task-specifi c neu-
ral activity changes in the brain (color coded in  blue ). 
These neural activity changes occur in the directly stimu-
lated posterior parietal cortex and within functionally con-
nected ipsilateral remote frontal brain areas. These remote 
frontal brain areas are also functionally relevant for 

 successful execution of Task A. In contrast, the same 
brain stimulation protocol applied to the same cortical tar-
get site during execution of Task B ( lower panel ), a color 
discrimination task not recruiting the stimulated parietal 
brain area, does not result in functional defi cits in Task B 
and also does not induce the specifi c right hemispheric 
frontoparietal network effects of TMS. This illustration 
thus depicts that (i) focal TMS applied to a particular 
brain region has both local and remote neural effects in the 
brain, (ii) these local and remote neural effects of TMS are 
state and task dependent, and (iii) the state-/task-depen-
dent remote neural effects of TMS are functionally rele-
vant for behavior. In this sense, simultaneous fMRI and 
TMS during active behavior may be a means of identify-
ing effective brain connectivity networks of functional 
relevance or network accounts of behavior and cognition       
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that TMS has local effects and that these local 
effects underlie observed behavioral effects? 
Several alternative mechanisms underlying 
TMS-induced cognitive/behavioral impairments 
can now be suggested. For example, perhaps the 
remote effects of TMS are effectively responsible 
for the behavioral effects, rather than the local 
effects. Or, the network changes as a whole (i.e., 
local + remote effects) may be responsible for 
the behavioral effects. Alternatively, maybe the 
disruption of the connectivity itself between the 
local and remote regions caused the behavioral 
effects. All in all, these conclusions prompt us to 
move away from modular views of brain function 
and TMS disruption thereof, forcing us to con-
sider a new conceptualization that involves func-
tional interactions between remote, connected 
brain regions. Of course, a very positive conse-
quence of this body of work is that TMS imaging 
can be used to investigate exactly these mecha-
nisms to show how interactions within remote 
brain network nodes may support perception and 
cognition. But, does this mean that behavioral 
TMS studies without concurrent imaging are still 
useful as tools to reveal functional relevance of 
particular, stimulated, brain regions? Sack ( 2010 ) 
concludes, in brief: “Yes.” While strictly speak-
ing it is possible that the remote rather than local 
TMS-induced activity changes are responsible 
for behavioral effects, there is currently no con-
clusive evidence for this interpretation. Several 
alternative interpretations concerning the remote 
TMS-induced effects can be entertained, such as 
remote activity changes being the consequence of 
altered behavior, rather than the cause, or remote 
activity changes refl ecting incidental covaria-
tions driven by different physiological processes. 
Basically, we are left with the question that we 
started out with, which is that we must somehow 
disentangle the neural activity changes that caus-
ally relate to the observed behavioral effects and 
those that do not. We have seen some examples 
of this above; it involves separate follow-up 
measurements to simultaneous TMS imaging, 
in which the remote regions affected by TMS 
during the simultaneous measurement are tar-
geted to see if behavioral effects persist during 
stimulation of these regions also. Considering 

the  necessity of such a  follow-up, isolated behav-
ioral, TMS study and simultaneous TMS imaging 
work should be regarded as truly complemen-
tary. It helps to refi ne the causal topography of 
structure- function relationships across the brain. 
New target areas for follow-up TMS studies can 
be identifi ed and investigated. By systematically 
exploring in this manner the various network 
nodes of brain systems underlying perception, 
cognition, and behavior, revealed by simultane-
ous TMS-fMRI, these systems and interactions 
within and between them can be better under-
stood. Simultaneous TMS imaging in this way 
substantially adds information and insight to 
purely behavioral TMS experiments, without 
taking away any of the original relevance of such 
work. In fact, this enterprise can only be enriched 
by work employing further complementary tech-
niques in combination with brain stimulation, for 
instance, MR spectroscopy (Stagg et al.  2009 ), 
functional near-infrared spectroscopy (Hada 
et al.  2006 ; Kozel et al.  2009 ; Mochizuki et al. 
 2006 ), and diffusion-weighted imaging (DWI) 
of white matter bundles (Boorman et al.  2007 ; 
Kloppel et al.  2008 ). 

 To complete this viewpoint and support the 
system-level investigations outlined above, inves-
tigations at a more fi ne-grained level will likely 
be required. This is achieved most informatively 
through invasive animal research (e.g., see Funke 
and Benali  2010 ), helping us understand the neu-
rophysiological mechanisms underlying the local 
and remote effects observed in human research. 
Work with cats (Allen et al.  2007 ; Aydin-Abidin 
et al.  2006 ; de Labra et al.  2007 ; Moliadze et al. 
 2005 ,  2003 ; Pasley et al.  2009 ; Valero-Cabre 
et al.  2007 ,  2005 ), rodents (Aydin-Abidin et al. 
 2008 ; Trippe et al.  2009 ), and monkeys (Ohnishi 
et al.  2004 ; Hayashi et al.  2004 ) has already 
delivered important contributions in this regard, 
although not yet into the remote effects of TMS. 
Also, considering the intrinsic intricacies of neu-
ral circuits, a multimodal approach with comple-
mentary methods (Logothetis  2008 ) will likely 
be required to achieve a cross-level understand-
ing of TMS effects in the brain. 

 The role and potential of TMS in research 
and therapeutic settings has, thanks in part to 
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the advances described here, not only been vali-
dated but actually increased over the years. With 
the multimodal research facilities now in place 
in several labs all over the world, the analysis 
on several levels from animal work to human 
 whole- brain analysis to computational modeling, 
we are starting to improve our understanding of 
TMS- induced changes in brain and behavior. As 
such, TMS has begun to provide unique insights 
into the causal relations and interactions within 
and between system-level networks in the human 
brain, all in vivo and noninvasively. Ultimately, 
we remain confi dent that better understanding 
of the neural effects of TMS will lead to more 
informed clinical applications. Effective and 
well-controlled therapeutic interventions may 
thus become possible in the near future.     
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      Abbreviations 

  BA    Brodmann area   
  BOLD    Blood oxygenation dependent   
  EPI    Echoplanar imaging   
  FFA    Fusiform face area   
  LGN    Lateral geniculate nucleus   
  MVPA    Multi-voxel pattern analysis   
  OTC    Occipitotemporal cortex   
  PPA    Parahippocampal place area   
  SVM    Support vector machines   
  V1    Primary visual cortex   
  V2    Prestriate cortex   
  V3    Extrastriate visual area V3   
  V4    Extrastriate visual area V4   
  V5/MT    Extrastriate visual area V5/MT (middle 

temporal)   

9.1          Introduction 

 The question of how we translate physical signals 
from the environment (e.g., light, sound waves) 
into an internal description of the external world 
that facilitates adaptive behavior has occupied 
the minds of many great thinkers (Boring  1942 ). 

A major approach to the study of perception 
focuses on understanding its underlying neuro-
physiology. Specifi cally, the goal is to elucidate 
how physical energy is transduced into an electri-
cal signal at the peripheral receptors and trans-
mitted to the central nervous system where it is 
processed and integrated with other concurrent 
signals to form a subjectively real percept. The 
past two decades have seen a great advance in the 
neurosciences, particularly with the advent of 
advanced noninvasive brain imaging techniques 
(Bandettini  2009 ), key among which is magnetic 
resonance imaging (MRI). In this chapter, we 
will describe how MRI and in particular func-
tional MRI (fMRI) can be used to map and eluci-
date sensory and perceptual processes in the 
different modalities and shed light on the rules 
governing perception and brain organization. 

 This chapter is not meant to be a comprehen-
sive review of the entirety of fMRI studies of per-
ception. Rather, we will describe and discuss 
several themes and issues underlying the neural 
substrates of perception as revealed by fMRI. 
While we will predominately focus on vision, 
being the dominant sensory modality in human 
and nonhuman primates (Felleman and Van Essen 
 1991 ), we will also provide key examples from 
other sensory modalities (audition, somatosensa-
tion, olfaction, gustation). Indeed, a recurrent 
theme throughout this chapter will be whether we 
can apply general principles learned from one sen-
sory modality to the others. Further, while focus-
ing on human perception, we will also consider 
nonhuman primate studies. Given that some 
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 fundamental perceptual mechanisms are likely 
shared across species, combining knowledge from 
physiological and anatomical nonhuman primate 
studies with neuroimaging (of both human and 
nonhuman primates) provides an important tool 
for understanding perceptual processing. For 
example, the study of a seemingly unique human 
ability such as speech perception has benefi ted 
extensively from research in nonhuman primates 
(for review, see Rauschecker and Scott  2009 ). 

 We start by describing the major pathways for 
perceptual processing from the peripheral sen-
sory surfaces to high-level cortex, focusing on 
how neural representations develop along these 
pathways and the general principles observed 
(e.g., parallel and hierarchical processing). We 
then highlight the insights fMRI has provided 
into the functional organization of the cortex, 
from the topographic maps observed in primary 
sensory regions to the selectivity for complex 
stimuli (e.g., faces) found in higher-level areas. 
Perception is an “active,” constructive process, 
and accordingly we will discuss the importance 
of both bottom-up (stimulus-driven) and top- 
down (internally generated) signals highlighting 
that the line between “perception” and “cogni-
tion” is often not clear. Finally, we will elaborate 
on the role of learning and plasticity in shaping 
perceptual representations both throughout 
development and during adulthood.  

9.2    Pathways of Perceptual 
Processing 

9.2.1     Sensory Surfaces 

 To understand perceptual processing in the cor-
tex, it is important to understand the form in 
which information from the environment fi rst 
enters the nervous system. The initial stage of 
processing occurs at the sensory surface, an array 
of specialized receptors that transduce the exter-
nal stimuli into an electrical signal propagated to 
the central nervous system (Adrian  1950 ). There 
are fi ve major sensory surfaces: the retina 
(vision), cochlea (audition), dermis (somatosen-
sation), epithelium (olfaction), and tongue 
( gustation). One of the challenges of using MRI 

to study perception is delivering carefully con-
trolled sensory stimuli to these surfaces inside the 
confi ned space of the scanner (see Box  9.1 ). 

 A key feature of many sensory surfaces that 
impacts all subsequent stages of processing is the 
systematic organization of the receptors, which 
preserves some structure of the stimulus. For exam-
ple, in vision, light from adjacent locations stimu-
lates adjacent photoreceptors on the retina forming 
a retinotopic map of visual space. Similarly, in the 
cochlea, neighboring frequencies stimulate adja-
cent hair cells forming a frequency map of auditory 
stimuli. Thus, the spatial organization of the periph-
eral receptor arrays often captures specifi c stimulus 
dimensions, and these dimensions are carried for-
ward and infl uence subsequent processing stages 
even at high levels of processing in the cortex, 
forming topographic maps (Kaas  1997 ).   

 Box 9.1. Studying Perception in the Scanner 

 There are a number of challenges to study-
ing the neural substrates of perception with 
fMRI. The initial challenge is simply stim-
ulus presentation inside the scanner. In 
vision, this may seem trivial – projecting 
the stimuli onto a screen that the subject 
views through a mirror on top of the head 
coil. However, if one considers other 
modalities – for example, audition – the 
challenge becomes clearer. The echoplanar 
imaging (EPI) sequence that is typically 
used in fMRI produces loud (~100 dB) 
bursts of noise that not only interfere with 
the fi delity of acoustic stimuli but also 
excite auditory cortex (Bandettini et al. 
 1998 ; Seifritz et al.  2006 ). To avoid this 
problem, auditory stimuli are often pre-
sented at high intensity. This, however, cre-
ates a new problem since at high intensity 
levels neurons respond to a broad range of 
frequencies (Recanzone et al.  2000 ), mak-
ing it diffi cult to assess frequency selectiv-
ity (Tanji et al.  2010 ). Several solutions 
have been proposed over the years to tackle 
these complexities, such as active noise 
cancellation headphones, and specialized 
acquisition sequences, including “silent” 
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9.2.2    Subcortical Structures 

 The sensory surfaces project directly to a number 
of subcortical structures, including the thalamus, 
superior colliculus, and inferior colliculus. For all 
senses except olfaction, the major pathway includes 
specifi c thalamic nuclei (e.g., vision, lateral genic-
ulate nucleus and inferior pulvinar; audition, 
medial geniculate nucleus; somatosensation, ven-
tral posterior nucleus), each separately projecting 
to distinct cortical sensory regions. The olfactory 
epithelium instead projects to the olfactory bulb, 
which in turn projects to cortical regions in the 
frontal and medial temporal lobes (Gottfried  2010 ). 

 Until recently, fMRI studies of the neural sub-
strates of perception were almost entirely focused 
on cortical structures. The reasons for this are two-
fold. First, it is often assumed that the cortex is the 
seat of high-level processing, whereas subcortical 
structures, which are evolutionarily older, serve 
primarily a relay or regulatory function (Collins 
et al.  2013 ). Second, the deep location of sub-
cortical structures, their relatively small size, and 
susceptibility to cardiac pulsatile motion artifacts 
pose severe technical diffi culties that prevented 
successful functional imaging of these regions. 
However, with the advent of high fi eld strength 
MRI and sophisticated denoising techniques (e.g., 
Wall et al.  2009 ), the potential for investigating 
the role of subcortical structures in perception 
is increasing. In vision, studies of both the lat-
eral geniculate nucleus (LGN) (Chen et al.  1999 ; 
Schneider et al.  2004 ) and the superior colliculus 
(DuBois and Cohen  2000 ; Schneider and Kastner 
 2005 ) have revealed underlying retinotopic 
maps, consistent with studies in nonhuman pri-
mates (Cynader and Berman  1972 ; Sherman and 
Guillery  2001 ), which refl ect ordered projections 
from the retina. Further, eye-specifi c biases can 

acquisition protocols that include silent 
periods during which the stimulus can be 
presented (Gonzalez-Castillo et al.  2011 ). 

 In the somatosensory domain, early 
studies involved the experimenter manu-
ally stimulating body parts (Polonara et al. 
 1999 ). The diffi culty here is of standardiza-
tion; it is hard to control the parameters of 
stimulation, such as force and speed, 
enabling reproducibility of stimulation. 
Further, access to many body parts is lim-
ited by the restricted space inside the bore 
of the scanner. Finally, stimulating body 
parts may spontaneously trigger motor 
movements, confounding the imaging data. 
To overcome these diffi culties, current 
somatosensory research commonly uses 
MRI-compatible machines that allow the 
stimulation of multiple body parts while 
delivering standardized computer-con-
trolled stimuli such as air puffs (Huang and 
Sereno  2007 ), vibrations (Briggs et al. 
 2004 ), electrical stimulation (Nihashi et al. 
 2005 ), and punctate stimulation using 
monofi laments (Dresel et al.  2008 ). 
Systems for presenting complex high-level 
tactile stimuli involving form discrimina-
tion, such as texture surfaces (Ingeholm 
et al.  2006 ) and 3D objects (Culham et al. 
 2003 ), have also been developed. 

 For gustation, one major obstacle is that 
consumption of food involves jaw move-
ments and swallowing, which can produce 
head motion artifacts. To minimize these 
effects and to control stimulus timing, gus-
tatory stimuli are often delivered as fl uids 
through tubes that are fi xed in place in the 
participants’ mouth and connected to a 
computer-controlled pump system that 
administers different chemical solutions at 
different rates and intensities, with inter-
stimulus rinsing solutions (Frank et al. 
 2003 ; Haase et al.  2007 ; Kami et al.  2008 ). 
Similar systems are used to deliver olfac-
tory stimuli using odorants rather than 
solutions, although sometimes solutions 
are also used to assess retronasal olfaction 

(Lorig et al.  1999 ; Marciani et al.  2006 ; 
Johnson and Sobel  2007 ). 

 While fMRI can provide critical insights 
into perception, it is important to consider 
the constraints of the scanner environment, 
which limit the types of processes that can 
be studied easily. 

9 Imaging Perception



160

be measured in the LGN refl ecting the segregated 
input into separate layers (Fig.  9.1 , Haynes et al. 
 2005 ). Finally, it is worth noting that fMRI studies 
of subcortical structures are challenging the notion 
that they are simply passive relays (Saalmann and 
Kastner  2011 , see Sect.  9.4.1  below).

9.2.3       Primary Sensory Cortices 

 The cortical areas receiving the major input 
from the sensory surfaces, predominantly through 

the thalamus, are often referred to as the primary 
sensory cortices (Fig.  9.2 ). We fi rst describe the 
location and major characteristics of these cortices 
before discussing in detail their output pathways 
(Sect.  9.2.4 ) and functional properties (Sect.  9.3 ).

   The primary sensory cortices can be distin-
guished based on cytoarchitectonic (e.g., dense 
cellular structure and myelination in layer IV 
refl ecting strong input), connectivity (e.g., direct 
projections from thalamic nuclei), and functional 
criteria (see Sect.  9.2.4  below). The primary 
visual cortex (V1), often referred to as the 
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a  Fig. 9.1    fMRI of the 
thalamic lateral geniculate 
nucleus. ( a ) Localization of 
LGN. The left and right LGN 
respond to stimuli in the 
contralateral visual fi eld and 
were localized by comparing 
the response to fl ickering 
checkerboards presented in 
either the left or right fi eld. 
( b ) Eye-biased signals in 
voxels of a single partici-
pant’s right LGN ( white box  
in ( a )). The LGN is a 
six-layered structure with 
each layer responding to 
stimuli from either the left or 
right eye only. Although the 
individual layers are not 
easily resolved with fMRI, 
individual voxels showed a 
stronger response to 
stimulation from the right or 
left eye ( color scale  shows 
 t -values for the direct 
comparison). The  histograms  
show the raw fMRI signal 
distribution for two sample 
voxels with stimulation of 
each eye separately, one 
voxel with a left eye bias and 
one with a right eye bias 
(Adapted with permission 
from Haynes et al. ( 2005 )       
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Brodmann area (BA) 17, is located within the 
banks of the calcarine sulcus on the medial wall 
of each hemisphere. Using MRI, V1 can be iden-
tifi ed in vivo both by detecting the strong layer 
IV myelination (stria of Gennari, Turner et al. 
 2008 ; Sanchez-Panchuelo et al.  2012 ) and by 
using the cortical folding patterns (Hinds et al. 
 2008 ). The primary auditory cortex is located on 
Heschl’s gyrus, close to the lateral sulcus (BA 
41), and appears to follow very closely the shape 
of Heschl’s gyrus, which has high morphological 
variability (Da Costa et al.  2011 ). The somato-
sensory cortices are in the anterior parietal lobe 
comprising four cytoarchitectonic areas (BA 1, 2, 
3a, 3b) parallel to the central sulcus. Collectively, 
these areas are often referred to as the primary 
somatosensory cortex or S1, with BA3a and 3b 

contained within the posterior bank of the central 
sulcus, immediately posterior to the primary 
motor cortex, and BA 1 and 2 extending onto the 
postcentral gyrus (Keysers et al.  2010 ). While 
these areas are often considered collectively, 
somatosensory activation can be separately 
 localized to them using fMRI (Moore et al.  2000 ). 
The determination of the primary gustatory cor-
tex is complicated by the presence of two 
gustatory- related projections from the thalamus 
in nonhuman primates, but in humans it is typi-
cally localized to the middorsal insula and over-
lying operculum (for a competing view, see 
Ogawa et al.  2005 ; Small  2010 ; Veldhuizen et al. 
 2011b ). Similarly, in the absence of direct tha-
lamic projections, the precise location of the pri-
mary olfactory cortex is also debated. However, 
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  Fig. 9.2    Primary sensory cortices. Infl ated views of the 
cortex showing the location of the primary sensory corti-
ces. The  inset  shows post-mortem ( left ) and in vivo ( right ) 
images of the calcarine sulcus showing the stria of 
Gennari – the band of dense myelination corresponding to 
layer IV in primary visual cortex. The  orange circles  
denote the V1/V2 boundary estimated from the location 

of the stria (Adapted with permission from Hinds et al. 
( 2008 ) and Trampel et al. ( 2011 )), respectively.  CS  central 
sulcus,  FG  fusiform gyrus,  HG  Heschl’s gyrus,  IFS  infe-
rior frontal sulcus,  IPS  intraparietal sulcus,  ITG  inferior 
temporal gyrus,  OFG  orbitofrontal gyrus,  POS  parieto-
occipital sulcus,  STS  superior temporal sulcus       
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the area receiving most projections from the epi-
thelium is the posterior piriform cortex, and the 
term primary olfactory cortex is often applied 
collectively to the piriform cortex and associated 
structures including the olfactory nucleus and 
rostral entorhinal cortex (Gottfried  2010 ). 

 Together, these primary sensory cortices pro-
vide the major source of sensory input for the rest 
of the cortex – they are the starting point of all 
modality-specifi c cortical circuits, each with 
their own unique pathways (Mesulam  1998 ).  

9.2.4      Parallel and Hierarchical 
Processing 

 One of the prominent features of primate sensory 
systems is parallel processing in which indepen-
dent circuits or pathways extract distinct types of 
information simultaneously. The separate sensory 
systems are themselves an example of parallel pro-
cessing, but parallel processing is also common 
within individual sensory systems (somatosensa-
tion, Johnson and Hsiao  1992 ; audition, Kaas and 
Hackett  2000 ; olfaction, Savic et al.  2000 ; vision, 
Nassi and Callaway  2009 ). This sometimes even is 
evident early in the processing stream (e.g., mul-
tiple populations of retinal ganglion cells each pro-
cessing input from the same part of the visual 
fi eld) and extends into the cortex. 

 In vision, cortical processing beyond V1 
thought to proceed along two major pathways 
(Ungerleider and Mishkin  1982 ; Milner and 
Goodale  2006 ; Kravitz et al.  2011b ): a dorsal 
pathway (often termed “where” or “how” path-
way) projecting into the parietal cortex, primarily 
involved in processing spatial information, and a 
ventral pathway (often termed “what” pathway) 
projecting into the inferior temporal cortex, pri-
marily involved in processing stimulus quality or 
object information (Fig.  9.3a ). These two path-
ways are readily observed with fMRI (Fig.  9.3b ). 
A similar division of is also well established for 
auditory processing with a ventral auditory path-
way projecting into the anterior temporal cortex 
involved in processing spectrally complex sounds 
(e.g., speech, Rauschecker and Scott  2009 ) and a 
dorsal auditory pathway projecting into the poste-

rior parietal cortex involved in processing spatial 
and motion information as well as sensorimo-
tor integration (Rauschecker  2011 ) (Fig.  9.3a ). 
Finally, in the somatosensory system, there is 
also some evidence for a separation of spatial 
processing from stimulus quality processing in 
both human fMRI (Reed et al.  2005 ; Van Boven 
et al.  2005 ) and nonhuman primate studies (e.g., 
Murray and Mishkin  1984 ), but the pathways 
have not been well characterized (for review, see 
Dijkerman and de Haan  2007 ).

   A second prominent feature of cortical sen-
sory systems is their hierarchical nature. 
Responses in the primary sensory cortices repre-
sent simple modality-specifi c features, while 
regions further removed from direct sensory 
input represent complex stimulus features. For 
example, in audition, human fMRI studies show 
that the primary auditory cortex responds strongly 
to simple tones (Wessinger et al.  2001 ). Selective 
activation for speech sounds and words, however, 
is found further along the ventral auditory path-
way (Binder et al.  2000 ; Chevillet et al.  2011 ; for 
review and meta-analysis, see DeWitt and 
Rauschecker  2012 ). Similarly in vision, V1 can 
be driven by simple visual features such as ori-
ented lines or contrast, but more complex stimuli 
(such as faces and objects) are required to drive 
higher-level visual regions along the ventral path-
way (Grill-Spector and Malach  2004 ). Further, 
the impact of image scrambling (cutting an image 
into smaller components) on the magnitude of 
the observed response increases along the ventral 
pathway suggesting a growing reliance on global 
rather than local form (Lerner et al.  2001 ). 

 One of the challenges of perception is to 
enable identifi cation of the same entity despite 
vast changes in the physical information that may 
be impinging on the sensory surfaces. 

 For example, in audition, the spectral fre-
quency of a spoken word may vary substantially 
depending on the gender, accent, and size of the 
speaker, yet can still be recognized as the same 
word even though the early levels of auditory 
processing are extremely sensitive to changes in 
physical properties such as frequency (DeWitt 
and Rauschecker  2012 ). Similarly, in vision, 
an object appearing at different locations in the 

A. Harel and C.I. Baker



163

b

a

Auditory cortex

Visual cortex (V1)

<= Anterior  Posterior =>

  Fig. 9.3    Dorsal and ventral 
visual and auditory cortical 
pathways. ( a ) Illustration of 
the dorsal and ventral visual 
and auditory cortical 
pathways.  Black dotted line  
shows the distinction 
between anterior and 
posterior parts of the 
auditory cortex. ( b ) Positive 
activation elicited by 
viewing movies of body 
parts relative to a fi xation 
baseline (unthresholded) 
with the schematic pathways 
overlaid. Two streams of 
activation are clearly visible, 
one extending into the 
superior parietal cortex and 
other onto the lateral and 
ventral surfaces of 
occipitotemporal cortex 
(With thanks to A. Chan)       
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visual fi eld or from different viewing angles can 
be perceived as the same object even though 
these variations produce very different patterns 
of activity on the retina (DiCarlo et al.  2012 ). 
It is often assumed that these challenges are 
overcome through hierarchical processing by 
progressively abstracting away from the specif-
ics of the input at the sensory surface to pro-
duce “invariant” representations (DeWitt and 
Rauschecker  2012 ; DiCarlo et al.  2012 ). For 
example, the increase in the size of receptive 
fi elds (area of space a neuron is responsive to) 
along the ventral visual pathway in macaque was 
taken as evidence that the problem of position 
invariance was somehow solved by the time the 
signals reached the highest levels of processing 
(Kravitz et al.  2008 ). However, even in the ante-
rior temporal cortex, the receptive fi elds of the 
neurons only cover a small portion of the visual 
fi eld (Op De Beeck and Vogels  2000 ), and posi-
tion information is present throughout the visual 
processing hierarchy (Schwarzlose et al.  2008 ). 
Further, at least in the case of stimulus position, 
the behavioral invariance may have been over-
estimated (Kravitz et al.  2008 ), and fMRI stud-
ies comparing the response elicited by the same 
object in different locations show a strong effect 
of position even in anterior regions of the ventral 
pathway (e.g., Kravitz et al.  2010 ). Thus, while 
invariance does increase along the ventral visual 
pathway, the hierarchy may never produce fully 
abstract visual object representations. Instead, 
our ability to identify objects despite changes in 
the precise nature of the input may refl ect the 
learning of associations between the neural acti-
vations elicited by separate occurrences of the 
same object over time (Cox et al.  2005 ; Wallis 
et al.  2009 ).   

9.3     Cortical Organization 

 So far in this chapter, we have focused on the 
general structure, principles, and pathways in 
perceptual systems. In the next section, we will 
focus in more detail on the functional properties 
of different regions (see Box  9.2 ) within these 
pathways and highlight two aspects of cortical 

organization: topographic maps and higher-order 
organization, such as by category. 

9.3.1    Maps 

 The organization of the sensory surfaces is 
refl ected even at the level of the cerebral cortex 
(Fig.  9.4 ). For example, in vision, separate repre-
sentations of the two eyes are maintained through 
the LGN and into V1, forming ocular dominance 
columns that can be visualized in humans using 
fMRI (Cheng et al.  2001 ; Yacoub et al.  2007 ). 
Further, many regions in the visual cortex exhibit 
retinotopic organization with adjacent neurons 
responding to stimuli presented at adjacent loca-
tions in the visual fi eld and thus stimulating 
adjacent points on the retina. Finally, the spatial 
sampling at the retina is much greater at the fovea 
than in the periphery, and this is refl ected in a dis-
proportionately large area of the cortex devoted 
to foveal vision compared to peripheral vision 
(Sereno et al.  1995 ).

   Prior to fMRI, most of the knowledge of reti-
notopic maps in the brain was based on studies of 
human patients with lesions to the visual cortex 
(Holmes  1931 ; Horton and Hoyt  1991 ) and inva-
sive studies in nonhuman primates (Tootell et al. 
 1982 ). However, fMRI has enabled the identifi -
cation of a multitude of such retinotopic maps 
both in subcortical structures (LGN, Schneider 
et al.  2004 ; e.g., superior colliculus, Katyal et al. 
 2010 ) and throughout visual cortex from V1 
onwards (e.g., Sereno et al.  1995 ). The presence 
of a complete map of visual space is one of the 
criteria used to defi ne a distinct cortical area (for 
review, see Wandell et al.  2007 ). 

 Topographic maps can be identifi ed by sys-
tematically varying specifi c stimulus dimensions 
and measuring the corresponding changes in the 
BOLD (blood oxygenation level dependent) 
response (Engel  2012 ). Typically, the dimensions 
manipulated refl ect the dimensions mapped by 
the sensory surface. For example, visual fi eld 
maps can be identifi ed by systematically varying 
either the eccentricity (distance from the center of 
gaze) or polar angle (angular distance from the 
horizontal or vertical meridian) of a fl ickering 
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checkerboard and estimating each voxel’s pre-
ferred visual fi eld position along both dimensions 
(Engel et al.  1994 ; for review, see Wandell and 
Winawer  2011 ). An alternative model-based 
approach estimates the population receptive fi eld 
for each voxel (Dumoulin and Wandell  2008 ). 
Using these methods, fi eld maps have been identi-
fi ed not only in the occipital lobe (corresponding 

to V1, V2, and V3) (e.g., Sereno et al.  1995 ) but 
also more anteriorly along both the dorsal (e.g., 
Swisher et al.  2007 ) and ventral pathways (e.g., 
Larsson and Heeger  2006 ; Arcaro et al.  2009 ). 

 In audition, mapping studies have systemati-
cally varied the frequency of tones revealing 
tonotopic (or “cochleotopic”) maps, refl ecting 
the organization of hair cells in the cochlea 
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  Fig. 9.4    Topographic maps in primary sensory cortices. 
( a ) Stimulation sites eliciting sensations in the fi ngers. 
Sites were largely confi ned to the posterior bank of the 
central sulcus and postcentral gyrus (Adapted with per-
mission from (Penfi eld and Boldrey  1937 )). ( b ) Infl ated 
cortical representation of the central sulcus and postcen-
tral gyrus showing fi ngertip activations elicited by each of 
the digits. There is an orderly progression from the thumb 
( d1 ) to the little fi nger ( d5 ) (Adapted with permission 
from (Schweisfurth et al.  2011 )). ( c ) Tonotopic maps in 
the auditory cortex. Average relative frequency preference 

map on the left hemisphere revealing multiple frequency 
bands within and outside Heschl’s gyrus. The enlarged 
inset shows the mirror-symmetric frequency gradients 
from high to low to high running across Heschl’s gyrus 
(Adapted from (Striem-Amit et al.  2011 )). ( d ) Retinotopic 
eccentricity maps in the visual cortex. Medial view of the 
left hemisphere showing the increase in eccentricity pref-
erence from the fovea to the periphery, moving more ante-
riorly along the calcarine sulcus (Adapted with permission 
from Wandell and Winawer ( 2011 )       
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(Vonbekesy  1949 ). Such mappings reveal a 
mirror- symmetric tonotopic organization (high-
low- low-high) in the human primary auditory 
cortex (Woods et al.  2009 ; Da Costa et al.  2011 ; 
Langers and van Dijk  2012 ) that runs across or 
perpendicular to Heschl’s gyrus (but see 
Formisano et al.  2003 ; Da Costa et al.  2011 ). 
Additional frequency gradients have been found 
in multiple sites in the auditory cortex (Talavage 
et al.  2000 ,  2004 ; Humphries et al.  2010 ), extend-
ing to higher-order auditory regions in the tempo-
ral lobe (Striem-Amit et al.  2011 ). 

 Perhaps the most renowned cortical maps are 
the somatotopic maps forming a somatosensory 
homunculus in the cortex. Consistent with 
Penfi eld’s groundbreaking electrical stimulation 
studies (Penfi eld and Boldrey  1937 ), human fMRI 
has revealed a highly detailed systematic repre-
sentation of body surface along the postcentral 
gyrus and posterior bank of the central sulcus 
(Medina and Coslett  2010 ). The homunculus 
shows an upside-down medial-to-lateral organiza-
tion in the primary somatosensory cortex: the feet, 
legs, and genitals are represented medially, 
whereas the face and hands are represented along 
the lateral aspects of the postcentral gyrus (Huang 
and Sereno  2007 ). The resolution of current fMRI 
methods is suffi cient to distinguish between rep-
resentations of the individual digits on the hand 
(Nelson and Chen  2008 ; Schweizer et al.  2008 ; 
Sanchez-Panchuelo et al.  2010 ; Stringer et al. 
 2011 ), with an ordered mapping from the thumb 
(lateral) to the little fi nger (medial) and identify 
distinct intradigit representations (Overduin and 
Servos  2004 ; Schweisfurth et al.  2011 ). 

 The overall medial-lateral topographic organiza-
tion extends to the secondary somatosensory cortex 
(SII) in the parietal operculum, although the repre-
sentation is less fi ne grained than in S1 (Disbrow 
et al.  2000 ; Ruben et al.  2001 ; Eickhoff et al.  2007 ). 

 The properties of these topographic maps are 
directly refl ected in behavior. For example, in 
both somatosensory and visual processing, the 
size of the cortical representation in V1 or S1 for 
that location in visual space or for a given fi nger 
correlates with behavioral acuity (Duncan and 

Boynton  2003 ,  2007 ) and with the change in 
 psychophysical thresholds following learning 
(Pleger et al.  2003 ). In turn, these cortical 
 representations likely refl ect both the density of 
receptors on the sensory surfaces and the density 
of connections between the thalamus and cortex. 

 In contrast to vision, audition, and somatosen-
sation, the evidence for cortical topographic 
maps in the chemical senses (olfaction and gusta-
tion) is less clear. In olfaction, studies in rodents 
suggest a rough spatial organization at the level 
of the olfactory epithelium, with different olfac-
tory receptors representing perceptually similar 
odorants clustered together that is also refl ected 
in the organization of the olfactory bulb (for 
review, see Murthy  2011 ). This organization is 
not, however, retained in the cortex with olfac-
tory bulb neurons projecting to very broad 
regions of the piriform cortex (Illig and Haberly 
 2003 ). Correspondingly, chemotopic organiza-
tion has not been reported in human fMRI studies 
of the piriform cortex (Arzi and Sobel  2011 ). 
Nevertheless, fMRI has been used to uncover 
other forms of functional organization in the piri-
form cortex. For example, different parts of the 
piriform cortex are sensitive to different odorant 
attributes: the anterior piriform cortex is sensitive 
to the chemical structure of odorants, while the 
posterior piriform cortex is sensitive to the per-
ceptual quality of odorants (Gottfried et al.  2006 ). 

 Finally, the human gustatory cortex has also 
not been found to contain systematic sensory 
maps. One major factor contributing to the lack 
of such an observation may be the large extent to 
which the gustatory cortex is multimodal and 
integrative (Small and Prescott  2005 ; Rolls 
 2006 ). fMRI studies suggest that besides encod-
ing the basic tastes (bitter, sweet, salt, sour, 
umami: de Araujo et al.  2003 ), the gustatory cor-
tex also responds preferentially to odors (Small 
et al.  2005 ), to the combination of odor and taste 
(Small et al.  2004 ), to somatosensory oral tex-
tures (e.g., viscosity and lubricity), and to their 
combination with particular tastes as well as 
other chemical properties, such as fat concentra-
tion (Eldeghaidy et al.  2011 ).  
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9.3.2             Higher-Order Representations 

 Beyond maps, which may refl ect the organization 
of the sensory surfaces, neural representations in 
the cortex may cluster according to the properties 
or features of the stimuli themselves. This has 
been most extensively investigated in vision with 
specifi c visual areas or patches of cortex that are 
primarily responsive to features such as motion 
(Huk et al.  2002 ) or color (Conway et al.  2007 ; 
Wade et al.  2008 ). 

 Further, by contrasting the magnitude of 
response elicited during presentation of different 
categories of objects, fMRI has revealed a num-
ber of visual category-selective regions in the 
human occipitotemporal cortex (OTC) (Fig.  9.5 , 
for review, see Kanwisher and Dilks  2013 ) that 
respond more strongly to one category (e.g., 
faces) than others (e.g., scenes). These include 
regions selective for faces (Puce et al.  1996 ; 
Kanwisher et al.  1997 ), objects (Malach et al. 
 1995 ; Kourtzi and Kanwisher  2000 ), letter strings 
or words (Puce et al.  1996 ; Cohen and Dehaene 
 2004 ; Baker et al.  2007 ), body parts (Downing 
et al.  2001 ), scenes (Aguirre et al.  1998 ; Epstein 
and Kanwisher  1998 ), animals (Chao et al. 
 1999 ), and tools (Chao et al.  1999 ). In many 
cases, there are at least two regions selective for 
a given category, one on lateral OTC and one on 
ventral OTC (Hasson et al.  2003 ; Taylor and 
Downing  2011 ). Support    for a fundamental role 
of these regions in behavior comes from neuro-
psychological studies of patients with focal 
lesions in OTC producing specifi c impairments 
in the recognition of particular categories (faces, 
   Barton and Cherkasova  2003 ; bodies, Moro et al. 
 2008 ; objects, Behrmann et al.  1992 ; scenes, 
Aguirre and D’Esposito  1999 ; words, Mycroft 
et al.  2009 ). Thus, while defi ning an object is a 
complex philosophical question, the striking 
clustering and functional specialization of neu-
rons in OTC by object categories highlight the 
centrality of objects to our everyday experience 
(Martin  2009 ).

   Strikingly, these different category-selective 
regions show a remarkable consistency in their 

topographical organization across individuals 
suggesting they may refl ect some underlying 
principle of brain organization. For example, 
supported by the fi nding of category    selective in 
the occipitotemporal cortex in the blind (Mahon 
et al.  2009 ), their locations may be indicative of 
cortical connectivity patterns between function-
ally related regions (Martin  2006 ; Mahon and 
Caramazza  2011 ). Similarly, their location may 
refl ect retinotopic biases in high-level visual cor-
tex. Specifi cally, the ventral surface of the tempo-
ral lobe shows an eccentricity bias with foveal 
stimuli biased to lateral regions and peripheral 
stimuli biased to more medial regions (Levy et al. 
 2001 ; Hasson et al.  2002 ). Since different catego-
ries and different tasks are associated with differ-
ent goals requiring different types of visual 
information (Harel and Bentin  2009 ), such 
underlying principles of organization may con-
strain the location of category-selective regions. 
For example, given the necessity of foveating 
faces and words compared with scenes, the 
observed eccentricity biases may account for the 
lateral and medial locations of face-selective and 
scene-selective regions, respectively (Hasson 
et al.  2002 ). Consistent with this eccentricity 
bias, in which larger objects would stimulate 
more peripheral vision, a large-scale organization 
of visual representations according to real-world 
object size across the lateral and ventral surfaces 
has been reported (Konkle and Oliva  2012 ). 
Importantly, these principles are not mutually 
exclusive, and there may be multiple organiza-
tional principles underlying the observed pattern 
of responses (Op de Beeck et al.  2008 ). 

 While category appears to be a dominant orga-
nizing feature of high-level visual processing, it 
does not appear to be as dominant in the other 
modalities. In addition, many studies have 
emphasized distributed rather than localized rep-
resentations of auditory categories (Formisano 
et al.  2008 ; Staeren et al.  2009 ). 

 There is some evidence for stronger responses 
to vocalizations, especially those of conspecifi cs, 
than other complex natural sounds in the audi-
tory ventral pathway (Belin and Zatorre  2000 ; 
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Lewis et al.  2005 ; Doehrmann et al.  2008 ; 
Talkington et al.  2012 ) with subregions selective 
for musical instrument sounds, human speech, 
and acoustic phonetic content (Leaver and 
Rauschecker  2010 ). However, the extent to 
which such distinctions simply refl ect the spec-
trotemporal properties of the stimuli is unclear 
(Samson et al.  2011 ). 

 Most of the studies on higher-order represen-
tations discussed so far have focused on regional 
differences in the magnitude of response. While 
such an approach can readily provide evidence 
for gross distinctions in the cortex (e.g., face 
selectivity), it does not necessarily provide 
insight into the functional role of regions or the 
specifi c information being processed and may 
miss distinctions at a fi ner spatial scale. 

 The nature of representations within regions 
can be investigated by focusing on aspects of 
the fMRI response other than simple magni-
tude (see Boxes  9.2  and  9.3 ). For example, 

the  scene- selective parahippocampal place 
area (PPA) on the ventral OTC responds more 
strongly to scenes than to other categories such as 
objects and faces (Fig.  9.5 ). Studies focusing on 
the specifi c pattern of response across this region 
using either hypothesis-driven or data-driven 
approaches have demonstrated that PPA contains 
information about both spatial layout (Fig.  9.6 , 
Kravitz et al.  2011a ; Park et al.  2011 ) and object 
identity (Harel et al.  2013 ), consistent with the 
inputs it receives from both the ventral and dorsal 
pathways (Kravitz et al.  2011b ) and suggesting a 
key role in navigation.

   In olfaction, while there is no evidence for dis-
tinct patches coding odor categories, the pattern 
of response in the posterior piriform cortex does 
refl ect odor category, correlating with perceptual 
judgments of odor quality and similarity (Howard 
et al.  2009 ). The more similar odorants were per-
ceived, the more similar the patterns of response 
elicited (Fig.  9.7 ).
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  Fig. 9.5    Category selectivity in the visual cortex. ( a ) 
Ventral view of the infl ated left hemisphere showing the 
relative locations of category-selective regions. ( b ) Axial 
( left ) and coronal ( right ) slices from a single subject at 7 T 
showing the contrast between viewing faces and houses 
overlaid on the original functional data. Regions showing 

greater activation to scenes relative to faces are more medial 
than those showing the opposite preference. ( c ) Average 
response profi le of face-selective and scene-selective 
regions on the ventral surface of the right hemisphere across 
20 different categories (Adapted with permission from 
Downing et al.  2006  with thanks to A. Chan)       
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   Insights into cortical organization can also be 
revealed by searching the entire brain for the 
information contained within patterns of response, 
rather than just simply differences in response 
magnitude (Kriegeskorte et al.  2006 ). For exam-
ple, studies searching for regions distinguishing 
between the faces of different individuals have 

highlighted the importance of anterior temporal 
lobe regions (Kriegeskorte et al.  2007 ; Nestor 
et al.  2011 ), even though face selectivity tends to 
be weak in this region. Similarly, a study search-
ing for areas containing head-view- invariant rep-
resentation of gaze direction identifi ed regions in 
both the anterior and posterior superior temporal 
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  Fig. 9.6    Determining the structure of perceptual repre-
sentations. To investigate the nature of representations in 
the scene-selective region on the ventral surface, partici-
pants were presented with 96 individual scenes, varying 
widely in semantic category (e.g., church, beach) and 
properties (e.g., open, closed, natural man-made). 
The multi-voxel response patterns within this region were 
used to determine which properties of the scenes are 
encoded (see Box  9.2 ). ( a ) Four sample scene images. ( b ) 
Similarity matrix showing the correlation in the multi-
voxel pattern of response for all 96 scenes. Each individ-
ual point in the matrix shows the correlation in the pattern 

of response for two scenes. Correlations between any two 
open scenes and between any two closed scenes were on 
average higher than between open and closed scenes, sug-
gesting that the distinction between open and closed 
scenes is critical in this region. ( c ) Multidimensional scal-
ing of the correlation data. Each point corresponds to a 
single scene, and the distance between points refl ects the 
similarity between their patterns of response. The group-
ing of the points clearly refl ects whether they were open 
or closed. ( d ) There was a signifi cant correlation between 
behavioral ratings of openness for individual scenes and 
the fMRI measures (With thanks to D. Kravitz)       
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sulcus, although the posterior region was more 
dependent on the physical properties of the stim-
uli (Carlin et al.  2011 , see Fig.  9.8 ).

   Overall, there is a pronounced organization in 
high visual cortex (i.e., categories) that is not 

clearly evident in the other modalities. However, 
there are clearly high-order representations in 
other modalities, and any such organizational 
principles may occur at a spatial scale below the 
resolution of current fMRI.     
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  Fig. 9.7    Distributed patterns of response to different odor-
ants in the piriform cortex. Distributed response patterns of 
activation in the left posterior piriform cortex (outlined in 
 white ) projected onto fl attened cortical maps of two repre-
sentative participants ( top  and  bottom rows ) in response to 
four odorants (mint, rose, banana, lemon). Note the distinct, 
yet spatially overlapping activation patterns evoked by the 

different odorants as well as the lack of consistency in pat-
terns of response across the two subjects. These distinctive 
patterns can be detected using multi-voxel pattern analysis 
(see Box  9.2 ). Color scale represents the range of BOLD 
percent signal change from minimum ( blue ) to maximum 
( red ).  A  anterior,  L  lateral,  M  medial,  P  posterior (Adapted 
with permission from Howard et al.  2009 )       

 Box 9.2. Probing Perceptual Representations 

 The responses observed with fMRI provide 
several different means of evaluating the neu-
ral representations of sensory stimuli. First, 
traditional fMRI studies focus on the magni-
tude of the BOLD response. Differences in 
response magnitude across different stimuli, 
different categories of stimuli, or along par-
ticular stimulus dimensions are taken to 
refl ect differences in the neural representa-
tion and thus coding of those stimulus differ-
ences. However, given the large population 
of  neurons contributing to the response in 

each individual voxel, the sensitivity of this 
measure may be limited, particularly when a 
voxel contains heterogeneous populations of 
neurons. 

 Second, fMRI adaptation has been devel-
oped as a method to evaluate sub-voxel neu-
ral populations (Grill-Spector and Malach 
 2001 ). Based on the observation that the 
BOLD response reduces upon repetition of 
a given stimulus (Grill-Spector et al.  2006 ), 
consistent with the reduction in fi ring rate 
observed in electrophysiological studies (e.g., 
Li et al.  1993 ; Sobotka and Ringo  1994 ), the 
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  Fig. 9.8    View-invariant gaze 
direction coding in the 
anterior superior temporal 
sulcus ( STS ). To identify 
regions encoding gaze 
direction independent of 
head direction, a whole-brain 
search was conducted based 
on predicted similarities in 
the pattern of response across 
a range of head stimuli. 
( a ) Predicted similarity 
matrix. For 25 computer-
generated face images 
varying in head and gaze 
direction, the predicted 
similarity of response was 
estimated for a region 
encoding gaze direction. 
Color scale represents the 
predicted similarity from 
minimum (“different,”  red ) to 
maximum (“similar,”  blue ). 
( b ) A whole-brain search 
identifi ed two distinct regions 
that show the predicted 
view-invariant gaze direction 
response patterns: posterior 
STS and anterior STS 
(Adapted with permission 
from Carlin et al.  2011 )       

extent of adaptation can be used as a mea-
sure of neural similarity (see also Sect.  9.5.2 ). 
Adaptation is often measured during the pre-
sentation of blocks (e.g., Grill-Spector et al. 
 1999 ; Belin and Zatorre  2003 ) or pairs of 
stimuli (e.g., Kourtzi and Kanwisher  2001 ; 
Gottfried et al.  2006 ; Doehrmann et al.  2008 ) 
that are either the same or vary along a partic-
ular dimension with the extent of reduction for 
different stimuli relative to the presentation of 

the same stimulus indicating the degree to 
which the neural representations are similar. 

 Finally, analyses can focus on the distrib-
uted pattern of response across voxels (multi-
voxel pattern analysis or MVPA) (Norman 
et al.  2006 ). In this approach, the similarity in 
the pattern of response is used as a measure of 
neural similarity and can be evaluated using 
a variety of measures (Cox and Savoy  2003 ; 
Pereira et al.  2009 ) including correlation 
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(e.g., Haxby et al.  2001 ; Howard et al.  2009 ), 
linear discriminant analysis (Carlson et al. 
 2003 ), or support vector machines (SVM) 
(Kamitani and Tong  2005 ; De Martino et al. 
 2008 ; Beauchamp et al.  2009 ), which are all 
forms of linear classifi ers. In MVPA, the simi-
larity of neural representations is commonly 
expressed in terms of the ability to predict 
novel stimuli based on activity patterns and is 
often referred to as decoding (Haynes and Rees 
 2006 , see also Box  9.3 ). Importantly, measures 
of neural similarity across large sets of stimuli 
can be directly contrasted with other mea-
sures of similarity (e.g., behavioral,  physical 

 properties) allowing quantitative comparisons 
across modalities, methodologies, and even 
species (Kriegeskorte et al.  2008a ,  b ). While it 
has been suggested that MVPA assesses sub-
voxel information by relying on subtle biases 
in individual voxels (Kamitani and Tong 
 2005 ), it seems more likely that MVPA relies 
on larger-scale information (Op de Beeck 
 2010 ; Freeman et al.  2011 ). 

 These three different approaches (magni-
tude, adaptation, and MVPA) are often applied 
separately, but they provide complementary 
information and can be measured simultane-
ously (Aguirre  2007 ).  

   Using adaptation and MVPA to probe perceptual 
 representations. Both adaptation and MVPA have 
been used as tools to assess the degree of similarity 
between the neural representations of pairs of stimuli. 
A repeated presentation of the same stimulus ( left col-
umn ) can produce: (i) a decrease in the BOLD 
response, known as adaptation ( middle row ) and 
(ii) a high correlation between the patterns of response 

elicited ( bottom row ). These relations are used as 
a benchmark to assess the representation of two 
 different stimuli ( middle  and  right columns ). If the 
two stimuli have similar representations ( middle col-
umn ), adaptation or similar patterns of response would 
be observed. In contrast, if the two stimuli have differ-
ent representations ( right column ), no adaptation or 
distinct patterns of response would be observed   
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9.4    Top-Down Processing 
in Perception 

 Most of this chapter so far has treated perception 
as primarily a bottom-up stimulus-driven process, 
whereby neural representations of increasing 
complexity are hierarchically assembled, resulting 
in a coherent percept. One extreme version of this 
hierarchical view is that the underlying perceptual 
representations are independent from or “impene-
trable” to top-down factors such as attention, 
knowledge, memory, or expectations (Pylyshyn 
 1999 ). However, most connections between 
regions are bidirectional, and even the primary 
sensory cortices receive large amounts of input 

from higher-level areas. These feedback projec-
tions allow the operation of recurrent modulatory 
mechanisms on sensory representations (Lamme 
and Roelfsema  2000 ) throughout the sensory pro-
cessing hierarchies. This interaction between top-
down and bottom-up factors makes the distinction 
between “perception” and “cognition” less obvi-
ous than it may at fi rst seem. For example, retino-
topic activity in V1 – which is almost by defi nition 
bound to the stimulus physical properties – has 
been shown to vary based on the perceived size of 
the stimulus presented for physically identical 
stimuli (Murray et al.  2006 ; Sperandio et al.  2012 ). 
In the following section, we will focus on two dif-
ferent forms of top-down infl uences on perceptual 
representations: attention and imagery. 

 Box 9.3. Decoding, Encoding, 

and Reconstructing Perception 

 The use of linear classifi ers to probe percep-
tual representations (see Box  9.2 ) can be 
thought of as building a decoding model: 
using voxel patterns to predict perceptual 
stimuli. If voxel patterns differ between par-
ticular types of stimuli, then the pattern of 
response for a novel stimulus can be used to 
predict or decode its identity. 

 An alternative approach is to build an 
encoding or forward model: predict activity 
that will be evoked in voxels by different per-
ceptual stimuli (Naselaris et al.  2011 ). For 
example, by presenting a wide range of natu-
ral images, Kay and colleagues built a quanti-
tative model for each individual voxel in early 
visual areas (V1, V2, and V3) that character-
ized the stimulus information eliciting a 
response in terms of spatial position, orienta-
tion, and spatial frequency (Kay et al.  2008 ). 
Using these voxel models, predicted activity 
for a candidate set of novel images was com-
pared with actual activity elicited by one of 
those images to identify which specifi c image 
was  presented. Similarly, Schönwiesner and 
Zatorre presented auditory stimuli varying in 
spectral and temporal modulation rates and 
adapted a quantitative model developed from 

electrophysiology of auditory cortex to char-
acterize the stimulus information eliciting a 
response in individual voxels in the primary 
and secondary auditory cortex (Schonwiesner 
and Zatorre  2009 ). One advantage of encod-
ing models over decoding models is that they 
allow prediction of voxel activity patterns 
from stimuli outside the set used to build the 
model, even stimuli from a completely differ-
ent stimulus space (Naselaris et al.  2011 ). 

 Such decoding and encoding models can 
be used to try and reconstruct presented stim-
uli from voxel activity patterns, to produce a 
literal representation of the specifi c stimulus 
presented. For example, using simple black-
and-white geometric patterns to develop 
encoding and decoding models, it has been 
possible to reconstruct novel patterns (Thirion 
et al.  2006 ) or letters (Miyawaki et al.  2008 ). 
Similarly, an encoding of color space was 
used to reconstruct novel colors using voxels 
in multiple visual areas (Brouwer and Heeger 
 2009 ). Finally, the encoding model of Kay and 
colleagues has been extended, incorporating 
semantic features, to enable reconstruction of 
natural images (Naselaris et al.  2009 ) and a 
similar approach with dynamic stimuli allows 
reconstruction of movie clips (Nishimoto 
et al.  2011 ). 
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9.4.1     Attention 

 Top-down attention involves enhancement (or 
prioritization) of particular aspects of incoming 
sensory information based on the specifi c goals 
of the observer. Attention can be directed to spa-
tial locations (space-based attention) or features 
of the sensory input (e.g., object-based attention 
in vision). At a neural level, attention manifests 
in several different forms including lowering of 
fi ring thresholds, scaling of response magnitude, 
and enhanc synchronization (Reynolds and 
Chelazzi  2004 ; Lee and Maunsell  2009 ; Reynolds 
and Heeger  2009 ). 

 Effects of top-down attention have been 
reported with fMRI even as early as the subcorti-
cal structures. For example, the visual response 
in LGN is modulated by spatial attention with 
enhanced responses to attended visual stimuli 
and suppressed responses to ignored stimuli 
(O’Connor et al.  2002 ). Attention has also been 
shown to modulate visual responses in the pulvi-
nar (Kastner et al.  2004 ) and superior colliculus 
(Schneider and Kastner  2005 ; Katyal et al.  2010 ). 
These effects of top-down input highlight that the 
subcortical structures are more than just passive 
relay structures, as has often been assumed (for 
review and further examples, see Saalmann and 
Kastner  2011 ). 

 Similar effects of attention have been reported 
in the early visual cortex including V1. Thus, 
directing attention to a particular spatial location 
results in superior task performance for stimuli 
appearing in that location, concomitant with an 
enhancement of the BOLD response in the cor-
responding retinotopic regions of the cortex 
(Tootell et al.  1998 ; Brefczynski and DeYoe 
 1999 ). Further, the attentional effects on the 
BOLD response are constrained by the receptive 
size of the regions along ventral visual pathway 
(Kastner et al.  1999 ; Muller et al.  2003 ). 

 How attention is allocated can be infl uenced 
by features of the visual stimuli and not just by 
space. For example, following a spatial cue on an 
object, retinotopic activity in early visual areas 
is enhanced for other locations on that same 
object, but not equally distant locations outside 
the object (Muller and Kleinschmidt  2003 ), 

a  phenomenon known as object-based atten-
tion (see also Martinez et al.  2006 ; Ciaramitaro 
et al.  2011 ). Effects of attention to objects and 
features have also been demonstrated in higher-
order category- selective regions. For example, 
attending to a particular object category (faces 
or houses) enhances activity in the respec-
tive face- or scene-selective regions (O’Craven 
et al.  1999 ). The top-down modulatory effect on 
category- selective regions has been suggested to 
originate in the prefrontal cortex and can be seen 
even before stimulus presentation in the form of 
increased activity with the expectation of incom-
ing stimuli (for review, see Gazzaley and Nobre 
 2012 ). Such object-based attentional effects are 
thought to refl ect increased neural fi ring rate 
for the attended stimulus, as well as increased 
selectivity for features of the attended stimulus 
(Murray and Wojciulik  2004 ). 

 Top-down modulations of the sensory cortex 
by attention, expectations, and task have also 
been observed with fMRI in modalities other 
than vision. For example, activity in the olfactory 
cortex (Fig.  9.9 ) was found to increase when par-
ticipants sniffed non-odorant air but were expect-
ing an odor (“attended sniff” condition) relative 
to when they sniffed the same non-odorant air but 
were not expecting an odor (“unattended sniff“ 
condition) (Zelano et al.  2005 ). Further, activity 
in part of the piriform cortex in the “attended 
sniff” condition was enhanced in response to 
auditory task instructions, before the stimulus 
was even presented, indicating a strong effect of 
expectation. Higher-order olfactory regions, such 
as the orbitofrontal cortex, are also modulated by 
odor content expectations (de Araujo et al.  2005 ), 
and attention to odors appears to modulate func-
tional connectivity between the piriform and 
orbitofrontal cortex through the mediodorsal 
nucleus of the thalamus (Plailly et al.  2008 ).

   Similar to the effects observed for olfac-
tion, trying to detect taste in a tasteless solution 
results in enhanced activation in the middorsal 
insula and frontal operculum, corresponding to 
the primary gustatory cortex (Veldhuizen et al. 
 2007 ). Further, manipulation of expectation 
also modulates fMRI responses in the gustatory 
cortex (Nitschke et al.  2006 ; Small et al.  2008 ; 
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Veldhuizen et al.  2011a ). Importantly, these 
attentional effects in olfaction and gustation are 
modality specifi c (Veldhuizen and Small  2011 ). 

 In sum, top-down attentional effects can be 
seen across modalities and are one mechanism 
underlying the active, constructive process of 
perception, which utilizes our prior knowledge 
and experience of environmental regularities to 
form hypotheses and expectations about the 
external world.  

9.4.2    Imagery 

 Even in the absence of external sensory stimula-
tion, it is still possible to generate internal repre-
sentations using top-down signals, a process that 
is often referred to as mental imagery (Kosslyn 
et al.  2006 ). Such mental imagery can provide 
important insights into the nature of the top-down 
signals and their potential effect on perceptual 
processing along the sensory hierarchies. A 
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  Fig. 9.9     Top - down  attentional effects in olfaction. ( a ) 
Average response in the anatomically defi ned piriform 
cortex as a function of three conditions varying in their 
attentional demands. In the task scan, participants were 
required either to detect the presence of an odor (“detect 
odor” condition) or to simply inhale (“sniff only”). In a 
separate scan (no task scan), participants were only 
required to inhale. Critically, only non-odorant air was 
presented in all conditions, and so differences in response 

can only be attributed to the  top-down  attentional factors. 
Note the stronger responses during detection than during 
simply sniffi ng. Further, an anticipatory effect is also 
apparent in the period before the stimulus was delivered 
( gray area ) in the “detect odor” relative to the other two 
conditions. ( b ) Group analysis from the same study show-
ing functional activation in the piriform cortex during the 
odorant condition (Images adapted with permission from 
Zelano et al.  2005 )       
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 general fi nding across modalities is that mental 
imagery elicits activity in similar cortical regions 
to those involved in perception (e.g., olfaction, 
Levy et al.  1999 ; somatosensory, Yoo et al.  2003 ; 
vision, Ganis et al.  2004 ; gustation, Kobayashi 
et al.  2004 ; audition, Bunzeck et al.  2005 ), and it 
is often suggested that perception and imagery 
share the same neural substrate. However, simply 
showing activation in the same regions is not suf-
fi cient to show that imagery and perception share 
similar mechanisms. Such activation could sim-
ply refl ect a nonspecifi c engagement of a region. 
For example, in the case of olfaction, odor imag-
ery is associated with sniffi ng, which is known to 
elicit activation on its own (Sobel et al.  1998 ). To 
demonstrate that activation of the olfactory cor-
tex during imagery is odor specifi c rather than a 
general modulation, activations elicited by pleas-
ant and unpleasant odors during both perception 
and imagery were compared, revealing similar 
hedonic specifi city in both cases (Bensafi  et al. 
 2007 ). In vision, studies have revealed category 
specifi city in high-level visual areas during imag-
ery (O’Craven and Kanwisher  2000 ; Reddy et al. 
 2010 ) and even decoding of individual objects 
(Lee et al.  2012 ). Furthermore, the specifi c repre-
sentations elicited are similar during perception 
and imagery suggesting extensive overlap in the 
neural substrate of each (Stokes et al.  2009 ; Lee 
et al.  2012 ). Thus, imagery not only does engage 
the same regions as perception but can evoke 
highly specifi c representations (Fig.  9.10 ).

   One area of contention is whether imagery- 
elicited activation extends all the way back to the 
primary sensory cortices. This debate has been 
entwined with the discussion of whether imagery 
is symbolic or depictive (Pylyshyn  2002 ; Kosslyn 
et al.  2006 ). In addition, it has been reported that 
only the secondary auditory cortices and not 
the primary auditory cortex is involved in audi-
tory imagery (Bunzeck et al.  2005 ). However, in 
vision, retinotopically specifi c activity has been 
reported in the primary visual cortex (Slotnick 
et al.  2005 ; Thirion et al.  2006 ) and the activity 
in early visual cortex correlates with the vivid-
ness of imagery (Lee et al.  2012 ). In olfaction, 
the extent to which the primary olfactory cor-
tex is active correlates with experience, with 

 professional perfumers showing stronger activa-
tion than novices (Plailly et al.  2012 ). 

 So far we have highlighted the similarities 
between perception and imagery, but introspec-
tively, they are very different phenomena. The 
strength of activation is clearly different between 
perception and imagery, but other differences 
have also been reported. For example, one study 
reported greater deactivation in the auditory cor-
tex during visual imagery compared with visual 
perception, suggesting enhanced unimodal pro-
cessing during imagery (Amedi et al.  2005 ). In 
another visual imagery study, the similarity of 
representations across different regions along the 
ventral visual pathway was greater during imag-
ery than perception, suggesting different neural 
dynamics (Lee et al.  2012 ). 

 In sum, the study of mental imagery shows 
that top-down processes are able to elicit highly 
specifi c responses in sensory areas. The relation-
ship between imagery and perception is complex, 
with overlap in the neural substrates involved but 
differences in the interregional relationships.   

9.5    Experience-Dependent 
Perceptual Representations 

 Sensory information processing in mammalian 
brains is highly malleable both during develop-
ment and adulthood, and over both short and long 
time scales (Buonomano and Merzenich  1998 ). 
In this section, we will focus on several ways in 
which prior experience impacts the nature of per-
ceptual representations. 

9.5.1    Development 

 While the large-scale circuitry of the brain 
is present at birth, it is clear that there is the 
potential for extensive plasticity early in life 
and the nature of perceptual representations is 
dependent on experience throughout develop-
ment. Even in primary sensory cortices, many 
of the properties of neurons and maps depend 
on experience early in life. For example, in V1, 
neural properties such as orientation selectivity 
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and ocular dominance are dependent on early 
postnatal experience (Espinosa and Stryker 
 2012 ). Such changes are diffi cult to observe 

with fMRI due to the  substantial practical chal-
lenges posed by scanning young children (but 
see, e.g., Arichi et al.  2010 ; Perani et al.  2010 ; 
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  Fig. 9.10    Visual imagery and perception of real-world 
objects. Participants were familiarized with photographs 
of ten objects and during the fMRI scan were either pre-
sented with those same images or asked to imagine them. 
The results demonstrate the similarity between represen-
tations elicited during perception and imagery. ( a ) fMRI 
responses were analyzed in V1, extrastriate retinotopic 
cortex ( ES ), and two object-selective regions (LO in lat-
eral OTC and pFS on ventral OTC). ( b ) Example data 
from one participant showing the correlation in the pattern 

of response across pFS between imagery and perception. 
In most cases, the strongest correlation is for the same 
object in the two conditions (cells along the main diago-
nal, highlighted in  white squares ). ( c ) Multidimensional 
scaling of the average data across participants. The per-
ception ( blue ) and imagery ( red ) conditions for the same 
object are close to each other. ( d ) Classifi cation of object 
identity between imagery and perception using a linear 
classifi er (support vector machine – see Box  9.2 ) (With 
thanks to SH Lee)       
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Raschle et al.  2012 ). fMRI studies of visual devel-
opment in infant monkeys have suggested that 
while there is strong activation in V1 early in life, 
there is only weak activation in extrastriate areas 
such as MT and V4 (Kourtzi et al.  2006 ). Studies 
in older children suggest a prolonged time course 
for developmental changes that may extend into 
adulthood. For example, in audition, a cross-sec-
tional study of music perception in 5–33-year-
olds revealed selective activation for melody and 
rhythm processing that increases over time even 
in the absence of any musical training (Ellis et al. 
 2012 ). In vision, much work has focused on high-
level category- selective regions and in particular 
the face- selective FFA (fusiform face area). At 
a behavioral level, many of the markers of spe-
cialized face processing are present by 3–4 years 
of age (Sangrigoli and de Schonen  2004 ; Cassia 
et al.  2009 ), although performance improves 
through adolescence (e.g., Mondloch et al.  2003 ; 
for review, see McKone et al.  2012 ). Many fMRI 
studies report increases in size, response mag-
nitude, or selectivity of FFA (e.g., Golarai et al. 
 2007 ; Scherf et al.  2007 ,  2011 ) with a smaller 
FFA in 12–16-year-olds than in adults (Golarai 
et al.  2010 ). However, it has been questioned 
whether methodological issues might account 
for such effects, rather than changes in neural 
processing (McKone et al.  2012 ). In particular, 
a major concern is the reduced signal strength 
observed when putting a child’s head inside an 
adult-sized head coil – it may be critical to match 
the size of head coil to the size of the child’s head 
(Keil et al.  2011 ).  

9.5.2     Repetition Suppression 
or Adaptation 

 One of the simplest forms of experience is prior 
exposure to a given perceptual stimulus. Such 
stimulus repetition leads both to decreased BOLD 
responses (variously termed repetition suppres-
sion or adaptation) throughout brain regions 
active in a given task, not just sensory areas, and 
also improvement in behavioral performance 
(termed repetition priming) (Grill- Spector et al. 
 2006 ). Such repetition suppression has been 

reported in multiple modalities and has been used 
as a way of probing neural representations with 
fMRI (see Box  9.2 ). The reduction in the BOLD 
response is immediate (Kourtzi and Kanwisher 
 2001 ), increases with multiple presentations 
(Sayres and Grill-Spector  2006 ), survives inter-
vening stimuli (Vuilleumier et al.  2002 ; Weiner 
et al.  2010 ), and occurs even with delays of 3 days 
(van Turennout et al.  2000 ). However, the rela-
tionship between the decreased BOLD response, 
behavioral improvement, and the underlying neu-
ral mechanisms is unclear (Wiggs and Martin 
 1998 ; Henson  2003 ; Grill- Spector et al.  2006 ). 
How is it that reduced activity can be associated 
with enhanced performance? Proposals have 
included a more rapid neural response (James and 
Gauthier  2006 ), a sharper or more-selective 
response (Desimone  1996 ), or some suppression 
of bottom-up sensory responses by top-down pre-
dictions (Friston  2005 ). One intriguing sugges-
tion is that the reduced neural activity is associated 
with enhanced neuronal synchronization produc-
ing more effective long- range communication 
between brain regions (Gotts et al.  2012 ).  

9.5.3    Learning and Perceptual 
Expertise 

 Beyond repetition suppression, perceptual repre-
sentations can change as a result of active train-
ing or learning. One way to investigate the effect 
of learning is to use a cross-sectional approach 
and compare subjects with varying amounts of 
perceptual expertise. Such studies have focused 
on differences in both functional and anatomical 
properties. For example, studies of musicians 
compared with nonmusicians have reported 
increased gray matter volume in the auditory cor-
tex that correlates with musical aptitude 
(Schneider et al.  2002 ; Gaser and Schlaug  2003 ). 
Further, musical training correlates with stronger 
activation in the superior temporal gyrus (Koelsch 
et al.  2005 ) and in the planum temporale, just 
posterior to the primary auditory areas (Ohnishi 
et al.  2001 ). In gustation/olfaction, wine somme-
liers show enhanced activation in the insula and 
orbitofrontal cortex (Castriota-Scanderbeg et al. 
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 2005 ), and in somatosensation, Mah-Jong 
experts, who have learned tactile discrimination 
of the 2D shapes on Mah-Jong tiles, show 
enhanced activation of V1 (Saito et al.  2006 ) sug-
gesting changes in cross-modal associations. 

 In the visual domain, cross-sectional studies 
have focused on expertise in the recognition of 
object categories, such as cars and birds. Faces 
can be thought of as a perceptual category we are 
all experts in processing (Diamond and Carey  
 1986 ), and it has been proposed that processing 
objects of expertise should engage the same neu-
ral structures that are engaged by faces (Tarr and 
Gauthier  2000 ). 

 While some studies have reported enhanced 
activation in FFA when car or bird experts view 
objects from their domain of expertise relative to 
control objects (Gauthier et al.  2000 ; Xu  2005 ), 
other studies failed to replicate these fi ndings 
(Grill-Spector et al.  2004 ; Rhodes et al.  2004 ). 
Further, the enhanced activity for car experts 
viewing cars is both widespread, extending well 
beyond the FFA and even into parietal and pre-
frontal regions, and diminished when the experts 
are not engaged with their objects of expertise, 
suggesting that it may refl ect enhanced attention 
(Harel et al.  2010 ). This same group of car experts 
also showed increased gray matter volume in the 
prefrontal cortex and not in the visual cortex 
(Gilaie-Dotan et al.  2012 ) suggesting that the 
neural changes involved in expert recognition are 
not necessarily perceptual and may involve top- 
down factors, such as knowledge and attention. 

 Since studies of real-world expertise are cor-
relational in nature, it is impossible to avoid the 
“chicken and egg problem”: perhaps the special-
ized neural correlates exhibited by experts do not 
refl ect the acquisition of expertise, but are in fact 
a precondition for the successful acquisition of 
expertise. Thus, an alternative approach is to pro-
vide laboratory training and measure the changes 
in perceptual representations directly. The advan-
tage of such longitudinal studies is that they pro-
vide causal evidence for the relationship between 
training and neural changes. Across modalities, 
these studies have revealed changes in cortical 
responses following training, in the form of both 
increases and decreases. For example, in  audition, 

frequency discrimination training over a week 
leads to reduced BOLD responses in the auditory 
cortex (Jancke et al.  2001 ). In contrast, odorant 
learning produces increased responses in the piri-
form and orbitofrontal cortex (Li et al.  2006 ). In 
vision, training on a simple visual texture dis-
crimination task produces enhanced activity in 
the early visual cortex after only a single session 
of practice (Schwartz et al.  2002 ). However, both 
increases and decreases in visual responses 
across distributed regions have been reported for 
trained versus untrained shapes (Kourtzi et al. 
 2005 ), novel objects (“smoothies,” “spikies,” 
“cubies” Op de Beeck et al.  2006 ), and bird types 
(van der Linden et al.  2008 ). In the context of 
comparing object expertise to face expertise, 
some studies have reported changes in FFA fol-
lowing training on novel objects (“Greebles” 
Gauthier et al.  1999 ), while others have not (Op 
de Beeck et al.  2006 ; Wong et al.  2009 ), even 
with the same training paradigm (Brants et al. 
 2011 ). Although the presence of both increases 
and decreases in response following perceptual 
learning both within and across studies may seem 
contradictory, there are two major factors that 
need to be considered. First, the nature of the 
stimuli may determine which preexisting repre-
sentations training modifi es, by either strength-
ening or weakening. For example, whether 
responses in FFA change during training may 
depend on how face-like the stimuli are (Brants 
et al.  2011 ). Second, the nature of the task and the 
informativeness of any given neural population 
for that task will determine their likely modula-
tion in learning (Op de Beeck and Baker  2010 ). 
Neural populations that are engaged by and used 
in performing a task will be more likely to show 
increased responsiveness.  

9.5.4    Loss of Sensory Input 

 Changes in functional response properties have 
also been reported following loss of sensory 
input. Complete loss of input in a given modality 
seems to produce some form of cross-modal plas-
ticity (Merabet and Pascual-Leone  2010 ). For 
example, in the blind, a number of studies have 
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demonstrated enhanced responsiveness to audi-
tory (Gougoux et al.  2005 ; Poirier et al.  2006 ) and 
tactile (Burton et al.  2002 ) stimuli in visual areas 
(V1, MT), and others have reported activity even 
during verbal memory tasks (Amedi et al.  2003 ). 
Similarly, visual and somatosensory activation of 
the auditory cortex have been reported in the early 
deaf (Finney et al.  2001 ; Karns et al.  2012 ). 
However, these cross-modal effects are stronger 
with loss of input early in life and may refl ect 
developmental plasticity mechanisms (Merabet 
and Pascual-Leone  2010 ). Further, such plasticity 
may be driven by enhancement of preexisting 
cross-modal responsiveness, which is normally 
masked by the dominant modality. Support for 
this “unmasking” comes from studies showing 
tactile responses in V1 of sighted subjects follow-
ing blindfolding (Merabet et al.  2007 ,  2008 ). 
However, cross- modal responses in the early 
blind cannot be predicted from cross-modal 
responses in sighted subjects (Lewis et al.  2010 ), 
and it may be that unmasking of preexisting con-
nections is accompanied by more permanent 
structural changes with long-term loss of sensory 
input (Merabet and Pascual-Leone  2010 ). 

 In contrast to the cross-modal plasticity 
described above, partial loss of sensory input 
within a modality leads to changes in the 
modality- specifi c functional maps. For example, 
in arm amputees, lip movements appear to elicit 
activation not only in lip somatosensory regions 
but also in regions corresponding to the missing 
limb (Lotze et al.  2001 ). Similarly, in people with 
macular degeneration and subsequent loss of 
central vision, peripheral visual stimuli have 
been reported to elicit activation in early visual 
areas of the cortex that would normally represent 
central stimuli only (Baker et al.  2005 ,  2008 ; 
Masuda et al.  2008 ; but see Baseler et al.  2011 ). 
The perceptual consequences of such changes in 
activation are not clear. However, a patient with 
disrupted input to V1 from a stroke was found to 
have distorted perception that appeared to directly 
refl ect functional reorganization in V1 (Dilks 
et al.  2007 ). It is possible that the changes follow-
ing partial loss of sensory input are related to dis-
orders such as phantom limb pain (Flor et al. 
 2006 ) and Charles Bonnet syndrome, visual 

 hallucinations experienced by those with vision 
loss (Yacoub and Ferrucci  2011 ). It has also been 
suggested that tinnitus may also refl ect lesion- 
induced plasticity of the auditory pathways 
(Rauschecker et al.  2010 ).   

9.6     Summary/Discussion 

 In this chapter, we have provided an overview of 
perceptual processing from the sensory surfaces 
to high-level areas of the cortex, highlighting the 
insights provided by MRI. The sensory pathways 
are characterized by parallel, hierarchical process-
ing, with a progressively decreasing infl uence 
of the spatial distribution of receptors on the 
sensory surfaces on the representations observed. 
Topographic maps are a common feature at lower 
levels of the hierarchies, whereas higher-order 
representations appear to capture specifi c proper-
ties of the stimuli that likely refl ect the specifi c 
information required for particular functions. 
Finally, we have emphasized the integration of 
both bottom-up and top-down signals in produc-
ing a percept and the dynamic nature of perceptual 
representations throughout the lifetime (Box     9.4 ). 

 While we primarily focused on unimodal per-
ception, it is important to realize that our percep-
tion of the external world is multimodal and there 
are major interactions between the different sen-
sory pathways. For example, viewing appetizing 
foods elicits activation in the gustatory cortex 
(Simmons et al.  2005 ). Similarly, haptic object 
recognition appears to engage not only secondary 
somatosensory cortex but also areas of OTC that 
are primarily considered visual (Amedi et al.  
 2001 ; Pietrini et al.   2004 ; Reed et al.   2004 ; for 
further discussion see James et al.   2007 ). 
However, the precise role of such cross-modal 
interactions remains unclear. 

 Finally, a complete account of the neural sub-
strates of perception will require a detailed under-
standing of the large-scale connectivity and 
circuits across the brain. Here, we focused on 
fMRI, but techniques such as diffusion-weighted 
MRI and functional connectivity promise to pro-
vide important insights into these aspects of brain 
function.      
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      Abbreviations 

  aMCC    Anterior midcingulate cortex   
  CS    Conditioned stimulus   
  DCM    Dynamic causal modeling   
  MTL    Medial temporal lobe   
  PET    Positron emission tomography   
  rCBF    Regional cerebral blood fl ow   
  US/UCS    Unconditioned stimulus   
  V5     Extrastriatal visual area V5/MT (mid-

dle temporal)   
  VPFC    Ventral prefrontal cortex   

10.1         Emotional Experience 

 Emotions usually cannot be measured under real-
istic conditions in neuroimaging settings. A fun-
damental problem of research in this area is, 
therefore, the application of effective methods in 
experimental mood induction. To be specifi c, the 
induced emotional state to be analyzed has to be 
genuine. So far, this has led to the development 
of very different experimental approaches. The 

disadvantage of such a wide variety of methods is 
the diversity of published results and the problem 
of comparability between fi ndings and studies. 
For that reason, a major problem is still the lack 
of standardization of materials and approaches. 

10.1.1    Mood Induction Methods 

 The emotional experience is investigated mostly 
with the help of experimental mood induction 
methods. Various forms of experimental mood 
induction can be distinguished, such as the 
following:
•    The ability to put oneself in a certain emo-

tional state based on the presented emotional 
material (text, movies, music, odors) accord-
ing to predetermined instructions  

•   The free recall of subjects’ own experiences  
•   The presentation of emotional material with-

out explicit instructions to empathize with 
emotions  

•   The feedback of success or failure to induce 
satisfaction or frustration  

•   Experimental physiological changes (e.g., 
administration of medication)    
 The fi rst imaging studies to investigate emo-

tional experience were performed with positron 
emission tomography (PET): Examining self- 
induced sadness and inferior and orbitofrontal 
activity has been demonstrated (Pardo et al. 
 1993 ). In another study, sadness and happiness 
were triggered by watching affective facial 
expressions (George et al.  1995 ). Here, sadness 

  10

        B.   Derntl       (*) •     F.   Schneider       •     U.   Habel      
  Department of Psychiatry, Psychotherapy and 
Psychosomatics ,  RWTH Aachen University , 
  Pauwelsstrasse 30 ,  Aachen   D-52074 ,  Germany   
 e-mail: bderntl@ukaachen.de; fschneider@ukaachen.de; 
uhabel@ukaachen.de  

 Adapted from Derntl B, Schneider F, Habel U (2012) 
Emotionen. In: Schneider & Fink (Eds), Funktionelle MRT 
in Psychiatrie und Neurologie. Springer, pp. 483–504 

      Emotions 

           Birgit     Derntl     ,     Frank     Schneider     , and     Ute     Habel    

mailto:bderntl@ukaachen.de
mailto:fschneider@ukaachen.de
mailto:uhabel@ukaachen.de


192

was associated with diffuse blood fl ow changes 
in limbic and paralimbic areas, whereas happi-
ness was associated with bilateral rCBF decreases 
in the temporoparietal and right frontal cortex. 

 As mentioned above, the different induction 
methods were followed by very different results. 
In an effort to avoid such inconsistency, a stan-
dardized method for mood induction (Weiss et al. 
 1999 ) was developed (see also Fig.  10.1 ), which 
has been validated upfront through studies on 
healthy volunteers (Schneider et al.  1994 ) and 
psychiatric patients (Habel et al.  2000 ).

10.1.2       Amygdala 

 The central role of this structure, in terms of emo-
tional abilities, could be certainly confi rmed for 
the fi rst time by the impressive descriptions of 
behavioral changes in monkeys by Heinrich 
Klüver and Paul Bucy. Based on animal studies, 
Joseph LeDoux ( 2000 ) postulated his well- 
known model of the two input routes of the 
amygdala: On the one hand, the amygdala has a 
fast subcortical route that provides coarse infor-
mation, thereby allowing the fi rst assessment of 

the situation or stimuli. On the other hand, a sec-
ond slower route based on a subcortical-cortical 
circuit contains detailed information that allows 
an accurate classifi cation and discrimination of 
the stimulus. 

 The abovementioned mood induction method 
(Schneider et al.  1994 ) has been widely used in 
PET and fMRI studies in the meantime. 
Activation of the amygdala has been frequently 
observed during sad mood induction, which was 
detected with PET and fMRI (Schneider et al. 
 1998 ,  2000 ). 

 Due to the high correlation with the subjec-
tive emotional experience, these studies addition-
ally confi rmed the critical role of the amygdala 
for emotional experience (Schneider et al.  1998 , 
 2000 ; Habel et al.  2004 ,  2005 ; see also Fig.  10.1 ). 

 The importance of the amygdala as one neural 
correlate of sad mood was also demonstrated in 
one of the fi rst real-time fMRI studies showing 
that activation of the amygdala can be modulated 
via feedback (Posse et al.  2003 ). Six healthy 
subjects participated in a mood induction study 
applying the abovementioned paradigm. During 
the fMRI measurements, a randomized neutral 
mood induction with simultaneous presentation 
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  Fig. 10.1    Amygdala activity during sad mood induction 
in 26 healthy volunteers ( a ). Besides whole brain analysis, 
analysis of amygdala activation was also performed indi-
vidually. Activation could be localized in the amygdala in 
19 subjects. The averaged signal during sadness induction 

( b ) of these 19 subjects substantially corresponds to the 
reference function, which represents the experimental 
design. The activity was also signifi cantly correlated with 
subjective reports of the experienced mood state (see 
Habel et al.  2005 )       
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of neutral faces or a sad mood induction with 
the presentation of sad faces was used. After 
each condition, subjects rated their subjective 
experience and also received verbal feedback 
about their level of activation in the amygdala 
to enhance the mood induction effect. This feed-
back was based on an online real-time analysis 
of the data carried out outside the scanner room. 
The data showed a strong concordance between 
self-assessed sadness and the extracted amygdala 
activity. The involvement of the amygdala was 

also demonstrated in a regional analysis con-
ducted after the experiment. A total of 120 sub-
jects were scanned and in which 78 % showed a 
match between mainly left-sided amygdala activ-
ity and self-rated sadness as compared to only 
14 % of the neutral mood conditions. Moreover, 
fi ndings from Zotev et al. ( 2011 ) point out the 
training ability of the amygdala activation dur-
ing pleasure induction using real-time fMRI 
 neurofeedback (see Fig.  10.2 ). In this study, par-
ticipants were confronted with visual feedback 

a

  Fig. 10.2    ( a ) The location of the left and right amygdala 
( red  = left, right =  yellow ) and the horizontal intraparietal 
sulcus ( HIPS ,  green ). ( b ) The percentile of BOLD signal 
change at the beginning ( RE ) for each feedback passage 

(R1 to R3) and the temporal resolution ( TR ). These results 
show a signifi cant effect of neurofeedback during pleasure 
induction via retrieval of autobiographical memories 
especially for the left amygdala (see Zotev et al.  2011 )         
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about their amygdala activation and they were 
asked to enhance the activation via positive, 
autobiographical memories, which successfully 
served the purpose.

   A direct comparison of different mood induc-
tion methods in neuroimaging has rarely been 
carried out (Baumgartner et al.  2006 ; Falkenberg 

et al.  2012 ). Recently, Dyck et al. ( 2011 ) com-
pared mood induction via presentation of faces 
with a combination of face presentation and 
music. They showed that the left amygdala was 
strongly activated in both methods, but the right 
amygdala showed signifi cantly increased activity 
during the combination of both modalities. 
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 This task-specifi c lateralization suggests that 
the left amygdala contributes to more conscious 
and controlled mood, while the right amygdala 
seems to be more involved in the automatic 
induction of emotions. These results support the 
assumption that the amygdala also plays an 
essential role in the regulation of emotions. 

 As can be seen in Fig.  10.3 , it is the placement 
amidst all the areas of the brain involved in emo-
tional life as well as the interconnection with all 
of them, which makes the amygdala appear as an 
integrated switch point. The importance of the 
amygdala for emotional processes becomes obvi-
ous in terms such as “headganglion of the 
emotional- motivational system” (Doty  1989 ) or 
“sensory gateway to the emotions” (Aggleton 
and Mishkin  1986 ). Due to its connection to the 
hypothalamus, the amygdala seems to control the 
rudimentary, rather hypothalamically, controlled 
emotional reactions and allows the emergence of 
a hypothalamic-engaged drive satisfaction due to 
its evolutionary function. Thus, its functionality 
forms the basis of an emotional reaction as a 
result of the attribution of valence to the stimulus 
or the situation, respectively. This valence attri-
bution is in turn the starting point for a differenti-
ated emotional response.

   However, not all studies were able to success-
fully demonstrate amygdala activation during 
emotional experience. Instead, involvement of the 
anterior cingulate cortex, the prefrontal cortex, the 

precuneus, and the hippocampus has been found 
repeatedly (Jeong et al.  2011 ; Mitterschiffthaler 
et al.  2007 ; Koepp et al.  2009 ; Teasdale et al.  1999 ) 
as well as activity in cerebellar regions (Brattico 
et al.  2011 ; Hofer et al.  2006 ). Methodological 
differences are likely responsible for these diver-
gent results. Different methods of mood induction 
have been used, predominantly visual material 
and music (Baumgartner et al.  2006 ; Dyck et al. 
 2011 ; Hofer et al.  2006 ; Kohn et al.  2011 ; Teasdale 
et al.  1999 ; Mitterschiffthaler et al.  2007 ), but also 
memories of personal emotion-loaded real-life 
events (Zotev et al.  2011 ) or emotional words/
phrases (Colibazzi et al.  2010 ; Hofer et al.  2007 ) 
have been applied. However, it could be demon-
strated that internally and externally generated 
emotions activate different cortical and subcorti-
cal networks (Reiman et al.  1997 ). Also, the task 
instruction during the presentation of emotional 
material signifi cantly modulates limbic activation 
(Gur et al.  2002 ; Habel et al.  2007 ). 

 Whether emotions are evoked as a result of 
cognitive processes or cognitive processes are 
involved, one often fi nds involvement of the ante-
rior cingulate cortex and prefrontal areas. Given 
its attention-modulating function and its infl u-
ence on executive processes as well as its connec-
tion to subcortical-limbic areas (especially the 
amygdala), the involvement of the anterior cingu-
late cortex is clearly comprehensible in this 
context.  
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  Fig. 10.3    Excerpt from an 
exemplary recorded 
connectivity of the amygdala 
in the context of emotional-
cognitive functionality       
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10.1.3    Medial Prefrontal Cortex 

 In several meta-analyses (Etkin et al.  2010 ; 
Wager et al.  2003 ), the medial prefrontal cortex 
was shown to be a region that is involved regard-
less of the specifi c emotion and mood induction 
method and thus demonstrated its importance 
in the context of emotions. There are conceiv-
ably some emotion-overlapping functions that 
can be modulated by the frontal cortex such as 
attention focusing, assessment/evaluation, regu-
lation, or decision-making (Etkin et al.  2010 ). 
When comparing a sad mood induction (using 
fi lms) and a condition in which the subjects were 
asked to suppress an emerging sad mood, the 
temporal pole, midbrain, insula, amygdala, and 
ventrolateral prefrontal cortex were involved in 
sadness, while suppression of this mood led to 
dorsolateral prefrontal and orbitofrontal activity 
(Levesque et al.  2003 ).  

10.1.4    Individual Factors 

 In addition to methodological aspects, individual 
factors infl uencing previous fi ndings may be of 
importance in this context (Eugene et al.  2003 ): 
Two identical fMRI studies of sad mood induc-
tion were performed in two different experimen-
tal groups. In one case, the subjective experience 
of sadness was correlated with activity in the 
anterior temporal cortex and the insular, and in 
the other case, with the activity in the orbitofron-
tal and medial prefrontal cortex. In addition, 
a signifi cant amount of interindividual variability 
was observed. Gender (Hofer et al.  2006 ,  2007 ; 
Kohn et al.  2011 ) or personality factors, such as 
extraversion or neuroticism can act as moderator 
variables (Hamann and Canli  2004 ) as well.  

10.1.5    Emotion, Mood, and Feeling 

 Another important distinction in this context con-
cerns the one between emotion and mood (see 
Dolan  2002 ; Lammers  2007 ): Emotions can be 
defi ned as mental representations of physiological 
changes due to processing of  emotion- inducing 

conditions or stimuli. Emotions are more specifi c 
and conscious, short term, and intense and rely 
on rather automatic reaction patterns. 

 Mood refers to longer-lasting response ten-
dencies that may favor the occurrence of a certain 
emotion. 

 There is some evidence to suggest that emo-
tion and mood are mediated by different neural 
systems (Dolan  2002 ). Specifi c correlates for 
certain emotions were identifi ed in the subgen-
ual anterior cingulate cortex for sadness and in 
the basal ganglia for happiness according to the 
meta-analysis by Phan et al. ( 2002 ), in which 
55 PET and fMRI studies were included. Fear, 
however, is strongly associated with an activa-
tion of the amygdala. Regarding the role of the 
subgenual cingulate cortex in negative emo-
tion, a clinical study reported decreased activa-
tion in this area for depressed patients (Drevets 
et al.  2008 ). Notably, reduced activation of this 
region could be normalized during the course of 
a successful antidepressant therapy (Mayberg 
et al.  2000 ). 

 Recent studies of Keedwell and colleagues 
( 2009 ,  2010 ) were also able to show that the acti-
vation of this particular region while viewing sad 
faces represents the best predictor for clinical 
improvement (see also Pizzagalli  2011  for review). 

 Due to the high concentration of dopaminer-
gic neurons and their role in the reward system, 
the basal ganglia are extremely relevant for posi-
tive emotions. However, this functional attribu-
tion cannot be considered comprehensive and 
exclusive. It rather represents a special role of 
this region in the context of specifi c emotions and 
is part of a differential and emotion-specifi c acti-
vation pattern. Nevertheless, the involvement of 
the basal ganglia has been described, for exam-
ple, in the context of disgust, and many studies 
demonstrated activity of the amygdala in positive 
emotions, such as happiness (Habel et al.  2005 ; 
Kohn et al.  2011 ; Zotev et al.  2011 ), although one 
can assume that the involvement in negative emo-
tions predominates. 

 Taken together, previous studies indicated a 
wide-ranging network of participating regions 
in the experience of sadness and happiness, 
which involves prefrontal, orbitofrontal, anterior 
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 cingulate, and temporal cortical areas and the 
amygdala in comparison to cognitive control 
tasks suggested by individual fi ndings and meta- 
analytical results (Barrett et al.  2007 ; Phan et al. 
 2002 , see Fig.  10.4 ).

   The direct comparison of happiness and sad-
ness, however, points to different valence- specifi c 
activation focuses within this network: While 
sadness rather evokes activation of the anterior 
cingulate area and the ventrolateral prefrontal 
and temporal cortex, happiness involves the dor-
solateral prefrontal area, the inferior temporal 
cortex, the dorsal posterior cingulate cortex, and 
the cerebellum. This suggests that specifi c cere-
bral components within a common emotion net-
work are characteristic for each emotion and thus 
may be responsible for the unique emotional 
quality and tinge. By presenting emotional sen-
tences, Colibazzi et al. ( 2010 ) were able to reveal 
that all emotions can be divided into two dimen-
sions of valence and arousal, also recruiting dif-
ferent neural networks: While medial brain 

regions, particularly medial temporal areas such 
as the amygdala, are rather associated with 
arousal, dorsally located cortical areas and meso-
limbic activation differentiate between the 
valences. 

 To bring the diverse results in line is a chal-
lenge due to the variety of methods and experi-
mental designs. In terms of gender, some studies 
only examined female (George et al.  1995 ; Pardo 
et al.  1993 ; Reske et al.  2010 ) or male subjects 
(Habel et al.  2005 ). However, recent studies indi-
cate gender differences regarding the neural cor-
relates of positive and negative mood (Hofer 
et al.  2006 ,  2007 ; Kohn et al.  2011 ; Schneider 
et al.  2000 ), mainly pointing to stronger neural 
activation in females compared to males. It will 
be up to future studies to further investigate 
whether these activation differences indicate dif-
ferent strategies for the generation or regulation 
of emotions. On the other hand, the mood induc-
tion methods vary considerably: While in some 
studies, the subjects were asked to change their 

a b

c d

  Fig. 10.4    Regions that play a role in emotions viewed 
from sagittal ( a ,  b ), axial ( c ), and coronal ( d ) by Barrett 
et al. ( 2007 ): orbitofrontal cortex ( purple ), ventromedial 
prefrontal cortex ( blue ), insular cortex ( yellow ), (subgen-

ual) anterior cingulate cortex ( beige  and  brown ), dorsolat-
eral prefrontal cortex ( orange  and  pink ), dorsomedial 
prefrontal cortex ( light green ), ventral striatum ( dark 
green ), thalamus ( pink ), and the amygdala ( red )       
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mood on their own using the presented stimuli 
(Habel et al.  2005 ; Hofer et al.  2006 ; Reske et al. 
 2007 ,  2010 ), this occurred rather passively in 
other studies (Mitterschiffthaler et al.  2007 ) and 
yet unstructured (Koepp et al.  2009 ) or uncon-
scious methods (Teasdale et al.  1999 ) were also 
applied. Taken together, previous studies consis-
tently showed involvement of cortical and sub-
cortical regions during emotional experience. 

 However, the observed differences between 
them also point towards a complex interplay of 
the regions involved in emotional experience 
depending on the emotion and the task demands 
of the experiments. 

 Emotional experience relies on a widely 
stretched network of cortical and subcortical 
areas wherein the amygdala plays a special role. 
The fi ndings further suggest that emotion- specifi c 
correlates within this network may be the basis 
for qualitatively different emotions.   

10.2    Emotion Recognition 

 Another frequently studied emotional ability in 
the scanner is identifi cation or discrimination of 
emotional facial expressions. Many studies have 
examined implicit recognition performance and 
processing of emotional facial expressions by pre-
senting stimuli without further instruction (passive 
viewing) or using a distracting task (e.g., gen-
der discrimination) (Fitzgerald et al.  2006 ). This 
method is in contrast to an explicit emotion rec-
ognition task where the subject needs to decide if 
an emotional expression is shown and if so, which 
expression of the face is presented (Derntl et al. 
 2009 ; Fitzgerald et al.  2006 ; Gur et al.  2002 ). 

 Emotion discrimination is generally under-
stood as the ability to recognize emotions in 
facial expressions. In imaging studies, there is a 
distinction between implicit and explicit process-
ing. In the explicit emotion recognition task, sub-
jects have to name or characterize the emotion or 
to choose from various alternatives the correct 
facial emotion. 

 During the implicit processing, emotional 
faces are presented along with distracting tasks 
(e.g., gender or age discrimination), which do not 

draw substantial attention specifi cally to the 
emotional content and do not require any deci-
sion on the facial content. 

10.2.1    Explicit vs. Implicit Processing 

 Directly comparing explicit vs. implicit emo-
tional processing, previous studies reported some 
overlapping but also distinct neural activation. In 
the study by Critchley and colleagues ( 2000 ), 
explicit processing elicited greater temporal 
involvement, while the implicit task rather 
prompted amygdala activation. The fi ndings of 
other research groups, however, exactly showed 
the opposite. Here, a stronger amygdala and hip-
pocampus activity was observed when the emo-
tional facial expressions were task-relevant 
(emotion discrimination) as opposed to a condi-
tion of age discrimination in which they were 
task-irrelevant (Gur et al.  2002 ; Habel et al.  2007 ; 
see Fig.  10.5 ).

10.2.2       Emotion-Specifi c Amygdala 
Activation 

 In addition to the task setup (explicit vs. implicit), 
the presented emotions as well as character prop-
erties or the nature of the stimulus material were 
shown to modulate neural activation during emo-
tion recognition. Even different task require-
ments of explicit emotion discrimination tasks 
resulted in different activation patterns: While 
visual matching resulted in amygdala activation, 
verbal labeling of facial affect led to reduced acti-
vation of the amygdala but increased frontal 
activity (Hariri et al.  2000 ). Moreover, the 
response of the amygdala is stronger when con-
fronted with emotional facial expressions com-
pared to other affective visual stimuli (e.g., IAPS, 
Hariri et al.  2002 ), even though both stimuli 
recruit similar networks (Britton et al.  2006 ). 

 In one of our own studies, we were interested 
in knowing which basic emotions (happiness, 
sadness, anger, disgust, and neutral facial expres-
sions) trigger an activation of the amygdala 
 during an explicit emotion recognition task 
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(Derntl et al.  2009 ). We observed bilateral amyg-
dala activation to facial expressions of all emo-
tions and neutral expressions. Thus, our results 
extended the former assumption that the amyg-
dala is involved only in the processing of threat-
ening stimuli (Morris et al.  1996 ) and supported 
models, which postulate an evaluation function 
and the role of the amygdala in detection of rele-
vance (cf. Sander et al.  2003 ). 

 However, the amygdala is only a node in the 
neural network of emotion processing and the 
question of which other structures are relevant in 
processing emotions has long remained unan-
swered. A meta-analysis of Fusar-Poli and col-

leagues ( 2009 ) tackled this very question, and 
for each emotion, the respective networks could 
be identifi ed (see Fig.  10.6 ). While amygdala 
and cerebellar activations are evident during rec-
ognition of negative and positive emotions, there 
are some other structures that show a more 
emotion- specifi c pattern. Sad, happy, and dis-
gusted faces activate among other regions espe-
cially the insula, while threatening emotions, 
that is, anger and fear, amplifi ed activity in the 
inferior frontal gyrus.

   Thus, it is conceivable that the frontal cortex 
has cognitive as well as decision-making and 
evaluative functions in this context. The fact that 
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  Fig. 10.5    Bilateral amygdala activation in explicit emo-
tion recognition ( a ) and implicit age discrimination ( b ) in 
29 healthy volunteers. Only explicit emotion recognition 

reveals a signifi cant positive correlation between amyg-
dale activation and recognition performance (Habel et al. 
 2007 )       
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emotional compared to neutral faces elicit stron-
ger activity also supports this notion (Fusar-Poli 
et al.  2009 ; see Fig.  10.6 ). 

 In addition to a general emotion-processing 
network, which responds to positive and negative 
emotions and includes the amygdala and the cer-
ebellum, other structures show rather emotion- 
specifi c patterns such as the insula. 

 It seems that attention also has a modulat-
ing function with respect to the amygdala: 

Especially a reduced amygdala activation 
was observed during attention-intensive tasks 
(Morawetz et al.  2011 ; Williams et al.  2005 ) and 
thus supports the assumption of the “attentional 
load theory” (Lavie  1995 ; Lavie and De Fockert 
 2005 ) which postulates that more neural capac-
ity is assigned to the system which contributes to 
the processing of the task, that is, the more diffi -
cult the task, the higher the attentional load and 
the less task- irrelevant aspects can be processed. 

  Fig. 10.6    Activation patterns for the individual basic 
emotions like happiness (happy), sadness (sad), anger 
(angry), anxiety (fearful), and disgust (disgusted) in direct 

comparison with neutral faces.  AMY  amygdala,  FG  fusi-
form gyrus,  MFG  medial prefrontal gyrus (Fusar-Poli 
et al.  2009 )       
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In addition to the recognizability (Pessoa et al. 
 2005 ), the location of the stimuli (Morawetz 
et al.  2010 ) affects the amygdala. A point worth 
mentioning here is that the activation of the 
amygdala has a survival function, in the sense 
that emotional faces are instantly being evalu-
ated in terms of their menace and valence (posi-
tive vs. negative) which earned it the denotation 
as “relevance detector” (see also Chap.   2.4     on 
subconscious stimulus processing). 

 When emotional stimuli are presented under 
cognitively demanding conditions (e.g., a cogni-
tive task has to be solved), decreased activation in 
the amygdala can be observed, thereby possibly 
acting as a fi lter for negative and potentially 
threatening stimuli.  

10.2.3    Habituation Processes 

 Due to the rapid habituation of the amygdala dur-
ing repeated stimulus presentation (Britton et al. 
 2008 ; Williams et al.  2004 ), it has been diffi cult 
to prove its involvement in the context of emo-
tional processing. However, this can be prevented 
by relying on an “event-related” paradigm in 
which the stimuli are presented in a random fash-
ion. Regarding “boxcar” or block paradigms, it 
should be noted that recent studies have also 
shown that shorter blocks (up to 20 s in duration) 
could prevent habituation of the amygdala (Haas 
et al.  2009 ; Morawetz et al.  2011 ). 

 Nevertheless, the time course of activation 
should be observed: Previous studies showed that 
the temporal pattern of response was different 
between the right and left amygdala (Phillips 
et al.  2001 ) which also holds true for habituation 
processes (Wright et al.  2001 ). Moreover, besides 
habituation processes, sensitization processes 
must be taken into account as well. Feinstein and 
colleagues ( 2002 ) found habituation processes in 
attention-related regions of the right hemisphere, 
as in the posterior parietal cortex and the frontal 
eye fi eld. In contrary, sensitization was observed 
on the left side of the angular gyrus, the posterior 
superior temporal cortex, and the insula while 
participants performed a gender discrimination 
task with emotional faces.  

10.2.4    Backward Masking 

 Since even the unconscious perception (“back-
ward masking”) of emotional stimuli is able to 
elicit the subcortical-limbic emotion network, the 
amygdala can be referred to as a warning and pro-
tection system that automatically responds adap-
tively to changing environmental requirements. 

 “Backward masking” refers to a short stimu-
lus presentation below the threshold of conscious 
perception (subliminal, 17–30 ms), followed by a 
longer presentation of another stimulus, so that 
the perception of the fi rst stimulus is masked by 
the presentation of the second stimulus. 

 In “backward-masking” paradigms, the brief 
presentation of emotional faces masked with 
neutral faces was suffi cient to demonstrate amyg-
dala activity in healthy participants (e.g., Duan 
et al.  2010 ; Juruena et al.  2010 ; Kim et al.  2010 ; 
Whalen et al.  1998 ). 

 Whalen and colleagues ( 2004 ) have also 
shown that only the masked presentation of the 
fear expression of the eye region is suffi cient to 
elicit reliable amygdala activation. A recent study 
by Kim and colleagues ( 2010 ) points not only to 
the infl uence of the emotion of the masked face, 
but also shows an effect of the mask itself. While 
masking with neutral faces, as applied in most 
studies, leads to an increased activation of the 
amygdala, a graphic pattern as mask leads to a 
reduction in the amygdala response, especially 
for masked fearful faces (see Fig.  10.7 ).

   In initial studies, it was also questioned 
whether the valence of the emotion has an effect 
on the extent of amygdala activation as Whalen 
et al. ( 1998 ) found a stronger stimulus response in 
the amygdala for masked fearful faces than for 
happy ones, while Killgore and Yurgelun-Todd 
( 2004 ) were able to record a stronger amygdala 
activation to masked happy faces than masked sad 
faces. These results are also supported by more 
recent fi ndings (Juruena et al.  2010 ) according to 
which masked happy and sad faces elicited bilat-
eral amygdala activation, but happy faces to a sig-
nifi cantly greater extent. Masked surprised faces 
vs. happy or neutral masked stimuli triggered not 
only a response in the amygdala but also increased 
activation in the parahippocampal gyrus and the 
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fusiform gyrus (Duan et al.  2010 ). These results 
extend the central role of the amygdala to uncon-
scious processing of emotional stimuli.  

10.2.5    Modulation of Amygdala 
Activity 

 Overall, the existing fi ndings could identify and 
characterize a wide range of relevant factors that 
modulate the activity of the amygdala. For exam-
ple, the eye gaze and face direction of the stimu-
lus play a role, because directly facing angry 
faces are associated with stronger amygdala reac-
tion than averted expressions (Sato et al.  2004a ), 
but contradictory fi ndings have also been shown 
(Adams et al.  2003 ). This divergence could pos-
sibly be due to the different stimulus material: 

While Adams et al. used static faces, Sato and 
colleagues have presented dynamic representa-
tions. These dynamic and thus biologically more 
relevant stimuli are not only associated with a 
higher arousal (Sato and Yoshikawa  2007 ) but 
also prompt increased amygdala involvement as 
compared to static facial expressions (Pelphrey 
et al.  2007 ; Sato et al.  2004b ). 

 The same applies to some other areas, mainly 
the middle temporal cortex (V5), the superior 
temporal sulcus, and the frontal regions (Kessler 
et al.  2011 ). Also, schematic emotional compared 
to neutral facial expressions can act as suitable 
stimuli to trigger responses in the amygdala, 
 hippocampus, and prefrontal cortex (Wright et al. 
 2002 ). A direct comparison of artifi cial faces, so- 
called avatars, with human emotional facial 
expressions showed no signifi cant difference in 
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  Fig. 10.7    A classical example of a backward-masking 
paradigm with a short presentation of the emotional stim-
ulus followed by a neutral face ( a ). In comparison to a 
backward masking with a graphic pattern as a mask ( b ). 
While face masks lead to a signifi cant increase in 

 amygdala activation in fearful as compared to happy faces 
( c ), the pattern mask leads to a signifi cantly reduced acti-
vation of the amygdala, especially for fearful faces, which 
is also apparent in the parameter estimates ( d )       
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the extent of amygdala activation, only differ-
ences in the fusiform gyrus were apparent, where 
human faces elicited a stronger response (Moser 
et al.  2007 ). The fact that the amygdala reacts to 
schematic and avatar facial expressions has an 
experimental advantage because “artifi cial” stim-
uli can be produced more easily and are much 
more controllable than human facial expressions. 
Emotion recognition is thus not only much tied to 
the involvement of the amygdala but also closely 
linked to other cortical and subcortical structures 
that are relevant for intact emotion recognition. 

 Application of newer analytical methods such 
as effective connectivity analysis (“dynamic 
causal modeling,” DCM) mostly supported 
assumptions about neural network models for the 

recognition of emotion (e.g., Pessoa and Adolphs 
 2010 ; Phillips et al.  2003 ). Above all, the amyg-
dala has been shown to be responsible for the 
rapid detection and evaluation of affective stim-
uli, whereas the ventral prefrontal cortex takes 
the more detailed encoding and differentiation of 
stimuli (Dima et al.  2011 ). Recently, Tettamanti 
and colleagues ( 2012 ) were the fi rst to be able to 
show that the networks for the emotions fear, dis-
gust, and happiness indeed all contain the angular 
gyrus and the amygdala but also display emotion- 
specifi c neural connections: Whereas the fear 
network involved frontoparietal regions, disgust 
activated somatosensory cortices, pleasure 
involved a network of medial prefrontal cortex 
and temporoparietal regions (see Fig.  10.8 ).
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  Fig. 10.8    Functional integration between amygdala and 
emotion-specifi c sensorimotor, somatosensory, and cogni-
tive systems. The  top row  depicts connectivity patterns for 
the three specifi ed models/emotions. The  bottom row  illus-
trates the signifi cant condition-specifi c connection strength 
modulations ( p  < .05 FDR corr.). ( a ) The DCM-model for 
fear, testing the hypothesis of stronger positive modulatory 
effects in a brain network subserving action representation 
( b ) the disgust-DCM model, and testing the hypothesis of 
stronger positive modulatory effects in a brain network 

subserving somatosensory representations. ( c ) The DCM 
model for happiness, testing the hypothesis of stronger 
positive modulatory effects in a brain network subserving 
mentalizing and representation of others’ mental states. 
 RPcn/SPL  right precuneus/superior parietal lobule com-
plex,  RBA6  right premotor cortex (BA 6),  Rtha  right thala-
mus,  Lins  left insula,  RBA2 , right somatosensory cortex 
(Brodmann’s area 2),  RIOG  right inferior occipital gyrus, 
 Ramy  right amygdala,  RMPFC  right medial prefrontal cor-
tex, and  RTPJ  right temporoparietal junction       
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10.3        Empathy 

 Relying on accurate emotion recognition, the 
ability to show empathic behavior plays a critical 
role within social communities particularly 
regarding the complexity of structures and net-
works in our society today. Empathy and 
empathic behavior have various defi nitions prob-
ably due to the complexity of the construct (see 
Preston and de Waal  2002 ; de Vignemont and 
Singer  2006 ); however, according to most mod-
els, one can derive at least three core components 
(cf. Decety and Jackson  2004 ):
•    Emotion recognition as a differentiation 

between self-experienced emotions and those 
expressed by others in that emotions can be 
recognized via facial, verbal, or behavioral 
expressions  

•   Perspective taking (cognitive component) 
describing the competency to take over the 
perspective of another person, though the dis-
tinction between self and others remains intact  

•   Affective responsiveness (affective compo-
nent), meaning sharing of emotional states 
with others or the ability to experience similar 
emotions as others    
 Correctly inferring emotional states and inten-

tions via the observation of others’ behavior are 
prerequisites for successful social interaction. 
Decety and Lamm ( 2006 ) proposed a model in 
which bottom-up and top-down information pro-
cesses are intertwined in the generation and modu-
lation of empathy. Bottom-up processes are mainly 
responsible for affect generation and automatic 
responses and are rather associated with limbic 
and temporal activation, while top- down regula-
tion is related to prefrontal and cingulate cortices. 

 Application of neuroimaging tools enables 
investigation of the different empathic compo-
nents and analysis of their neural underpinnings. 
Most studies rely on the so-called perception- 
action model by Preston and de Waal ( 2002 ) who 
proclaim that observation as well as imagination 
of another person in a particular emotional state 
automatically activates a representation of that 
state in the observer, along with its associated 
automatic and somatic responses. In other words, 
when we try to understand how someone is feeling 

in a certain situation, we simulate the feelings by 
activating our own affective program prompting 
shared neural representations (cf. Singer and 
Lamm  2009 ). 

 Previous neuroimaging studies on empathy 
have covered a wide range of emotions (from 
pain to disgust and happiness) and tasks (from 
passive viewing to imagination and evaluation). 
Due to this diversity in study design, various 
regions were found to be activated during 
empathic behavior leaving open the question 
which brain areas form the empathy network and 
whether such a core network really exists. 
Evidence showed that both the prefrontal and the 
temporal cortices are implicated in empathic 
behavior, but patterns of associations are differ-
ent depending upon various factors, such as 
whether cognitive or affective empathy was 
investigated (Lee et al.  2004 ). According to a 
recent meta-analysis on 40 fMRI studies on 
empathy, Fan and colleagues ( 2011 ) assign a key 
role in cognitive empathy to the left dorsal ante-
rior midcingulate cortex (aMCC) and to the ante-
rior insula bilaterally in affective empathy 
irrespective of emotional category. Focusing on 
empathy for pain, Lamm et al. ( 2011 ) reported 
activation of the anterior insula bilaterally, the 
anterior medial cingulate cortex, and the poste-
rior cingulate cortex, partly supporting fi ndings 
from Fan et al. ( 2011 , see also Fig.  10.9 ). More 
recently, Kennedy and Adolphs ( 2012 ) described 
several core social cognition networks, differenti-
ating between a so-called mentalizing network 
and an empathy network.

   Concerning empathy and empathic behavior, 
several studies suggested that females might be 
more empathic than males, but mostly relied on 
self-report data (Rueckert and Naybar  2008 ). 
Besides self-report, gender differences in empa-
thy have also been shown using functional neu-
roimaging, for example, Singer and colleagues 
( 2006 ) studied brain activity while female and 
male subjects underwent mild electric shocks or 
witnessed a confederate receiving a similar shock. 
While females showed a response in pain- related 
areas even when an unfairly behaving confeder-
ate received a shock, males exhibited activation 
in brain regions associated with reward, that is, 
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nucleus accumbens and orbitofrontal cortex, 
under this condition. Recently, gender differences 
have also been reported for the neural correlates 
of emotional perspective taking (Schulte-Rüther 
et al.  2008 ) using an emotional attribution task. 
The results suggest that the better performance 
of females is related to an enhanced recruitment 
of inferior frontal and superior temporal regions, 
while males activate the left temporoparietal 
junction instead when assessing emotional states 
of others and themselves. 

 This fi nding was further extended by a study 
from our lab (Derntl et al.  2010 ), where we inves-
tigated all three empathy components separately 
in females and males. Despite similar behavioral 
performance, females rated themselves as more 
empathic than males, and functional data analy-
ses revealed that females and males not only 
showed common but also distinct activation pat-
terns: Females exhibited stronger activation of 
emotion-associated regions such as the amyg-
dala, whereas males rather recruited cognition- 
related areas, for example, temporoparietal 
junction (see Fig.  10.10  for details). Thus, our 
fi ndings support and extend previous results on 
divergent neural processing strategies as well as 
sensitivity to emotional stimuli (e.g., Schulte- 
Rüther et al.  2008 ).

10.4       Emotional Learning 
and Memory 

 A biologically relevant and adaptive mechanism 
to facilitate and enhance the effi ciency of human 
responses is classical conditioning. This learning 
phenomenon is particularly important when it 
comes to emotions and again the amygdala seems 
to be critically involved. 

 To optimally study classical conditioning, an 
event-related paradigm should be applied. In a 
typical classical conditioning paradigm, Büchel 
and colleagues ( 1999 ) presented faces as condi-
tioned stimuli (CS) and aversive sounds as 
unconditioned stimuli (US, see also Fig.  10.11 ). 
Fifty percent of the CS+ (duration of 3 s) were 
paired with an US. This partial enhancement 
allowed to separate the response to the CS+ and 
the US, and only those were further analyzed that 
were not associated with the US. Differential 
effects of conditioning (e.g., CS+ vs. CS−) dem-
onstrated activation in the amygdala and the ante-
rior cingulate cortex.

   All experiments focusing on fear condition-
ing demonstrated a decrease in the conditioned 
response. This supports data from animal stud-
ies that clearly indicated that the amygdala is 
critically involved in the process of forming 
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  Fig. 10.9    Results of a meta-analysis by Fan et al. ( 2011 ), 
relying on 40 fMRI studies investigating empathy. 
Regions that are predominately involved in processing 
affective aspects are colored in  red ; areas that are mainly 

recruited during cognitive processes are colored in  green . 
Regions that are involved in both empathic processes are 
colored in  yellow        
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associations and then shows a habituation of its 
response (Phelps et al.  2004 ; Quirk and Beer 
 2006 ). The role of the amygdala for extinction 
is rather elusive. Some studies report height-
ened activation whenever contingencies change, 

including extinction (Knight et al.  2004 ), and 
others showed that conditioning effects are less 
reversible for fear stimuli in the amygdala. While 
the orbitofrontal cortex responded very fast to 
changes in contingencies (CS+ and CS− were 
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EMOTIONAL PERSPECTIVE TAKING

AFFECTIVE RESPONSIVENESS

p<.05 HET corrected
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  Fig. 10.10    Illustration of the neural networks underlying 
the empathic behavior in females and males, showing 
similar activation in the frontotemporal and occipital 

regions and brain stem, with pronounced activation in the 
inferior and superior frontal region bilaterally (Derntl 
et al.  2010 )       
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exchanged), the amygdala reacted most strongly 
to the new CS−, which used to be CS+ before 
(Morris and Dolan  2004 ). Regarding extinc-
tion, the hippocampus seems to be a very critical 
region (Ji and Maren  2007 ). 

 Indovina et al. ( 2011 ) investigated the effect 
of trait anxiety on the neural network underlying 
fear conditioning. For this purpose, high and low 
anxious participants were visually confronted 
with three computerized environments or 
“rooms.” The contingency between the condi-
tioned stimulus (CS) and presentation of the 
unconditioned stimulus (UCS) differed between 
rooms. In the “predictable” (cued fear) room, the 
CS was predictive of the UCS; in the “unpredict-
able” (background contextual fear) room, the CS 
was nonpredictive of UCS occurrence; and in the 
“safe” (control) room, CS presentation occurred 

in the absence of the UCS. Each room was pre-
sented for approximately 40 s. The CS was a vir-
tual actor (male or female) putting hands to ears 
as if to protect him- or herself from a loud sound. 

 This gesture terminated after 4–6 s. In the pre-
dictable room, CS offset was always accompa-
nied by UCS presentation. The UCS was a 
103 dB scream lasting 750 ms. In the unpredict-
able room, UCS presentation was randomized 
with regard to CS presentation. Each predictable 
and unpredictable room presentation contained 
three CS and three UCS occurrences. Each safe 
room presentation contained three CS occur-
rences (see Fig.  10.12a ). Authors found evidence 
for two independent dimensions of neurocogni-
tive function associated with trait vulnerability to 
anxiety. The fi rst entailed increased amygdala 
responsivity to phasic fear cues (see Fig.  10.12b ). 
The second involved impoverished VPFC recruit-
ment to downregulate both cued and contextual 
fear prior to omission (extinction) of the aversive 
unconditioned stimulus (see Fig.  10.12c ). These 
results have several implications and may con-
tribute to symptomatology differences across 
anxiety disorders with the amygdala mechanism 
affecting the development of phobic fear and the 
frontal mechanism infl uencing the maintenance 
of both specifi c fears and generalized anxiety by 
defi cits in negative affect regulation.

10.4.1      Cerebral Correlates of 
Encoding and Retrieval 

 The effect of emotions on memory processes has 
been demonstrated in several studies showing 
that emotional contents were not only easily 
encoded but also better remembered (e.g., Dolcos 
et al.  2004 ,  2005 ; Sharot and Yonelinas  2008 ; 
Sharot et al.  2004 ). Since all the studies relied on 
different paradigms, it was unclear whether these 
effects were due to the valence or arousal or both 
of the emotional stimuli, that is, whether the spe-
cifi c emotions or the increase of arousal led to the 
observed effects. Some authors speculate that the 
intensity of emotions is essential for these mem-
ory effects, which has been shown with text 
material and visual stimuli. 
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  Fig. 10.11    Schematic illustration of the timely pairing of 
US and CS for classical conditioning ( a ). Activation 
within the anterior cingulated cortex, insula, and amyg-
dala as response to CS+ ( top ) and compared to CS− ( bottom ) 
( b , Büchel and Dolan  2000 )       
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  Fig. 10.12    Schematic illustration of the experimental 
setup to study fear conditioning ( a ). Signifi cant positive 
correlation between amygdala activation in the CS condi-
tion and anxiety of participants, indicating that the more 
anxious the person describes himself/herself, the higher 

the amygdala response ( b ). The effect of trait anxiety on 
activation of the ventral prefrontal cortex ( c ). Here, a sig-
nifi cant negative correlation was observed, indicating that 
the more anxious a person, the weaker the response of this 
region during viewing of fear-conditioned stimuli       
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 Most neuroimaging studies investigated neu-
ral activation during encoding and analyzed 
its relation to behavioral performance (Dolcos 
et al.  2004 ; Sergerie et al.  2005 ). Rarely have 
fMRI studies examined neural activation dur-
ing retrieval (Smith et al.  2004 ) or analyzed the 
neural underpinnings of encoding and retrieval 
in the same participants (Tabert et al.  2001 ). 
Based on their fi ndings, it seems that the amyg-
dala plays an essential role in emotional learning 
and memory (LaBar and Cabeza  2006 ; Murty 
et al.  2010 ); this further strengthens the assump-
tion of the amygdala being a highly critical brain 
region in the limbic network. Regarding emo-
tions and memory, most researchers refer to the 
medial temporal lobe (MTL) memory system, 
which comprises the following regions: the hip-
pocampus, the entorhinal cortex, the perirhinal 
cortex, and the amygdala (see Fig.  10.13  for an 
illustration).

   Some studies even report a signifi cant correla-
tion between activation intensity and memory per-
formance (Canli et al.  2000 ; Tabert et al.  2001 ). 
The correlation with the subsequent behavioral 
performance seems to be affected by the subjec-
tively rated emotional arousal (Canli et al.  2000 ), 

further supporting the assumption that arousal 
critically modulates memory performance. 

 During encoding, the amygdala seems to 
function as a booster for memory performance 
for emotional material. This has been shown in 
studies with amygdala lesion patients, where 
the size of the lesion was associated with the 
memory defi cit for emotional but nor for neutral 
stimuli (Richardson et al.  2004 ). It has further 
been assumed that the response of the amyg-
dala to emotional material modulates the early 
processing of the stimuli, intensifying informa-
tion processing and evaluation of stimuli. This 
assumption has been strengthened by correlations 
between activation of the amygdala and occipital 
regions (Tabert et al.  2001 ). More recent fi ndings 
using the beta-adrenergic antagonist propranolol 
indicate a noradrenergic-modulated amygdala 
involvement during encoding (van Stegeren et al. 
 2010 ). 

 Most studies investigated amygdala activation 
during encoding or consolidation of emotional 
stimuli. Recent studies also examined its func-
tion during retrieval and particularly focus on the 
long-term memory where the effect of the amyg-
dala is proclaimed to be strongest. One option to 

y = –2 y = –9 y = –16

y = –37

Amygdala

Hippocampus

Anterior PHG

Posterior PHG

y = –30y = –23

  Fig. 10.13    Regions that are assigned to the MTL system. According to a recent meta-analysis, these regions show 
consistent activation during emotional memory studies ( p  < .05 FDR corr.)       
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investigate memory retrieval during fMRI is to 
directly compare the successfully retrieved stim-
uli (“hits”) with the incorrectly retrieved items 
(“misses”). The infl uence of emotions can then 
be analyzed by directly comparing the amount of 
hits for emotional vs. neutral items. However, it 
is essential to differentiate between “real” recol-
lection, familiarity, and recognition, since each of 
these methods relies on different neural networks 
(Yonelinas et al.  2005 ) and particularly recogni-
tion seems to be strongly affected by emotions 
(Jackson et al.  2008 ; Ochsner  2000 ). Dolcos et al. 
( 2005 ) investigated the infl uence of emotions on 
two of these retrieval mechanisms. All partici-
pants were scanned twice, with a 1-year follow-
 up (retention interval), and authors reported that 
successful retrieval of emotional pictures elicited 
greater activity than successful retrieval of neu-
tral pictures in the amygdala, entorhinal cortex, 
and hippocampus. Moreover, in the amygdala and 
hippocampus, the emotion effect was greater for 
recollection than for familiarity, whereas in the 
entorhinal cortex, it was similar for both forms 
of retrieval. Jackson et al. ( 2008 ) investigated the 
visual short-term memory for emotional faces and 
showed that the basal ganglia seem to be critically 
involved in the interaction of emotion and cogni-
tion. Additionally, authors reported a strong posi-
tive correlation between amygdala response and 
other regions of the MTL system during retrieval 
of emotional vs. neutral stimuli, thereby support-
ing previous fi ndings. These results further under-
score the notion that the MTL system is not only 
essential for encoding and consolidation but also 
plays a critical role for retrieval, especially of emo-
tional material, and thus seems to be particularly 
relevant for long-term memory. 

 A recent meta-analysis including 18 fMRI 
studies (Murty et al.  2010 ) used activation 
likelihood estimates to assess the anatomical 
specifi city and reliability of event-related fMRI 
activations related to successful memory encod-
ing for emotional vs. neutral information. The 
meta-analysis revealed consistent clusters within 
the amygdala bilaterally, the anterior hippocam-
pus, the anterior and posterior parahippocampal 
gyrus, the ventral visual stream, the left lateral 
prefrontal cortex, and the right ventral parietal 
cortex. The results within the amygdala and the 

MTL system support a wealth of fi ndings from 
the animal literature linking these regions to 
arousal-mediated memory effects. The consis-
tency of fi ndings in cortical targets, particularly 
prefrontal and parietal cortices, underscores the 
interaction of cortical and subcortical-limbic 
regions during emotional memory formation. 

 In particular, Murty and colleagues ( 2010 ) 
propose that the amygdala interacts with these 
cortical structures to promote enhancements in 
perceptual processing, semantic elaboration, and 
attention, which serve to benefi t subsequent 
memory for emotional material. 

 Evidence has accumulated that the amygdala 
is not only involved in encoding and consolida-
tion but also plays a role in retrieval of emotional 
material. Here, the strongest activation has been 
observed during a successful recollection of 
emotional items. Moreover, the response of the 
amygdala correlated positively with activation of 
other regions of the medial temporal lobe (MTL) 
memory system (hippocampus, entorhinal and 
perirhinal cortices) during retrieval of emotional 
vs. neutral stimuli. 

 Concerning emotional memory, a strong inter-
action between subcortical-limbic and cortical 
regions has been reported, particularly regarding 
arousal-mediated memory effects which are 
linked to the amygdala but also to other regions 
of the MTL memory system and the prefrontal 
cortex (LaBar and Cabeza  2006 ).   

10.5    Clinical Relevance 

 Many patients suffering from mental disorders 
are characterized by defi cits in emotional compe-
tencies. Due to the high prevalence and the 
immense personal burden, these defi cits have 
high clinical relevance. 

 On the neural level, most of these disorders 
show dysfunctions of regions in the limbic sys-
tem and particularly the amygdala. Pathological 
changes in amygdala volume have been reported 
for patients suffering from Alzheimer’s disease, 
depression, bipolar disorder, or schizophrenia. 
Each year, more and more fMRI studies are con-
ducted that investigate neural dysfunctions dur-
ing emotional behavior and social cognition in 
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psychiatric patients. Emotional abnormalities 
have been demonstrated for patients with depres-
sion; bipolar disorder; schizophrenia; autism; 
anxiety disorder; addiction; personality disorder, 
for example, borderline or antisocial personality 
disorder; and dementia. 

 Mainly, studies focused on disorder-specifi c 
dysfunctions, such as emotional experience in 
schizophrenia and depression, emotion recogni-
tion in schizophrenia, affective disorder or 
personality disorder or neural responses to disor-
der-specifi c stimuli in patients with anxiety dis-
order, personality disorder or depression, as well 
as investigation of craving in addiction patients. 
Based on these fi ndings, general as well as spe-
cifi c neural dysfunctions characterizing various 
patient groups can be examined. For example, 
schizophrenia patients are characterized by 
amygdala dysfunctions during sad mood induc-
tion (adult patients, Habel et al.  2004 ; juvenile 
patients, Habel et al.  2006 ), emotion discrimina-
tion (Habel et al.  2010a ), as well as empathy 
(Derntl et al.  2012 ), thus supporting the assump-
tion that the amygdala is particularly involved in 
affective disturbances in schizophrenia. 

 The next step would be to draw implications 
for diagnostics and treatment. For instance, dys-
functional neural activation during emotion rec-
ognition in schizophrenia patients can be trained 
using a standardized emotion discrimination 
training (Habel et al.  2010b ). 

 Recently, Keedwell and colleagues ( 2009 , 
 2010 ) showed that activation of the subgenual cin-
gulate cortex during viewing of sad faces is a valid 
predictor for therapy response and thus reduction 
of clinical symptoms in depressed patients. 

 A whole new era for neuroimaging tools is 
their application for intervention, that is, neuro-
feedback (real-time fMRI or EEG neurofeed-
back) which both have showed valuable results 
recently (for reviews, see Birbaumer et al.  2009 ; 
Weisskopf  2012 ).  

10.6    Summary 

 Due to their high degree of subjectivity and the 
lack of objective tests, emotions have long been 
neglected by scientists. However, with the advent 

of neuroimaging tools, the scientifi c investigation 
of emotional behavior received more attention 
and became more prominent. 

 The paradigms applied measured emotional 
experience, emotion recognition, empathy, and 
social cognition or examined the infl uence of 
emotions on learning and memory formation. 
Hence, this strikingly underscores that emotions 
seem to affect almost all cognitive processes and 
emotion and cognition are constructs that can be 
hardly separated. Here, neuroimaging research 
has to further characterize this interaction and the 
underlying neural correlates in healthy partici-
pants as well as psychiatric patients. 

 Concerning emotions, previous fi ndings indi-
cate a widespread neural network including 
subcortical- limbic as well as cortical structures, 
with the amygdala as a key node. Though many 
studies indicate the amygdala as the central and 
integrative node for emotion processing, our 
knowledge about its function is far from being 
conclusive. Due to several functional but also 
methodological factors, it is still challenging to 
reliably measure robust amygdala activation with 
fMRI. 

 Other core regions in the emotional network 
are the prefrontal cortex and the anterior cingu-
late cortex as well as temporal regions. 

 Studying the neural correlates of emotional 
behavior in patients is of particular importance, 
because defi cits in these domains may explain the 
major dysfunctions in psychiatric disorders that 
prevent effective (re)integration into work and 
social life. It has also become clearer that emo-
tional dysfunctions and their neural underpin-
nings may represent trait markers and 
endophenotypes of the diseases.     
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      Abbreviations 

  ACC    Anterior cingulate cortex   
  ALE    Activation likelihood estimation   
  BA    Brodmann area   
  DN    Default network   
  FEF    Frontal eye fi eld   
  IFG    Inferior frontal gyrus   
  IFJ    Inferior frontal junction   
  IPC    Intraparietal cortex   
  OFC    Orbitofrontal cortex   
  PET    Positron emission tomography   
  PFC    Prefrontal cortex   
  ROI    Region of interest   
  SMA    Supplementary motor area   

11.1          Introduction 

 Understanding the correlates of cognitive func-
tions in the prefrontal cortex is a topic that 
remains highly relevant. This proves true both 
from the side of a puzzling complexity achieved 
by this area of the brain (what makes us such a 
distinct group in comparison to other species 
and so individual in contrast to one another) and 

from the potential of new therapeutic approaches 
in disorders presenting dysfunctional cognitive 
mechanisms. And nowadays, this not a matter 
of science fi ction or very distant future plans. It 
is reality, for instance, to directly apply neuro-
imaging data to subserve the anatomical choice 
of prefrontal electrode implantation to treat 
pharmacoresistant depression (Mayberg et al. 
 2005 ). Differently from decades ago, our genera-
tion has been gifted to have hands on a myriad 
of noninvasive technological tools to access the 
human brain in vivo. Currently, imaging research 
protocols can empirically test existing theories 
about cognitive functions in neurophysiological 
and psychopathological settings, enabling pos-
sible reformulations quicker than ever before. 
Cutting-edge protocols and novel methods of 
analysis are available individually or in combina-
tion to extend the frontiers of knowledge about 
the working brain. In this chapter, we review 
the data collected and present the state of the art 
about imaging cognition. We start with a brief 
overview of the anatomical distribution of the 
prefrontal cortex, passing through the functional 
boundaries revealed by lesion studies, laboratory 
paradigms applied in fMRI investigation of cog-
nition and regional activations, and ending with 
more recent assumptions about functional con-
nectivity, network organization, and future per-
spectives. Above all, we understand that patients 
with neuropsychiatric disorders, usually featur-
ing several cognitive limitations, will enormously 
benefi t from mechanism-guided therapeutics still 
to be developed.  
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11.2    The Architecture 
of the Prefrontal Cortex 

 The organization of the human brain has been 
addressed for long date with the aim to compre-
hend the complexity of this organ. Postmortem 
neuroanatomical and histological seminal works 
of many researchers, among them Ramon y Cajal 
and Brodmann, have made great achievements 
about the histological organization and charac-
teristics of different regions. Here, we will briefl y 
address the most relevant anatomical aspects 
within the scope of this chapter. 

11.2.1    Brief Neuroanatomical 
Aspects 

 The prefrontal cortex (PFC) has been the main 
region of interest when considering cognitive 
functions. A classifi cation of areas presented by 
Brodmann ( 1908 ) has been used since then and 
until today to support the communication of fi nd-
ings in modern imaging literature. As a general 
principle to comprehend complex constructs, the 
PFC was initially divided into smaller parts with 
the hope to reach simpler cortical equivalences of 

unitary, basic functions behind such intricate high-
order cognitive abilities. Also in direction of sim-
plifi cation, relative anatomical comparisons across 
other species could give important insights about 
the evolutionary modifi cations incorporated into 
more sophisticated systems. Therefore, Petrides 
and Pandya ( 1994 ) reported the anatomical 
homology between the human and monkey PFC. 
Although they may share some similarities, there 
are consistent modifi cations in the localization of 
the Brodmann areas (BA), considering expansion, 
rotation, and gyrifi cation. As seen in Fig.  11.1 , the 
PFC, located in front of the motor/premotor cortex 
(BA 4 and 6, not shown), is usually divided into 
dorsolateral PFC (DLPFC), BA 9 and 46, Broca 
and ventrolateral PFC (VLPFC), BA 44 and 45, 
orbitofrontal cortex (OFC), BA 12 and 47, and 
anterior PFC, BA 10. The anterior cingulate cortex 
(ACC), BA 24 and 32, frequently referred in the 
literature of cognitive processes, cannot be seen in 
the lateral, but in the medial surface of the PFC.

11.2.2       Learning from Lesion Studies 

 The functional impairments derived from lesions 
have been one of the fi rst forms to access the 
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  Fig. 11.1    The prefrontal cortex division based on Brodmann areas (Modifi ed from Petrites and Pandaya ( 1994 ))       
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functional neuroanatomy of the PFC. Multiple 
studies evaluated the consequences of surgi-
cal lesions in animals. Obviously the readout 
restrictions of an animal behavior compose the 
main limitation and interpretation pitfall. Even 
when studying nonhuman primates, presenting 
more similar cognitive skills to humans, this 
limitation is reduced but still present. Therefore, 
studies of human PFC spontaneous lesions 
became so valuable (Milner  1982 ; Leimkuhler 
and Mesulam  1985 ; Owen et al.  1990 ; Bechara 
et al.  2000 ; Stuss et al.  2000 ,  2001 ; Fellows and 
Farah  2005a ). A more recent publication with a 
vast sample of patients systematically address-
ing cognitive impairments (Gläscher et al.  2012 ) 
re- incited the discussion about the specifi city of 
cognitive correlates (Fig.  11.2 ). The color over-
lays represent affected regions, each color associ-
ated with reduced performance in a specifi c task. 
Here, the PFC correlates related to different cog-
nitive functions such as cognitive control, confl ict 
monitoring, response inhibition, fl exibility, plan-
ning, working memory (functions detailed over 

the next section), and decision-making supported 
the segregation of two distinct groups. The fi rst 
involved the DLPFC and VLPFC in association 
with cognitive control, namely, confl ict monitor-
ing, response inhibition, and switching/fl exibil-
ity. The second comprised the medial/anterior 
PFC and the OFC and was associated to value- 
based decision-making in a gambling task, which 
requires assessment of internal information such 
as individual preferences. Lesions in the rostral 
ACC could not be classifi ed in one or another 
of these groups. Also, the dorsal ACC has not 
been specifi cally related to Stroop impairment 
corroborating to previous fi ndings (Fellows and 
Farah  2005b ). This reinforces a certain degree of 
participation across tasks in these ACC regions, 
instead of showing clear-cut task divisions. After 
all, integration should be advantageous for the 
optimization of resources regarding the multi-
plicity of stimuli repeatedly perceived by our 
sensory system. Nevertheless, one should always 
consider that lesion-defi cit studies can give 
 valuable insights about the necessity of  certain 

COWA:Verbal fluency/creativity

WCST: Set switching

TMT: Response switching

STR:Inhibition/cognitive control

IGT:Value-based decision making
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  Fig. 11.2    Spatial    lesion mapping associated with cognitive impairments.  1 ,  2  spatially represent the sections presented 
in the left side of the fi gure (Modifi ed from Gläscher et al. ( 2012 ))       
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region(s) during behavioral performance, but 
will rarely allow more specifi c inferences about 
the functional signifi cance of this region(s) in the 
network. Therefore, functional studies are imper-
ative to further elucidate the neural correlates of 
cognition.

11.3        Imaging Cognitive Functions 

 We are daily challenged to respond and adapt 
to the environment around us. The capacity to 
evaluate and decide over multiple alternatives is 
essential for optimizing resources and surviving. 
Hence, it is demanded from the brain to be func-
tionally a dynamic organ, in which components 
interact and solutions are achieved by a product 
of perception and experience. Laboratory func-
tional imaging studies have been used toward 
further understanding of the complex construct 
of cognition. 

11.3.1    Executive Functions 

 There has been so far little consensus on the tax-
onomy of attention and executive control func-
tions. Uncertainties about the classifi cation of 
such functions derive at least partially from the 
overlapping correlates behind the psychological 
constructs of selective attention, response inhi-
bition, cognitive control, and working memory. 
For instance, numerous neurophysiological and 
functional imaging studies have collected evi-
dence for very similar prefrontoparietal and 
prefrontotemporal neural correlates involved in 
both short- term maintenance of task-relevant 
information in working memory and selective 
attention processes (Gruber and Goschke  2004 ; 
Ikkai and Curtis  2011 ; Gazzaley and Nobre  2012 ; 
Niendam et al.  2012 ). Selective attention, the 
ability of focusing on specifi c relevant informa-
tion over the background, is gained through sen-
sory upregulation guided by the PFC (Hopfi nger 
et al.  2000 ; Kastner and Ungerleider  2000 ; 
Petersen and Posner  2012 ). The sensory areas 
processing irrelevant and possibly interfering 
information will be downregulated. At this point, 
a close relationship between the psychological 

constructs of attention, executive, and cognitive 
control can be observed. Such modulatory pro-
cesses can interfere on sensory perception and 
processing of a certain object or aspect from the 
environment. These are top-down-oriented pro-
cesses that control bottom-up-oriented attention 
processes (Fig.  11.3 ). The fi rst can allow us to 
succeed daily in different cognitive tasks; the 
second can alert us from any threat unexpectedly 
arriving that may endanger our integrity. A fre-
quent example is the one about a student prepar-
ing for an exam (top-down), while the fi re alarm 
goes off (bottom-up). These two forces compete 
for the attention resources as shown (Corbetta 
and Shulman  2002 ; Gruber and Goschke  2004 ; 
Posner  2012 ; Petersen and Posner  2012 ). In the 
laboratory, the bottom-up component of atten-
tion can be investigated with a task called odd-
ball paradigm (Bledowski et al.  2004 ; Melcher 
and Gruber  2006 ; Gruber et al.  2009 ). Here, an 
infrequent stimulus is presented among other 
frequent stimuli. The fact that it is rarer triggers 
attention, a process called stimulus-driven atten-
tion (Corbetta and Shulman  2002 ).

   A paradigm called Go-Nogo demands 
response inhibition of infrequent stimuli. Subjects 
are instructed to respond to frequent stimuli in 
such a regular and fast fashion that a tendency to 
respond is developed, making it diffi cult to avoid 
responding even when a Nogo infrequent stimu-
lus is presented. The inferior frontal gyrus has 
been implied in the capacity to suspend this initi-
ated response as part of a supramodal network 
(Chikazoe et al.  2007 ; Walther et al.  2010 ). Also, 
the activation in this region during inhibition has 
been correlated with the variability in impulsivity 
traits measured from a behavioral scale (Goya- 
Maldonado et al.  2010 ). These fi ndings suggest 
that the IFG, as an area involved in cognitive 
control, regulates the expression of inherent 
impulsive tendencies in healthy subjects. Most 
interestingly, the same area has been reported 
to be involved in both response inhibition and 
stimulus- driven attention processes (Fig  11.4 ). 

 Another laboratory approach of inhibition 
called Stroop paradigm deals with confl ict 
detection and cognitive control. While respond-
ing to the color of letters displayed, one reads 
from the letters, another color name leading to 
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  Fig. 11.3    Dorsal and ventral frontoparietal areas involved 
in  top-down  and  bottom-up  attention processes (Modifi ed 
from Corbetta and Shulman ( 2002 )).  FEF  frontal eye 
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  Fig. 11.4    Neural correlates of response inhibition elic-
ited by Go-Nogo paradigm ( a ) which correlated to impul-
sivity scores, ( b ) presented supramodal ( red areas ) 
characteristics (Modifi ed from Goya-Maldonado et al. 

( 2010 ), Walther et al. ( 2010 )).  L VLPFC  left ventrolateral 
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confl ict. Response confl ict and semantic confl ict 
were identifi ed in Stroop paradigm    (Melcher 
and Gruber  2009 ), and there are now many vari-
ations of the paradigm (Stroop  1935 ,  1992 ; 
MacLeod  1991 ; Kerns et al.  2004 ; Matsumoto 
and Tanaka  2004 ; Melcher and Gruber  2006 ), 
but the principle remains that contradictory 
information is displayed and confl ict has to be 
identifi ed and solved to achieve the correct 
answer. With the fi nal purpose of succeeding, 
adjustments based on additional information 
from the environment are demanded. This 
recruits the DLPFC for increased cognitive con-
trol, which is again deactivated once the confl ict 
disappears (Fig.  11.5 ).

   To address the dynamic mechanisms involved 
in bottom-up and top-down components of 
behavioral control, a more recent paradigm called 
the desire-reason-dilemma was used (Diekhof 
and Gruber  2010 ; Diekhof et al.  2011 ). It consists 
of two settings, one that allows the acceptance 
(desire) of previously conditioned rewards while 
the subject performs a simple task and another 
that restricts the acceptance (reason) of rewards. 
The nucleus accumbens and ventral tegmental 
area, regions involved in the dopaminergic bot-
tom- up of the reward system, have shown high 
activation during desire, which was drastically 
top-down suppressed during reason by specifi c 
prefrontal regions.
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  Fig. 11.5    ( a ) Color and names of colors presented as 
confl ict stimuli in the Stroop paradigm and ( b ) the medial 
and lateral areas involved in confl ict detection and cogni-

tive control, respectively (Modifi ed from Matsumoto and 
Tanaka ( 2004 ), Kerns et al. ( 2004 )).  LPFC  lateral prefron-
tal cortex,  dACC  dorsal anterior cingulate cortex       
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  Fig. 11.6     (a ) Visuospatial item recognition or verbal item 
recognition with or without visual or articulatory suppres-
sion; visual suppression was performed by following a 
moving star or articulatory suppression by subvocalizing 

numbers. ( b ) Scheme depicting prefrontoparietal and pre-
frontotemporal circuits according to information domains 
and the phonological loop (Modifi ed from Gruber and von 
Cramon ( 2003 ), Gruber and Goschke ( 2004 ))       

11.3.2       Working Memory 

 Working memory or short-term memory is a cog-
nitive function that allows holding an amount of 
information for a limited period of time so a cer-
tain goal can be achieved. The information can be 
captured from the environment and may be dis-
carded right after it has served its purpose. This 
enables a faster and more effective performance 
of daily tasks. Analogous    to the input of external 
information, parts of consolidated memory can be 
retrieved and put online during the  performance 
of language, problem solving, and task planning. 

 Multiple cognitive models have been pro-
posed, among which the model of    Baddeley and 
Hitch ( 1974 ) was highly infl uential. Here and in a 
more actual version (Baddeley  2000 ), short-term 
memory processes could be partitioned in differ-
ent components. Studies addressing the func-
tional anatomy of working memory were then 
conducted in the early 1990s, based on this 

 cognitive model (Baddeley and Hitch 1974). 
These components described as part of the work-
ing memory were suggested to be separable in 
PET and fMRI studies (Jonides et al. 1993 ; 
Paulesu et al. 1993 ; D’Esposito et al.  1995 ), and 
the verbal and visual components could be later 
compared (Fig.  11.6b ). However, this segregation 
was not confi rmed by following fMRI studies 
using the n-back paradigm (   D’Esposito et al. 
 1998 ;    Nystrom et al.  2000 ;    Zurowski et al.  2002 ; 
Owen et al.  2005 ). This task involves responding 
with a button press every time a stimulus is 
repeated in the sequential presentation. The n 
represents the position in which this repetition 
should be tracked and is instructed right before 
the task block begins; for instance, 1-back means 
that a button press is demanded every time a 
stimulus is immediately repeated, 2-back every 
time a stimulus is repeated in an interval of 
another stimulus, 3-back every time it is repeated 
in an interval of two other stimuli, and so on. 
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Clearly the level of diffi culty increases with the 
n, so that the information has to be hold for lon-
ger and across more in-between stimuli. The use 
of this task in a psychiatric  sample withholds the 
disadvantage of not allowing the investigation of 
process-specifi c working memory functions due 
to its complexity in regard to the traditional 
instruments for neuropsychological testing. In 
this paradigm, sustaining the information online 
is mixed with processes involved in sequencing, 
updating, and manipulating the information. 
Obviously, the simultaneous activation of brain 
areas comprising a variety of related processes to 
working memory will confound the differentia-
tion of even well-established correlates such as 
the human visuospatial working memory (see 
Fig.  11.6b ). Differently, the use of process- or 
network-specifi c tasks like the Sternberg para-
digm, a delayed match-to-sample task, allows the 
functional dissociation of working memory com-
ponents (Gruber and von Cramon  2003 ). In the 
fi rst moment a list of stimuli is presented, fol-
lowed by the presentation of a single stimulus in 
a second moment. The subject has to respond 
whether this stimulus has been shown before or 
not. So, one mechanism frequently used here is 
the articulatory rehearsal, related to the verbal 
working memory, eliciting the activation of left-
dominant regions, which include Broca, ventro-
lateral prefrontal cortex (PFC), pre- supplementary 
motor area (SMA), intraparietal cortex (IPC), 
and part of the cerebellum (Gruber  2001 ; Gruber 
and von Cramon  2003 ).

   The fMRI investigation of non-articulatory 
mechanisms for sustaining phonological infor-
mation confi rmed the cognitive model (Baddeley 
and Hitch 1974), describing a dual architecture of 
the linguistic working memory in terms of a pho-
nological loop. Unlike suggested by lesions that 
the non-articulatory phonological memory is 
localized in a single brain area, namely, the 
 inferior parietal lobe, functional imaging studies 
reinforced the implementation of this mechanism 
in a bilateral network of several brain regions 
(Gruber  2001 ; Gruber and von Cramon  2001 , 
 2003 ). These mainly include anterior parts of 
middle frontal gyri and the inferior parietal lob-
ules. Additionally, the functional signifi cance of 
the anterior middle frontal gyrus for the non- 

articulatory maintenance of phonological infor-
mation could be confi rmed with the experimental 
and neuropsychological assessment of patients 
with lesions in this region (Gruber et al.  2005 ; 
Trost and Gruber  2012 ). 

 Out of these two partially dissociable and 
functionally interacting verbal working memory 
components (Gruber et al.  2007 ), a visuospatial 
component could be delineated. fMRI investiga-
tion of the latter could consistently show that 
the frontal eye fi elds (FEF) and the IPC play a 
crucial role (Gruber and von Cramon  2003 ). 
Working memory neural correlates for object 
form seem to be differently organized from the 
visual working memory for spatial information 
(Gruber and von Cramon  2001 ,  2003 ), mirror-
ing the dorsal and ventral pathways of visual 
processing (see Chap.   9    ). Overall, grounded in 
systematic evaluation of the functional anatomy 
of working memory in humans and converging 
evidence from research with primates, working 
memory would be essentially composed of two 
neurofunctional systems originated from differ-
ent evolutionary contexts (Goschke and Gruber 
 2004 ). From one side is the working memory of 
different sensory modalities, e.g., visual, audi-
tory, and possibly others, being specifi cally 
implemented in this domain, prefrontal- parietal 
and prefrontal-temporal networks. Considering 
that these networks are also identifi able in non-
human primates (Goldman- Rakic  1988 ,  1996 ; 
   Romanski et al.  1999 ), it is plausible that this is 
an older phylogenetic system (Gruber and 
Goschke  2004 ). However, in humans the sub-
stantial development of a particular left-domi-
nant language-based system permeated the use 
of articulatory rehearsal mechanism (Fig.  11.6b ) 
as a predominant working memory tool involved 
in many higher cognitive functions (Gruber 
et al.  2000 ).  

11.3.3    Meta-analysis of Executive 
Functions Including Working 
Memory 

 In the previous two sections, many functional 
studies have been presented and strikingly the 
neural correlates subserving different executive 
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functions frequently overlapped. Also, lesion stud-
ies have supported the existence of a unique cor-
relate behind initiation, inhibition, fl exibility, and 
working memory. However, according to classic 
cognitive theory, each of these executive func-
tions has been conceptualized as a different and 
specifi c domain. As an attempt to present more 
robust results, the activation likelihood estima-
tion (ALE), a valuable tool to collect and compile 
imaging information from multiple studies, has 
been performed (Niendam et al.  2012 ). Different 
tasks addressing vigilance, planning, initiation, 
fl exibility, inhibition, and working memory were 
evaluated as a whole and separately for initia-
tion, fl exibility, inhibition, and working memory 
domains using conjunction analysis in a very 
large sample (Fig.  11.7a ). A common pattern of 
activation involving the medial and lateral PFC 

and superior and inferior parietal regions is repre-
sented with green and red overlays. Additionally, 
when results are presented in domain-specifi c pat-
terns represented by the colors in Fig.  11.7b , the 
cortical overlapping is even more representative. 
This reinforces the idea of a general and superordi-
nate cognitive network across different executive 
domains.

11.3.4       Episodic Memory 

 Episodic memory is a part of the broad concept 
of long-term memory. Long-term memory can be 
generally divided into non-declarative or implicit 
memory, in which automated motor, cognitive 
performance, and unconscious associations can 
be learned, and declarative or explicit memory, 

Initiation

Inhibition

Flexibility

Working memory

All domains

Flexibility,
inhibition,
working memory

a b

  Fig. 11.7    Meta-analytic results supporting a superordi-
nate characteristic of cognitive control network with over-
lapping results of ( a ) all studies ( red ) and the intersection 

of some domains ( green ) and ( b ) separation by domains 
(Modifi ed from Niendam et al. ( 2012 ))       
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in which the content is consciously learned and 
can be rehearsed and taught. Declarative memory 
can be further divided into semantic and episodic 
memory. Semantic memory is the pure factual 
knowledge about the world, whereas episodic 
memory is responsible for storing the personal 
experiences accumulated. 

 The famous case of the patient H.M. (Scoville 
and Milner  1957 ) was a tragic milestone for the 
comprehension of neural correlates of memory. 
Due to severe drug-resistant epilepsy, the patient 
had both hippocampi surgically removed. Since 
then, immediate rehearsal of information was 
preserved, but the consolidation into long-term 
memory was persistently impaired, resulting in 
permanent anterograde amnesia. This means 
that it was impossible for H.M. to store new 
information, only holding it for shorter than a 
couple of minutes. The hippocampus and 
extended hippocampal formation are essential 
for memory consolidation, which was confi rmed 
by behavioral experiments in nonhuman pri-
mates. Also, functional imaging studies posed 
the medial temporal lobe as crucial in storing 
new content in episodic memory, involved in 
long-term consolidation and retrieval of infor-
mation (Brewer et al.  1998 ; Wagner et al.  1998 ). 
Frequently, however, additional activations dis-
played in subregions of the prefrontal cortex 
were associated with successful memory con-
solidation. It has been considered plausible that 
these regions played an important role in infor-
mation selection and organization, as well as 
strategy selection (Fletcher and Henson  2001 ). 
Moreover, it should be clearly stated that the 
neural prefrontal correlates involved in encod-
ing and retrieving episodic memory or general 
long-term memory are not exclusive. This cor-
relates are also involved in working memory 
and recognition processes. 

 In principle, the retrieval of information from 
long-term memory can be seen as an update of 
working memory contents and therefore an acti-
vation of working memory itself. Consequently 
it is not surprising for instance to observe the 
 activation of the anterior middle frontal gyrus 
during information retrieval in the context of 
both working memory and long-term memory 

(Gruber  2001 ; Fletcher and Henson  2001 ). 
Although recent imaging literature is full of 
speculation about the specialization of subre-
gions of the PFC activated during episodic 
memory tasks with eventual lateralization, it 
must be emphasized that in the overall view of 
the  empirical evidence, the structures of the 
medial temporal lobe likely play a more impor-
tant role in the establishment and maintenance 
of episodic memory. The hippocampus per    se 
receives information from sensory association 
areas over the other mediotemporal structures 
such as the parahippocampal, perirhinal, and 
entorhinal cortices (Lavenex and Amaral  2000 ). 
While the activation of the entorhinal cortex 
may be suffi cient to ascertain familiarity to spe-
cifi c stimuli (Henson et al.  2003 ), the hippocam-
pus retains an essential role in making 
associations with existing memory contents, 
which means processing contextual information 
(Weis et al.  2004 ). This feature allows a genuine 
recognition of someone’s identity beyond the 
recognition of a familiar face by retrieving addi-
tional information such as the name, situation 
where we met, and what else is known about 
this person (   Fig.  11.8 ).

   A recent ALE meta-analysis (Viard et al. 
 2012 ) addressed the variability in the correlates 
of episodic memory driven by different tasks 
applied in the laboratory setting. Multiple para-
digms exist, generally demanding the subjects to 
recall past experiences or imagine future events 
cued by words, sounds, or pictures with per-
sonal or generic content (   Crovitz and Schiffma 
 1974 ). It has been shown that the type of cue, 
type of task, nature of the information retrieved, 
and age of the participants contribute for the 
elicited imaging correlates to vary. This sup-
ports the assumption of some pattern of special-
ization in parts of the hippocampus and medial 
temporal structures in dealing with stored infor-
mation. Future studies addressing networking 
processes behind this specialization, e.g., with 
 high- resolution functional connectivity and/or 
structural tractography, could extend the com-
prehension of whether spatial specifi cities have 
to do with perceptual specialization or encoding/
recall or both.   
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11.4    The Prefrontal Cortex 
in Networks 

 Different methods of analysis of fMRI data 
allow the investigation of connectivity patterns. 
Functional and effective connectivity are based, 
differently from the activity analysis already 
seen, on the activation patterns along the time or 
timecourses of certain regions of interest (ROIs). 
Other regions presenting similar or opposite time-
course patterns, namely, positive or negative cor-
relations, to these ROIs can be identifi ed and are 
assumed to play a role in the network. Functional 
connectivity is a very important complementary 
approach that allows focusing on the investiga-
tion of regions that not necessarily present wide 
and robust activation, but even though might 
encompass signifi cant functional importance, 
e.g., parts of the hippocampus. It is valid to rein-
force that this fi eld is newer and therefore more 

speculative, although with persistently increasing 
interest and importance. 

11.4.1    Task-Based and Resting-State 
Insights 

 The brain is organized by highly coordinated 
networks. Positive activations are seen in the 
dorsal attention and frontoparietal networks 
(Fig.  11.9 ) during the performance of external 
goal-oriented tasks (task-positive), whereas the 
so-called default network (DN) is generally deac-
tivated (task-negative). Conversely, during rest or 
introspective cognitive processes such as internal 
monitoring, the DN is activated, while the other 
two networks deactivate. The interplay between 
task-positive and task-negative networks has 
been shown in many studies (Biswal et al.  1997 ; 
   Biswal  2012 ; Fox et al.  2005 ; Greicius et al. 
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  Fig. 11.8    ( a ) Scheme of cortical afferents and local inter-
change of information and ( b ) meta-analysis of multiple 

studies addressing episodic memory correlates (Modifi ed 
from Lavenex and Amaral ( 2000 ), Viard et al. ( 2012 ))       
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 2003 ; Margulies et al.  2007 ; Raichle et al.  2001 ) 
and happens continually in the healthy brain. 
The physiological meaning of this interplay 
and the importance of such a robust network, 
the DN, have been questioned since then in the 
academic community. Descriptions of hub prop-
erties within a small-world organization (for 
review, Bassett and Bullmore  2006 ) of functional 
networks have made promising advancement in 
the comprehension of cost/effectiveness balance 
in the central neurosystem. Although offering a 
clear insight about local-distant interconnection 
of regions, it could not entirely explain the physi-
ological signifi cance of the DN and its interplay 
with task-positive networks. An interesting study 
addressed working memory functional con-
nectivity of task-relevant information distracted 
by task-irrelevant information (Chadick and 
Gazzaley  2011 ). They identifi ed that to succeed 
the task the visual regions elicited by irrelevant 
information were coupled with the DN, whereas 
task-relevant information areas were coupled to 
the frontoparietal network. This implies that a 
possible functional role of the DN during exter-
nal goal-oriented performance is to enable the 
suppression of distracting information, analo-
gous to the suppression of internally generated 
distracting information, e.g., hunger or tiredness 
during an interview. Another argument in favor 
of the cognitive support given by the DN is the 
emergence of this network around 2 years after 
birth (Gao et al.  2009 ). If it would simply refl ect 

the basal of energy balance of the brain, the DN 
would be expected already in intrauterine life. 
Two years coincide with the improvement in 
more complex cognitive abilities such as sym-
bolization and language, followed by a highly 
growing interaction with the world. And the 
occurrence of inhibitory control in children has 
been shown to generally happen only after the 
age of 3 years old (Dowsett and Livesey  2000 ). 
Moreover, the prefrontal component of the DN, 
the rostral ACC, has been associated with errors 
in the antisaccade inhibition task, whenever it 
failed to properly deactivate (Polli et al.  2005 ).

   Another study (Spreng et al.  2010 ) investi-
gated the engagement of the frontoparietal con-
trol network during the performance of 
autobiographical planning (internal-oriented) 
task in contrast to a visuospatial planning 
(external- oriented) task. Connectivity analyses 
indicated the coupling of this network with the 
DN in the fi rst and with the dorsal attention net-
work in the second task. These fi ndings support 
the dynamic interaction of the frontoparietal net-
work with the other networks in order to achieve 
the goal successfully. More substantial fi ndings 
driven by internally oriented tasks such as 
remembering the past as well as envisioning the 
future have displayed the DN activation (Szpunar 
et al.  2007 ;    Cabeza and St Jacques  2007 ; Maguire 
 2001 ; Wagner et al.  2005 ) including medial 
 temporal regions. These studies support the idea 
that imagining the future involves many of the 

Resting-State Networks

Dorsal Attention Frontoparietal Control Default

  Fig. 11.9    Identifi cation of resting-state networks by seed-based correlation maps of functional connectivity (Modifi ed 
from Spreng et al. ( 2010 ))       
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same neural correlates present in the network of 
episodic rehearsal. The ability of remembering 
the past would then carry adaptive value in build-
ing the future with information stored from previ-
ous experiences.   

11.5    Future Perspectives 

 Functional connectivity analysis has opened 
another perspective for the comprehension of the 
PFC than pure topographic descriptions of func-
tional activity. This is especially relevant here, 
considering the predominance of superordinate 
cognitive characteristics. In the close future, 
one should expect not only a better description 
of developmental plasticity of such networks but 
also a day-to-day comprehension of the plastic 
boundaries involving cognitive demands. An 
interesting example of this plastic potential is 
offered by Mackey and colleagues ( 2013 ), in 
which changes in the basal connectivity patterns 
are identifi ed and measured after intensive rea-
soning training. The identifi ed regions are pre-
dominantly those taking part in the frontoparietal 
network (Fig.  11.10 ). This opens new dimensions 
for cognition investigation in order to extend the 
knowledge of mechanisms behind such a fl exible 
and adaptable organ as the brain.

   The potential application of shedding light on 
such mechanisms remains very promising toward 

psychopathology. The pathophysiology of multi-
ple disorders should comprise the malfunctioning 
of cognitive mechanisms generally spared in the 
healthy brain. For instance, research in psychosis- 
related disorders such as schizophrenia and mood 
disorders has shown associated impairment in 
cognitive domains such as executive functions, 
attention, language, verbal, and visual memory 
(   Green  1996 ; Hoff et al.  1999 ; Reichenberg et al. 
 2009 ). It is expected that several cognitive aspects 
that pertain to multiple neuropsychiatric disor-
ders could be more effectively approached and 
improved with mechanism-guided therapies.  

11.6    Summary 

 The classical psychological construct of cog-
nition comprises many distinguishable cogni-
tive functions as parts of a complex construct. 
Starting with anatomical descriptions, lesion 
imaging studies, and more recently based on 
fMRI studies, specifi c neural correlates to each 
of these functions do not seem to  represent the 
reality. 

 Selective attention elicits the activation of 
prefrontoparietal and prefrontotemporal regions. 
Stimuli can elicit the prefrontal modulation to 
enhance activity in supplementary and primary 
areas perceiving and processing relevant sensory 
information. According to recent imaging data, 

PFC PFC

StrStr

Parietal Parietal

Connections

Anatomical Goup

L R

MotMot

0
1
2
3
4
5

0
1
2
3
4
5
6

a b

  Fig. 11.10    Longitudinal evaluation of functional con-
nectivity changes between regions after intensive reason-
ing training in real-world setting showing ( a ) regions with 

increased number of interconnections and ( b ) intensity of 
changes within and across regions in the diagram 
(Modifi ed from Mackey et al. ( 2013 ))       
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this is the primary control mechanism mediating 
competing information (Egner and Hirsch  2005 ). 
To the same extent, prefrontal-derived inhibi-
tory mechanisms might play a top-down role; 
however, it is still under controversy whether the 
activation of sensory areas is really suppressed. 
Inasmuch as retrieval processes put the infor-
mation stored in long-term memory online, it is 
available to be employed by working memory 
challenges or modulated by prefrontal effects. 
In parallel to the selective attention processes, 
there is a continuous background monitoring 
of the environment of unexpected and poten-
tially behavior-relevant stimuli (Gruber and 
Goschke  2004 ) outside of the focus of attention. 
Bottom-up mechanisms are essential to interrupt 
the current behavior, e.g., in case of emergency, 
and adapt it to surprising or threatening events. 
This works through stimulus-elicited activation 
of the VLPFC (Corbetta and Schulman  2002 ; 
Ridderinkhof et al.  2004 ; Brown and Braver 
 2005 ; Gruber et al.  2009 ) among other regions 
involved in the network. In other words, sen-
sory events can as well modulate the individual’s 
behavior. Whenever the current expectation and 
behavioral tendencies are in disagreement with 
the situation perceived from the environment, 
the dorsal ACC identifi es confl ict and signal-
izes the necessity of increasing cognitive control 
performed by the DLPFC. Other inferior frontal 
and intraparietal regions are involved in cognitive 
control processes, especially the inferior frontal 
junction (IFJ) (Derrfuss et al.  2005 ; Brass et al. 
 2005 ; Gruber et al.  2009 ; Goya-Maldonado et al. 
 2010 ). This region is adjacent to the Broca area, 
suggesting a certain functional relation between 
basal cognitive control and language processes 
according to the proximity. Also, IFG neural 
processes are recruited during preparation for an 
upcoming task or during announcement of task 
change, under which verbalization mechanisms 
play an important functional role (Gruber et al. 
 2006 ). 

 All these cognitive abilities have been shown 
to elicit overlapping regions that do not represent 
specifi c functions. Instead, a superordinate 
 collection of regions seem to be responsible for 
the orchestration of executive functions. Newer 

functional connectivity approaches suggest that 
the interactions between the frontoparietal, dor-
sal attention, and default networks support the 
dynamic development/adjustment achieved by 
the cognitive functions. But this fi eld is relatively 
new and both replication studies and future meta- 
analyses should prove the consistency of these 
fi ndings. Additionally, cutting-edge studies 
should clarify the physiological mechanisms 
behind interplaying networks in order to foster 
cognitive processes. The uttermost importance of 
these neurocognitive mechanisms is to accom-
plish fl exible adaptations of behavior in a 
 constantly changing environment.     
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      Abbreviations 

  5-HT2    Serotonin-2 receptor   
  BOLD    Blood oxygen level dependent   
  COMT    Catechol-O-methyltransferase   
  D2    Dopamine D2 receptor   
  DA    Dopamine   
  DOPA    Dopamine   
  EPI    Echo planar imaging   
  FDR    False discovery rate   
  FWHM    Full width at half maximum   
  IBZM    Iodobenzamide (-SPECT)   
  MET    Methionine   
  MID    Monetary incentive delay   
  mPFC    Medial prefrontal cortex   
  PANSS    Positive and negative syndrome scale   
  PET    Positron emission tomography   
  ROI    Region of interest   
  SPECT     Single photon emission computed 

tomography   
  TE    Echo time   
  TR    Volume time to repeat   
  VAL    Valine   
  VTA    Ventral tegmental area   

12.1          Mesolimbic Dopaminergic 
Reward System in 
Schizophrenia 

 A dysfunction of the dopaminergic reward or 
motivation system in patients with schizophrenia 
was nowdays often postulated (Chau et al.  2004 ; 
Goldstein and Volkow  2002 ; Green  2005 ; Heinz 
et al.  1998 ,  2003 ,  2004 ; Juckel et al.  2003 ; Wise 
 1982 ). A long time ago, schizophrenia was con-
ceptualized as a dysfunction of evolutionary 
younger and “higher developed” brain centers, 
which is assumed to result in a disinhibition of 
evolutionary “higher developed” centers, which 
assumably results in a disinhibition of evolution-
ary older and “more primitive” centers (Heinz 
et al.  2004 ). The defi ciency of the function of 
“higher developed centers” was related to the 
development of negative symptoms, e.g., apathy, 
affective fl attening, and anhedonia, whereas dis-
inhibition of “more primitive centers” was related 
to the occurrence of positive symptoms, e.g., 
delusion and hallucinations. A more modern ver-
sion of this conception, the neurobiological 
hypothesis for the development of schizophrenia 
of Weinberger (    1987 ), is based on the assumption 
that an early ontogenetic mediotemporal lesion 
results in a disinhibition of the striatal release of 
dopamine caused by a dysfunction of the fronto-
cortical control (Heinz and Weinberger  2000 ; 
Marenco and Weinberger  2000 ). Brain imaging 
studies furnish evidence of a dopaminergic dys-
function in schizophrenic patients. At the same 
time, replicated diagnostic fi ndings show an 
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increased DOPA metabolism in the striatum 
(Meyer-Lindenberg et al.  2002 ; Reith et al.  1994 ) 
as well as an increased amphetamine-induced 
striatal DA release (Abi-Dargham et al.  2000 ; 
Laruelle et al.  1996 ). Evidence for the hypothesis 
of elevated dopamine in schizophrenia primarily 
caused by the effect of neuroleptics, dysfunction 
of the striatal dopaminergic system by PET and 
SPECT studies in regard to increase of the pre-
synaptic synthesis by dopamine in patients with 
schizophrenia (Gründer et al.  1999 ; Hietala et al. 
 1999 ), increased synaptic concentration of dopa-
mine in competition with IBZM at D2 receptor 
(Abi- dargham et al.  2000 ), as well as the study of 
Meyer-Lindenberg et al. ( 2002 ) in combination 
with dopamine increase (PET) and low function 
of the prefrontal cortex measured by fMRI during 
a working memory task. 

 The mesolimbic dopaminergic reward system 
is a network of different cortical and subcortical 
structures. A core region is the ventral striatum 
including the nucleus accumbens, which receives 
ascending dopaminergic projections from the 
midbrain (VTA). The reward system is an ancient 
system concerning its historical development, 
which is stimulated by “primary intensifi ers,” 
e.g., eating, drinking, or sexual activity (Robbins 
and Everitt  1996 ). Its task is to draw attention to 
reward indicative stimuli and to forecast potential 
reward (“salience”). Schultz ( 2002 ) and Schultz 
et al. ( 1993 ) examined dopaminergic neurons in 
the VTA of monkeys by solitary cell derivation 
in different reward situations: On receipt of an 
unexpected reward, the activity rate of the dopa-
minergic neurons was increased. After the mon-
keys were exposed to a conditioning experiment, 
whereas the unconditioned stimulus (reward) was 
combined with a conditioned stimulus (photic 
stimulation), the dopaminergic signal was trans-
posed. It did not emerge on receipt of the reward, 
but on occurrence of the conditioned stimulus 
(photic stimulation). Schultz summarized these 
results by describing the dopaminergic signal 
as a “reward prediction error.” This error sig-
nal encodes the difference between anticipated 
reward and actual reward. Thus, what does actu-
ally signify an increased dopaminergic activity 
in the mesolimbic dopaminergic reward system 
(ventral striatum, nucleus accumbens)? Internal 

or external stimuli, as, e.g., alcohol, cocaine, sex-
uality causing happiness, and sense of well-being 
(good salience) for the organism, are increased. 
These stimuli should be new and unpredictable. 
The central task of the reward  system is to depict 
the salience of a stimulus from the environment 
and its internal representation for the organism. 
Dopamine is related to motivation, but not to hap-
piness (happiness is more related to serotonin and 
the opioidergic system): “wanting not liking.” 
This is related    to the motivation in order to receive 
a reward; it is not related to the effect causing hap-
piness by the reward itself, if you fi nally get it. 
This can be triggered by money, reward predic-
tion error (see also    O’Doherty et al.  2003 ), nice 
faces, sports cars, pleasant music, humor, even 
placebos, romantic love, as well as suffering from 
punishment for somebody else. 

 How can we deal with the traced assumption 
of a hyperdopaminergic state of schizophrenic 
patients? In 1991, Gray and Hamsley postu-
lated that one of the fi rst prodromal symptoms in 
schizophrenia is to try to fi nd out how to create 
essential connections of new irritating experiences 
and perceptions. This complies with the spirit of 
delusion, that is, apophenia according to Conrad: 
“Something is changing, something is happen-
ing, something mysterious, suspicious, there is 
something behind all the things.” Each organ-
ism is trying to fi nd an explanation for it. At the 
time when more and more stimuli are gaining in 
importance due to the incipient fi lter dysfunc-
tion at the outset of schizophrenia, the organism 
is trying to fi nd any kind of interpretation and 
consistent theory resulting in an abundance and 
breakdown of the information processing system. 
What does a hypodopaminergic state in patients 
suffering from schizophrenia signify? It signifi es 
amotivational syndrome, apathy, anhedonia, that 
is, negative symptomatology, and social with-
drawal. There are only a few or no stimuli being 
important for the organism. However, caution is 
recommended concerning the donation of antipsy-
chotics: Antipsychotics may abate the motivational 
“salience” of usual occurrences. The main prob-
lem in this connection is the blockade of the D2 
receptor especially by classical neuroleptics. This 
consequently results in a depression in 20–40 % 
of the patients, when taking classical neuroleptics 
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blocking D2 receptors, or in a secondary nega-
tive symptomatology, loss of drive, energy, and 
motivation; apathy; and anhedonia, and fi nally 
in noncompliance of the patients. This can be 
explained by the fact that classical neuroleptics are 
completely blocking the    endogenous dopaminer-
gic system in the ventral striatum, thus the meso-
limbic dopaminergic reward system, which means 
that it is completely paralyzed; consequently, an 
affective drive stimulation is no longer existing 
resulting in a severe secondary affective negative 
symptomatology.    The advantage of new atypi-
cal neuroleptics, i.e. antipsychotics of the second 
generation, is that they are only partially blocking 
the D2 receptors in the ventral striatum (especially 
concerning clozapine; refer to the work of    Meltzer 
 2013 ). Particularly with regard to the presynaptic 
5-HT2 antagonist as heteroreceptor mechanism, 
this results in a suffi cient permanent fl ow in the 
ventral striatum, which consequently results in 
maintenance of affectivity and drive. 

 Therefore, the rationale of our studies was if 
the dopaminergic reward system is dysregulated 
in acute ill patients with schizophrenia and there 
is a close meshed correlation to motivational 

salience, this dysfunction should be successfully 
examined by fMRI and a motivation reward para-
digm, which is activating the ventral striatum, the 
Knutson paradigm. Patients taking typical neuro-
leptics will not show any activation of the ventral 
striatum during the fMRI motivation reward par-
adigm, whereas such an activity can be detected 
after changing the medication to an atypical neu-
roleptic agent.  

12.2    “Monetary Incentive Delay 
Task” in Functional Magnetic 
Resonance Imaging 

 By means of functional magnetic resonance 
tomography (fMRI), the function of the reward 
system can be visualized. For this purpose, it was 
used as a paradigm developed by Brian Knutson, 
the so-called monetary incentive delay (MID) 
task (Knutson et al.  2001 ). This is a simple mon-
etary gain game, which consists of a sequence of 
geometric fi gures, which were projected onto the 
screen of the MRT scanner when the fMRI mea-
surement was carried out. This “game” (Fig.  12.1 ) 
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  Fig. 12.1    “Monetary incentive 
delay task” (According to Knutson 
   et al. ( 2001 ))       
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consists of a frequently repeated number of runs, 
at the beginning of which a geometric fi gure 
respectively informs the volunteers during the 
actual runs, if money can be gained (circle), loss 
of money can be hold off (square), or it is a neu-
tral run (triangle) without any monetary conse-
quences. After these cues have been given, it 
follows a delay phase, during which the volun-
teers are waiting for the appearance of a target. 
The task is to press a button with the thumb, as 
long as the brief presentation of the target is vis-
ible. Immediately after that, the success or failure 
is indicated and the actual cumulative total is 
shown. The chance of winning was set to 66 % by 
means of an adaption mechanism, so that the vol-
unteers anticipated the receipt of monetary gain 
on appearance of a reward-indicating cue. After 
the examination the money was actually paid out. 
According to the studies of Schultz, the occur-
rence of the dopaminergic signal is to be expected 
during the anticipation phase. The examinations 
were performed on a 1.5 tesla scanner (Magnetom 
Vision) with an EPI sequence (TR = 1.9 s, 
TE = 40 ms,  a  = 90°, voxel size = 4 × 4 × 3.3 mm 3 ). 
Data were analyzed with SPM2 (  http://www.fi l.
ion.ucl.ac.uk/spm    ). According to the normalized 
preprocessed data (slice timing, motion correc-
tion, spatial normalization, spatial smoothing 
with 8 mm FWHM), single models were devel-
oped for each volunteer according to the general 
linear model by defi ning the different gain, loss, 
and neutral cues as single conditions. On the 
basis of the random effect analysis, the contrast 
of “anticipation of gain > neutral condition” was 
examined (for detailed descriptions, Juckel et al. 
 2006a ,  b ).

12.3       Unmedicated Schizophrenic 
Patients 

 In a fi rst study (Juckel et al.  2006a ), ten 
unmedicated schizophrenic patients (ages, 
26.8 ± 7.8 years) and ten healthy controls (ages, 
31.7 ± 8.4 years) were examined. Both groups 
were matched according to gender, age, left 
or right handed, as well as task performance 

 concerning the monetary game. Of the schizo-
phrenic patients, seven have never been treated 
with neuroleptics and three had taken neuro-
leptics 2 years ago. There was no difference 
between both groups concerning total monetary 
gain or the reaction times. In accordance with 
the fi ndings of Knutson et al. ( 2001 ), healthy 
controls showed a BOLD response at both sides 
of the ventral striatum during the anticipation 
of monetary gain versus the neutral condition 
(contrast “anticipation of monetary gain > neu-
tral condition” in healthy control subjects at the 
left side (( x y z ) = (−21 6 −3),  t  = 5.63) and at the 
right side (( x y z ) = (9 6 −5),  t  = 4.26)). In con-
trast, untreated schizophrenic patients displayed 
no signifi cant activation in the ventral striatum, 
though the achievements did not show any differ-
ences for both groups (Fig.  12.2 ). In comparing 
both groups a signifi cant higher activation was 
observed in the left ventral striatum in healthy 
controls compared to the schizophrenic patients 
concerning the anticipation of monetary gain (( x 
y z ) = (−15 9 −3),  t  = 3.29) and loss (( x y z ) = (−18 
6 −5),  t  = 3.24) compared with the neutral condi-
tions. Within the group of schizophrenic patients, 
the BOLD response correlated in the left ventral 
striatum inversely with the severity of the nega-
tive symptomatology (measured with the PANSS 
negative score; Spearman’s  R  = −0.66,  P  < 0.05), 
i.e., a reduced activity of the ventral striatum con-
cerning reward-indicating stimuli was correlated 
with a higher negative symptomatology.

      In a recently published study (Juckel et al 
 2012 ), it could be shown that in ultra high-risk 
persons (prodromal schizophrenia) (mean age, 
25.5 ± 4.6 years   ), matched with healthy controls 
in regard of age, gender, and test performance, 
the activity of the ventral striatum in prodromal 
patients during the Knutson paradigm is approxi-
mately positioned in the center compared to com-
pletely manifested schizophrenic patients on the 
one side and healthy probands on the other side. 
   A remaining activation concerning monetary 
anticipation, but also concerning avoidance of 
loss, was signifi cantly different concerning the 
left and right striatum compared with healthy 
persons (Juckel et al.  2012 ).  
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12.4    Typical Versus Atypical 
Neuroleptics: A Cross- 
Sectional Study 

 In a further study (Juckel et al.  2006b ) the infl uence 
of typical and atypical neuroleptics concerning 
the reward system in schizophrenic patients was 
examined. Three groups were tested: one group 
of ten schizophrenic patients, which received 
typical neuroleptics (four fl upenthixol 12 ± 4 mg, 
four haloperidol 10 ± 5 mg, and two fl uphenazine 
12 ± 4 mg); one group of schizophrenic patients, 
which were treated with atypical neuroleptics 
(four with risperidone 5 ± 1 mg, four with olan-
zapine 19 ± 6 mg, one with aripiprazole 30 mg, 
and one with amisulpride 300 mg); and a healthy 
control group. There were no signifi cant differ-
ences found between the three groups concerning 
age, gender, and total gain. There were no signifi -
cant differences concerning the psychopathology 
of both patient groups (PANSS total in patients 
under typical neuroleptics, 70.11 ± 20.37, and 
those under atypical neuroleptics, 64.44 ± 22.59). 

The healthy control subjects showed again an 
activation concerning the contrast between gain 
anticipation versus neutral condition at both sides 
of the ventral striatum (left, ( x y z ) = (−21 5 −3), 
 t  = 9.53, and right, ( x y z ) = (12 2 −10),  t  = 4.25). 
In schizophrenic patients under typical neurolep-
tics, no activation of reward-indicating stimuli 
was observed, whereas in schizophrenic patients 
with atypical neuroleptic medication, an activa-
tion of the right ventral striatum was observed 
(( x y z ) = (12 12 −1),  t  = 3.58) (Fig.  12.3 ). In 
comparing the groups, a signifi cant difference 
between the healthy subjects and the schizo-
phrenic patients under typical neuroleptics (( x y 
z ) = (−21 9 −3),  t  = 3.39) was observed, but there 
was no difference between healthy controls and 
patients under atypical neuroleptics. Within the 
group of persons being treated with typical neu-
roleptics – as well as unmedicated schizophrenic 
patients – an inverse correlation between reduced 
activation concerning reward-indicating stimuli 
and the severity of the negative symptomatology 
was observed (Spearman’s  R  = −0.67,  P  < 0.05).
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  Fig. 12.2    Unmedicated    patients with schizophrenia and healthy controls as well as the relationship to negative 
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12.5       Switch From Typical to 
Atypical Neuroleptics: 
Reactivation of the Ventral 
Striatum in Schizophrenic 
Patients 

 As cross-sectional studies are not suffi ciently 
valid in order to evaluate effects of antipsychotic 
medication on ventral striatum activation within 
the MID task, further studies have been carried 
out by treating schizophrenic patients with a 
typical neuroleptic agent (haloperidol or fl upen-
thixol) for at least 2 weeks and afterwards with 
an atypical neuroleptic medication (risperidone, 
olanzapine, or aripiprazole) for another 2 weeks. 
After the respective treatment for 2 weeks, the 
patients were examined by fMRI and the “mon-
etary incentive delay task” and compared with 
healthy controls, who were examined twice by 
fMRI, too, after similar time intervals. Concerning 
changes to olanzapine (Schlagenhauf et al.  2008 ), 

ten schizophrenic patients were fi rst examined 
by fMRI under typical neuroleptics (haloperidol, 
10.8 ± 4.3 mg/day; fl upenthixol, 7.0 ± 5.1 mg/
day) and were afterwards treated with olanzap-
ine (18.3 ± 7.5 mg/day). The patients were treated 
with typical neuroleptics for 17.8 ± 15.0 days and 
with olanzapine for 18.5 ± 7.5 days. The repeated 
examination by fMRI under olanzapine was car-
ried out after 31.7 ± 17.3 days after the fi rst exami-
nation under typical neuroleptics. Ten healthy 
subjects were also examined twice after a period 
of 32.7 ± 15.5 days in order to control a potential 
time effect. In anticipation of a monetary gain, 
healthy volunteers showed a signifi cant activa-
tion of the ventral striatum (left, ( x y z ) = (−19 6 
−9),  t  = 3.87, and right, ( x y z ) = (18 6 −3),  t  = 4.7), 
whereas the schizophrenic patients did not 
show any activity under the typical neuroleptics 
(Fig.  12.4 ). However, under the treatment of olan-
zapine, an activation of the ventral striatum could 
be observed on the right side (( x y z ) = (15 6 −12), 
 t  = 4.36) in schizophrenic patients. In the healthy 
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  Fig. 12.3    Effects of typical versus atypical neuroleptics on the ventral striatum in patients with schizophrenia (cross- 
sectional study)       
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control  subjects, activation of the ventral striatum 
due to anticipation of reward remains quite stable 
over time. Presumably due to the secondary nega-
tive symptomatology, in the patients, there was 
an observed signifi cant correlation between the 
activation of the ventral striatum and the PANSS 
negative score ( r  =−0.721,  P     = 0.019) only under 
treatment with typical neuroleptics in patients.

   In a further study (Juckel, Schlagenhauf 
et al.; not published yet) in eight patients suffer-
ing from schizophrenia, who received a typical 
medication with haloperidol or fl upenthixol, the 
medication was changed to risperidone. The age 
average of these male patients was 35 ± 13 years 
versus the examinations of 33.6 ± 12.5 years. The 
test performance did not show any differences 
for both groups. In the course of this study, the 
patients were tested again after a period of nearly 
2 months in order to minimize effects of classical 
neuroleptics, e.g., haloperidol and fl upenthixol, 
which are acting a long time. With T1 under a 
classical neuroleptic, schizophrenic patients 

showed a signifi cantly lower activation compared 
to healthy controls ( t -values 2.5–3.0,  t  = 0.03–
0.04, corrected for ventral striatum ROI FDR). 
After changing the medication to risperidone, 
the MID paradigm showed a visible increase of 
the activity in the ventral striatum concerning 
the gain anticipation compared with healthy sub-
jects at the left side ( t  = 3.6,  P  = 0.04 corrected for 
ROI) as well as at the right side ( t  = 3.6,  P  = 0.02 
corrected for ROI), which substantiates a regen-
eration of the dopaminergic reward system in the 
ventral striatum after change over to an atypical 
neuroleptic. The difference between the admin-
istration of risperidone compared to a typical 
neuroleptic in schizophrenic persons was not sig-
nifi cant due to the small number of cases; in the 
ventral striatum a  t -value of 2.1 and a  p -value of 
0.186 were ascertained. A change from typical 
neuroleptics to aripiprazole (Schlagenhauf et al. 
 2010 ) also resulted in an increased activation 
under aripiprazole compared to typical medica-
tion in the ventral striatum  t  = 2.17,  P  < 0.05.  

Controls at
time point T1

Controls at
time point T2

Patients with
typical NL

Patients with
olanzapine

  Fig. 12.4    Activation of the 
ventral striatum under 
several weeks of treatment 
with an atypical neuroleptic 
agent (olanzapine) after 
switching from a classical 
typical neuroleptic (mostly 
haloperidol, fl upenthixol) in 
patients with schizophrenia 
in comparison to healthy 
subjects with two recordings 
in similar time interval 
distance       
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12.6    Discussion 

 For the fi rst time, we could substantiate a dys-
function of the reward system in patients with 
schizophrenia. They showed a reduced activa-
tion of the ventral striatum, a core region of the 
reward system, compared to healthy controls, 
and the severity of the negative symptomatol-
ogy was associated with the reduced activation 
in the ventral striatum. The reduced ventral stria-
tal activation in schizophrenic patients could 
be potentially an explanation for an increased 
dopaminergic “noise” in this region interfering 
with the processing of cue-elicited signals. In 
unmedicated schizophrenic patients, an increased 
dopaminergic transmission in the ventral stria-
tum was observed again (Abi-Dargham et al. 
 2000 ). This interpretation is substantiated by 
a study of Knutson et al. ( 2004 ), which shows 
that healthy probands displayed reduced ventral 
striatal activation by a dopamine release induced 
by amphetamines with the same paradigm. The 
detected correlation between the severity of the 
negative symptomatology and the reduced acti-
vation in the ventral striatum substantiates for 
the fi rst time a close relationship between the 
schizophrenic negative symptomatology and a 
dysfunction of the reward system. This reinforces 
the hypothesis that a dysfunction of the reward 
system contributes to the development of nega-
tive symptomatology. 

 The fi ndings of the cross-sectional study con-
cerning the infl uence of typical and atypical 
 neuroleptics on the reward system can be 
summed up as follows: (1) Schizophrenic 
patients treated with typical but not with atypical 
neuroleptics displayed a reduced activity of the 
ventral striatum compared to healthy controls 
and (2) the severity of the negative symptomatol-
ogy correlated with the reduced activity in the 
ventral striatum in schizophrenic patients treated 
with typical neuroleptics. The better effective-
ness of atypical neuroleptics, which is known 
from clinical studies, on schizophrenic negative 
symptomatology (Leucht et al.  1999 ; Möller 
 2003 ) is potentially correlated with lower impair-
ment of the reward system. Atypical neurolep-
tics, e.g., risperidone or olanzapine, cause a 

reduced blockade of striatal D2 receptors and are 
not bound so tightly to these receptors. Moreover, 
they interact with other transmitter systems, e.g., 
the serotonergic system by its effect on the 
5-HT2A receptors. These mechanisms could be 
based on the better effi ciency of atypical neuro-
leptics on the negative symptomatology of 
schizophrenia. 

 The following restrictions concerning the 
interpretation of the result have to be made: On 
the one hand, there was only a relative low num-
ber of cases examined. Furthermore, the exact 
mechanism of the fundamental dysfunction can-
not be clarifi ed by means of fMRI. The applica-
tion of multimodal methods with a combination 
of dopamine PET and fMRI could possibly 
explain which mechanisms cause the dysfunction 
of the reward system in schizophrenic patients. In 
comparing typical and atypical neuroleptics, 
a design with an intra-subjective comparison 
seems to be more adequate. Therefore, a replica-
tion of the results in a longitudinal design is 
planned by examining patients under the treatment 
of typical neuroleptics and afterwards under the 
treatment of atypical neuroleptics. The fi rst pilot 
data showed respective results. In order to repli-
cate a correlation between a dysfunction of the 
reward system and the negative symptomatology, 
a comparison between schizophrenic patients with 
extreme negative symptomatology and patients 
without this symptomatology could be suitable. 

 Concerning the aforementioned conception of 
schizophrenic dysfunctions, our results reveal 
that not only dysfunctions of the prefrontal func-
tion but also subcortical structures, e.g., the ven-
tral striatum (including the nucleus accumbens), 
are involved in the development of negative 
symptoms. In this regard, MRI connectivity anal-
yses could give more information concerning the 
fundamental variances.  

12.7    Outlook: Further New 
Aspects 

 COMT polymorphism: Patients with Met allele 
are subject to a higher dopamine synthesis, 
which correlates in a higher ventral striatal 
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reward activity (Schmack et al.  2008 ). This 
was found in a great number of healthy volun-
teers. The next step would be to determine the 
COMT activity in schizophrenic persons, too, 
in order to further examine the mechanism of 
the dysregulated ventral striatal reward activ-
ity (please refer to COMT studies concerning 
working memory of the dorsal lateral prefrontal 
cortex in schizophrenic patients; Goldberg et al. 
 2003 ). Possibly, this could be an explanation not 
only for different activations in a phasic but also 
tonic functional state of the dopaminergic sys-
tem in schizophrenia. If the Knutson paradigm 
primarily shows the tonic dopaminergic activity 
in the ventral striatum, the hypothesis could be 
substantiated that especially VAL/VAL patients 
with a schizophrenic disease show a low activ-
ity in the Knutson paradigm concerning the 
ventral striatum, whereas patients with schizo-
phrenia with MET/MET show a higher activity. 
This would possibly result in a more progres-
sive course concerning prodromal and negative 
symptomatology. 

    A second new fi nding is related to the varia-
tion of the reward feedback in the medial pre-
frontal cortex and the relevance for the state 

of delusion in schizophrenia (Schlagenhauf 
et al.  2009 ). Increasing attribution of increased 
salience in neutral or aversive stimuli may be 
associated with the dysfunction of neuronal pro-
cessing of positive and negative reinforcement 
and may contribute to the formation of delusion 
in schizophrenia. The study group impressively 
found out that in 15 unmedicated patients with 
 schizophrenia compared to matched test per-
sons, there is a correlation between responses to 
negative outcome in reward trails (abolition of 
gain, avoidance of loss) with an increased acti-
vation of mPFC in patients with schizophrenia. 
On the other hand, the known result of a low 
activation in connection with the anticipation 
in the ventral striatum in schizophrenic patients 
could be found. The following correlation could 
be made: increase of the level of delusion states 
in schizophrenia in correlation with the decrease 
of the activation in the medial prefrontal cor-
tex caused by the response to missing rewards 
(loss avoidance) matching the brain develop-
ment hypothesis (glutamatergic projection 
fi bers from mPFC resulting in phasic dopamine 
increase in the ventral striatum) (Fig.  12.5 ). 
These fi ndings substantiate impairment and a 
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  Fig. 12.5    Correlation between positive and negative 
symptom scales (subitem delusion) and the activation of 
feedback response to avoidance of loss in the medial pre-
frontal cortex in unmedicated schizophrenic patients: 

lower activation of the response to negative outcome with 
increase of the severity of delusion states (Taken from 
Schlagenhauf et al. ( 2009 ))       
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reduced functional connectivity between the 
ventral striatum and the medial prefrontal cortex 
during the processing of reward and avoidance 
of loss of reward in unmedicated patients with 
schizophrenia. Obviously, there is a connection 
between the occurrence of delusion states and 
the neuronal processing of negative outcome 
(nonoccurrence of gain anticipation).
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     Abbreviations 

   ACC    Anterior cingulate cortex   
  ALE    Activation likelihood estimation   
  BA    Brodmann area   
  BD    Bipolar disorder   
  CS    Chronic schizophrenia   
  CT    Computed tomography   
  DTI    Diffusion tensor imaging   
  FA    Fractional anisotropy   
  FES    First episode of schizophrenia   
  FHR    Familial risk of schizophrenia   
  GM    Gray matter   
  MDD    Major depressive disorder   
  ROI    Regions of interest   
  SDM    Signed differential mapping   
  ToM    Theory of Mind   
  UHR    Ultrahigh risk   
  VBM    Voxel-based morphometry   
  WM    White matter   

13.1           Introduction 

 Schizophrenia is a severe psychiatric disorder 
affecting 1 % of the population, and it is one 
of the leading causes of disability worldwide 
(Murray and Lopez  1997 ). It usually begins 

in late adolescence or early adulthood and is 
 characterized by positive psychotic symptoms, 
such as delusions and hallucinations and disor-
ganized speech, as well as negative symptoms 
such as emotional blunting and loss of motiva-
tion. These symptoms are accompanied by cog-
nitive impairments, particularly impairments in 
memory and executive functions (Kurtz  2005 ), 
as well as social and occupational dysfunction. 
In recent years, psychiatric research has allowed 
clinicians to assess and to identify individuals 
in the early phases of schizophrenia, before the 
onset of frank disease. Individuals are deemed at 
increased clinical risk of developing schizophre-
nia because of the presence of an intermediate 
illness phenotype, such as the presence of sub-
clinical psychotic symptoms (Yung et al.  1998 ). 
This state of increased clinical risk, also termed 
“ultrahigh- risk” (UHR) stage, is associated with 
a high risk of 36 % of transition to schizophrenia 
within the fi rst 3 years of clinical presentation 
according to a recent meta-analysis (Fusar-Poli 
et al.  2012a ,  b ). 

 More than 30 years ago, the demonstration 
of enlarged ventricles via computed tomography 
(CT) confi rmed earlier pneumoencephalographic 
(Huber  1955 ,  1961 ) and neuropathological fi nd-
ings, paving the way for more interest in the bio-
logical basis of schizophrenia (Johnstone et al. 
 1976 ). Since then a host of structural and func-
tional neuroimaging studies have demonstrated 
abnormalities in brain areas relevant to the dis-
ease, such as the hippocampus and parahippo-
campal gyrus, cingulate gyrus, insula, thalamus, 
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and prefrontal and temporal cortices (Vita et al. 
 2006 ). These fi ndings have been extended to fi rst-
episode groups, high-risk groups, and schizotypal 
disorder and have been integrated in a stage-based 
disease model (Pantelis et al.  2005 ). This chapter 
reviews the evidence for changes in the structure 
and function of the brain in patients with chronic 
schizophrenia (CS), patients in their fi rst episode 
of schizophrenia (FES), and subjects at high risk 
of schizophrenia for clinical reasons (UHR) dur-
ing the genesis of the disorder. We will highlight 
the structural and functional abnormalities that 
have been found in these groups and whether any 
similar or lesser abnormalities are also observed 
in subjects at increased familial risk of schizo-
phrenia (familial high risk (FHR)) and healthy 
subjects carrying risk genes of schizophrenia.  

13.2     Gray Matter Abnormalities 
in Different Stages of 
Schizophrenia 

 We will restrict our review of the available evi-
dence mainly to meta-analyses. There are two 
procedures for imaging meta-analysis. The fi rst 
pools volumetric studies of target regions of inter-
est (ROI) using traditional meta-analytic tech-
niques, where mean values for regional volumes 
reported in each study are used to calculate a 
standardized weighted mean difference (Cohen’s 
d or Hedge’s g), representing the magnitude of 
alterations reported within a defi ned anatomical 
region. The second approach is a voxel-based 
meta-analysis, which combines the results of 
voxel-based morphometry (VBM) studies. VBM 
studies use statistical maps to identify voxels 
with a signifi cant probability of gray or white 
matter composition differences between patient 
and control groups. A voxel-based meta- analysis 
estimates a distribution map of anatomical 
localization, revealing locations of concurrence 
across the entire set of included studies. There 
are several techniques available for voxel-based 
meta-analysis, including activation likelihood 
estimation (ALE; Turkeltaub et al.  2002 ) and 
signed differential mapping (SDM; Radua and 
Mataix-Cols  2012 ). These techniques differ in 

analytic approach but both purport to combine 
signifi cant voxels from multiple studies across 
the whole brain. These volumetric and voxel-
based meta-analytic procedures assess distinct 
constructs of structural abnormality, and to date, 
reviews of fi ndings from each technique have 
been reported separately. 

13.2.1     Regional Distribution 
of Gray Matter Changes 
in Schizophrenia? 

 There is one mega-analysis of meta-analyses 
available, summarizing 32 published meta- 
analyses quantitatively (Shepherd et al.  2012 ). 
ROI meta-analyses with patient numbers 
between 447 (Baiano et al.  2007 ) and 2,771 
(Sun et al.  2009 ) as well as VBM meta-analyses 
ranging from 408 (Fusar-Poli et al.  2012a ,  b ) to 
5,839 (Bora et al.  2011 ) patients, all compared 
to healthy control subjects, were included. The 
authors of this mega-analysis tried to consider 
the comparability of the information presented 
in duplicate systematic reviews and used a qual-
ity rating of included reviews, applying the 
AMSTAR checklist (Shea et al.  2009 ,  2007 ) and 
PRISMA guidelines (Moher et al.  2009 ). Across 
both volumetric and voxel-based meta-analy-
ses, high-quality evidence identifi ed regions of 
reduced gray matter in both fi rst-episode and 
chronic illness, particularly in the frontal lobe 
gyri and cingulate cortex, thalamus, insula, 
postcentral gyrus, and medial temporal regions, 
as well as increased volumes of ventricles and 
cavum septum pellucidum. The fi ndings of 
this meta-review are summarized in Fig.  13.1 . 
They mainly confi rm the results of previous 
meta-analyses.

13.2.2        Causes of Volume Changes 
in Schizophrenia 

 There is ongoing discussion as to whether vol-
ume changes in schizophrenia are caused by 
early developmental insults (genetic or environ-
mental) and remain static over time or are caused 
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by a progressive loss due to the disease process. 
This question is best addressed by investigating 
subjects at genetic risk (i.e., unaffected fi rst- 

degree relatives), individuals in the putatively 
prodromal state of the illness, and patients over 
the course of several years of illness. 

  Fig. 13.1    Distribution of foci with reduced gray matter density in chronic schizophrenia vs. healthy controls (Shepherd 
et al.  2012 )       
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 First, we review studies on unaffected rela-
tives of patients bearing familial liability to the 
disorder (familial high-risk (FHR) individuals). 
In the VBM meta-analysis by Chan et al. ( 2011 ), 
eight studies comparing fi rst-degree relatives of 
patients and FES patients with control subjects 
were included with a total of 566 relatives. They 
found signifi cantly reduced gray matter in the 
bilateral anterior cingulate gyrus (Brodmann area 
[BA] 32/24), right insula (BA 13), left amygdala, 
left subcallosal gyrus (BA 34), and left inferior 
frontal gyrus (BA 47) in FHR individuals relative 
to the healthy control group. Of these regions, 
the left amygdala, subcallosal gyrus, and inferior 
frontal gyrus were also smaller in the FHR as 
compared to the FES group (see Fig.  13.2 ).

   In a similar meta-analysis, 16 VBM stud-
ies involving 733 FHR subjects (relatives of 
patients with schizophrenia), 563 healthy con-
trols, and 474 patients were analyzed using 
the signed differential mapping (SDM) tech-
nique (Palaniyappan et al.  2012 ). A signifi cant 
gray matter reduction in the lentiform nucleus, 
amygdala/parahippocampal gyrus, and medial 
prefrontal cortex was found in association with 
the genetic diathesis. Gray matter reduction in 

 bilateral insula, inferior frontal gyrus, superior 
temporal gyrus, and the anterior cingulate was 
present in association with the disease expres-
sion. The neuroanatomical changes associated 
with the genetic diathesis to develop schizophre-
nia appear to be somewhat different in this meta- 
analysis from those contributing to the clinical 
expression of the illness. A notable feature of 
this analysis is that most VBM studies (fi ve out 
of nine) do not fi nd structural differences in FHR 
individuals when compared to healthy controls. 
This suggests that the anatomical correlates of 
genetic diathesis are either weak or inconsis-
tently identifi ed using the VBM approach. Some 
support to the latter notion comes from a head-to- 
head comparison of VBM approach and surface-
based morphometric approaches (Palaniyappan 
and Liddle  2012 ), which suggests that subtle sur-
face anatomical changes that may be important 
for the pathophysiology of schizophrenia may be 
missed when using VBM. 

 These two VBM meta-analytic results 
(Palaniyappan et al.  2012 ; Chan et al.  2011 ) are 
consistent with Fusar-Poli et al. ( 2011a ,  b ,  2012a , 
 b ) who undertook two meta-analyses of the VBM 
studies on the genetic diathesis of schizophrenia. 
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  Fig. 13.2    Gray matter volume reductions in high-risk group ( red ), fi rst-episode group ( blue ), and chronic patients 
( green ) compared with healthy subjects (Chan et al.  2011 )       
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The left parahippocampal gyrus emerged as the 
most signifi cant locus with gray matter reduction 
in FHR compared to controls (Fusar-Poli et al. 
 2011a ,  b ,  2012a ,  b ). In addition, the anterior cin-
gulate cortex was found to be linked to genetic 
diathesis (Fusar-Poli et al.  2011a ,  b ,  2012a ,  b ).  

13.2.3     Structural Changes in 
Subjects at Ultrahigh Risk 
for Schizophrenia 

 Studies using voxel-based morphometry (VBM) 
aim to identify neuroanatomical correlates of 
increased vulnerability to schizophrenia and to 
predict consecutive transition to the full-blown 
disorder. MRI fi ndings, mostly from cross- 
sectional studies, have reported structural abnor-
malities in the prepsychotic phase resembling 
those that have been described in patients with 
schizophrenia. Specifi cally, studies in UHR sam-
ples have shown that abnormalities in frontal, 
temporal, and limbic regions may predate illness 
onset (Borgwardt et al.  2007 ; Meisenzahl et al. 
 2008 ; Pantelis et al.  2003 ). However, as these 
individual studies have used different method-
ological approaches, relatively small sample 
sizes, and have produced divergent fi ndings, they 
are insuffi cient for the characterization of brain 
regions associated with increased vulnerability 
to schizophrenia. Furthermore, other factors such 
as short-term use of antipsychotic medication, 
differences in ascertainment strategies for the 
UHR syndrome, and the fact that the syndrome 
is a dynamic condition with symptoms varying 
considerably over time may modulate fi ndings. 
To adequately address such confounding factors 
and to examine the neurobiological predictors 
of transition from the high-risk state to the full- 
blown disorder, Fusar-Poli et al. ( 2011a ,  b ) have 
conducted an activation likelihood estimation 
(ALE) meta-analysis of 19 VBM studies of UHR 
subjects. When comparing subjects at increased 
risk for schizophrenia (clinical risk and famil-
ial risk) to healthy controls, the authors found 
that at-risk subjects showed reduced gray matter 
volume in the temporal (right superior tempo-
ral gyrus), parietal (left precuneus), and limbic 

regions (bilateral parahippocampal/hippocampal 
regions, bilateral anterior cingulate) and in the 
prefrontal cortex bilaterally (left medial frontal 
gyrus, right middle frontal gyrus). As none of 
the at-risk subjects were psychotic, these fi nd-
ings could be interpreted as neuroanatomical 
correlates of an increased risk for schizophrenia. 
Structural alterations in these regions have been 
found in psychotic disorders (Tan et al.  2009 ; 
Boyer et al.  2007 ; Baiano et al.  2007 ; Sun et al. 
 2009 ; Cavanna and Trimble  2006 ) and all of the 
above named regions have also been found to be 
abnormal in fMRI studies of high-risk subjects 
(Fusar-Poli et al.  2007 ), indicating there may be 
a shared pathophysiological mechanism of func-
tional and structural abnormalities in the high- 
risk group. However, clinical and familial risks 
of schizophrenia are not directly comparable, 
as different transition rates in the two groups 
suggest (20–40 % risk over 2 years for UHR 
cohorts vs. 5–9 % lifetime risk in FHR cohorts 
(Cannon et al.  2008 ; Knowles and Sharma  2004 ; 
Yung et al.  2003 )). Thus, UHR subjects showed 
reduced gray matter in the bilateral anterior 
cingulate and increased gray matter in the left 
hippocampus and insula and the right superior 
temporal gyrus when compared to FHR subjects 
(Fusar-Poli et al.  2011a ,  b ). These differences in 
gray matter changes may refl ect the differential 
infl uences of genetic vs. psychopathological fac-
tors in the prepsychotic phase possibly underly-
ing the differential rates of transition. A potential 
neurobiological predictor of schizophrenia tran-
sitions may be represented by gray matter reduc-
tions in the right inferior frontal gyrus and 
superior temporal gyrus, which are present in 
UHR subjects who go on to make a transition but 
not in those who don’t (Fusar-Poli et al.  2011a ). 
These fi ndings suggest that although structural 
abnormalities identifi ed by VBM studies show 
similar results in at-risk subjects and subjects 
with schizophrenia, they may be differentially 
associated with risk of transition. 

 We will next address the question as to 
whether the volume alterations seen in mani-
fest schizophrenia patients are static or progress 
over the course of illness. Four ROI volumetric 
reviews assessed the temporal evolution of the 

13 Neuroimaging in Schizophrenia



254

reported brain alterations (Hulshoff-Pol and 
Kahn  2008 ). The most comprehensive of these 
(Olabi et al.  2011 ) found a signifi cantly greater 
degree of change over time in whole brain gray 
matter ( d  = −0.520), frontal lobe ( d  = −0.340), and 
left caudate ( d  = −0.336) in people with schizo-
phrenia, though no progressive changes were 
reported in temporal, parietal, or occipital lobe 
gray matter, hippocampus, amygdala, or cer-
ebellum over a range of 1–10 years. Signifi cant 
progressive volume increases were reported in 
bilateral lateral ventricles ( d  = 0.530), with a 
trend toward signifi cance for the third ventricle 
( d  = 0.180) (Olabi et al.  2011 ). The difference 
between patients and control subjects in annu-
alized percentage volume change was −0.07 % 
for the whole-brain volume and −0.59 % for 
the whole-brain gray matter (Olabi et al.  2011 ). 
An additional meta-analysis has assessed 
 progressive changes in ventricular volume, 
reporting moderate- to high-quality evidence for 
increased lateral ventricular volume over time 
( g  = 0.449), with no signifi cant difference if the 
baseline measurement was in FES ( g  = 0.491) 
or CS ( g  = 0.407) (Kempton et al.  2010 ). Inter-
scan duration ranged similarly between 1 and 
10 years. In summary, there is clear evidence 
for progressive local (and global) volume losses 

across time in patients over and above these seen 
in healthy control subjects. 

 Three voxel-based meta-analyses performed 
subtraction analyses between the signifi cant vox-
els identifi ed in FES and CS cross-sectionally 
(Chan et al.  2011 ; Ellison-Wright et al.  2008 ) and 
largely support many of the distinctions identi-
fi ed by indirect comparisons across illness dura-
tion. While both groups showed alterations in the 
inferior frontal lobe, cingulate gyri, insula, and 
cerebellum (Fig.  13.3 ), differential changes were 
also reported. Relative to FES, CS were charac-
terized by reduced GM in the medial frontal lobe, 
DLPFC, postcentral gyrus, uncus, temporal lobe 
gyri (inferior, middle, fusiform), and parahippo-
campus. Relative to CS, FES were characterized 
by reductions in the basal ganglia (caudate and 
putamen), temporal lobe gyri (superior and trans-
verse), amygdala, and precentral gyrus.

   In summary, there are structural volume 
losses in localized brain areas in patients with 
schizophrenia that are already present in sub-
jects at increased clinical and familial risk for 
schizophrenia as well as in patients with a fi rst 
psychotic episode. Brain abnormalities at fi rst 
presentation include similar regions as in the risk 
groups, but additional fronto-striatal-temporal 
pathology emerges. Finally, when the chronic 
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  Fig. 13.3    Regional overlap of gray matter changes in fi rst-episode and chronic schizophrenia (Ellison-Wright et al. 
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stage of the illness has been reached, the gray 
matter volume reduction has progressed further 
not only within the same regions but also involv-
ing more prefrontal cortical and thalamic loci. 
This corticothalamic pathology maps the neuro-
chemical circuitry systems implicated in schizo-
phrenia, namely, corticothalamic loop systems, 
regulated through a complex interplay of gluta-
mate, c-aminobutyric acid, and dopamine neu-
rotransmission. The changes across groups of 
subjects (UHR, FHR, FEP, and CS) and course 
of time are not associated with a unique and 
clear- cut clinical picture, thus refl ecting het-
erogeneous etiology and clinical course of the 
disorder. Most likely, the changes are not linear 
over time and may fl uctuate with phylogenesis 
and the course of disease. To conclude, volume 
changes both are of neurodevelopmental origin 
and progress further in the course of illness, with 
some, but not all, anatomical regions overlap-
ping over time.  

13.2.4     Volume Changes in 
Schizophrenia and in Other 
“Functional Psychoses” 

 Before we address the question of whether vol-
ume changes are unique to schizophrenia or are 
also present in the other “functional psychoses” 
such as bipolar disorder (BD) and major depres-
sive disorder (MDD), we have to keep in mind 
that the three disorders, schizophrenia, BD, and 
MDD, are most likely not separate disease enti-
ties but mere clinical conventions. They share 
many symptoms; diagnoses can switch in the 
course of illness; they share a number of genetic 
and environmental risk factors; all three lead to 
cognitive defi cits, particularly in the chronic, 
severe patients; and some atypical antipsychot-
ics are effi cient in acute- and long-term treat-
ment in all three disorders. We therefore can 
expect some overlap in structural changes across 
the three disorders. It is of note that there are no 
meta- analyses and no original structural MRI 
studies, where the three disorders are compared 
directly, so we will consider only the comparison 
of two disorders at a time. 

 There are three meta-analyses comparing 
the fi ndings of schizophrenia and BD (Ellison- 
Wright and Bullmore  2010 ; Yu et al.  2010 ; Bora 
et al.  2011 ). Since in the schizophrenia studies 
male subjects predominate, as compared to BD 
samples, and the brains of women and men are 
different, Bora et al. ( 2012a ) controlled for gen-
der effect. They found gray matter differences 
between gender-balanced schizophrenia and 
BD patients only in the right dorsomedial fron-
tal cortex and left dorsolateral prefrontal cortex 
(smaller in schizophrenia; see Fig.  13.4 ). If the 
samples are not controlled for gender, the differ-
ences become more apparent (Ellison-Wright and 
Bullmore  2010 ; Yu et al.  2010 ; see Fig.  13.5 ).

    There is no meta-analysis comparing schizo-
phrenia and MDD directly, because there are no 
original studies comparing these groups. In the 
two VBM meta-analysis with MDD vs. control 
subjects (Du et al.  2012 ; Bora et al.  2012b ), con-
sistent gray matter reductions in MDD patients 
were identifi ed in the bilateral subgenual ante-
rior cingulate cortex (ACC) in both studies. 
Additionally only in the Du et al. meta-analysis 
( 2012 ) were there differences in the right middle 
and inferior frontal gyrus, right hippocampus, 
and left thalamus. These areas are also affected 
in schizophrenia and BD, but probably to a lesser 
extent. Direct comparisons between the three dis-
orders are urgently needed. We would hypothe-
size that the affected regions roughly overlap and 
correlate with disease severity (functional out-
come) and neurocognitive dysfunctions across 
the three diagnostic groups.  

13.2.5     Effects of Antipsychotic 
Medication on Volume 
Changes 

 Medication might alter the natural course of vol-
ume changes, i.e., volume differences between 
patients and controls could be due to neurode-
velopmental insults, the natural course of illness, 
and/or antipsychotics. Although this is of great 
importance, it is only very rarely addressed in 
MR imaging studies, because of the diffi culty in 
controlling for medication. Thus, the available 
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  Fig. 13.4    Gray matter reductions in bipolar disorder ( blue ) and gender-balanced samples of schizophrenia ( red ) (Bora 
et al.  2011 )       

  Fig 13.5    Gray matter decreases in subjects with bipolar 
disorder relative to controls ( yellow ). Regions of gray 
matter decreases ( red ) and increases ( purple ) in subjects 

with schizophrenia relative to controls (Ellison-Wright 
and Bullmore  2010 )       
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data is extremely limited, populations are usually 
small, and fi ndings must be interpreted with cau-
tion. Four reviews have qualitatively compared 
the structural integrity of various brain regions 
in treatment-naive patients, following short-term 
treatment administration and after long-term 
treatment (Moncrieff and Leo  2010 ; Navari 
and Dazzan  2009 ; Scherk and Falkai  2006 ; 
Smieskova et al.  2009 ). Notably, these reviews 
are of lower quality, predominantly because they 
report highly inconsistent data, often from insuf-
fi ciently controlled studies or studies with small 
samples, and they use heterogeneous outcome 
measures or drug exposures. Furthermore, these 
reviews are presented in a narrative format that 
is susceptible to reporting bias and unable to be 
qualitatively assessed according to GRADE cri-
teria. The available evidence is particularly con-
fl icting for comparisons across medicated and 
unmedicated patients in early psychosis. Most 
consistent evidence supports increased basal 
ganglia volume following treatment with typical 
antipsychotics. However, atypical medications 
have been associated with both increases and 
reductions of basal ganglia volume, and other 
inconsistent fi ndings of increased and decreased 
subcortical regions (including the hippocam-
pus) have been reported for patients receiving 
typical antipsychotics. In long-term antipsy-
chotic-medicated patients, effects of switching 
neuroleptics have been examined longitudinally. 
Switching from typical to atypical medication 
reduced basal ganglia and thalamus volume, 
but no difference was reported in ventricular or 
whole brain volume. Some evidence pointed to 
other antipsychotic class- specifi c changes, for 
example, longitudinal changes following typical 
antipsychotic administration but not following 
atypical administration. Nonetheless, over time, 
the differences between the two types of medica-
tion become less clear (Smieskova et al.  2009 ). 
Linear associations reported between reductions 
of regional brain volume and increasing antipsy-
chotic exposures could represent a modulatory 
effect of the medication on brain structure but 
could also refl ect a more severe course of illness 
requiring higher cumulative medication doses 
(Navari and Dazzan  2009 ). Two more recent 

original studies that had not been included in 
the above meta-analyses also reported confl ict-
ing results, with one study showing volume 
increases (van Haren et al.  2011 ) and the other 
decreases (Ho et al.  2011 ). 

 For fi rst-episode patients, a voxel-based 
meta- analysis (Fusar-Poli et al.  2011a ,  b ) com-
pared medication-naive patients with healthy 
controls and reported GM reductions of superior 
temporal and insular cortices and cerebellum. 
However, another voxel-based meta-analysis 
explicitly considered the effect of medication 
status in FES (Leung et al.  2011 ), where reduc-
tions in insula, anterior cingulate cortex, middle 
and inferior frontal and precentral gyri, uncus/
amygdala, and superior temporal gyrus were 
found in both medicated and unmedicated FES 
patients compared to healthy controls. Medicated 
FES patients were additionally characterized by 
reductions in the superior frontal gyri, inferior 
temporal gyrus, PCC, claustrum, cerebellum, and 
caudate. Additional reductions in unmedicated 
FES patients were located in medial frontal gyri, 
thalamus, and parahippocampus. 

 In summary, the evidence of antipsychotic 
medication on MRI volume changes is unclear. 
Volume increases and decreases probably interact 
in a complicated way with the individual course 
of illness. In general, it is yet not clear what kind 
of volume changes, decreases or increases, are 
potentially “good” or “bad” for the individual 
patient.   

13.3     White Matter Changes 
Through the Course 
of Schizophrenia 

13.3.1     White Matter Changes 
in Chronic Schizophrenia 

 White matter structure and integrity can be 
investigated with diffusion tensor imaging (DTI) 
and VBM using magnetic resonance imaging. 
Investigations in schizophrenia have identifi ed 
compromised white matter integrity (Kubicki 
et al.  2007 ). Ellison-Wright and Bullmore 
( 2009 ) conducted an ALE analysis of fractional 
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anisotropy changes identifi ed by DTI and identi-
fi ed two large clusters of reductions in patients 
with schizophrenia compared to controls, in the 
deep frontal and deep temporal white matter. In 
an ALE analysis of whole brain VBM studies, 
two small clusters of reduced white matter in the 
frontal lobe, including left medial frontal gyrus 
and right dorsolateral prefrontal cortex, as well 
as small clusters of reduced white matter in the 
left and right internal capsule were identifi ed 
(Di et al.  2009 ). A comparison between VBM 
and fractional anisotropy analyses in white mat-
ter using SDM meta-analysis suggested that 
fractional anisotropy may be more sensitive to 
identifying changes in white matter (Bora et al. 
 2011 ). The VBM comparisons identifi ed white 
 matter reductions in temporal white matter 
including the internal capsule, a fi nding that was 
mirrored and extended to the genu of the corpus 
callosum and medial frontal regions bilaterally 
(Bora et al.  2011 ). Evidence from a recent meta-
analysis of longitudinal volumetric studies in 
chronic schizophrenia suggests that these white 
matter changes show a progressive course over 
a follow- up period between 1 and 10 years and 
that this progress affects the frontal, temporal, 
and parietal white matter volume (Olabi et al. 
 2011 ).  

13.3.2     Diffusion Tensor Imaging 
(DTI) in Patients with First- 
Episode Schizophrenia 

 There are subtle anomalies of white matter 
brain morphology in patients with schizophrenia 
which are already present at the onset of the dis-
ease, i.e., in fi rst-episode patients, but have also 
been found in patients in their fi rst episode of 
BD (Kempton et al.  2008 ; Pfeifer et al.  2008 ). 
A recent meta-analysis aimed to compare gray 
and white matter volume reductions, as detected 
by MRI, in fi rst-episode patients with schizo-
phrenia or BD to address the question of neuro-
anatomical specifi city of these changes (De Peri 
et al.  2012 ). When fi rst-episode BD and schizo-
phrenia patients were conjunctly  compared 
with healthy controls, a signifi cant reduction 

of gray and white matter volume was found in 
the fi rst-episode patients. The meta-analysis of 
studies comparing patients with fi rst-episode 
schizophrenia and BD to healthy controls sepa-
rately revealed gray matter volume defi cits to be 
more prominent in fi rst- episode schizophrenia 
patients, whereas white matter volume reduction 
was more pronounced in fi rst-episode bipolar 
patients. However, as sample sizes were notably 
larger in the case of fi rst-episode schizophre-
nia as compared to fi rst- episode BD, it remains 
unclear whether this difference may be attribut-
able to differences in statistical power between 
the meta-analyses of schizophrenia or BD and 
healthy controls. 

 Studies investigating white matter integrity 
as inferred by DTI mainly report abnormalities 
in the frontal, frontotemporal, and fronto-limbic 
connections, with tracts including the superior 
longitudinal fasciculus (Federspiel et al.  2006 ; 
Karlsgodt et al.  2009 ,  2008 ; Pérez-Iglesias et al. 
 2010 ), uncinate fasciculus (Kawashima et al. 
 2009 ; Luck et al.  2011 ; Price et al.  2008 ), and 
corpus callosum (Cheung et al.  2008 ; Dekker 
et al.  2010 ; Federspiel et al.  2006 ; Pérez-Iglesias 
et al.  2010 ). These anomalies seem to be associ-
ated with the exposure to antipsychotic medi-
cation and duration of treatment (Peters et al. 
 2008 ; Szeszko et al.  2008 ; White et al.  2011 ). 
However, all DTI studies of antipsychotic-naive 
patients with fi rst-episode schizophrenia, to 
date, have reported widespread as opposed to 
localized FA changes, suggestive of extensive 
structural disconnectivity associated with ill-
ness onset, before the initiation of antipsychotic 
treatment (Cheung et al.  2008 ,  2011 ; Pérez-
Iglesias et al.  2010 ).  

13.3.3     Diffusion Tensor Imaging 
(DTI) in Ultrahigh-Risk 
Subjects 

 Schizophrenia has been found to involve cortico- 
cortical disconnectivity, both in terms of func-
tional connectivity between different brain 
regions (McGuire and Frith  1996 ) and in terms 
of neuroanatomical alterations underlying the 
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functional changes, particularly in white mat-
ter tracts connecting the frontal and temporal 
lobes (Ellison-Wright and Bullmore  2009 ). In 
line with the neurodevelopmental hypothesis 
of schizophrenia, reduced white matter volume 
and integrity have also been found in early and 
subclinical stages of the disorder, i.e., in fi rst-
episode patients (Gasparotti et al.  2009 ) and sub-
jects at ultrahigh risk (Carletti et al.  2012 ). Most 
DTI studies comparing UHR subjects to healthy 
controls identifi ed white matter abnormalities in 
the frontal (Bloemen et al.  2010 ; Karlsgodt et al. 
 2009 ; Peters et al.  2009 ) and temporal connec-
tions in UHR individuals (Bloemen et al.  2010 ; 
Jacobson et al.  2010 ). A recent multimodal MRI/
EEG study, using VBM to identify volumetric 
changes in a sample of 39 UHR subjects com-
pared to 41 healthy control subjects, found WM 
volume changes in the right frontal, temporal, 
and parietal regions that were associated with 
P300 amplitude in the two groups (Fusar-Poli 
et al.  2011a ,  b ). Of the 39 UHR subjects, 26 % 
developed a psychotic illness within the follow-
up period of 2 years. The subgroup in whom 
psychosis subsequently developed had a smaller 
volume of white matter underlying the left pre-
cuneus and the right middle temporal gyrus and 
increased volume in the white matter underlying 
the right middle frontal gyrus as compared to 
those who did not develop psychosis. A second 
study looking at longitudinal outcome in UHR 
subjects using DTI also reported temporal WM 
changes, with both increased (left medial tempo-
ral lobe) and decreased (left superior temporal 
lobe) fractional anisotropy (FA) being found in 
subjects who converted to psychosis compared to 
those who did not (Bloemen et al.  2010 ), indicat-
ing that the medial temporal lobe has an impor-
tant role in the progression from a high-risk state 
to frank psychosis. Despite the small number of 
studies using DTI in UHR subjects, these fi nd-
ings of WM alterations in frontal and temporal 
regions in UHR relative to control subjects sug-
gest that these regions might be indicators of 
conferred risk of developing schizophrenia. This 
hypothesis is further supported by a recent study 
investigating the time course of WM changes 
by using DTI to study UHR subjects before 

and after the onset of illness and comparing 
WM DTI properties of UHR subjects ( n  = 32) to 
those of patients with FEP ( n  = 15) and healthy 
controls ( n  = 32) (Carletti et al.  2012 ). At base-
line, FA was lowest in FEP subjects, highest in 
healthy controls, and intermediate in the UHR 
group in two clusters. The fi rst cluster comprised 
voxels in areas corresponding to the splenium 
and body of the corpus callosum, the left inferior 
and superior longitudinal fasciculus, and the left 
inferior fronto-occipital fasciculus. The second 
cluster included the right external capsule, the 
retrolenticular part of the right internal capsule, 
and the right posterior corona radiata. A follow-
up scan was performed after 28 months, a period 
in which eight of the 32 UHR individuals had 
developed psychosis. As opposed to the fi nd-
ings of both decreased and increased FA in the 
temporal lobe in the prospective DTI study by 
Bloemen et al. ( 2010 ) mentioned above, this lon-
gitudinal analysis revealed a progressive reduc-
tion in FA in the left frontal WM in those UHR 
subjects who developed schizophrenia that was 
not evident in UHR subjects who did not make 
a transition. This difference in fi ndings may be 
due to methodological differences between the 
two studies (e.g., prospective vs. longitudinal 
approach, age differences between the UHR 
samples, potentially confounding effects of 
medication). In summary, the available data sug-
gest that the UHR stage is associated with WM 
changes in areas that have also been implicated 
in FES and chronic schizophrenia. There is now 
also fi rst evidence that the onset of psychosis in 
UHR subjects may be associated with a longi-
tudinal progression of abnormalities in the left 
frontal WM.   

13.4     fMRI Findings 
in Schizophrenia 

13.4.1     fMRI in Chronic Schizophrenia 

 fMRI has been extensively used to study the neu-
robiological basis of schizophrenia and a wide 
variety of paradigms has been applied. In the 
following section, we focus on fMRI fi ndings of 
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working memory (WM), executive  functioning, 
and social cognition, as these are among the 
domains most severely affected in schizophrenia. 
We summarize the available evidence from stud-
ies across different stages of the illness, focusing 
on those that did not pool patients in different 
stages of illness, but studied UHR, FES, and CS 
samples separately. 

13.4.1.1     Working Memory 
 During WM tasks, several studies found marked 
differences in neural activation across several 
modalities of presentation. In a multicentric 
study, several components (as identifi ed by ICA) 
differed between healthy subjects and patients 

with chronic schizophrenia ( n  = 130 and 115, 
respectively) (Kim et al.  2009 ). One  component 
(C23) consisted of the ACC, left prefrontal 
cortex, and left inferior parietal cortex (see 
Fig.  13.6 ). Other areas displaying group differ-
ences were the superior and medial frontal cor-
tex, the parahippocampal cortex, and parts of the 
temporal lobe.

   In a similar study, differences in temporal 
profi les of WM-related components were found 
in subjects with CS and controls (Meda et al. 
 2009 ). This was particularly pronounced for left- 
lateralized networks. In another study, reduced 
functional connectivity of the left Sylvian-
parietal- temporal area and left anterior insula 
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during auditory WM encoding was found in 
14 patients with CS compared to healthy con-
trols (Hashimoto et al.  2010 ). This reduction 
in  functional connectivity was not observed for 
visual stimuli. 

 As WM and its underlying neural correlates 
is the most severely impaired domain in schizo-
phrenia, it has been the target of interventions, 
e.g., cognitive remediation training. In one such 
study, the bilateral frontopolar cortex and ACC 
were found to show signs of plasticity induced 
by remediation training (Haut et al.  2010 ) (see 
Fig.  13.7 ).

   To summarize, the available evidence on brain 
activation dysfunctions in CS during WM sug-
gests a widespread network comprising the ACC 
as well as lateral prefrontal and parietal areas is 
affected in patients.  

13.4.1.2     Executive Functions 
 In an exemplary study on executive function, the 
neural correlates of discrimination of novel or 
old visual stimuli, four groups were investigated 
(healthy, UHR, FES, CS; Morey et al.  2005 ) (see 
Fig.  13.8 ). It could be shown that especially the 
anterior cingulate, as well as additional prefron-
tal areas, is involved in this task. These areas 
show decrements in all groups compared to 
healthy subjects.

   To summarize, the available evidence on brain 
activation dysfunctions in CS during executive 
function suggests that medial and lateral prefron-
tal cortices are affected in patients.  

13.4.1.3     Social Cognition 
 In chronic schizophrenia, processing of emo-
tional faces is impaired, and patients already show 
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  Fig. 13.7    Regions of overlap in the three-way interaction 
(load by time by group) between both the word and pic-
ture WM tasks showing activity increases in bilateral 
frontopolar regions, anterior cingulate cortex, and left 
dorsolateral/dorsal prefrontal cortex. Signifi cant correla-

tions between improved behavioral performance ( x -axis, 
percentage of increase) and increased functional activa-
tion ( y -axis, percentage of signal change) are also shown. 
Word 2-back is represented in  red  and picture 2-back in 
 blue  (Haut et al.  2010 )       
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 diffi culties in processing neutral faces (Surguladze 
et al.  2006 ) (see Fig.  13.9 ). In a study with 11 
chronic patients, compared to healthy controls, 
face-processing areas such as the fusiform gyrus 

and the parahippocampal gyrus were hyperacti-
vated in patients while processing neutral faces.

   In a social appraisal task (Taylor et al.  2011 ), 
22 patients with CS depicted greater activations 
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Early Schizophrenia

Chronic Schizophrenia

  Fig. 13.8    Group-averaged, 
target-related prefrontal 
activation in control, 
ultrahigh-risk, early, and 
chronic groups.  IFG  inferior 
frontal gyrus,  MFG  middle 
frontal gyrus (Morey 
et al.  2005 )       
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  Fig 13.9    Processing of sad vs. neutral faces (SPM2, 
repeated measures ANOVA,  p  < 0.005 uncorrected). 
Illustrated are the contrasts sad > neutral ( red / yellow ) and 

neutral > sad ( blue / green ) in controls on the  left  and in 
UHR subjects, respectively, on the  right  (Seiferth et al. 
 2008 )       
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for social vs. gender judgments of negative faces 
than healthy subjects. These hyperactivations 
were found in the ACC, superior medial gyrus, 
inferior temporal and parietal cortex, as well as 
precuneus, which were also correlated with poor 
social cognition and poor social adjustment. As 
can be seen from these two studies, in CS, face 
processing is already disturbed for neutral faces 
and is also characterized by abnormal  recruitment 
of networks involved in social appraisal. 

 To summarize, the available evidence on 
brain activation dysfunctions in CS during social 
cognition suggests that the medial temporal cor-
tex (including the hippocampus) and prefrontal 
(including ACC) and parietal areas (including the 
precuneus) are affected in patients.   

13.4.2     fMRI in the 
Ultrahigh-Risk Stage  

13.4.2.1     Social Cognition 
 Although research has highlighted that early 
social functioning may be associated with an 
increased risk of developing a psychotic disor-
der (Malmberg et al.  1998 ; Cannon et al.  1997 ), 
there is only limited published literature on 
social cognitive performance in UHR popula-
tions in general and on the role of neural corre-
lates in particular. Social cognitive domains that 
have been primarily investigated thus far using 
fMRI in UHR populations include emotion pro-
cessing and Theory of Mind (ToM).  

13.4.2.2     Emotion Processing 
 To date, only one study has explicitly investi-
gated the neural correlates of emotion processing 
in UHR individuals. Seiferth et al. ( 2008 ) used 
an fMRI facial emotion discrimination paradigm 
to study 12 UHR individuals and 12 healthy con-
trols. No group differences were evident at the 
behavioral level, but emotion discrimination was 
associated with greater activation in the right 
lingual and fusiform gyri and in the left middle 
occipital gyrus in the UHR subjects compared 
with controls. The UHR group also showed more 
activation than controls in the inferior and supe-
rior frontal gyri, the cuneus, the thalamus, and 

the hippocampus when viewing neutral relative 
to emotional faces (Fig.  13.9 ). The latter fi ndings 
suggest that there is a greater neural response to 
stimuli which would not normally be regarded 
as emotionally “salient,” consistent with the 
notion that the aberrant assignment of salience 
underlies the formation of psychotic symptoms 
(Kapur  2003 ) and evidence that motivational 
salience processing is altered in UHR subjects 
(Roiser et al.  2013 ). 

 Pauly et al. ( 2010 ) studied emotional 
 experience and the interaction between emotion 
and cognitive performance in 12 UHR subjects 
and controls. During the induction of negative 
emotion by olfactory stimulation, UHR subjects 
exhibited decreased activation in the right insula. 
When unpleasant olfactory stimulation was given 
while the subjects were performing a WM task, 
the UHR group showed more activation than 
controls in the cerebellum. The differential cer-
ebellar activation was interpreted as a compen-
satory response to the increased demands of the 
WM task in the presence of a distracting emo-
tion induction. Altered cerebellar activation was 
not observed when the same emotion-cognition 
interaction task was studied in adolescent-onset 
schizophrenia (Pauly et al.  2008 ), although dif-
ferential activation during olfactory emotion 
induction has previously been described in the 
insula in patients with schizophrenia (Crespo- 
Facorro et al.  2001 ). In the above studies, the 
UHR samples were not followed up clinically, 
so it is unclear if the fi ndings were generic to all 
UHR subjects or specifi c to subjects who later 
develop psychosis.  

13.4.2.3     Theory of Mind (ToM) 
 Evidence of both verbal and visual ToM abnor-
malities lying intermediately between those 
of fi rst-episode patients and healthy controls 
has been provided by a recent meta-analysis of 
behavioral ToM studies (Bora and Pantelis  2013 ). 
To date, only one study investigated patterns of 
brain activation during ToM task performance in 
UHR subjects, chronic schizophrenia patients, 
and healthy controls (Brüne et al.  2011 ). Brain 
activation in regions associated with the ToM 
network such as the prefrontal cortex, posterior 
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cingulate, and the temporoparietal cortex was 
most pronounced in UHR subjects as compared 
to chronic patients and, in part, also as compared 
to healthy controls in the absence of behav-
ioral differences. This fi nding was interpreted 
as being indicative of a compensatory overac-
tivation of brain regions involved in empathic 
responses during mental state attribution in 
UHR subjects. However, as the sample size in 
the UHR group was relatively small ( n  = 10 vs. 
22 chronic patients and 26 healthy controls) 
and only one UHR subject subsequently devel-
oped psychosis, it is unclear how differences in 
group sizes may have infl uenced the results and 
whether greater activation in ToM-related brain 
regions is specifi cally related to the development 
of schizophrenia. 

    To summarize, the available evidence on brain 
activation dysfunctions in UHR during social 
cognition suggests that the temporo-occipital 
(including the hippocampus, insula, lingual and 
fusiform gyrus), temporoparietal, prefrontal, 
subcortical, and cerebellar regions are affected in 
UHR subjects.  

13.4.2.4     Working Memory 
and Executive Function 

 WM impairment is the most consistently observed 
cognitive defi cit exhibited by patients with 
schizophrenia (cf. Forbes et al.  2009 ). Prefrontal 
dysfunction appears to underlie many of the cog-
nitive impairments seen in schizophrenia, particu-
larly defi cits in WM function (Lee and Park  2005 ; 
Glahn et al.  2005 ). Neurocognitive defi cits are 
also a core characteristic of the UHR syndrome 
(Brewer et al.  2005 ; Lencz et al.  2006 ; Eastvold 
et al.  2007 ; Nieman et al.  2007 ), particularly 
affecting WM domains (Nieman et al.  2007 ). UHR 
subjects can be distinguished from healthy con-
trols specifi cally on the basis of WM performance 
(Smith et al.  2006 ; Pfl ueger et al.  2007 ) and their 
baseline WM functioning can predict the longi-
tudinal development of psychosis (Pukrop et al. 
 2007 ). To identify the neurofunctional correlates 
of neurocognitive impairment (WM, executive 
function) in the UHR stage, functional magnetic 

imaging has been employed and abnormalities in 
the prefrontal and temporal lobes during cogni-
tive functioning have been shown that are quali-
tatively similar though less marked than those in 
subjects with established schizophrenia (Broome 
et al.  2010 ,  2009 ). PFC dysfunction during cogni-
tive task performance has been shown to be great-
est in those UHR subjects who subsequently go 
on to develop psychosis (Allen et al.  2012 ). Such 
alterations are not attributable to effects of the ill-
ness or its treatment and may represent core neu-
robiological markers of an increased vulnerability 
to psychosis.    

 To summarize, the available evidence on brain 
activation dysfunctions in the UHR stage dur-
ing WM and executive function suggests that the 
PFC is affected in UHR subjects.   

13.4.3     fMRI in First-Episode 
Schizophrenia 

13.4.3.1     Working Memory 
 In fi rst-episode schizophrenia, WM defi cits 
become more apparent than in UHR, and neural 
correlates of this impairment have been investi-
gated in several studies. They comprise mainly 
frontal, but also temporal and parietal, areas 
(Broome et al.  2009 ) (see Fig.  13.10 ).

   In another study where patients ( n  = 11) and 
healthy subjects had to maintain and manipulate 
letters, fi rst-episode patients exhibited lower acti-
vations mainly in the middle frontal gyrus com-
pared to healthy controls, while activations of the 
bilateral inferior frontal gyrus were greater in 
patients (Tan et al.  2005 ). In a multicentric study 
(Schneider et al.  2007 ), a classical letter version 
of the n-back task was carried out by healthy 
subjects and fi rst-episode schizophrenia. While 
patients performed worse in several behavioral 
measures of the task, in the 2-back >0-back 
contrast, it was found that fi rst-episode patients 
relative to controls depicted hypoactivations in 
the precuneus while at the same time exhibiting 
right-lateralized hyperactivations in the ventro-
lateral prefrontal cortex and insula. 
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 As can be seen from these studies, patients 
experiencing their fi rst episode already exhibit 
behavioral defi cits in WM while at the same time 
aberrant neural activations are found, mainly in the 
insula, precuneus, and bilateral prefrontal cortex.  

13.4.3.2     Executive Functions 
 Executive functioning such as task switching 
and problem solving is among the domains in 
which fi rst-episode patients display defi cits. It 
could be shown that in a “Tower of London” 
task, fi rst- episode patients ( n  = 10) did not show 
performance defi cits but displayed differences 
in right prefrontal and temporal activation com-
pared to healthy subjects during the task (Rasser 
et al.  2005 ). 

 Another domain in which patients with 
schizophrenia exhibit defi cits, and which is most 
often categorized as executive function, is verbal 
fl uency. In a study by Broome et al. ( 2009 ), see 
Fig.  13.11 , verbal fl uency was also investigated 
in subjects at elevated risk and fi rst episode. As 

can be seen from these selected studies, depend-
ing on the specifi c task, neural ineffi ciencies are 
found in frontal and parietal brain regions.

   To summarize, the available evidence on brain 
activation dysfunctions in FE during executive 
functions shows that prefrontal and temporal cor-
tices are affected in patients.  

13.4.3.3     Social Cognition 
 Social cognition is an important domain as it 
might translate directly into employment sta-
tus and number of social contacts (leading to 
greater support). One of the fundamental under-
lying prerequisites to engage in most kinds of 
social contact is facial processing which could 
be shown to be impaired in the disorder. These 
defi cits arise from diffi culties in facial affect rec-
ognition and discrimination. While some stud-
ies found diffi culties in assessing negative affect 
in general, others found this impairment to be 
more pronounced in a specifi c emotion such as 
fear. So far, the relationship of this impairment 
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  Fig 13.10    Group differences in cluster activation during 
the 2-back condition of the N-back task. Differential acti-
vation during the 2-back condition was greatest in con-
trols, weakest in the psychosis group, and intermediate in 
the at-risk group in the lateral prefrontal, insular, and pari-

etal cortex and in the precuneus. The left side of the brain 
is shown on the  left  of the fi gure (voxel  p  < 0.05, cluster 
 p  < 0.01).  SSQRs  sum of squares of deviations due to the 
residuals (Broome et al.  2009 )       
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and current psychopathology is unclear as some 
studies found correlations with positive and neg-
ative symptoms or overall severity of symptoms 
(Marwick and Hall  2008 ). 

 In a study investigating social cognition in 
recovered fi rst-episode schizophrenia, it could 
be shown that improvement in insight and social 
functioning was correlated with positive signal 
change in the left medial prefrontal cortex (Lee 
et al.  2006 ) (see Fig.  13.12 ).

   Given the importance of social cognition as 
a good predictor of general social outcome, this 
domain could be an important target for thera-
peutic interventions in the disorder (Marwick and 
Hall  2008 ).    

13.5     Imaging Genetics 

 For the past 10 years, researchers have employed 
fMRI investigations to study the effects of 
genetic variation on brain activation of candidate 
genes for schizophrenia. The tasks studied are 

typically selected to match cognitive domains 
known to be impaired in schizophrenia, such 
as WM, verbal fl uency, or episodic memory. 
However, this approach has not been limited 
to cognitive domains but has been carried out 
for morphometric studies and DTI studies as 
well (e.g., Baune et al.  2012 ; Kim et al.  2009 ; 
Nickl-Jockschat et al.  2012 ). As most of the 
fi rst identifi ed variants were common variants 
with a frequency of >10 % in the general popu-
lation, most studies comprised of healthy sub-
jects only. This approach circumvents effects of 
medication, current psychopathology, or course 
of the disorder. As some of those variants were 
identifi ed in hypotheses- free approaches such 
as association studies, the effects of those vari-
ants were poorly understood, and it was hoped 
that imaging genetics could shed light on their 
effects on brain and behavior. The rationale for 
this approach is depicted in Fig.  13.13  (Rasetti 
and Weinberger  2011 ).

   A recent review of several fMR imag-
ing genetic studies found strong evidence for 
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  Fig. 13.11    When the task demands were high, there was 
a differential engagement of dorsolateral prefrontal cortex 
with activation greatest in the control group, weakest in 
the psychosis group, and intermediate in the at-risk group. 
However, on the same version of the task, there was dif-
ferential engagement of the left anterior insula. When task 

demands were high, activation in this region was greatest 
in the psychosis group, weakest in the controls, and inter-
mediate in the at-risk group. The left side of the brain is 
shown on the  left  of the fi gure (voxel  p  < 0.05, cluster 
 p  < 0.01).  SSQRs  sum of squares of deviations due to the 
residuals (Broome et al.  2009 )       
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 modulation of neural circuits by genetic variation 
such as NRG1 (e.g., Krug et al.  2010 ), DTNBP1, 
G72, COMT (e.g., Krug et al.  2009 ), etc. (Rasetti 
and Weinberger  2011 ). 

 As Fig.  13.14  shows, imaging genetics also 
employs cohorts of affected individuals. Adding 
patients to these models, it can be tested if varia-
tion in these susceptibility genes interacts with 
neural circuits in patients in a different way 
than in healthy subjects. So far, this approach 

is of great importance in assessing the impact 
of newly identifi ed genetic variation that leads 
to elevated risk for the disorder. Further meth-
odological refi nement of this research area, 
such as multimodal imaging, multicentric 
imaging, computational neuroscience methods, 
machine-learning algorithms, etc., will certainly 
add to the understanding of genetically modu-
lated neural networks in healthy subjects and 
schizophrenia.
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  Fig. 13.12    Left medial prefrontal cortex (peak activation 
coordinates:  x  = −6,  y  = 51,  z  = 16; 32 voxels) activation 
common to empathic and forgivability judgments in 
patients with schizophrenia following recovery from an 
acute episode. The graphs show that the difference 
between mean blood-oxygen-level-dependent signal 

changes in the peak activation before and after recovery in 
patients was signifi cantly correlated with improvement in 
insight ( r  = 0.81,  p  < 0.001   ) and was related at a less than 
signifi cant level to improvement in social functioning 
scores ( r  = 0.51,  p  = 0.06) (Lee et al.  2006 )       
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B1. NEUROIMAGING INTERMEDIATE PHENOTYPES

B2. IMAGING GENETICS

IDENTIFICATION OF
FUNCTIONAL NEURAL
CIRCUITS WITH ABNORMAL
ACTIVATION IN BOTH
PATIENTS AND IN THEIR
UNAFFECTED RELATIVES

IDENTIFICATION OF
FUNCTIONAL BRAIN
CIRCUITS MODULATED BY
RISK GENES (FROM GWAS
APPROACH OR CANDIDATE
GENES)

B3. ESTABLISHED NEUROIMAGING
INTERMEDIATE PHENOTYPES
MODULATED BY RISK GENES

NC = Normal controls
UR = Unaffected relatives of patient
with schizophrenia carrying risk genes

NC

NC

PTS = Patients with schizophrenia

NC vs. UR vs. PTS

  Fig. 13.13    Genetic risk on vulnerable brain circuits.  B1 . 
Identifi cation of neuroimaging intermediate  phenotypes  – 
which are alterations in neural circuit functions in patients 
with psychiatric disorders as well as in high-genetic-risk 
subjects (i.e., unaffected relatives).  B2 . Imaging genet-
ics defi nes neural systems that are modulated by genetic 
variations, including genetic variations that have been 

 associated with increased risk for psychiatric disorders. 
 B3 . To increase the probability that the observed biologi-
cal modulation by the risk genetic variation is the mecha-
nism through which that gene increases the risk for a 
psychiatric disorder, it is important to demonstrate that the 
gene modulates a neuroimaging intermediate phenotype 
(From Rasetti and Weinberger ( 2011 ))       
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       Conclusion 

 Neuroimaging studies support the presence of 
structural and functional alterations in schizo-
phrenia, from its genetic risk, its putative pro-
dromal phase to the chronic disorder. 
Abnormalities, even if subtle in magnitude 
and variable in extent across studies, are now 
reported in essentially every brain region. 
However, one core pathophysiological abnor-
mality that is underlying schizophrenia has 
yet to be identifi ed. This refl ects the heteroge-
neity in etiology and course of the purely clin-
ical category of schizophrenia. Therefore, it 
should not be believed that neuroimaging or 
any other “marker” will identify a pathogno-
monic abnormality of the disorder as it is pres-
ently defi ned by its symptoms (and course). 

Future studies should therefore be aided by 
employing more homogeneous classifi cations 
of psychotic disorders (e.g., using symptom-, 
cognitive-, genetic-, environmental risk-based 
approaches), comparing them with other diag-
noses (e.g., using a dimensional approach), 
and relating imaging fi ndings with other bio-
logical data. It is time for a novel, neurobio-
logically based characterization of affective 
and schizophrenic psychoses.     
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      Abbreviations 

  ACC    Anterior cingulate cortex   
  BDNF    Brain-derived neurotrophic factor   
  BOLD    Blood oxygen level dependent   
  CBT    Cognitive behavioral therapy   
  DG    Dentate gyrus   
  dmPFC    Dorsomedial PFC   
  DTI    Diffusion tensor imaging   
  FA    Fractional anisotropy   
  fMRI    Functional magnetic resonance imaging   
  FOF    Fronto-occipital fasciculus   
  GC    Glucocorticoids   
  GILZ    Glucocorticoid-induced leucine zipper   
  HPA    Hypothalamic–pituitary–adrenal axis   
  MDD    Major depressive disorder   
  pCC    Posterior cingulate cortex   
  PET    Positron emission tomography   
  PFC    Prefrontal cortex   
  SEM    Structural equation modeling   
  SFG    Superior frontal gyrus   
  sgACC    Subgenual ACC   
  SLF    Superior longitudinal fasciculus   
  SMA    Supplementary motor area   

14.1          Introduction 

 Until only a few years ago, the adult brain was 
considered to be an organ with a fi xed structure, 
unable to remodel or repair itself. However, recent 
research shows that both structural and physi-
ological changes occur in the adult nervous sys-
tem, some arising as a result of the individual’s 
interaction with the surrounding environment 
and some from internal adaptation, also interact-
ing with genetic factors. The best-characterized 
and most studied examples of neuroplasticity 
are the molecular and cellular adaptations under-
lying learning and memory (Feng et al.  2001 ; 
Eichenbaum and Harris  2000 ; Lisman  1999 ). In 
this context, a major breakthrough was the fi nding 
that, in  Aplysia californica , long-term memory 
requires new protein synthesis (Kandel  2001 ). In 
human subjects also, studies provide evidence for 
structural brain changes associated with learning. 
In healthy young adults, for example, working 
memory capacity, traditionally considered to be 
constant, was found to be increased after a 5-week 
training program (Olesen et al.  2004 ). Consistent 
with this, increased hippocampal and parietal 
gray matter brain volumes have been detected in 
young adults after participation in intensive learn-
ing programs (Draganski et al.  2006 ). 

 On the other hand, chronic social stress has been 
shown to induce glucocorticoid-mediated pyrami-
dal dendritic retraction in the hippocampus and 
changes in dendritic arborization in the prefrontal 
cortex (PFC) (Woolley et al.  1990 ; Magarinos et al. 
 1996 ; Wellman  2001 ; Kole et al.  2004 ), which 
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might be associated with the behavioral mani-
festations of stress-related disorders like major 
depressive disorder (MDD) (Macqueen and Frodl 
 2011 ). There is mounting evidence that specifi c 
neuronal circuits, particularly in the develop-
ing brain, are damaged by environmental stress 
inducing changes in the hypothalamic–pituitary–
adrenal axis (HPA) and infl ammatory pathways 
(Krishnan and Nestler  2008 ). Experimental stud-
ies have shown that stress or cortisol adminis-
tration may lead to depressive- like states and 
atrophy of neurons in the hippocampus (Duman 
 2002 ) and that therapy with antidepressants 
reverses these changes (   Santarelli et al.  2003 ). 
Moreover, chronic hypercortisolism has been 
shown to enhance tryptophan breakdown in the 
brain and induce neurodegenerative changes 
(Capuron and Miller  2011 ). Other research has 
shown that both physiological and psychological 
stress can induce increased production of proin-
fl ammatory mediators that can stimulate trypto-
phan catabolism in the brain (Myint et al.  2012 ), 
with consequences on neurotransmitter metabo-
lism, neuroendocrine function, synaptic trans-
mission, and neurocircuits that regulate mood, 
motor activity, motivation, anxiety, and alarm 
(Capuron and Miller  2011 ). 

 Major depressive disorder (MDD) is a disease 
affecting brain structure and function and where 
the ultimate goal of therapy is in remission. Thus, 
neuroimaging is a method that could be helpful 
for diagnosis, therapy evaluation, and therapy 
guidance. In this chapter, the aim is fi rstly to 
describe the main imaging fi ndings obtained with 
structural MRI, diffusion tensor imaging, and 
functional MRI techniques and secondly to 
describe the current knowledge about how neuro-
imaging might be helpful to evaluate changes 
during therapy and for therapy guidance.  

14.2    Structural Imaging in Major 
Depressive Disorder 

14.2.1    Overview 

 Studies in humans strengthen the evidence that 
MDD is associated with structural changes. Many 
structural imaging studies have reported that the 

hippocampus is small in patients with MDD. A 
recent meta-analysis of hippocampal volumes in 
patients with MDD confi rmed that patients had 
hippocampal volumes that were approximately 
4–6 % smaller than matched control subjects in 
the left and right hippocampus. The analysis 
included 1,167 patients and 1,088 control sub-
jects, across a wide range of ages from pediatric 
to geriatric populations (   McKinnon et al.  2009 ). 
Conclusions from this meta-analysis were con-
sistent with the fi ndings of earlier meta- analyses 
of hippocampal volume in patients with MDD 
(Campbell et al.  2004 ; Videbech and Ravnkilde 
 2004 ). A recent meta-analysis over 226 studies 
found areas affected in MDD to be the hippocam-
pus, basal ganglia, and orbitofrontal cortex, in 
particular the gyrus rectus (Kempton et al.  2011 ). 
The abovementioned associations between glu-
cocorticoids and stress and neuronal damage in 
the hippocampus indicate that the neurotoxic 
effects of glucocorticoids (GC) on the hippo-
campus can be visualized in terms of overall vol-
ume changes. Evidence from neuroimaging, 
neuropathological, and lesion analysis studies 
further implicates limbic–cortical–striatal– 
pallidal–thalamic circuits, including the prefron-
tal cortex, amygdala, ventromedial striatum, 
mediodorsal and midline thalamic nuclei, and 
ventral pallidum, in the pathophysiology of mood 
disorders (Miller et al.  2010 ). In line with the glu-
cocorticoid cascade theory are some longitudinal 
imaging studies. In a longitudinal study on 30 
patients with MDD and 30 healthy controls, it 
was demonstrated that a negative clinical out-
come with more relapses and a chronic course 
during a 3-year follow-up was associated with 
hippocampal, amygdala, anterior cingulate cor-
tex, and dorsomedial prefrontal cortex volume 
decline (Frodl    et al.  2008d ). In a long-term fol-
low-up study, it was evaluated whether any pos-
sible difference in hippocampal volume and brain 
structure between depressed inpatients and 
healthy controls at inclusion disappeared over an 
11-year period when the patients were in remis-
sion. At baseline, patients had smaller volumes in 
the right and left superior and middle temporal 
gyri, medulla, and body of the right hippocam-
pus. At follow-up, there were no signifi cant local 
brain differences between patients and controls. 
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In a group of 19 patients and 19 controls who 
were investigated at baseline and follow-up, no 
signifi cant hippocampal volume differences were 
detected in this study (Ahdidan et al.  2011 ). While 
the cross-sectional parts of the study are well 
powered, for the longitudinal part of the study, a 
larger sample would have been desirable, since a 
sample of 19 seems not to have enough power to 
detect small changes in brain structure. Moreover, 
another study showed that during successful treat-
ment brain structures like the left inferior frontal 
cortex, right fusiform gyrus, and right cerebellum 
increased in size (Lai and Hsu  2011 ). On the other 
hand, smaller hippocampal volumes were also 
found to be predictive of a poor clinical outcome 
in 1- and 3-year follow-up studies and also for 
response to a course of antidepressant therapy 
(   Frodl et al.  2004a ; Frodl et al.  2008a ; MacQueen 
and Frodl  2011 ). Therefore, a predisposition to 
depression might be associated with smaller hip-
pocampal volumes, which might further decline 
during the course of a chronic depression, but 
normalize during remission. However, this is 
speculative at this stage and needs to be investi-
gated in studies with longitudinal designs.  

14.2.2    Causes for Structural Changes 

 Numerous factors like environmental life stress-
ors, alcohol use, genetic infl uences, and age have 
been shown to infl uence brain structure. Here the 
focus will be on the main factors relevant for 
MDD. Firstly, life stressors were found to be 
associated with structural changes in patients with 
MDD. It was reported that patients with MDD 
with a history of emotional neglect during child-
hood had reduced left hippocampal white matter 
compared to those without a history of emotional 
neglect, but no signifi cant differences were 
detected in the whole hippocampus. An effect of 
childhood adversity on hippocampal structure 
was also shown in 35 healthy controls and 22 
unaffected fi rst-degree relatives of patients with 
MDD. Moreover, in 30 patients with MDD this 
association between early life adversity and hip-
pocampal volumes was modulated by parental 
history of depression (Rao    et al.  2010 ). Smaller 
left hippocampal  volumes in subjects with child-

hood maltreatment were later replicated by a fur-
ther study in patients with MDD (   Vythilingam 
et al.  2002 ). The fi nding that childhood maltreat-
ment was associated with smaller hippocampal 
head volumes also in 20 unaffected fi rst-degree 
relatives of patients with MDD is very interesting 
(   Carballedo et al.  2012 ). There is an anterior–pos-
terior gradient in the proportional volume of each 
subfi eld in the head, body, and tail of the hippo-
campus. Higher proportions of the CA1–3 and 
subiculum are found in the hippocampal head, 
whereas the hippocampal body includes the great-
est proportion of the dentate gyrus (DG) 
(   Malykhin et al.  2010 ). 

 In line with an impact from life stressors are 
ideas of an association between infl ammation, 
the stress system, and structural brain changes. 
Preclinical and clinical MRI research suggests 
that neuroinfl ammation in MDD might be asso-
ciated with structural and functional anomalies 
in various regions of the CNS. Recently, it was 
confi rmed that IL-6 and CRP had a signifi cant 
effect on the left and right hippocampus in 40 
patients with MDD, independently of demo-
graphic variables. Moreover, there was an associ-
ation between IL-6 and hippocampal volumes in 
healthy controls. Smaller hippocampal volumes 
were found in MDD patients with lower expres-
sion of glucocorticoid-induced leucine zipper 
(GILZ) mRNA or SGK-1 mRNA, respectively, 
as markers of reduced activation of the gluco-
corticoid system compared to those with higher 
serum and glucocorticoid-induced kinase (GILZ) 
mRNA expression (   Frodl et al.  2012a ). However, 
these fi ndings need replication in a larger sample 
in order to confi rm the relationships between 
infl ammation, stress hormone system, and brain 
structure/function. Lower BDNF expression, 
increased IL-6 expression, and increased cortisol 
levels all signifi cantly and independently pre-
dicted a smaller left hippocampal volume in fi rst- 
episode psychosis patients (   Mondelli et al.  2011 ). 

 A recent review including 20 studies about the 
association between cortisol measurements and 
brain structure in particular hippocampal vol-
umes showed that smaller hippocampal volumes 
are associated with increased cortisol secretion 
during the day. Since MDD is associated with 
alterations in the HPA axis, changes in cortisol 
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system may indeed be a reason for alterations in 
brain structure. However, to date there are only a 
few studies to determine how cortisol changes 
are associated with brain structure (Frodl and 
O’Keane  2013 ). 

 Hippocampal size has a moderate heritability 
(Lyons et al.  2001 ; Gilbertson et al.  2002 ). An 
association between heritability and brain size is 
supported by twin studies (Bartley et al.  1997 ) 
and a wide range of imaging genetic studies 
(Frodl et al.  2008a ,  b ,  c ,  d ). A recent study exam-
ined hippocampal volumes in 112 unaffected 
mono- and dizygotic co-twins of twins affected 
or not affected by depression (Baare et al.  2010 ). 
The co-twins of affected twins had smaller hip-
pocampal volumes than co-twins of unaffected 
twins; interestingly the effect was most pro-
nounced among dizygotic twins. The investiga-
tors acknowledge, however, that the small 
hippocampal volumes in the unaffected dizygotic 
twins of affected co-twins may have resulted 
from shared environmental factors. These results 
are also consistent with another twin study in 
which twins with high trait anxiety and depres-
sion had gray matter reductions in the left poste-
rior HC when compared to a less anxious co-twin 
(de Geus et al.  2007 ). 

 Alternative phenotypic markers for genetic 
association studies that are more closely related 
to the underlying neurobiology of the disease are 
increasingly being used for genetic association 
studies. This partly derives from a need to address 
problems of clinical heterogeneity in psychiatric 
disorders and partly from the need to delineate 
the functional consequences of identifi ed risk 
variants at the level of brain structure and func-
tion. Imaging genetics facilitates an elucidation 
of the impact of genes at the level of the brain that 
can then be extended to the pathophysiology of 
the disease. 

 Elimination of 5-HT from the synaptic cleft is 
mediated by a single protein, the 5-HT trans-
porter (5-HTT), which determines the size and 
duration of the serotonergic responses (Lesch and 
Mossner  1998 ). The promoter region of 5-HTT 
has a polymorphism that results in allelic varia-
tion of functional 5-HTT expression (Lesch et al. 
 1996 ). The long (l) allele is associated with pro-

duction of more 5-HTT transcription than the 
short (s) allele and hence more functional 5-HT 
uptake than the s allele (Lesch et al.  1996 ). The 
sallele of the 5-HTT polymorphism is associated 
with anxiety, depression, and aggression- related 
personality traits in some reports (Lesch and 
Mossner  1998 ; Lesch et al.  1996 ). The impor-
tance of variation in 5-HTTLPR to hippocampal 
volume in patients with MDD has been noted in 
three published reports that utilized diallelic anal-
ysis and two reports using triallelic analysis (Frodl 
et al.  2004a ,  b ,  2008a ,  b ,  c ,  d ; Taylor et al.  2005 ). 

 Brain-derived neurotrophic factor (BDNF) 
regulates neuronal survival, migration, pheno-
typic differentiation, axonal and dendritic 
growth, and synapse formation (Huang and 
Reichardt  2001 ). BDNF is also a key regulator 
of synaptic plasticity and behavior (Lu  2003 ) 
and may be important for memory acquisition 
and consolidation (Tyler et al.  2002 ). A single-
nucleotide polymorphism in the pro-domain of 
BDNF converts the 66th amino acid valine into 
methionine (Val66Met). This Val66Met poly-
morphism affects dendritic traffi cking and syn-
aptic localization of BDNF and impairs its 
secretion. The Val66Met SNP is associated with 
defi cits in short-term episodic memory (Egan 
et al.  2003 ). Healthy Met-BDNF carriers have 
relatively small hippocampal volumes (Bueller 
et al.  2006 ; Pezawas et al.  2004 ); an effect of the 
Met-BDNF allele on hippocampal volume is 
also apparent in patients with MDD (Frodl et al. 
 2007a ,  b ), although one recent report did not 
observe this association, but rather found larger 
differences for patients with the Val phenotype 
(Gonul et al.  2011 ). A study in healthy volun-
teers reported that subjects carrying the Met-
BDNF allele have smaller hippocampal volumes 
when they have more subthreshold symptoms of 
depression and a higher extent of neuroticism 
(Joffe et al.  2009 ). 

 Gray matter volumes in temporal lobe regions 
including the HC were associated with glycogen 
synthase kinase-3 (GSK3) polymorphisms in a 
large sample of depressed patients and healthy 
controls (Inkster et al.  2009 ). The underlying 
neurobiological background of this fi nding is 
unknown; it is interesting, however, that GSK3 
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activity might be associated with therapeutic 
effects of antidepressants and lithium (Inkster 
et al.  2009 ). Thus, these fi rst genetic imaging 
studies provide evidence that genetic polymor-
phisms are relevant for neurobiological mecha-
nisms in MDD and for hippocampal volumes. 
These studies emphasize the potential impor-
tance of genetic infl uences on hippocampal 
volumes. 

 Genetic and environmental stress factors need 
to be considered together. Research demonstrates 
that genetic and environmental factors interact 
and increase the vulnerability for major depres-
sion as well as the impact on brain structure and 
function. In MDD samples there was an interac-
tion between early life adversity and a genetic 
variant in the promoter region of the serotonin 
transporter (5-HTTLPR) (Frodl et al.  2010b    ) and 
the BDNF Val66Met polymorphism (Carballedo 
et al.  2013 ) on hippocampal volumes. Moreover, 
the tentative protective effect of allele of a vari-
ant in the BICC gene seemed to have been 
blocked by early life adversity showing struc-
tural changes in the hippocampus and functional 
brain alterations in patients with MDD 
(Bermingham et al.  2012 ). Evidence for the 
importance of gene by stress interactions derives 
also from a study in healthy controls using mag-
netic resonance imaging, genotyping, and self-
reported life stress. It could be shown that life 
stress affected, as a function of serotonin trans-
porter genotype, gray matter structural features 
as well as functional connectivity of the amyg-
dala and hippocampus with a wide network of 
other regions (Canli et al.  2006 ). Another recent 
study in healthy controls could demonstrate that 
Met-allele carriers of the BDNF polymorphism 
have smaller hippocampal volumes when they 
have elevations in stress as well as when they 
show more neuroticism (Joffe et al.  2009 ). In a 
recent study of 89 healthy participants, signifi -
cant interactions between BDNF genotype and 
early life stress were detected on hippocampal 
and amygdala volumes, heart rate, and working 
memory. With structural equation modeling 
(SEM), the explicit pathways were investigated 
through which BDNF genotype and early life 
stress interact to produce effects on brain struc-

ture, body arousal, and emotional stability and in 
turn predict alterations in symptoms and cogni-
tion. SEM suggested that the combination of Met 
carrier status and exposure to early life stress 
predicted reduced HC volumes and associated 
lateral prefrontal cortex volumes and, in turn, 
higher depression (Gatt et al.  2009 ). 

 Therefore, there is evidence that genetic poly-
morphisms and early life stress may contribute to 
hippocampal volumes prior to onset of illness. 
Repeated episodes of illness may further contrib-
ute to loss of hippocampal volume via stress tox-
icity, reduced neurotrophic factors, and excess in 
glutamatergic neurotransmission on hippocam-
pal neurons. Speculatively, the changes in the 
hippocampus may then contribute to treatment 
resistance or chronicity and may further increase 
the vulnerability for the disease (Fig.  14.1 ).

14.3        Functional Imaging in MDD 

 fMRI studies examining neural responses to 
emotional stimuli in patients with major depres-
sion (MDD) indicated increased responses in the 
amygdala, anterior cingulate cortex (ACC), fusi-
form gyrus, putamen, and prefrontal cortical 
regions (Fu et al.  2004 ; Surguladze et al.  2005 ; 
Frodl et al.  2007a ,  b ). Since many researchers 
assume that the depressive syndrome might arise 
from abnormal interactions between brain 
regions, functional neuroimaging studies have 
examined the connectivity of the neural network. 
With respect to connectivity a study in 15 unmed-
icated patients with major depression and 15 
healthy volunteers found decreased correlations 
between ACC and limbic regions, which is con-
sistent with the hypothesis that decreased cortical 
regulation of limbic activation in response to 
negative stimuli may be present in depression 
(Anand et al.  2005 ). Again the amygdala was 
negatively coupled with the ACC but also posi-
tively coupled bilaterally with medial temporal 
and ventral occipital regions in 19 unmedicated 
patients with major depression and 19 healthy 
volunteers (Chen et al.  2008 ). Studies on func-
tional connectivity in patients with MDD receiv-
ing antidepressant medication achieved varied 
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results. The results indicated that a neural net-
work consisting of the cingulate region, prefron-
tal cortical regions, amygdala, and subcortical 
regions may play key roles in MDD: compared to 
healthy controls, patients with depression showed 
increased functional connectivity between the 
amygdala, hippocampus, and caudate–putamen 
regions during emotion processing (Hamilton 
and Gotlib  2008 ) but signifi cantly reduced amyg-
dala–prefrontal connectivity (Dannlowski et al. 
 2009 ). Uncoupling of the prefrontal cortex and 
gyrus cinguli was found in 14 patients with MDD 
and 14 healthy controls during a verbal working 
memory task (Vasic et al.  2008 ). Resting-state 
fMRI showed that subgenual cingulate and tha-
lamic functional connectivity was signifi cantly 

increased in 20 patients with MDD than in 20 
healthy controls (Greicius et al.  2009 ). In 25 
drug-free patients with MDD compared to 15 
healthy controls, dorsal anterior cingulate cortex, 
precuneus, and cerebellum activity showed less 
connectivity with the OFC in patients than in 
controls, while functional connectivity between 
the OFC and the right dorsolateral prefrontal cor-
tex (DLPFC), right inferior frontal operculum, 
and left motor areas was increased in patients 
than in healthy controls (Frodl et al.  2010a ,  b ,  c ). 

 Interest is growing in the use of resting-state 
fMRI, which does not require the use of a task 
and which has become a popular means of com-
plementing the results of task-based fMRI stud-
ies. Resting-state fMRI allows for the examination 
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  Fig. 14.1    Overview of the factors infl uencing small HC 
volumes and the consequence of HC volume changes in 
MDD: there is evidence that genetic polymorphisms and 
early life stress may contribute to HC volumes prior to 
onset of illness. Repeated episodes of illness may further 
contribute to loss of HC volume via stress toxicity, 
reduced neurotrophic factors, and excess in glutamatergic 
neurotransmission on hippocampal neurons. The underly-
ing molecular basis is an ongoing matter of research. 
Speculatively, the changes in the HC may then contribute 

to treatment resistance or chronicity and may further 
increase the vulnerability for the disease. Consistent with 
this are studies reporting that small HC volumes predict 
poor short- and long-term responsiveness to treatment and 
a higher vulnerability. A more chronic course of disease 
and relapses seem to have further effects on neural con-
nectivity and might result in further structural changes 
(Reprinted courtesy of Molecular Psychiatry, with per-
mission (MacQueen and Frodl  2011 )   )       
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of large-scale neural systems that exhibit spontane-
ous synchronous fl uctuations during goal- directed 
and non-goal-directed behavior (Castellanos and 
Proal  2012 ). These low- frequency (<0.1 Hz) spon-
taneous fl uctuations in blood oxygenated level 
dependent (BOLD) signal correlate with interac-
tions between adjacent and nonadjacent brain 
areas that form spatially distributed networks of 
brain function (Raichle et al.  2001 ). Thus, func-
tional connectivity is the observed correlation in 
spontaneous neural activity between brain areas at 
rest (Deco and Corbetta  2011 ). Several resting-
state studies have found increased resting-state 
functional connectivity in the cognitive control 
network (Zhou et al.  2010 ; Sheline et al.  2010 ), 
increased default mode network (DMN) connec-
tivity (Zhou et al.  2010 ; Grimm et al.  2009 ; Sheline 
et al.  2010 ), as well as increased functional con-
nectivity in the affective network (Sheline et al. 
 2010 ).  

14.4    Diffusion Imaging in MDD 

 Structural neuroimaging studies in MDD show 
volume reductions, and functional imaging stud-
ies indicate dysconnectivity in limbic and frontal 
brain regions. Whether white matter fi ber bundles 
between limbic and frontal brain regions are 
altered can be investigated with diffusion tensor 
imaging (DTI). Recent DTI studies have sug-
gested that there is a strong correlation between 
depression and reduced fractional anisotropy 
(FA) with the nature of this relationship repre-
senting a topic of great interest. A study compar-
ing 13 patients with late-life depression to 
matched healthy controls found a reduction in FA 
in both the frontal and temporal lobes of 
depressed patients (Nobuhara et al.  2006 ). In 
addition, an inverse relationship was established 
between FA values and symptom severity 
(Nobuhara et al.  2006 ). Another recent study 
conducted in MDD patients using whole-brain 
DTI analysis found reduced FA in the left stria-
tum, right cingulate cortex, and posterior body of 
the corpus callosum, areas of the brain believed 
to play an important role in emotional regulation 
(Kieseppä et al.  2010 ). Importantly, reductions in 
FA have also been associated with early life 

adversity in the form of disrupted maternal–
infant attachment and correlate with an increased 
risk of both anxiety and depression (Coplan et al. 
 2010 ). A study comparing 12 maternally deprived 
adult male macaques to nine normally reared 
controls found signifi cant reductions in FA in the 
anterior limb of the internal capsule in the mater-
nally deprived macaques (Coplan et al.  2010 ). 
This is another brain region important in emo-
tional regulation and is involved in the medial 
and the basolateral limbic circuits (Coplan et al. 
 2010 ). Thus, disruption of this region may alter 
functional connectivity between the frontal and 
temporal lobes conferring an increased risk of 
MDD (Coplan et al.  2010 ). Another study dem-
onstrating the microstructural implications of 
early life adversity found signifi cantly reduced 
FA within the genu of the corpus callosum among 
those exposed to high levels of early life stress 
(Paul et al.  2008 ). DTI represents the forefront of 
neuroimaging techniques in the characterization 
of microstructural alterations occurring in the 
brain both as an antecedent to and as a conse-
quence of depression (Frodl et al.  2012b ).    These 
fi ndings appear to be heterogeneous, and there-
fore, we conducted a meta- analysis over seven 
available studies including 188 patients with 
MDD and 221 healthy control patients with 
depression which showed decreased white matter 
FA values in the superior longitudinal fasciculus 
(SLF) and increased FA values in the fronto-
occipital fasciculus (FOF) compared to controls. 
In conclusion, the meta-analysis revealed a sig-
nifi cant reduction in FA values in the left SLF, 
which may ultimately play an important role in 
the pathology of depression. More research in 
larger samples is needed to particularly track 
changes during the disease course using DTI.  

14.5    Monitoring Treatment Effects 

 Functional magnetic resonance imaging (fMRI) 
is becoming established as a method of visual-
izing the action of drugs on animal and human 
brain; in this context it is called pharmacoMRI 
or phMRI. Longitudinal functional imaging 
studies (without a comparison treatment arm) 
that investigated changes in the brains of patients 
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with MDD after treatment with an antidepressant 
medication have found different results. Only a 
few studies have tried to elucidate medication 
effects on the structure of the brain. Increases in 
hippocampal volume following treatment with 
the antidepressants sertraline and paroxetine 
have been reported in patients with post-trau-
matic stress disorder (PTSD) (Vermetten et al. 
 2003 ; Bremner and Vermetten  2004 ). In MDD, 
the results are less clear, with some studies fail-
ing to fi nd an association between  antidepressant 
therapy and hippocampal volumes (Vythilingam 
et al.  2004 ). One study, however, found a trend 
toward increases in hippocampal volumes in 
patients who had declines in cortisol levels 
under pharmacotherapy with either amitriptyline 
or paroxetine (Colla et al.  2007 ). In a longitu-
dinal 3-year follow-up study, it was found that 
continuous antidepressant treatment was associ-
ated with an increase in hippocampal volumes 
(Frodl et al.  2008a ,  b ,  c ,  d ). In another longitu-
dinal 8-year follow-up study, 31 remitted former 
inpatients with moderate to severe MDD showed 
no differences in hippocampal volume compared 
to 37 healthy comparison subjects (Hviid et al. 
 2010 ). However, a more recent study in 15 young 
patients with MDD has shown an association 
between antidepressant treatments and increased 
posterior hippocampal volumes correlating with 
improved performance in neuropsychological 
tests (Schermuly et al.  2011 ). Moreover, the 
antidepressant duloxetine increased gray matter 
volume in the left inferior frontal cortex, right 
fusiform gyrus, and right cerebellar areas after 
a 6-week therapy with 60 mg duloxetine in 15 
patients with MDD and panic disorder compared 
to healthy controls (Lai and Hsu  2011 ). Studies 
in larger samples with controlled designs will be 
necessary to elucidate the effect of antidepres-
sants and psychotherapy on brain structure. 

 fMRI showed evidence that altered brain func-
tion normalizes during effective treatment against 
depression. In 19 patients with major depressive 
disorder (MDD) treated with fl uoxetine for 
8 weeks, BOLD responses decreased signifi -
cantly not only in the basal ganglia and thalamus 
regions but also in the amygdala, ACC, insula, 
precentral and postcentral gyrus, and inferior 

parietal lobule (Fu et al.  2004 ). Moreover, in this 
sample, treatment with fl uoxetine was associated 
with a signifi cant increase in functional coupling 
between the amygdala and subgenual ACC (Chen 
et al.  2008 ). Effects on amygdala activation were 
also found in other studies; for example, exagger-
ated left amygdala activation in 11 patients with 
major depression during a face-matching para-
digm decreased to a normal activation level fol-
lowing treatment with the SSRI sertraline 
(Sheline et al.  2001 ). This effect may have been a 
direct effect of the antidepressant: after 21 days 
of treatment with escitalopram, 13 healthy volun-
teers without depression showed less activation 
in the amygdala when shown fearful faces than 
when shown control shapes (Arce et al.  2008 ). 
Only one earlier study in 12 patients with MDD 
found signifi cantly increased activation in the left 
insular cortex after 2 weeks of treatment with 
venlafaxine and in the left anterior cingulate cor-
tex after 8 weeks of treatment (Davidson et al. 
 2003 ). Thus, the majority of studies of SSRIs 
found decreased BOLD responses in cortical and 
subcortical brain regions. Patients receiving mir-
tazapine showed a signifi cantly different pattern 
of changes: these patients showed more BOLD 
responses after 4 weeks’ treatment than before in 
the left and right MCC and the left and right sup-
plementary motor area (SMA), which indicates 
that mirtazapine had some stimulating effects in 
these brain areas (Frodl et al.  2011 ). A recent 
pharmacological MRI study in 45 healthy male 
volunteers who were randomly allocated to 
receive mirtazapine or placebo in a double-blind 
fashion found increased activation in the right 
orbitofrontal cortex after a single oral dose of 
mirtazapine (Vollm et al.  2006 ).  

14.6    Predicting Therapy Response 

 Interestingly, the neural correlates of emotional 
processing in MDD may have predictive value in 
determining which patients will respond to treat-
ment. The fi rst evidence came from positron 
emission tomography (PET) which suggests that 
the subgenual ACC (sgACC) may be relevant in 
determining biomarkers for treatment response. 
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Differential metabolism in the sgACC predicts 
response to antidepressant treatment (Mayberg 
et al.  1997 ; Wu et al.  1999 ), an observation which 
has led to the utilization of this area as a target for 
deep brain stimulation in chronically treatment- 
resistant depression (Mayberg et al.  2005 ). Other 
regions are also interesting with respect to treat-
ment response. Decreased metabolism in the 
insular cortex was found by Mayberg et al. ( 1999 ) 
and Kennedy et al. ( 2001 ) to be associated with 
response to treatment in patients with MDD. In 
addition, such functional alterations are not lim-
ited to the use of psychotropic medications for 
the treatment of MDD. Response to cognitive 
behavioral therapy (CBT) has been linked to met-
abolic increases in the hippocampus and poster 
cingulate (pCC) (BA 24) and decreases in the 
dorsal (BA 9/46), ventral (BA 47/11), and medial 
(BA 9/10/11) frontal cortices (Goldapple et al. 
 2004 ). Moreover, amygdala hyperactivation and 
ACC hypoactivation during fMRI predicted 
response to CBT (Siegle et al.  2006 ; Fu et al. 
 2004 ). 

 Moreover, decreases in glucose metabolism in 
ventral regions of the PFC (Brody et al.  1999 ; 
Kennedy et al.  2001 ) and increases in the tempo-
ral cortex (Buchsbaum et al.  1997 ; Brody et al. 
 2001 ) have been previously associated with the 
response to selective serotonin reuptake inhibi-
tors (SSRIs). Pre- vs. posttreatment changes in 
the ventrolateral prefrontal and temporal cortex, 
posterior cingulate (BA 29), and putamen have 
also been reported with non-SSRI antidepressant 
pharmacotherapy (Davies et al.  2003 ; Martin 
et al.  2001 ). Furthermore, the caudate nucleus is 
discussed to be a trait marker of depression vul-
nerability, and caudate activation is elevated even 
in recovered depressed patients (Norbury et al. 
 2010 ). Before treatment, patients with MDD 
responding better to pharmacological treatment 
showed greater activation in the dorsomedial 
PFC (dmPFC), posterior cingulate cortex (pCC), 
and superior frontal gyrus (SFG) when viewing 
of negative emotional pictures compared with the 
resting condition. Activations in the caudate 
nucleus and insula contrasted for emotional com-
pared to neutral stimuli were also associated with 
successful treatment (Samson et al.  2011 ). In a 

meta- analysis a difference in the activation of a 
limbic–cortical path of the hippocampus–OFC–
ACC–lateral PFC network was found between 
responders and nonresponders to paroxetine and 
a combination of various medications. The path-
way OFC–ACC–lateral PFC was also character-
istic for responders treated with various 
antidepressants (Seminowicz et al.  2004 ). Indeed 
good OFC connectivity observed before treat-
ment was shown to be associated with response 
to antidepressant (Lisiecka et al.  2011 ). 

 Responders may, therefore, be more likely to 
exhibit compensatory functional hyperactivation 
during fMRI tasks, and thus, responders might be 
likely to be identifi ed by functional MRI. 
However, this link and the underlying neuro-
chemical changes of functional hyperactivation 
require further exploration.  

   Conclusion 

 Improved MRI techniques and fMRI tasks 
that make possible the study of altered brain 
function in depression will likely be able to 
provide useful information on therapy effects 
and may, in the future, be able to predict ther-
apy response. More longitudinal research dur-
ing the disease course is needed to achieve 
these aims.     
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     Abbreviations 

   BOLD    Blood oxygen level dependent   
  CCK-4    Cholecystokinin tetrapeptide   
  CS−    Safety stimulus   
  CS+    Conditioned stimulus   
  dACC    Dorsal anterior cingulate cortex   
  dmPFC    Dorsomedial prefrontal cortex   
  EMG    Electromyography   
  ITC    Intercalated cells   
  OCD    Obsessive-compulsive disorder   
  vmPFC    Ventromedial prefrontal cortex   
  PTSD    Posttraumatic stress disorder   
  SCR    Skin conductance response   
  SNRI    Serotonin-norepinephrine reuptake 

inhibitor   

15.1          Introduction: Structural and 
Functional Imaging Tools of 
Anxiety Disorders 

 Anxiety disorders are the most prevalent group of 
psychiatric disorders with a 12-month prevalence 
of 14 %, affecting roughly 60 million people in 
the 27 countries of the European Union (Wittchen 
et al.  2011 ). Although the direct healthcare and 
indirect costs are lower in anxiety disorders 
 compared to mood or psychotic disorders, the 
sheer amount of patients makes it one of the top 
fi ve costliest brain disorders in Europe, surpass-
ing an estimated 70 billion Euro a year 
(Gustavsson et al.  2011 ). Furthermore, preva-
lence estimates in the United States are compa-
rable or even higher (Kessler et al.  2012 ). 

 In this chapter, we will address the role of neu-
roimaging markers in anxiety disorders, with a spe-
cifi c focus on posttraumatic stress disorder (PTSD), 
panic disorder, specifi c phobias, and social anxiety 
disorder. Moreover, we will briefl y discuss obses-
sive-compulsive disorder (OCD). The develop-
ment of neuroimaging methodology for anxiety 
disorders can be illustrated by the progress made in 
PTSD, a disorder that may develop after exposure 
to a potentially traumatic event and is characterized 
by intrusive memories, avoidance behavior, numb-
ing, and hyperarousal. Before the widespread 
availability of functional magnetic resonance 
imaging (fMRI), studies addressed structural dif-
ferences between PTSD patients and controls and 
observed volumetric differences in hippocampus 
(Bremner et al.  1995 ,  1997 ). When fMRI was 
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 technically suited to assess functional parameters 
of brain activity, the attention shifted from hip-
pocampus to amygdala and the role of the pre-
frontal cortex. Research started to address the 
functioning of brain regions in PTSD by means 
of combining functional neuroimaging with 
symptom provocation tasks (e.g., with trauma 
scripts or stimuli), general affective tasks, and 
functional connectivity during the so- called rest-
ing state (Francati et al.  2007 ; Liberzon and 
Sripada  2008 ). These studies revealed intriguing 
altered functional patterns of activity and connec-
tivity in the amygdala, the hippocampus, and the 
medial prefrontal cortex (mPFC) in PTSD 
(Francati et al.  2007 ; Liberzon and Sripada  2008 ; 
Vermetten and Lanius  2012 ). In more recent 
years, functional neuroimaging studies have 
increasingly focused on the underlying processes 
proposed to be involved in the etiology of PTSD, 
such as fear conditioning and extinction (Pitman 
et al.  2012 ). Importantly, these neuroimaging 
fi ndings are starting to be integrated with data 
from genetics, endocrinology, and immunology 
to provide an integrative biological framework 
for PTSD in which prefrontal cortex dysregula-
tion in conjunction with fear- conditioned amyg-
dala response may eventually come to play a key 
role (Vermetten and Lanius  2012 ). 

 In this chapter, we would like to stress the util-
ity of functional imaging tools for anxiety disor-
ders, given that anatomical markers have revealed 
rather limited effects in most anxiety disorders 
(with the exception of OCD). For instance, one 
meta-analysis on volumetric differences in PTSD 
observed effect sizes  d  of 0.07–0.14 for the 
amygdala and 0.28–0.29 for the hippocampus 
(Karl et al.  2006 ). Some methodological issues 
deserve mentioning: the amount of positive 
reports on reduced hippocampus sizes in PTSD 
(about half of all published volumetric studies in 
the meta-analysis by Karl et al.) is rather high 
given the small effect and sample sizes (Ioannidis 
 2011 ), suggesting that there may be an analysis 
or reporting bias in the literature. Reduced hip-
pocampus size may not be specifi c to PTSD since 
it is also observed in depression – yet, it is inter-
esting that the volumetric differences are pre-
dominantly found in depressive patients with 

early childhood trauma (   Vythilingam et al.  2002 ). 
Furthermore, the relevance of reduced hippocam-
pus size may lie in altered hippocampal  function-
ing , i.e., hippocampus size is, for instance, 
relevant for declarative memory  performance  
(Starkman et al.  2003 ). Impaired functioning of 
the hippocampus may therefore be more closely 
related to anxiety symptoms and behavior. 
Although its use as a biomarker for PTSD or 
other anxiety disorders may be limited, reduced 
hippocampus sizes are of basic scientifi c interest 
considering whether they constitute a premorbid 
risk factor for PTSD or are a consequence of 
PTSD, or both – as indicated by longitudinal 
studies (Pitman et al.  2012 ). The more sensitive 
and specifi c endophenotype is, however,  dysfunc-
tional  neural circuitry that is directly correlated 
to anxiety symptoms and behavior. 

 Functional imaging tools are as effective as 
the task that elicits (or modulates) brain activity 
to probe for abnormal functioning in specifi c cir-
cuitry. In other words, functional imaging tools 
depend on customized tasks to challenge the 
brain, as this may constitute a primary marker 
for whether brain functioning “breaks down” 
during stress. For task optimization, the related 
fi eld of psychophysiology can be informative as 
many of the primary readouts are closely related 
to relevant neural circuitry (e.g., limbic and more 
downstream regions). A meta-analysis of psy-
chophysiological effects in PTSD concluded that 
effect sizes of relevant physiological measures 
were larger for tasks involving trauma cues than 
for tasks involving trauma-unrelated stimuli, 
such as presentation of unexpected acoustic star-
tle sounds, and that any task showed better effects 
than resting-state measurements (Pole  2007 ). For 
anxiety disorders, where a stimulus, context, 
event, or memory elicits specifi c fear (e.g., pho-
bias, panic disorder, PTSD), symptom provoca-
tion by presentation of reminder cues will likely 
probe the neural fear circuitry to a much larger 
extent (and with more experimental control) than 
resting-state tasks. A promising alternative is to 
directly examine the underlying process that has 
been proposed to be responsible for pathologi-
cal anxiety: fear conditioning and extinction (see 
Lissek et al.  2005 ).  
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15.2    Experimental Tasks for 
Fear-Related Anxiety 
Disorders: Fear Conditioning 
and Extinction 

 As mentioned above, one major advantage of 
functional imaging tasks for anxiety disorders is 
that much can be learned from 80 years of experi-
ence in experimental psychology. Utilizing skin 
conductance response (SCR) or eyeblink startle 
electromyography (EMG) as physiological read-
outs, psychophysiological studies have provided 
a wealth of data on relevant functional tasks and 
dependent variables in anxiety disorders (Lissek 
et al.  2005 ). Although functional imaging can be 
viewed as adding a new dependent variable to the 
existing functional task and psychophysiological 
readouts, functional imaging research is only 
rarely tapping into this existing body of knowl-
edge. In our opinion, functional imaging studies 
should be fi rmly rooted in experimental 

psycho(physio)logy, so that the neural correlates 
can be adequately labeled and interpreted. 

 Fear conditioning is a robust experimental 
task that has been studied over eighty years in 
human subjects, ever since pioneering studies 
observed that pairing an electric shock (uncondi-
tioned stimulus, US) with a light caused an SCR 
at subsequent light presentation (Steckle  1933 ; 
Switzer  1934 ; Rodnick  1937 ), which therefore 
became a conditioned stimulus (CS+) and the 
onset SCR an anticipatory, conditioned response 
(see Fig.  15.1 , upper panel). This provided a well 
controllable translational model of classical con-
ditioning, fi rst reported in dogs by Pavlov 
(Pavlov  1927 ), and a template for further varia-
tions. The introduction of a safety stimulus 
(CS−) into the task allowed examination of the 
 differential  conditioned response, to control for 
individual variability in SCR intensity and fre-
quency. After initial fear conditioning, the mere 
exposure of CS+ no longer followed by shocks 
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  Fig. 15.1     Upper panel : example of an early human fear-
conditioning task describing anticipatory skin conduc-
tance responses (SCR) to a conditioned stimulus (CS+), 
in the fi gure at locations  A  and  B  (From Rodnick ( 1937 )). 
 Lower panels : activity correlated with a parametric 

 modulation of the amplitude of anticipatory SCR to CS+ 
during the course of fear conditioning (decreasing slope), 
showing clusters of activity in the bilateral amygdala and 
thalamus ( N  = 34, p FDR  < 0.025) (Reproduced by kind per-
mission of Elsevier from Spoormaker et al. ( 2011 ))       
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constituted  fear extinction , which as a laboratory 
model shares overlap with exposure-based ther-
apy (Rauch et al.  2006 ). Variations in CS+ 
shapes provided a means to probe for  fear 
 generalization ,  which is a relevant process for 
several anxiety disorders (e.g., generalization of 
trauma- or panic-attack reminders is typically 
reported in PTSD and panic disorder, whereas a 
specifi c phobia may be characterized by a non-
generalized fear to a specifi c object or context, 
Lissek  2012 ).

   Using fMRI, limbic and paralimbic regions 
such as the amygdala, hippocampus, dorsal ante-
rior cingulate cortex (dACC), and ventromedial 
prefrontal cortex (vmPFC), as well as the insula 
and thalamus, have been repeatedly demon-
strated to subserve fear conditioning and extinc-
tion in healthy individuals (for a systematic 
review, see Sehlmeyer et al.  2009 ). Already early 
fMRI studies on human fear conditioning 
revealed activity in the dACC and bilateral insula 
associated with CS+ (Büchel et al.  1998 ; LaBar 
et al.  1998 ), whereas the fi rst human fMRI fear 
extinction study showed an increase in activity 
in the vmPFC during fear extinction (Phelps 
et al.  2004 ). In analyses addressing integration 
of SCR and fMRI data, the onset SCR to CS+ as 
described above appears specifi cally correlated 
to amygdala and thalamus activity to CS+ during 
fear conditioning (e.g., Spoormaker et al.  2011 ), 
see Fig.  15.1 , lower panels. A quickly growing 
body of research has started to address the over-
lap in neurocognitive mechanisms underlying 
fear conditioning and extinction in preclinical 
and clinical studies, leading authoritative reviews 
to conclude that this is a successful model for 
translating data from animal models to human 
subjects and psychiatric patients (Milad and 
Quirk  2012 ; Pitman et al.  2012 ). 

15.2.1    Functional Imaging of Fear 
Conditioning and Extinction: 
Relevance for PTSD 

 Fear conditioning and extinction has been 
increasingly recognized as a promising human 
and animal model for studying the neural cir-

cuitry involved in anxiety disorders, most notably 
PTSD (Rauch et al.  2006 ; Pape and Pare  2010 ). 
Besides forming the core of theoretical models 
on the etiology of normal and pathological anxi-
ety (Lissek et al.  2005 ), multiple independent 
research groups have now provided the critical 
evidence for impaired extinction in PTSD and 
other anxiety disorders (Lissek et al.  2005 ; 
Blechert et al.  2007 ; Wessa and Flor  2007 ; Milad 
et al.  2009 ). 

 Crucially, the amygdala and dACC show 
abnormal fMRI activity in PTSD patients during 
extinction and at recall of extinction (Milad et al. 
 2009 ), whereas hypoactivity was observed in 
both the vmPFC and hippocampus. This pattern 
of activation and deactivation has also been 
reported by a recent meta-analysis of 26 func-
tional neuroimaging studies of PTSD employing 
various tasks (from symptom provocation to fear 
extinction) that found that the dACC and amyg-
dala were the most strongly activated regions in 
PTSD, whereas the vmPFC and the inferior 
 frontal gyri were the most strongly deactivated 
regions in PTSD (Hayes et al.  2012 ). Moreover, a 
decrease in vmPFC activity was associated with 
increased amygdala activity (Hayes et al.  2012 ), 
in line with the inhibitory connections from 
the vmPFC to amygdala (LeDoux  2000 ). 
Neurocircuitry models of PTSD postulate that 
this failure of the vmPFC and hippocampus to 
downregulate a hyperactive amygdala is the core 
feature characterizing PTSD, which is postulated 
to be responsible for increased fear responses, 
impaired fear extinction learning and retrieval, 
and impairments in general emotion regulation 
and attentional biases towards threat (Rauch et al. 
 2006 ). In a recent comprehensive review on bio-
logical studies of PTSD (Pitman et al.  2012 ), a 
main conclusion was that the amygdala was 
hyperactive in PTSD in response to trauma-
related stimuli as well as generic threat stimuli, 
and during fear conditioning, compared to con-
trol subjects. Here it is important to note, how-
ever, that amygdala deactivation has been 
observed in PTSD as well (Etkin and Wager 
 2007 ). Such amygdala deactivation has been pro-
posed to be characteristic of dissociative subtype 
of PTSD, with limbic overmodulation rather than 
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undermodulation as a core feature (Lanius et al. 
 2010a ), which results in increased frontal cortical 
activity and decreased amygdala activity to trau-
matic script challenge. Patients responding with 
this pattern are typically characterized by early 
trauma histories (Lanius et al.  2010b ). This 
would be an interesting area for further research 
on the use of neuroimaging tools in PTSD patient 
stratifi cation. 

 The dACC showed increased activity during 
fear conditioning and recall of extinction in 
PTSD compared to trauma-exposed healthy con-
trols; the vmPFC, in contrast, was concluded to 
have decreased activity during both trauma- 
related and trauma-unrelated affective stimuli. 
Hippocampus involvement may be task depen-
dent and is likely related to “defi cits in recogniz-
ing safe contexts” (Pitman et al.  2012 ). Context 
dependencies of CS+ (e.g., fear conditioning in 
context A and fear extinction in context B, 
manipulated by presenting different background 
colors during both phases) involve the hippocam-
pus (Milad et al.  2007 ) and are impaired in PTSD 
patients compared to trauma-exposed controls 
(Milad et al.  2009 ). The hippocampus is involved 
at a more basic level in pattern completion or 
separation to CS+, which would activate the 
vmPFC in turn (Lissek  2012 ). The emotional cir-
cuitry sensitive to PTSD extends to other regions 
involved in affective processing, such as the 
insula, but this has also been observed in other 
anxiety disorders and may not be specifi c to 
PTSD (Etkin and Wager  2007 ).  

15.2.2    Comparison of PTSD with 
Other Anxiety Disorders 

 Which brain activity is specifi c to PTSD? This 
question was addressed by Etkin and Wager 
( 2007 ) in a meta-analysis of imaging studies that 
compares PTSD with specifi c phobias, social 
anxiety disorder, and fear conditioning in healthy 
subjects. Most functional imaging (positron 
emission tomography, PET; and functional mag-
netic resonance imaging, fMRI) studies included 
in the meta-analysis used symptom provocation: 
i.e., 10 out of 15 imaging studies on PTSD used 

visual- or script-based trauma cues, fi ve out of 
eight imaging studies on social phobia used nega-
tive facial expressions (the other addressing pub-
lic speaking and speech anticipation), and six out 
of seven imaging studies on specifi c phobias used 
images, words, or videos of the phobic object/
animal/situation. 

 Results revealed that all disorders (patients > 
control subjects) showed hyperactivity in the 
amygdala and insula and that this pattern of activ-
ity was analogous to fear conditioning in healthy 
subjects. This suggests overlapping fear circuitry 
involved in both symptom provocation in patients 
and fear conditioning in controls, relevant across 
disorders. However, only PTSD further showed 
hypoactivity in the ventro- and dorsomedial pre-
frontal cortex (dmPFC), anterior hippocampus, 
and parahippocampal gyrus, among others, that 
was  specifi c  to this disorder. According to the 
meta-analysis, results of social and specifi c pho-
bias were strongly overlapping, whereas the pat-
tern of activation and deactivation in PTSD 
showed more deviation and complexity. In PTSD, 
hypoactivity in medial prefrontal regions tended 
to co-occur, whereas a pattern of hypoactivity in 
the medial prefrontal and hyperactivity in the 
amygdala was also observed in this meta- 
analysis. Interestingly, hyperactivity in the amyg-
dala tended to occur more frequently in phobias 
than in PTSD (Etkin and Wager  2007 ), with 
potential relevance for PTSD subtype stratifi ca-
tion    (Lanius et al.  2010a ,  b ) as mentioned above. 

 Due to this specifi city, hypoactivity in medial 
prefrontal and hippocampal areas in PTSD may 
be of special interest. A logical prediction is that 
hypoactivity in these regions is correlated with 
extinction and/or generalization impairments. 
Future research has yet to address this question; 
however, studies have already shown that mPFC 
activity correlates with subjectively reported 
PTSD symptom severity (Shin et al.  2005 ). 
Intriguingly and consistent with this, symptom 
severity improvements after cognitive-behavioral 
therapy for PTSD have been found to be related 
to an increase in mPFC and a decrease in amyg-
dala activity (Felmingham et al.  2007 ). Although 
the hypoactivity of the vmPFC and hyperactivity 
of the amygdala in PTSD are unequivocal, there 
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is some lack of clarity regarding whether or not 
the dmPFC (dACC) is hyper- or hypoactivated in 
PTSD: Etkin and Wager ( 2007 ) found clear 
hypoactivity in PTSD, while other studies have 
shown hyperactivity of the dACC during fear 
conditioning in PTSD (Milad et al.  2009 ) and 
positive correlations between dACC and amyg-
dala activity (Pitman et al.  2012 ). It is possible 
though that hyperactivity is confi ned to the more 
posterior dACC (middle cingulate cortex) that 
extends into the supplementary motor area, 
which has been found to consistently activate 
during fear conditioning (Sehlmeyer et al.  2009 ). 
More rostral portions of the dACC and ACC 
extending into the ventral parts may then be more 
hypoactivated in PTSD and involved in extinc-
tion learning and recall (Phelps et al.  2004 ; Etkin 
and Wager  2007 ; Milad et al.  2009 ). For a brief 
summary, see Fig.  15.2 .

15.2.3       Fear Conditioning: Functional 
and Imaging Limitations 

 Although fear conditioning and extinction consti-
tutes one of the most robust paradigms in experi-

mental psychophysiology, allowing disturbing 
symptom provocation tasks to be replaced by less 
stressful and better controlled experimental stim-
uli, the task has too received critique for exclu-
sively focusing on physiological (and subjective) 
components of emotion while not addressing the 
behavioral component of (pathological) anxi-
ety, i.e., avoidance and safety behavior (Beckers 
et al.  2013 ). New tasks combining fear condition-
ing with exploration and avoidance behavior in 
virtual reality environments are a promising start 
into this understudied dimension (Grillon et al. 
 2006 ). Moreover, PTSD is primarily character-
ized by distressing intrusive memories in the 
form of fl ashbacks and nightmares, and electri-
cal shocks as US do not tap into (dys)function 
of such memory aspects. Tasks exploiting con-
ditioning with highly intrusive movie scenes as 
US (Wegerer    et al.  2013 ) may provide a prom-
ising and clinically useful extension of the typi-
cal fear- conditioning task. Furthermore, stimuli 
in  fear- conditioning tasks are typically visual 
or auditory; more research attention could be 
devoted to  alternative stimuli given the promise 
of olfactory trauma reminders in neuroimaging 
studies of PTSD (Vermetten et al.  2007 ). 
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  Fig. 15.2    Functional interactions among fear circuitry 
regions. A recent review    on the biology of PTSD described 
the relevance of dACC excitatory connections to the baso-
lateral amygdala ( BLA ), vmPFC inhibitory connections to 
the central nucleus of the amygdala (CEA) through interca-
lated cells (ITC), and a high vmPFC/dACC activity ratio 
for successful fear memory encoding and retrieval ( left ). As 
compared to stronger inhibitory infl uence of the vmPFC 

and lower excitatory input of the dACC over the amygdala 
under healthy conditions ( middle ), excess dACC activity 
during fear conditioning and extinction results in hyperac-
tivity in the amygdala and reduced vmPFC activity ( right ), 
which further implies a failure to downregulate the amyg-
dala, causing functional impairments in extinction memory 
encoding and/or retrieval (Reproduced by kind permission 
of Macmillan Publishers from Pitman et al. ( 2012 ))       
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 It is possibly one of the great paradoxes in 
functional MR imaging of anxiety disorders that 
the brain regions that are most relevant, such as 
the amygdala, vmPFC, subgenual ACC, and 
orbitofrontal cortex, are among the regions that 
are most strongly affected by magnetic 
susceptibility- induced artifacts and consequently 
signal loss (Schwarzbauer et al.  2010 ). Such arti-
facts are caused by inhomogeneities of the mag-
netic fi eld and arise especially at and in proximity 
of brain/air borders, due to the anatomy itself. 
fMRI is especially sensitive to local variations of 
fi eld homogeneity, as the primary source of the 
image contrast is its sensitivity to small changes 
in the magnetic properties of hemoglobin, 
depending on the blood oxygenation (leading to 
the so-called blood oxygen level dependent – 
BOLD – effect, which is refl ected by changes of 
the T2* relaxation rates of neighboring nuclear 
spins). As a result, fMRI image acquisition opti-
mization is desirable to recover signal from these 
essential regions.  

15.2.4    Panic Disorder 

 Panic disorder is arguably an anxiety disorder 
most closely related to the specifi c phobias and 
PTSD since in panic disorder, patients have 
learned to fear upcoming panic attacks (US) 
often triggered by interoceptive stimuli (CS+) 
thought to prequel a following attack. 
Agoraphobia, a fear of open or public spaces, is 
a frequent comorbid disorder in panic disorder. 
Psychophysiological research has shown impair-
ments in extinction learning (Michael et al. 
 2007 ) and overgeneralization in panic disorder 
patients to various deviating versions of CS+ 
(Lissek et al.  2010 ). No imaging data have yet 
been published on these tasks; however, clear 
predictions of neural correlates of overgeneral-
ization would point to the hippocampus given its 
role in pattern completion versus separation and 
the mPFC in relation to impaired extinction 
learning (Lissek  2012 ). Interestingly, an initial 
study showed increased midbrain activity in 
panic patients during fear conditioning (Lueken 
et al.  2013 ), which was paralleled by impaired 

differential learning in panic disorder patients 
(manifest in subjective ratings); however, no 
psychophysiological  measures were recorded. 
Another fear conditioning study without psycho-
physiological measures also observed increased 
midbrain activity in panic disorder patients in 
response to safety cues, coactivating with clus-
ters of activity in the ventral striatum, the ante-
rior medial temporal lobe, and the subgenual 
ACC (Tuescher et al.  2011 ). 

 In general, it is of note that panic disorder has 
been studied to a lesser degree than PTSD, and 
the imaging studies that have been conducted to 
date, employing general affective tasks (e.g., 
emotional stroop, facial recognition, negative 
pictures), have shown mixed results (see Dresler 
et al.  2013 , for a review). fMRI studies of affec-
tive tasks ( N  = 9) were inconclusive, but abnormal 
activity in the ACC (either increased or decreased) 
occurred across tasks (Dresler et al.  2013 ). 
Hyperactivity of the amygdala has not been con-
sistently found during these tasks; however, a few 
case studies of spontaneous panic attacks during 
functional imaging sessions reported increased 
amygdala and insula activity (Dresler et al.  2013 ). 
Another review has implicated the amygdala, 
insula, mPFC and hippocampus in panic disorder 
(de Carvalho et al.  2010 ); yet as no meta- analyses 
have yet been conducted, a formal statistical 
evaluation of such potentially relevant effects is 
precluded. 

 For panic disorder, promising alternative 
models have been tested that may eventually be 
combined with fear conditioning to achieve a 
comprehensive view on this disorder. Hyper- and 
hypocapnia (elevated and reduced CO 2  levels in 
the blood) have been experimentally induced in 
panic disorder (Martinez et al.  1998 ). This 
resulted in differences in heart rate and blood 
pressure between panic disorder patients and 
controls (Martinez et al.  1998 ), the correlates of 
which in fMRI need to be more closely exam-
ined. Pharmacological models of panic attacks 
have also been reported, such as with panico-
genic neuropeptide cholecystokinin tetrapeptide 
(CCK-4), showing increased amygdala activa-
tion compared to placebo after CCK-4 adminis-
tration in healthy subjects, as well as in the 
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vmPFC, lateral prefrontal regions, brainstem, 
and cerebellum, among others (Eser et al.  2009 ). 
The reported anticipatory anxiety associated 
with the dACC in this study is also worth men-
tioning. CCK-4 led to an increase in subjective 
panic symptoms and heart rate, which may inter-
fere with the experimental readout in fMRI stud-
ies – also here closer examination of potential 
interference of autonomic responses to panico-
genic stimuli with the BOLD signal appears of 
interest, although the specifi c, localized increase 
in limbic and paralimbic areas after CKK-4 
seems to go beyond potential unspecifi c baseline 
differences. 

 One methodological issue that is relevant for 
panic disorder but also for other anxiety disorders 
is that anxiety typically correlates with respira-
tory alterations that may produce signifi cant 
changes in cerebral blood fl ow independent of 
task-related neural activation (Giardino et al. 
 2007 ). Measuring arterial carbon dioxide tension 
(or at the very least, breathing patterns) may be a 
useful way to control for variance in fMRI data of 
nonneuronal origin.  

15.2.5    Specifi c Phobias, Social 
Anxiety Disorder, and 
Generalized Anxiety Disorder 

 A recent meta-analysis on specifi c phobias has 
confi rmed the initial conclusions by Etkin and 
Wager ( 2007 ) and reported that phobic stimuli 
were associated with increased activity in the 
amygdala, insula, and pallidum and that these 
regions and the cerebellum and thalamus were 
also more activated in phobic patients relative to 
healthy controls in response to phobic stimuli 
(Ipser et al.  2013 ). Differences between patients 
and controls in the ACC were related to general 
affective processing. Noteworthy is that this 
meta-analysis also observed reduced activity in 
the dACC, thalamus, insula, and more lateral 
prefrontal regions after cognitive-behavioral 
treatment ( N  = 3) (Ipser et al.  2013 ). The same 
group performed a meta-analysis on social anxi-

ety disorder as a distinct and epidemiologically 
relevant anxiety disorder, which also revealed 
increased activity in the amygdala, pallidum, 
and ACC in response to social stimuli (e.g., 
faces, linguistic stimuli), as well as in the hip-
pocampal complex (perirhinal cortex). These 
conclusions are still tentative as the amount of 
included fMRI studies was rather small ( N  = 7); 
however, the reported regions fi t well with the 
regions activated in fear- conditioning tasks 
(Sehlmeyer et al.  2009 ), and the absence of 
hypoactivity in the mPFC could have functional 
relevance for the specifi city of the phobic fear 
(Lissek  2012 ) versus the overgeneralization in, 
for instance, PTSD. 

 Generalized anxiety disorder, an anxiety 
disorder characterized by excessive and diffuse 
anxiety and worrying rather than specifi c fear, 
has shown less consistent neural correlates 
than the fear-related anxiety disorders. An 
increased amygdala response to all – aversive 
and neutral – stimuli has been observed in gen-
eralized anxiety disorder (Nitschke et al. 
 2009 ), although another study reported 
decreased amygdala activity in response to 
fearful faces in patients compared to healthy 
volunteers (Blair et al.  2008 ), and further stud-
ies did not observe any group differences 
between patients and controls during affective 
stimulus processing (Whalen et al.  2008 ; Etkin 
et al.  2010 ). It may be that diffuse anxiety may 
be associated with different neural correlates 
than amygdala-mediated fear and a role for the 
involvement of the bed nucleus of the stria ter-
minalis has been proposed (Davis  1998 ) and 
observed in generalized anxiety disorder 
patients in response to uncertainty (Yassa et al. 
 2012 ). Moreover, a few studies point to abnor-
mal patterns of (de)activation in the dorsome-
dial and dorsolateral prefrontal cortices 
associated with emotional (dys)regulation 
(Blair et al.  2012 ; Ball et al.  2012 ), which dif-
fered from healthy controls but not from 
patients with generalized social phobia (Blair 
et al.  2012 ). Further research is necessary to 
replicate these promising observations.   
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15.3    Obsessive-Compulsive 
Disorder 

 The situation is different in obsessive-compul-
sive disorder (OCD), which has received much 
attention in neuroimaging and is rather discrep-
ant from the other anxiety disorders, both in 
symptomatology and imaging fi ndings. OCD is 
characterized by obsessive thoughts and images, 
with which persons cope by means of ritualistic 
and stereotyped overt or covert behavior. The 
disorder has been removed from the section 
of anxiety disorders in the fi fth version of the 
diagnostic and statistical manual of mental dis-
orders (DSM-5) and now has a separate chapter: 
Obsessive- Compulsive and Related Disorders. 
This also makes sense from an imaging per-
spective: instead of dysfunctional neural cir-
cuitry primarily in limbic and medial prefrontal 
areas, both anatomical (Radua and Mataix-Cols 
 2009 ; Peng et al.  2012 ) and functional (Menzies 
et al.  2008 ; Rotge et al.  2008 ) meta-analyses 
have implicated the striatum and particularly 

 cortico-striato-thalamic loops in OCD, with 
additional differential activity in the orbito- and 
prefrontal cortices (Menzies et al.  2008 ; Rotge 
et al.  2008 ). Changes in striatal volumes have not 
always been found (Rotge et al.  2009 ), although 
heterogeneity in the meta- analyses may be due 
to methodological differences (Ferreira and 
Busatto  2010 ). 

 The meta-analysis by Menzies et al. ( 2008 ) 
on a variety of functional tasks in OCD revealed 
increased activity in the orbitofrontal cortex 
and caudate nucleus and medial and lateral pre-
frontal cortex. Lateral orbitofrontal and medial 
prefrontal cortex abnormalities were proposed 
to be related to the intrusive obsessions, 
whereas striatal abnormalities have been pro-
posed to be related to the stereotyped behavior. 
A recent meta- analysis on brain structure 
abnormalities has pointed out that the dmPFC 
and vmPFC/orbitofrontal cortex have reduced 
volumes in OCD, whereas the caudate nucleus 
shows increased volumes (Peng et al.  2012 ); 
see Fig.  15.3 .

a b

  Fig. 15.3    Gray matter differences between patients with 
obsessive-compulsive disorder and healthy controls, with 
decreased gray matter volumes in patients depicted in 

 blue  ( a ) and increased volumes in  red  ( b ) (Reproduced by 
kind permission from Elsevier from Peng et al. ( 2012 ))       
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15.4       Outlook: Imaging Markers 
for Prediction of Treatment 
Outcome and Tracking of 
Treatment Success 

 A promising application for functional imaging 
may be to stratify patients and track treatment 
progress in an objective manner. Exposure- based 
cognitive-behavioral therapy is one of the most 
successful treatments for anxiety disorders and 
shows effects in a majority of patients. However, 
a minority does not respond to this therapeutic 
approach and would possibly benefi t more from 
pharmacological treatment. Imaging tasks related 
to fear conditioning and extinction could help to 
predict who might benefi t from exposure- (and 
self-regulation) based therapies and who may bet-
ter start with pharmacological or combined treat-
ment. Research into this fi eld has started to 
develop, with a recent fMRI study of 39 social 
anxiety disorder patients as a timely example: this 
study observed that activity in the occipitotempo-
ral cortex before treatment was positively corre-
lated to cognitive-behavioral treatment outcome 
12 weeks later (Doehrmann et al.  2013 ). Other 
studies with a similar setup focused on treatment 
response in generalized anxiety disorder and 
noted that dACC activity predicted response to 
the serotonin- norepinephrine reuptake inhibitor 
(SNRI) venlafaxine (Whalen et al.  2008 ; Nitschke 
et al.  2009 ). Intriguingly, an early study reported 
that long- term treatment with the selective sero-
tonin reuptake inhibitor (SSRI) paroxetine 
resulted in an increase in hippocampal volumes – 
and verbal declarative memory performance – in 
PTSD patients (Vermetten et al.  2003 ). 

 Moreover, a study in PTSD patients found 
amygdala and vmPFC activity to be predictive 
of treatment response to cognitive-behavioral 
therapy (Bryant et al.  2008 ). This relates to the 
previously described fi nding that symptom sever-
ity improvements after cognitive-behavioral 
therapy for PTSD were related to an increase in 
the mPFC and a decrease in amygdala activity 
(Felmingham et al.  2007 ). Analogous fi ndings 
were observed in a meta-analysis on specifi c pho-
bia, with reduced activity in the dACC, thalamus, 
insula, and more lateral prefrontal regions after 

 cognitive- behavioral treatment (Ipser et al.  2013 ). 
However, fi ndings of this meta-analysis are tenta-
tive due to small group sizes, typical noninclusion 
of patient control groups, not reporting the group 
× time interactions, or employing no or inadequate 
multiple test corrections in the included studies.  

   Conclusion 

 Functional neuroimaging has proved to be a 
relevant tool for anxiety disorders, including 
PTSD, specifi c phobias, social anxiety disor-
der, and panic disorder. Fear conditioning and 
extinction tasks have become the dominant 
paradigm for the etiology (and treatment) of 
these anxiety disorders and have been success-
fully combined with functional neuroimaging 
tools, extending decades of psychophysiologi-
cal research. Most neuroimaging attention to 
date has been devoted to PTSD, where hypoac-
tivity in the vmPFC, dmPFC, and hippocampal 
complex may be a specifi c feature compared to 
phobias. In contrast, hyperactivity in amygdala 
seems to be a general feature shared by most 
anxiety disorders. Particularly for specifi c pho-
bias, generalized anxiety disorder, and panic 
disorder, more replications are required. In 
contrast, the literature on OCD is more mature 
and converges towards both functional and 
structural abnormalities in cortico-striato- 
thalamic circuitry including the orbitofrontal 
cortex, albeit with considerable heterogeneity. 
Methodological challenges lie in the optimiza-
tion of fMRI acquisition protocols for limbic 
and medial prefrontal circuitry, the control for 
respiration-induced vascular changes, and the 
expansion of fear-conditioning tasks with 
intrusion-relevant unconditioned stimuli and 
measurable avoidance behavior. Potential 
applications seem promising for treatment out-
come prediction and patient stratifi cation.     
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     Abbreviations 

   ACC    Anterior cingulate cortex   
  BA    Brodmann area   
  BD    Bipolar disorder   
  DLPFC    Dorsolateral prefrontal cortex   
  DTI    Diffusion tensor imaging   
  FA    Fractional anisotropy   
  fMRI    Functional magnetic resonance 

imaging   
  GAF    Global Assessment of Functioning   
  MDD    Major depressive disorder   
  PFC    Prefrontal cortex   
  ROI    Region of interest   
  sMRI    Structural magnetic resonance 

imaging   
  SZ    Schizophrenia   
  VBM    Voxel brain morphology   
  VLPFC    Lateral PFC   
  VMPFC    Medial PFC   
  VPFC    The ventral PFC   
  WMH    White matter hyperintensities   

16.1          Introduction 

 Bipolar disorder (BD) is characterised by emo-
tional dysregulation associated with abnormal 
depressive or manic affect (APA  1994 ). The last 
two decades have witnessed a concerted effort to 
identify neural underpinnings of BD and to 
develop a neurobiological model for the disorder 
within the wider context of affective neurosci-
ence. In this respect, neuroimaging studies have 
begun to yield consistent and biologically mean-
ingful information on the impact of BD on neural 
networks involved in affect regulation. The 
remainder of this chapter presents an overview 
and critical synthesis of the fi ndings so far and 
highlights areas for future research.  

16.2    Neural Networks for 
Emotional Regulation 

 The regulation and integration of emotion with 
cognitive and visceral functions engage distrib-
uted neural networks. Key nodes within these 
networks include the ventral and dorsal prefron-
tal cortex (PFC), the anterior cingulate cortex 
(ACC), the amygdala and the parahippocampal 
gyrus and the insula. These regions are heavily 
interconnected and also connected with other 
brain structures, particularly the thalamus, hypo-
thalamus and striatum. 

 The ventral PFC (VPFC) (Brodmann Area 
(BA) 10, 47, 11) is traditionally described as hav-
ing a lateral (VLPFC) and a medial (VMPFC) 
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division based on anatomical and functional con-
siderations (Gläscher et al.  2012 ). Switching or 
inhibiting responses when contingencies change 
engages the VLPFC (Robins  2007 ), while the 
ability to use motivational or reward value infor-
mation to make strategically appropriate choices 
depends on an intact VMPFC (Bechara and Van 
Der Linden  2005 ). The ACC (BA25, 32, 33, 24) 
possesses extensive cortico-cortical connections 
with both the VLPFC and the dorsolateral pre-
frontal cortex (DLPFC) (Paus  2001 ). The dorsal 
ACC in particular operates closely with the lat-
eral PFC and with the motor cortices in tasks that 
require increased monitoring and implementa-
tion of performance adjustments (Gläscher et al. 
 2012 ). The subgenual and perigenual ACC are 
extensively connected with the VMPFC, the 
basolateral complex of the amygdala, the hypo-
thalamus and the periaqueductal grey and thus 
provide cortical control over autonomic and 
endocrine function (Ongür et al.  1998 ). The para-
hippocampal gyrus and the amygdala often co-
activate during emotional processing (Fusar-Poli 
et al.  2009 ), but their engagement is thought to 
subserve partially segregated functions. That is, 
amygdala engagement may signal salience or 
ambiguity (Gerber et al.  2008 ; Santos et al. 
 2011 ), while parahippocampal involvement may 
refl ect context appraisal (Gerdes et al.  2010 ). The 
insula is considered important in a variety of con-
ditions involving the primary and multimodal 
integrative processing of interoceptive stimuli, 
supporting both a coherent representation and a 
conscious awareness of feelings toward stimuli 
or events (Craig  2011 ).  

16.3    Brain Morphology in BD 

 Structural magnetic resonance imaging (sMRI) 
studies have consistently identifi ed morphologi-
cal differences between BD patients and healthy 
individuals. There are now several reviews and 
meta-analyses that have synthesised this exten-
sive primary sMRI literature (McDonald et al. 
 2004 ; Kempton et al.  2008 ,  2011 ; Arnone et al. 
 2009 ; Beyer et al.  2009 ; Vita et al.  2009 ; Ellison- 
Wright and Bullmore  2010 ; Bora et al.  2010 ; 

Selvaraj et al.  2012 ). Ventricular enlargement of 
approximately 20 % is a consistent although non-
specifi c fi nding (McDonald et al.  2004 ; Arnone 
et al.  2009 ; Kempton et al.  2008 ,  2011 ). 
Morphological changes in white and grey matter 
are also reliably present and more informative in 
terms of linking brain morphology to disease 
expression (Ellison-Wright and Bullmore  2010 ; 
Bora et al.  2010 ; Kempton et al.  2011 ; Selvaraj 
et al.  2012 ). 

16.3.1    White Matter 

 There is considerable evidence for white matter 
involvement in BD (Mahon et al.  2010 ). Deep 
white matter hyperintensities (WMH) are more 
prevalent in BD patients than healthy individuals 
(odds ratios 3.5, 95 %; CI 2.2, 4.5) regardless of 
age (Beyer et al.  2009 ). Increased rates of WMH 
are not disease specifi c as they have been 
observed in major depressive disorder (MDD) 
and in schizophrenia (SZ) (Beyer et al.  2009 ). 
Their presence in BD, however, may be of prog-
nostic signifi cance; a higher number of WMH 
has been linked to poor outcome (Moore et al. 
 2001 ) and to treatment resistance (Regenold et al. 
 2008 ). White matter volume is also reduced both 
globally (Kempton et al.  2008 ; Vita et al.  2009 ) 
and regionally, particularly in the corpus callo-
sum (Arnone et al.  2008 ; Walterfang et al.  2009 ). 
These fi ndings are of clinical relevance. Global 
white matter volume reduction is probably one of 
the earliest brain structural abnormalities in BD 
and can be detected in fi rst-episode patients (Vita 
et al.  2009 ). Moreover, white matter integrity is a 
signifi cant predictor of outcome as shown by 
Forcada and colleagues ( 2011 ). They investi-
gated the association between patients’ func-
tional status, assessed with the Global Assessment 
of Functioning (GAF; APA  1994 ), with clinical, 
cognitive and brain structural variables. They 
found that IQ, global white matter volume and a 
predominantly depressive illness course were 
independently associated with functional out-
come and accounted for 53 % of the variance in 
patients’ GAF scores (Fig.  16.1 ). Regional white 
matter abnormalities in the genu of the corpus 

S. Frangou



305

callosum are also clinically important as have 
been linked to increased motor and non-planning 
impulsivity as well as suicidality in BD (Matsuo 
et al.  2010 ). 

 The application of diffusion tensor imaging 
(DTI) techniques has revealed that white matter 
defi cits in BD are also present at the micro-
structural level (Brambilla et al.  2009 ; Vederine 
et al.  2011 ). DTI infers information about the 
integrity of white matter tracts based on mea-
sures of fractional anisotropy (FA) and diffusiv-
ity. Reduced FA in BD patients compared to 
healthy individuals has been most consistently 
described in the white matter surrounding the 
amygdala/parahippocampal gyrus and the white 
matter of the VPFC extending to the ventral 
ACC, corona radiata and genu of the corpus 
callosum (Benedetti et al.  2011 ; Vederine et al. 
 2011 ). Importantly, reduced FA in the medial 
VPFC and ventral ACC has been associated 
with increased impulsivity and suicidality 
(Mahon et al.  2012 ).

16.3.2       Grey Matter 

 Grey matter changes in BD are generally sub-
tle as their average effect size is 0.5 or less 
(Kempton et al.  2008 ). There is little evidence 
for global grey matter abnormalities especially in 
fi rst- episode patients (Vita et al.  2009 ). Regional 
grey matter volume reductions have been con-
sistently reported in BD patients compared to 
healthy individuals in the VPFC, insula and ACC 
(Bora et al.  2010 ; Ellison-Wright and Bullmore 
 2010 ; Selvaraj et al.  2012 ). Despite initial reports 

 implicating the amygdala, meta-analyses of 
sMRI data from voxel brain morphology (VBM) 
studies in adult BD patients have not found con-
sistent alterations in this structure. Similarly, 
meta-analyses of region-of-interest (ROI) studies 
report minimal differences in amygdala volume 
between adult BD patients and healthy individu-
als (Hedges’ g −0.04 to −0.07) (Kempton et al. 
 2008 ). However, amygdala volume reduction has 
emerged as a consistent fi nding in paediatric BD 
(Terry et al.  2009 ). Evidence from longitudinal 
studies indicate that the smaller size of the amyg-
dala early in life in BD may be accounted for by 
delayed or abnormal developmental trajectories 
in patients compared to healthy youth (Bitter 
et al.  2011 ). 

 Grey matter reductions in the VPFC and the 
ACC represent a robust correlate of disease 
expression in BD and are present regardless the 
age of onset. Studies that have examined the rel-
evance of these fi ndings to other disorders have 
reported overlap but also differences. Grey mat-
ter volume reductions in SZ are generally more 
extensive and more severe, but there is substan-
tial overlap between the two disorders in the 
insula and ACC (Ellison-Wright and Bullmore 
 2010 ). Patients with SZ also appear to have 
greater ventricular enlargement and smaller 
amygdala volumes than those with BD (Arnone 
et al.  2009 ). A substantial overlap has also been 
found in brain structural changes in BD and 
MDD (Kempton et al.  2011 ). However, MDD 
patients may have smaller hippocampal and 
basal ganglia volume and larger corpus callo-
sum areas compared to BD patients (Kempton 
et al.  2011 ).   

0.5

–0.5
IQ White matter volumeS

ta
nd

ar
is

ed
 r

eg
re

ss
io

n 
co

ef
fid

en
t

Depressive course

0

  Fig. 16.1    Predictors of 
global function in bipolar 
disorder       
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16.4    Brain Function in BD 

16.4.1    Resting State Studies 

 Functional magnetic resonance imaging (fMRI) 
techniques have been adapted to allow examina-
tion of resting state data and subsequent connec-
tivity analyses of resting state neural networks. 
The fi rst report was from Anand and colleagues 
( 2009 ) who found decreased connectivity 
between the pregenual ACC and the thalamus, 
basal ganglia and amygdala when comparing 
resting state data from unmedicated symptomatic 
(manic = 6, depressed = 5) BD patients to that 
from healthy individuals. Chepenik and col-
leagues ( 2010 ) focused on VMPFC connectivity 
based on resting state data from 15 BD patients 
with variable symptomatology compared to 10 
healthy individuals. Patients had reduced nega-
tive connectivity between the VMPFC and the 
amygdala and increased positive connectivity 
between the VMFC and the ipsilateral VLPFC 
and ACC. These fi ndings were largely replicated 
by Chai et al. ( 2011 ) in 14 acutely manic and psy-
chotic BD patients. In contrast to healthy 
 individuals, patients showed positive VMPFC-
amygdala and VMPFC-VLPFC connectivity. 
Two further studies have established that abnor-
mal VPFC-amygdala connectivity persists in 
euthymic BD patients (Anticevic et al.  2013 ; 
Torrisi et al.  2013 ) while a further study con-
fi rmed the relevance of these connectivity fi nding 
to disease expression for BD as opposed to SZ 
(Mamah et al.  2013 ; Meda et al.  2012 ).  

16.4.2    Activation Studies 

 Functional neuroimaging studies in BD have 
employed a variety of activation paradigms. 
Three recent quantitative meta-analyses have 
usefully summarised the literature in terms of the 
neural regions implicated across paradigms 
(Chen et al.  2011 ) and with regard to specifi city 
compared to MDD (Delvecchio et al.  2012 ) and 
SZ (Delvecchio et al.  2013 ). Chen and colleagues 
reviewed 65 fMRI studies comparing BD patients 
to healthy individuals and categorised tasks into 

cognitive and emotional based on the absence or 
presence of emotive content. During cognitive 
task performance, BD patients showed abnor-
mally decreased activation in the VLPFC, the 
putamen and lingual gyrus. Abnormally 
decreased activation in the VLPFC in patients 
was also present during emotional tasks where 
additionally patients demonstrated abnormally 
increased engagement in the parahippocampal 
gyrus extending to the amygdala and in the puta-
men and pallidum. Delvecchio et al. ( 2012 ) fur-
ther demonstrated that increased activation of the 
parahippocampal gyrus/amygdala during emo-
tional tasks was a shared feature of BD and 
MDD. However, diagnosis-specifi c differences 
were also observed as decreased VLPFC engage-
ment and increased responsiveness in the thala-
mus and basal ganglia were associated with BD 
and not MDD. Comparison between BD and SZ 
during emotional processing tasks revealed sig-
nifi cant diagnostic differences; SZ was associ-
ated with underactivation both in medial temporal 
and in prefrontal regions but greater engagement 
in posterior associative visual cortices 
(Delvecchio et al.  2013 ). This fi nding suggests 
that the origin of emotional processing abnormal-
ities in BD probably relates to dysfunctional 
emotional regulation while abnormal visual inte-
gration may be the core underlying defi cit in SZ.   

16.5    Key Moderating Factors 

 Sex does not appear to have a major modera-
tor role in brain morphology in BD (Jogia et al. 
 2012 ). Age and duration of illness are highly col-
linear. As there is a paucity of longitudinal stud-
ies in BD, the effects of these two factors cannot 
be easily disentangled. Sarnicola et al. ( 2009 ) did 
not fi nd differential age-related changes in brain 
morphology in BD patients and healthy individu-
als over an age span of 40 years. However, multi- 
episode (as opposed to fi rst episode) BD patients 
may have smaller VPFC and larger striatum and 
amygdala (Bora et al.  2010 ). The latter observa-
tions may refl ect chronic exposure to medication 
and particularly antipsychotics and lithium. The 
association between antipsychotics and increased 
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striatal  volume is well replicated and is considered 
to refl ect diagnosis-independent microstructural 
changes in response to long-term reduction in 
dopamine neurotransmission (Navari and Dazzan 
 2009 ). Moore et al. ( 2000 ) were the fi rst to report 
that treatment with lithium increased global grey 
matter volume in BD patients. This observa-
tion has been robustly replicated with regard to 
global (Bearden et al.  2007 ; Lyoo et al.  2010 ) and 
regional grey matter volume increases particularly 
in the amygdala, rostral ACC and PFC (Bearden 
et al.  2007 ; Germaná et al.  2010 ; Moore et al. 
 2009 ). This brain volume “response” to lithium 
is of therapeutic signifi cance as it has been linked 
to symptomatic improvement (Lyoo et al.  2010 ; 
Moore et al.  2009 ). Although the precise mecha-
nism underlying lithium-induced brain structural 
changes in BD remains to be determined, the 
drug’s primary target, glycogen synthase kinase-3, 
is involved in pathways with neurotrophic, neuro-
genetic and neuroprotective functions (Machado-
Vieira et al.  2009 ). Clinical symptoms at the time 
of scanning may also impact neuroimaging results. 
This is mostly the case for functional rather than 
anatomical  studies. In general, acute symptoms, 
either depressive or manic, appear to increase 
fMRI signal in subcortical regions (hippocampus, 
amygdala) and reduce PFC engagement (Chen 
et al.  2011 ; Delvecchio et al.  2013 ).  

16.6    Translational Potential of 
Neuroimaging for BD 

 The fi ndings described above demonstrate the 
contribution of neuroimaging to our understand-
ing of the neural correlates in BD. However, their 
impact on clinical practice has been negligible. 
This is primarily because conventional data anal-
ysis computes differences between groups either 
within predefi ned anatomical regions of interest 
(ROI) or throughout the brain using univariate 
mass analyses such as voxel-based morphometry 
(VBM). Both types of analyses are not able to 
differentiate between groups where mean differ-
ences are small to moderate. The ROI approach is 
statistically more powerful but restricted to 
regions that can be reliably anatomically defi ned. 

VBM requires correction for multiple compari-
sons that limits its statistical power to detect sub-
tle changes. Additionally, neither approach 
utilises information about the spatial distribution 
of case-control differences. Current research 
interest is focusing on maximising the transla-
tional value of neuroimaging by developing new 
computational tools for data analysis that could 
assist with the clinical evaluation of patients. 

 Calhoun and colleagues ( 2008 ) used indepen-
dent component analysis to extract mode images 
of brain activity during resting state and during 
performance on a selective attention task in 
patients with BD or SZ and healthy individuals. A 
multistage classifi cation algorithm was then 
applied to concatenate each participant’s mode 
images into a single image. A mean image was 
computed for each group, and the Euclidean dis-
tance between an individual’s brain image and 
each group’s images was computed. Using this 
approach, the authors were able to classify partici-
pants according to diagnostic group with an aver-
age sensitivity of 90 % and specifi city of 95 %. 

 Another computational approach involves the 
use of supervised machine learning algorithms to 
predict diagnostic classifi cation. Costafreda and 
colleagues ( 2011 ) applied support vector machine 
(SVM) to functional imaging data derived 
from patients with BD or SZ and healthy indi-
viduals while performing a verbal fl uency task. 
Classifi cation accuracy for SZ was 92 % (91 % 
sensitivity and 92 % specifi city) and for BD 79 % 
(56 % sensitivity and 89 % specifi city); misclas-
sifi cation occurred mostly because of the wrong 
categorization of BD patients as healthy individu-
als. Rocha-Rego and colleagues ( 2013 ) applied 
Gaussian Process Classifi ers (GPCs) to sMRI data 
to evaluate the feasibility of using pattern recogni-
tion techniques for the diagnostic differentiation of 
patients with BD from healthy individuals. They 
chose to focus on sMRI because of its high accept-
ability by patients and wide availability in clinical 
settings. GPCs represent a signifi cant advance as 
they combine equivalent predictive performance 
to SVM with the additional benefi t of probabi-
listic classifi cation (Marquand et al.  2010 ). Grey 
and white matter classifi ers correctly assigned 
patients to the appropriate diagnostic category 
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with  respective accuracy levels of 73 % (sensitiv-
ity 69 %, specifi city 77 %) and 69 % (sensitivity 
69 %, specifi city 69 %). Grey matter discrimina-

tive clusters were localised within cortical and 
subcortical structures implicated in BD, including 
the VPFC, ACC, parahippocampal gyrus, insula, 

a

b

  Fig. 16.2    Discrimination maps for grey matter ( a ) and white matter ( b ) classifi cation between patients with bipolar 
disorder and healthy individuals       
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thalamus and striatum (Fig.  16.2a ). White mat-
ter discriminative clusters were identifi ed mainly 
within the cingulum, occipital regions and the 
genu of the corpus callosum (Fig.  16.2b ).

16.7       Concluding Remarks 

 This chapter summarised the effect of disease 
expression for BD on brain structure and func-
tion. There are four key messages. First, the data 
demonstrate the central role of VPFC dysfunc-
tion in BD. Postmortem studies in BD report neu-
ropathological abnormalities in the VPFC leading 
to regional reductions in the number and density 
of pyramidal cells and PV interneurons (Cotter 
et al.  2005 ; Pantazopoulos et al.  2007 ). The 
mechanisms involved are not established, but 
multiple lines of evidence implicate reduced 
expression of neurotrophins (Berk et al.  2011 ), 
abnormalities in oxidative energy generation 
(Berk et al.  2011 ) and mitochondrial dysfunction 
resulting in altered Ca+2 regulation and 
PV-interneuron reduction (Berk et al.  2011 ; 
Powell et al.  2012 ). Second, the evidence sug-
gests that medial temporal lobe regions (amyg-
dala/parahippocampal gyrus), although not 
structurally compromised, are functionally 
abnormal in terms of neural responsiveness and 
connectivity, both consistent with loss of regula-
tory input. Third, additional abnormalities are 
present in subcortical regions, particularly the 
insula, thalamus and basal ganglia, suggesting 
that mechanisms relating to BD impact on the 
representation and awareness of feelings toward 
stimuli or events (insula) (Craig  2011 ), directing 
and maintaining attention toward emotional stim-
uli (thalamus) (Pessoa and Adolphs  2010 ), and 
on response selection (basal ganglia) (Robins 
 2007 ). Fourth, increased computational sophisti-
cation may allow in the near future the use of 
neuroimaging as a clinical evaluation tool. The 
data summarised here also highlight a major 
knowledge gap. That is, although we are able to 
defi ne the “biological phenotype” of BD in 
increasing detail and precision, we are still 
behind in delineating the pathophysiological 
mechanisms that contribute to this phenotype.     
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     Abbreviations 

   ACC    Anterior cingulate cortex   
  BOLD    Blood oxygenation level dependant   
  BPD    Borderline personality disorder   
  CSP    Cavum septum pellucidum   
  DTI    Diffusion tensor imaging   
  GM    Gray matter   
  NPD    Narcissistic personality disorder   
  OFC    Orbitofrontal cortex   
  PCL-R    Psychopathy Checklist-Revised   
  PET    Positron emission tomography   
  PFC    Prefrontal cortex (PFC)   
  PPI    Psychopathic Personality Inventory   
  PTSD    Posttraumatic stress disorder   
  SPECT    Single-photon emission computed 

tomography   
  VBM    Voxel-based morphometry   

17.1          Individuals with Borderline 
Personality Disorder 

17.1.1    Introduction 

 Borderline personality disorder (BPD) is a seri-
ous mental disorder that affects up to 3 % of the 
population in western nations (Lenzenweger 
et al.  2007 ; Trull et al.  2010 ) and is characterized 
by a pervasive pattern of instability in affect, 
behavior, interpersonal relationships, and self- 
identity (DSM-IV-TR  2000 ). Dissociation, 
impulsive aggression, self-injury, and chronic 
suicidal tendencies are the most prominent clini-
cal symptoms (Leichsenring et al.  2011 ), result-
ing in pronounced impairments of psychosocial 
functioning, even in comparison to patients with 
mood or other personality disorders (e.g., Ansell 
et al.  2007 ; Skodol et al.  2002 ). Due to severe 
dysfunctions in their daily lives, BPD patients 
engage in extensive utilization of mental health 
resources (Ansell et al.  2007 ; Bender et al.  2001 ; 
Zanarini et al.  2001 ) and are usually overrepre-
sented in psychiatric in- and outpatient samples 
(Grilo et al.  1998 ; Korzekwa et al.  2008 ; 
Marinangeli et al.  2000 ). The course of BPD 
symptomatology was traditionally considered 
chronic and intractable. However, this pessimis-
tic outlook has fundamentally changed following 
recent investigations into the long-term course of 
BPD symptomatology as well as research dem-
onstrating the effectiveness of specialized psy-
chotherapeutic options (e.g., Bateman and 
Fonagy  2008 ; Giesen-Bloo et al.  2006 ; Linehan 
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et al.  2006 ). The 10-year course of BPD, for 
instance, is characterized by high rates of remis-
sions and low rates of relapse. However, BPD 
patients experience persistent disturbance in 
social functioning (Gunderson et al.  2011 ). 

 Factor analytic studies identifi ed three major 
domains of psychopathological impairments in 
BPD (Sanislow et al.  2002 ; Skodol et al.  2002 ): 
affective dysregulation, behavioral dysregulation 
(i.e., impulsivity), and disturbed relatedness. 1  
Although disturbance in interpersonal relations is 
highly characteristic of personality disorders in 
general, disturbed relatedness in BPD is uniquely 
characterized by turbulent relationships and an 
excessive fear of perceived or real abandonment. 
This specifi c interactional style was, accordingly, 
proposed to best discriminate BPD from other 
personality disorders (Gunderson et al.  1995 ). 
Disturbed relatedness is presumably a conse-
quence of presence of traits such as marked rejec-
tion sensitivity and pronounced diffi culties in 
recognizing others’ intentions and feelings 
(Gunderson  2007 ). Impaired mentalization capa-
bilities are consistently observed in BPD (Bland 
et al.  2004 ; Levine et al.  1997 ; Preissler et al. 
 2010 ; Ritter et al.  2011 ; Unoka et al.  2011 ). 
Impairments in mentalizing capabilities are par-
ticularly prominent in more naturalistic settings 
(for a review, see Roepke et al.  2012 ), e.g., when 
patients have to integrate facial and prosodic 
information (Minzenberg et al.  2006 ) or are 
required to rapidly categorize facial expressions 
(Dyck et al.  2009 ). Along with biases in the eval-
uation of others (e.g., Arntz and Haaf  2012 ; Arntz 
and Veen  2001 ; Barnow et al.  2009 ), these aber-
rations contribute signifi cantly to impaired func-
tioning in interpersonal contexts (for reviews, see 
Dinsdale and Crespi  2013 ; Domes et al.  2009 ). 
Experience sampling studies provide further evi-
dence that perceived rejection triggers anger and 
aggression (Berenson et al.  2011 ), states of ten-
sion, as well as the urge to engage in self- injurious 
behavior (Stiglmayr et al.  2005 ). 

1   Alternative fi ndings suggest that unifactorial models best 
account for variance in BPD psychopathology (e.g., 
Clifton and Pilkonis  2007 ; Johansen et al.  2004 ). 

 Negative emotional states are much more fre-
quent and longer lasting in BPD patients (Ebner- 
Priemer et al.  2007 ; Stiglmayr et al.  2005 ,  2001 ), 
who show marked emotional reactions (even in 
response to presumably neutral stimuli) along 
with an aberrant variability in affective states (for 
a review, see Rosenthal et al.  2008 ). 
Correspondingly, the diagnostic criterion of 
affective dysregulation is the most frequent and 
stable criterion in BPD (Glenn and Klonsky 
 2009 ; Gunderson et al.  2011 ; McGlashan et al. 
 2005 ). Abnormalities in the processing and regu-
lation of emotions are therefore widely consid-
ered to be “at the core of borderline pathology” 
(Stiglmayr et al.  2005 , p. 372). Importantly, most 
clinical symptoms in BPD are directly related to 
affective dysregulation. Self-injurious behavior 
in BPD, for instance, is reportedly used to escape 
from undesired or extreme emotions (Chapman 
et al.  2006 ; Kleindienst et al.  2008 ) and, thus, 
might represent an effi cient, but highly dysfunc-
tional means of regulating aversive emotional 
states (Klonsky  2007 ; Niedtfeld and Schmahl 
 2009 ). Furthermore, affective instability was 
found to be related to feelings of emptiness, 
interpersonal problems, and identity disturbances 
in BPD (e.g., Kleindienst et al.  2008 ; Klonsky 
 2007 ; Koenigsberg et al.  2001 ; Tragesser et al. 
 2007 ). 

 Impulsive behaviors in BPD such as unsafe 
sexual practices, gambling, reckless driving, sub-
stance abuse, or disordered eating (e.g., Soloff 
et al.  2000 ; Trull et al.  2000 ) might also refl ect 
dysfunctional attempts to cope with negative 
emotionality (Brown et al.  2002 ; Yen et al.  2004 ). 
Several studies, however, provided evidence that 
affective  and  behavioral dysregulation are dis-
tinct phenotypic traits of BPD (Tragesser and 
Robinson  2009 ; Zanarini et al.  2005 ). That is, 
impulse control diffi culties predicted unique fea-
tures of BPD (even when controlling for affective 
instability). Thus, it was argued that impulsivity 
must be considered independently from the affec-
tive domain to better understand the range of 
BPD symptoms (for a discussion, see Tragesser 
and Robinson  2009 ). 

 The prominent psychopathological impair-
ments of BPD provided impetus for increased 
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research investigating the neurobiological corre-
lates of BPD symptomatology. The following 
sections will focus on summarizing available 
fi ndings from the structural and functional neuro-
imaging literature (for a review of PET studies, 
see Lis et al.  2007 ). First, we will start with a 
short overview of structural brain abnormalities. 
Then, fi ndings of functional neuroimaging will 
be presented and are organized with respect to 
the major psychopathological domains of BPD: 
processing and regulation of emotions, self- 
injurious behavior and pain processing, as well as 
interpersonal disturbances.  

17.1.2    Structural Neuroimaging 
in BPD 

 Previous studies on brain structure in BPD used 
manual tracing methods, which allow the precise 
detection of small volume differences in a set of 
a priori-defi ned brain regions. The majority of 
these studies were interested in structural proper-
ties of the limbic system and found signifi cantly 
smaller gray matter volume in the amygdala and 
hippocampus (Driessen et al.  2000 ; Rusch et al. 
 2003 ; Schmahl et al.  2003 ; Tebartz van Elst et al. 
 2003 ), although other studies failed to fi nd group 
differences in amygdala volume (Brambilla 
et al.  2004 ; Zetzsche et al.  2006 ). Discrepancies 
regarding structural fi ndings of the limbic sys-
tem were argued to be partially due to different 
comorbidities in the investigated BPD samples. 
Recent meta-analyses aimed to clarify this point 
and found smaller gray matter volumes in the 
bilateral amygdala and hippocampus of about 13 
and 11 %, respectively (Nunes et al.  2009 ; Ruocco 
et al.  2012 ). Interestingly, abnormalities of gray 
matter volume in these regions were independent 
of comorbid disorders or treatment experience. 
Accordingly, gray matter abnormalities of the 
limbic system were argued to serve as “candidate 
endophenotypes” of BPD (Ruocco et al.  2012 ). 
This interpretation, however, should be treated 
with caution as it is based on only a few studies 
with small sample sizes. Smaller gray matter vol-
umes of the limbic system are, for example, also 
common in patients with  posttraumatic stress dis-

order (PTSD; for a meta-analysis, see Karl et al. 
 2006 ) or in women with a history of traumatiza-
tion (Dannlowski et al.  2012 ). Both conditions 
are highly prevalent in BPD (Lieb et al.  2004 ) 
and might contribute to abnormalities in the lim-
bic system of BPD patients. Up until now, just 
one study evaluated the effects of co- occurring 
PTSD in BPD patients (Schmahl et al.  2009 ). In 
this study, smaller hippocampal volumes were 
only found in BPD patients with PTSD, thereby 
highlighting the necessity to disentangle the 
respective disorders’ effects on structural brain 
abnormalities. 

 Apart from the limbic system, structural brain 
abnormalities were also evaluated in the frontal 
lobe of BPD patients (e.g., Hazlett et al.  2005 ; 
Sala et al.  2011 ; Tebartz van Elst et al.  2003 ). 
Particularly the advent of voxel-based morphom-
etry (VBM) in recent years allowed an unbiased 
quantifi cation of whole-brain structural proper-
ties rather than just of a few selected brain regions 
(Mechelli et al.  2005 ). Available VBM studies 
illustrated group differences in gray matter in the 
anterior cingulate cortex, the dorsolateral pre-
frontal cortex, as well as the orbitofrontal cortex 
(e.g., Brunner et al.  2010 ; Sato et al.  2012 ; Soloff 
et al.  2012 ; Vollm et al.  2009 ) while replicating 
smaller gray matter volume of the limbic system 
(Kuhlmann et al.  2012 ; Rusch et al.  2003 ). 
Prefrontal abnormalities of BPD patients were 
also related to impulsivity and suicidality (Sala 
et al.  2011 ; Soloff et al.  2008 ,  2012 ; Vollm et al. 
 2009 ). 

 While the investigation of structural white 
matter integrity in BPD is still in its infancy, 
available results highlight abnormalities in ante-
rior parts of the corpus callosum and the bilateral 
orbitofrontal cortex (Carrasco et al.  2012 ) as well 
as in the anterior cingulate cortex, which are 
characterized by diminished interhemispheric 
structural connectivity (Rusch et al.  2010 ). 
Reduced integrity of inferior frontal white matter 
circuits was more specifi cally related to the BPD 
symptomatology, such as impaired affect regula-
tion and enhanced impulsivity (Grant et al.  2007 ; 
Rusch et al.  2007 ). 

 In sum, fi ndings of previous morphometric 
studies point predominantly toward  abnormalities 

17 Structural    and Functional Brain Imaging in Borderline, Antisocial, and Narcissistic Personality Disorder



316

in limbic and prefrontal brain regions in BPD, 
especially in the amygdala and hippocampus, as 
well as in parts of the anterior cingulate cortex, 
dorsolateral prefrontal cortex, and orbitofrontal 
cortex. Structural properties of these regions 
might serve as biological markers to discriminate 
patients with BPD from healthy controls on the 
single-subject level (Sato et al.  2012 ).  

17.1.3    Functional Neuroimaging 
in BPD 

17.1.3.1    Processing and Regulation 
of Emotions 

 BPD is characterized by a pervasive pattern of 
emotional instability that is directly related to 
many aspects of patients’ psychopathology, e.g., 
self-injury, interpersonal disturbance, and iden-
tity disturbance. Given the pivotal role of emo-
tional instability in BPD symptomatology, this 
endophenotype is a major target for current treat-
ment approaches, which aim to provide patients 
with techniques supporting the identifi cation and 
regulation of negative emotional states. These 
include mentalization-based therapy (Bateman 
and Fonagy  2008 ) and dialectical behavior ther-
apy (for a meta-analysis see Kliem et al.  2010 ). 
Emotional instability is theorized to be the result 
of two factors: (a) an enhanced emotional reac-
tivity and (b) an inability to control intense nega-
tive emotional states (Koenigsberg  2010 ; 
Minzenberg et al.  2008 ; Posner et al.  2003 ). The 
review of available neuroimaging fi ndings will be 
accordingly subdivided, although one should 
keep in mind that the line between emotion pro-
cessing and emotion regulation is blurry at best 
as the generation of emotional responses is 
already subject to (implicit) modulations by 
regulatory- oriented processes (Gross  1998 , 
 2002 ). 

 In accordance with two-factor models, BPD 
patients described more intense responses to 
emotionally evocative stimuli and exhibited 
greater instability of emotions in both labora-
tory and naturalistic settings (Ebner-Priemer 
et al.  2007 ; Herpertz et al.  1997 ; Rosenthal 
et al.  2008 ; Stiglmayr et al.  2005 ). Experimental 

 studies  provided further support for impaired 
inhibition of negative stimuli (Domes et al.  2006 ; 
Silbersweig et al.  2007 ), defi cits in the disengage-
ment of attentional resources from negative facial 
expression (von Ceumern-Lindenstjerna et al. 
 2010 ), and a hypervigilance to emotional cues 
(Arntz et al.  2000 ), especially in the presence of 
BPD- specifi c cues (Sieswerda et al.  2007 ). 

 At the neural level, most studies fi nd support 
for abnormalities in the emotion processing 
 circuitry of patients with BPD (for a detailed 
description of brain regions underlying emotion 
processing, see, e.g., Kober et al.  2008 ; Murphy 
et al.  2003 ; Tsuchiya and Adolphs  2007 ). An ini-
tial study by Herpertz et al. ( 2001 ), for instance, 
presented patients with aversive social scenes 
and found a link between patients’ experience of 
intense emotions and enhanced activations of the 
bilateral amygdala. Stronger neural activity was 
also found in the bilateral fusiform gyrus, which 
might refl ect an increased vigilance for negative 
emotional stimuli, as the visual cortex has dense 
connections to the amygdala (Amaral et al.  2003 ). 
Subsequent work found enhanced reactivity of 
the left amygdala in BPD in response to pictures 
of facial expressions of emotions, regardless of 
their specifi c valence (Donegan et al.  2003 ), 
whereas another study demonstrated a more spe-
cifi c pattern of limbic hyperarousal. In this study, 
enhanced activity of the right amygdala in BPD 
was only observed in response to fearful com-
pared to neutral faces, whereas attenuated activa-
tion of the bilateral amygdala was found during 
the presentation of angry facial expressions 
(Minzenberg et al.  2007 ). 

 Overall, available evidence in BPD is consis-
tent with the conclusion that limbic and paralim-
bic hyperreactivity holds particularly for negative 
and neutral stimuli (e.g., Jacob et al.  2012 ; 
Niedtfeld et al.  2010 ; Schulze et al.  2011 ), 
whereas the existing results regarding the pro-
cessing of positive stimuli are to date still incon-
clusive. Koenigsberg and colleagues ( 2009b ) 
found that compared to healthy controls, BPD 
patients exhibited heightened activity of the lim-
bic system only in response to negative stimuli; 
they failed to fi nd group differences for positive 
images. They also observed greater activation of 
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the dorsolateral prefrontal cortex during the pre-
sentation of negative stimuli in healthy controls. 
In contrast, Hazlett et al. ( 2012 ), as well as 
Donegan et al. ( 2003 ), found greater amygdala 
activity in BPD patients across all picture types, 
including positive stimuli. Additionally, recent 
fi ndings suggest abnormalities in emotion pro-
cessing might affect the functioning of the reward 
circuitry in BPD (i.e., the ventral striatum, the 
pregenual anterior cingulate, and the ventrome-
dial prefrontal cortex) and the functioning of the 
cortical midline structures during the anticipation 
of reward (Enzi et al.  2013 ). 

 Although most studies primarily investigated 
the processing of facial expressions or social 
scenes, heightened negative emotionality in 
patients with BPD has been demonstrated across 
a wide range of different stimuli. For instance, 
Jacob et al. ( 2012 ) reported stronger left- 
lateralized activation of the amygdala, along with 
attenuated activation of the subgenual anterior 
cingulate during an auditory anger induction pro-
cedure. Similarly, BPD patients showed stronger 
activation of the amygdala and insular region 
while recalling unresolved autobiographic life 
events (Beblo et al.  2006 ) or reading negatively 
valenced words (Silbersweig et al.  2007 ). 
Exaggerated and temporally prolonged amygdala 
responses were also observed in BPD patients 
during a procedure in which patients were pre-
sented with simple squares paired with painful 
electrodermal stimulation while being scanned 
(Kamphausen et al.  2013 ). 

 However, as outlined above, heightened emo-
tional response represents only one facet of emo-
tional instability in BPD. Impairment in the 
cognitive control of intense emotional states is 
argued to be equally important for understanding 
the disturbance patients experience in their daily 
lives, as the ability to regulate emotions has 
important effects on physical and mental health 
(Davidson  2000 ; Eftekhari et al.  2009 ; Gross and 
John  2003 ). As a consequence, studies of neural 
mechanisms associated with emotional regula-
tion have rapidly increased in the last years. 
These studies have examined several different 
forms of cognitive control, ranging from atten-
tional control processes, such as (in)voluntary 

shifts of attentional focus or limited allocation of 
resources necessary for the processing of exter-
nal stimuli, to cognitive change via reappraisal 
(for reviews, see Ochsner and Gross  2005 ; 
Ochsner et al.  2012 ). The impact of cognitive 
reappraisal on neural activity in the limbic and 
paralimbic regions is observed across a complex 
prefrontal network involving multiple neural 
regions; however, the impact is particularly 
observable in the dorso- and ventrolateral, 
 orbitofrontal, and anterior cingulate regions (e.g., 
Banks et al.  2007 ; Domes et al.  2010 ; Johnstone 
et al.  2007 ; Ochsner et al.  2004 ; Wager et al. 
 2008 ). The variability of prefrontal localizations 
associated with cognitive reappraisal might be 
attributable to temporal aspects of the reappraisal 
process, which fi rst involves implementation and 
subsequently involves maintenance and monitor-
ing of the effects of reappraisal on emotional 
responses (Kalisch  2009 ). 

 Recent studies of BPD patients investigated 
the effects of two different strategies of cognitive 
reappraisal: psychological distancing and reinter-
pretation of emotional situations. In one of the 
fi rst neuroimaging studies of this phenomenon 
conducted by Koenigsberg et al. ( 2009a ), patients 
were asked to decrease their emotional response 
to negative visual scenes using psychological dis-
tancing strategies. Compared to healthy controls, 
BPD patients showed diffi culties engaging the 
dorsal anterior cingulate cortex and inferior pari-
etal lobe during conditions of psychological dis-
tancing while showing a paradoxical increase of 
neural activity in the right amygdala. In another 
study conducted by Schulze et al. ( 2011 ), a 
delayed reappraisal paradigm was used to more 
clearly distinguish between the initial emotional 
reactivity to a negative stimulus and the subse-
quent modulation of emotional responses by cog-
nitive reappraisal (Jackson et al.  2000 ). Statistical 
analyses during the initial viewing phase repli-
cated previous results of limbic and paralimbic 
hyperreactivity during the presentation of nega-
tive and neutral stimuli in BPD. With regard to 
the regulatory phase, BPD patients showed atten-
uated activations of the left (more lateral) orbito-
frontal cortex, along with attenuated reduction of 
activity in the bilateral insula during attempts to 
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voluntarily decrease their emotional reactions. 
The orbitofrontal cortex is thought to play an 
important role in successful reappraisal via alter-
ing and updating the context- sensitive relevance 
of stimuli (Ochsner et al.  2004 ; Rolls  2000 ), sug-
gesting specifi c defi cits in BPD patients’ ability 
to implement new appraisals for the presented 
stimuli. Overall, the results by Schulze et al. 
( 2011 ) support two-factor models of emotional 
instability in BPD, i.e., enhanced emotional 
responding and defi cits in cognitive regulation of 
emotions. Interestingly, neurofunctional abnor-
malities in regions associated with the processing 
or regulation of emotions were only prominent 
when participants were instructed to attenuate 
negative emotions, whereas no group differences 
were found when participants attempted to 
increase their emotions. Additionally, recent 
work aimed to disentangle the specifi c effects of 
BPD from those of traumatization on the neural 
correlates of cognitive reappraisal (Lang et al. 
 2012 ). In this study, healthy participants without 
any history of traumatization showed an initial 
increase in prefrontal activation (e.g., dorsolat-
eral and dorsomedial prefrontal regions, anterior 
cingulate cortex), whereas trauma-exposed BPD 
patients and a comparison group of healthy indi-
viduals with traumatic experiences showed initial 
deactivations in those regions. Intriguingly, the 
group differences in the initial phase of emotion 
regulation might also indicate specifi c impair-
ments in the implementation and generation of 
alternative appraisals (Kalisch  2009 ). In addition, 
the results highlight the necessity to more ade-
quately address individual differences in BPD, 
e.g., trauma exposure, PTSD, or treatment 
experience. 

 Several studies examined attentional control 
(i.e., behavioral inhibition) of BPD patients in the 
context of negative stimuli (e.g., Domes et al. 
 2006 ; Fertuck et al.  2006 ; Rentrop et al.  2008 ). 
At the neural level, defi cits in the inhibition of 
behavioral responses in a linguistic Go/No-Go 
task, for instance, were related to relatively 
decreased activity in the ventromedial prefrontal 
cortex (including orbitofrontal and subgenual 
anterior cingulate regions) compared to healthy 
controls (Silbersweig et al.  2007 ). Attenuated 

activations of the anterior cingulate cortex during 
response inhibition were also observed in an 
emotional Stroop paradigm (Wingenfeld et al. 
 2009 ). While these studies assessed inhibition 
and negative emotions in general, recent work 
also addressed how performance on an impulse 
control task is modulated by more specifi c emo-
tional states (Jacob et al.  2012 ). Listening to an 
anger-inducing story, BPD patients showed a 
stronger activation of the right amygdala and the 
nucleus subthalamicus, whereas healthy controls 
showed a stronger recruitment of the subgenual 
anterior cingulate cortex. The subsequent perfor-
mance on a Go/No-Go task was accompanied by 
attenuated activation of the left inferior frontal 
cortex in BPD. 

 Finally, two studies investigated the infl uence 
of emotional distraction on working memory per-
formance. In both studies, BPD patients showed 
longer reaction times during emotional distrac-
tion along with enhanced activations of the 
amygdala compared to healthy controls (Krause- 
Utz et al.  2012 ; Prehn et al.  2013b ). Moreover, 
limbic and paralimbic activity was negatively 
correlated with current states of dissociation, 
suggesting that dissociation has a dampening 
effect on emotional reactivity (Krause-Utz et al. 
 2012 ). Dissociation is considered a regulatory 
strategy to cope with overwhelming emotions, 
presumably via prefrontal inhibition of limbic 
regions (Lanius et al.  2010 ; Sierra and Berrios 
 1998 ). While dissociation represents a highly 
effi cient way to shut down the emotional system 
(Ebner-Priemer et al.  2005 ,  2009 ), such states 
also prevent patients from learning to implement 
new strategies in emotionally arousing situations 
and represent a major challenge for psychothera-
peutic treatment of BPD (Kleindienst et al.  2011 ). 

 The study by Prehn et al. ( 2013b ) further 
assessed the role of working memory load on 
emotion processing. Despite heightened distract-
ibility by highly negative stimuli in general, 
healthy controls and criminal offenders with 
BPD showed equivalent declines of limbic activ-
ity associated with manipulations affecting work-
ing memory load. In other words, the engagement 
in a secondary cognitively challenging task 
downregulates amygdala activity, presumably 
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because these tasks draw resources necessary for 
the processing of emotional stimuli (see also 
Kanske et al.  2011 ; Van Dillen et al.  2009 ). 
Hence, attentional deployment strategies might 
be particularly useful for attenuating emotional 
reactions in BPD. 

 To summarize, fi ndings of functional neuro-
imaging studies support two-factor conceptual-
izations of emotional instability by illustrating 
abnormalities in the processing  and  regulation 
of emotions. Comparing negative emotionality 
between patients with BPD and healthy controls, 
enhanced activation of the amygdala and insu-
lar region, along with attenuated activation of 
the rostral part of the anterior cingulate cortex, 
was consistently reported. As stated initially, 
the boundary between processing and regula-
tion of emotions is blurry at best (Gross  1998 , 
 2002 ), and quite congruently, self-reports of 
emotional regulation capabilities correlate posi-
tively with neural activity in limbic and paralim-
bic regions (Niedtfeld et al.  2010 ; Schulze et al. 
 2011 ). Preliminary results also suggest dialec-
tical behavior therapy—focusing particularly 
on improving emotion regulation—attenuates 
neural activity of limbic regions in response 
to emotionally arousing stimuli (Schnell and 
Herpertz  2007 ), providing a promising starting 
point for assessing the effects of specifi c treat-
ment modules on affective hyperarousal in BPD. 
With regard to the cognitive control of emotions, 
BPD seems to be characterized by an attenu-
ated functioning of the dorsal part of anterior 
cingulate cortex and medial and lateral parts of 
the orbitofrontal cortex and defi cient activation 
of the dorsolateral prefrontal cortex. Therefore, 
dysfunctional behaviors, such as self-injury or 
dissociation, might be best understood as an 
attempt to initiate inhibitory control of intense 
emotions via increased activation of the prefron-
tal regions, e.g., dorsolateral prefrontal cortex 
(Krause-Utz et al.  2012 ; Niedtfeld et al.  2012 ; 
see also next paragraph).  

17.1.3.2    Self-Injury and Pain 
Processing 

 Deliberate self-injurious behavior, such as cut-
ting or burning, is one of the most prominent 

clinical symptoms observed in BPD patients, 
with rates as high as 90 % observed in some stud-
ies (Skodol et al.  2002 ; Zanarini et al.  2008 ). 
Patients frequently state that they use non- 
suicidal self-injurious behavior to escape from 
undesired or extreme negative emotions 
(Chapman et al.  2006 ; Kleindienst et al.  2008 ). 
They also experience an immediate relief of ten-
sion, a decrease of dissociative symptoms, and 
elevations of mood (Herpertz  1995 ; Kemperman 
et al.  1997 ; Reitz et al.  2012 ). Self-injury was 
therefore proposed to represent a dysfunctional 
attempt to regulate negative emotional states 
directly corresponding to emotional instability in 
BPD (Klonsky  2007 ; Welch et al.  2008 ). 

 Patients with BPD display a reduced sen-
sitivity to painful stimulation across different 
nociceptive modalities (e.g., Cardenas-Morales 
et al.  2011 ; Magerl et al.  2012 ; Russ et al.  1992 ; 
Schmahl et al.  2004 ), which is further decreased 
under conditions of elevated stress or states of 
dissociation (Bohus et al.  2000 ; Ludascher et al. 
 2007 ). Conversely, discontinuation of intentional 
self-injurious behavior results in a normaliza-
tion of pain perception (Ludascher et al.  2009 ). 
The reduced sensitivity to pain, however, is 
not attributable to impairments in the sensory- 
discriminative component of pain processing, 
as BPD patients did not exhibit abnormal per-
formance in the spatial discrimination of noci-
ceptive stimuli or in the detection of painful 
stimulation (Ludascher et al.  2007 ; Schmahl 
et al.  2004 ). Therefore, BPD patients’ reduced 
sensitivity might be better explained by abnor-
malities in the affective-motivational component 
of pain sensation, which in turn can be modulated 
by the context and cognitive appraisals of pain. 
Importantly, recent work by Magerl et al. ( 2012 ) 
found that endogenous antinociception in BPD 
is best predicted by the recency of self-injurious 
behavior, whereas psychometric measures of 
BPD psychopathology were unrelated to pain 
sensitivity. Thus, the authors suggested reduced 
pain sensitivity might not be a consequence 
of BPD psychopathology per se, but rather the 
result of neurofunctional rearrangement of brain 
circuits involved in the processing of pain due to 
BPD-related self-injurious behavior. 
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 Neural models of pain sensation identifi ed two 
anatomically distinct neural pathways that might 
be implicated in BPD patients’ self-injurious 
behavior—sensory discriminative and affective 
motivational (for a review, see Treede et al. 
 1999 ). The sensory-discriminative system, nec-
essary for stimulus localization and perception of 
pain quality and intensity, projects from the  lat-
eral  thalamic nuclei to the primary and second-
ary somatosensory cortices. In contrast, the 
affective-motivational pathway, which underlies 
evaluation of pain and subsequent emotional or 
behavioral reactions, projects from the  medial  
thalamic nuclei to the anterior cingulate cortex 
and insula, which is in turn reciprocally con-
nected to the brainstem and the amygdala 
(Augustine  1996 ; Barbas et al.  2003 ). 

 Neurobiological correlates of altered pain pro-
cessing in BPD were initially investigated by 
Schmahl and colleagues ( 2006 ). In this study, 
heat stimuli of two different intensities were 
delivered via a thermode. Participants either 
received a standardized temperature of 43 °C or 
an individual temperature adjusted for equal sub-
jective pain in all individuals. Here, BPD patients 
again showed much higher pain thresholds than 
healthy controls. In response to individually 
adjusted heat stimuli, patients showed neural 
deactivation in the perigenual anterior cingulate 
cortex and the amygdala, while greater BOLD 
responses were found in the dorsolateral prefron-
tal cortex. Therefore, antinociceptive mecha-
nisms might be attributable to increased top-down 
control closely associated with deactivations of 
the limbic system, particularly in patients with 
comorbid posttraumatic stress disorder (Kraus 
et al.  2009 ). Subsequent work combined thermal 
sensory stimulation with the prior induction of 
negative affect to further elucidate the potential 
role of pain with respect to regulation of affective 
states in BPD (Niedtfeld et al.  2010 ). In line with 
previous work, the BPD sample showed enhanced 
activations of the amygdala, insula, and anterior 
cingulate cortex in response to negative (but also 
to neutral) stimuli. The subsequent administra-
tion of heat stimulation again served to suppress 
neural activation of the amygdala and anterior 
cingulate cortex. Interestingly, there was only 

limited support for a BPD-specifi c role of pain in 
affect regulation, as both groups showed compa-
rably attenuated activity in the amygdala. As a 
result, the authors proposed a general mechanism 
to explain the soothing effects of pain. In particu-
lar, they argued that painful sensory stimulation 
might draw resources from the processing of 
negative emotions, similar to cognitive strategies 
of “attentional deployment” (Gross  2002 ; 
Ochsner and Gross  2005 ). Additional  connectivity 
analyses indicated that inhibitory infl uence on 
limbic regions during painful stimulation is par-
ticularly attributable to activation of the medial 
and dorsolateral parts of the prefrontal cortex 
(Niedtfeld et al.  2012 ). 

 In a different study, participants were pre-
sented with an audiotape describing an act of self-
injury comprising different aspects of the 
situation, such as the respective trigger, related 
cognitive and emotional reactions, the act of self- 
harming behavior, and the subsequent relaxation 
(Kraus et al.  2010 ). While listening to emotional 
reactions, BPD patients displayed attenuated acti-
vation of the orbitofrontal cortex in comparison to 
healthy controls, presumably due to impaired 
ability to inhibit or modulate the elicited emo-
tions. The description of the self- injurious act 
itself was again accompanied by decreased activ-
ity of the mid-cingulate cortex in BPD. 

 Alternative accounts of self-injury highlight 
the importance of the endogenous opioid sys-
tem (for reviews, see Bandelow et al.  2010 ; New 
and Stanley  2010 ; Stanley and Siever  2010 ). The 
human opioid system consists of β-endorphin, 
met-enkephalin, and dynorphin, with all three neu-
rotransmitters broadly involved in antinociception 
and stress-induced analgesic states (Fields  2004 ; 
Flor et al.  2002 ). More specifi cally, it is suggested 
that several forms of dysfunctional behavior in 
BPD (e.g., self-injury, risk-seeking behavior, pro-
miscuity, substance abuse) might refl ect attempts 
to raise relatively low levels of opioids (Bandelow 
et al.  2010 ; New and Stanley  2010 ). Reduced 
availability of dynorphin might also explain feel-
ings of chronic emptiness and dysphoria (Land 
et al.  2008 ; for a discussion, see Stanley and Siever 
 2010 ). An initial investigation into this phenom-
enon found lower levels of  cerebrospinal fl uid 
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β-endorphins and met- enkephalins in individuals 
with a history of self-injury, mainly patients with 
BPD (Stanley et al.  2010 ). These fi ndings were 
paralleled by a PET study measuring μ-opioid 
receptor availability during neutral and dysphoric 
states (Prossin et al.  2010 ). At baseline, greater 
μ-opioid receptor availability in BPD was found in 
the orbitofrontal cortex, caudate nucleus, nucleus 
accumbens, and amygdala, presumably refl ecting 
lower levels of endogenous opioids. The induction 
of sad affect led to a greater activation of the opi-
oid system in the anterior cingulate cortex, orbi-
tofrontal cortex, ventral pallidum, and amygdala, 
indicating a compensatory response to basal levels 
of μ-opioid in BPD. 

 To summarize, theoretical conceptualizations 
propose that self-injury is a dysfunctional, but 
highly effi cient strategy for the regulation of neg-
ative emotional states. Higher pain thresholds in 
BPD are not attributable to impairment in the 
sensory-discriminative component of pain pro-
cessing, but rather to abnormalities in affective- 
motivational components. The results of imaging 
studies further bolster such conceptualizations. 
In response to pain, patients with BPD show 
enhanced activation of the prefrontal cortex, 
along with attenuated activation of the anterior 
cingulate cortex and limbic system, whereas no 
functional abnormalities are found in somatosen-
sory cortices. Therefore, the soothing effects of 
self-harm might be best explained by an increased 
top-down control of limbic regions through 
medial and dorsolateral prefrontal regions. 
Further emphasis must be placed on understand-
ing associations between self-injury and the opi-
oid system. Given that recent fi ndings indicate 
that BPD patients exhibit baseline defi cits in 
endogenous opioids, this area might hold some 
promise as a target for pharmacotherapy in BPD.  

17.1.3.3    Interpersonal Disturbances 
 Disturbed relatedness was acknowledged in ear-
liest descriptions of BPD (Kernberg  1967 ), and 
patients’ diffi culties in interpersonal contexts are 
currently considered the most unique and dis-
criminant feature of BPD psychopathology 
(Gunderson et al.  1995 ). Up until the present, 
studies in this area have focused predominantly 

on abnormalities in the perception and recogni-
tion of others’ mental and emotional states as a 
social-cognitive factor contributing to distur-
bance in BPD patients’ social interactions (for a 
review of social cognition in BPD, see Roepke 
et al.  2012 ). Consistent with this notion, most 
behavioral studies found that BPD patients 
exhibit impairment in basic emotion recognition 
(e.g., Bland et al.  2004 ; Levine et al.  1997 ; Merkl 
et al.  2010 ; Ritter et al.  2011 ; Unoka et al.  2011 ) 
as well as a bias to interpret ambiguous stimuli 
more negatively (Domes et al.  2008 ; Meyer et al. 
 2004 ; Wagner and Linehan  1999 ), although a 
number of studies also reported superior attribu-
tion and detection of mental states in BPD 
(Fertuck et al.  2009 ; Lynch et al.  2006 ; Schulze 
et al.  2013a ). Defi cits in the recognition of emo-
tions were particularly prominent in more com-
plex and naturalistic settings (for a discussion of 
the role of ecological validity, see Roepke et al. 
 2012 ), e.g., when subjects have to integrate facial 
and prosodic information (Minzenberg et al. 
 2006 ), are required to rapidly discriminate facial 
expressions (Dyck et al.  2009 ), or have to judge 
video-based social interactions (Preissler et al. 
 2010 ; Sharp et al.  2011 ). In sum, these studies 
point predominantly toward impairments in BPD 
patients’ capacity to infer the emotional states of 
other individuals. 

 However, cognitive empathy represents only 
one facet of social cognition (Decety and Meyer 
 2008 ; Singer  2006 ); a second component repre-
sents the emotional response to the observed 
emotional state of another person, i.e., emotional 
empathy (Eisenberg and Miller  1987 ; Mehrabian 
and Epstein  1972 ). The few experimental studies 
available on the subject found that BPD patients 
exhibit a reduced capacity to experience empathic 
concern for other people’s observed distress 
(Dziobek et al.  2011 ; Ritter et al.  2011 ). In com-
bination with aforementioned fi ndings of defi cits 
in cognitive empathy, these fi ndings suggest that 
misperceptions of others’ emotional states might 
lead to dysfunctional emotional responses in 
social interactions (New et al.  2008 ). 

 Consequently, recent neuroimaging studies 
have aimed to identify functional brain abnormal-
ities associated with impaired cognitive empathy 
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in BPD. An initial study by Guitart- Masip et al. 
( 2009 ) investigated patients’ brain responses 
while discriminating emotional facial expressions 
from neutral expressions. Compared to healthy 
controls, BPD patients made more mistakes in 
discriminating between negative and neutral 
facial expressions. More specifi cally, patients less 
accurately discriminated between disgusted and 
neutral expressions and showed a trend for similar 
diffi culties in distinguishing between fearful and 
neutral faces. These behavioral impairments in 
BPD were accompanied by greater activation of 
the left inferior and middle temporal cortex 
(including parts of the superior temporal gyrus), 
possibly refl ecting abnormalities in the perceptual 
processing of visual stimuli. 

 Subsequently, Dziobek et al. ( 2011 ) used a 
more ecologically valid paradigm to measure 
functional neural correlates of social cognition 
in BPD. The Multifaceted Empathy Test (MET; 
Dziobek et al.  2008 ) depicts people in emotionally 
charged situations and allows a separate assess-
ment of cognitive and emotional aspects of state 
empathy. Participants are required to either infer 
the mental states of the depicted person (cognitive 
empathy) or to rate their level of empathic concern 
for the displayed individual (emotional empathy). 
Behaviorally, patients showed impairments in 
cognitive and emotional aspects of empathy com-
pared to healthy controls. At the neural level, both 
groups activated a similar neural network during 
empathic processes, which comprised the tempo-
ral pole, the temporoparietal junction, the orbi-
tofrontal cortex, and the superior temporal gyrus 
for cognitive empathy (for a review, see Frith and 
Frith  2005 ) and, in addition, the insula and medial 
prefrontal cortex for emotional facets of empathy. 
Subsequent group comparisons revealed sig-
nifi cantly reduced activation of the left superior 
temporal sulcus and gyrus of BPD patients while 
inferring others’ mental states. Moreover, this 
reduction was related to symptoms of intrusion in 
the BPD group. In contrast, enhanced activation 
of the right mid-insula was found when patients 
were emotionally attuned to another person. This 
brain abnormality was additionally associated 
with emotional arousal, as assessed by skin con-
ductance responses. 

 Abnormalities in the left superior temporal 
sulcus of BPD patients were also found by Mier 
et al. and by Frick et al. ( 2012 ). In the former 
study, neural responses were measured while 
participants performed basic or more complex 
social-cognitive tasks. Healthy controls showed 
stronger activation of the superior temporal sul-
cus in response to greater demands on social- 
cognitive processes; such a pattern, however, 
was not seen in BPD patients. Hypo-activation 
of this brain region was consequently particu-
larly prominent when patients performed com-
plex social- cognitive tasks, i.e., attributing 
others’ intentions. Furthermore, the authors 
found that BPD patients exhibited hyperrespon-
siveness of the limbic system independent of the 
specifi c social-cognitive process investigated. In 
line with these fi ndings, Frick and colleagues 
( 2012 ) also observed attenuated activation of the 
superior temporal sulcus and enhanced activa-
tion of the right amygdala during a mental state 
discrimination task (based on the eye region of 
individuals only). In this study, patients with 
BPD were more accurate in their ability to dis-
cern others’ intentions than nonclinical controls 
(see also Scott et al.  2011 ). 

 Taken together, available studies illustrate 
abnormalities in BPD patients’ ability to infer 
others’ mental and emotional states, with trauma-
tization being a negative predictor of social- 
cognitive abilities in BPD (Dyck et al.  2009 ; 
Preissler et al.  2010 ). Neuroimaging studies of 
mentalization found consistently altered func-
tioning of the superior temporal sulcus in BPD. 
The superior temporal sulcus might be particu-
larly vulnerable to the impact of traumatic expe-
riences, as this brain region matures rather late in 
adolescence (Paus  2005 ). Alternative accounts 
propose that emotional hyperreactivity in concert 
with defi cient functioning of the prefrontal cortex 
might interfere with social-cognitive processes 
(for a discussion, see Domes et al.  2009 ). The 
data provided by Dziobek et al. ( 2011 ) support 
the hypothesis that emotional arousal interferes 
with empathic processes in BPD. Thus, abnor-
malities related to the processing and regulation 
of emotions might be linked to altered social- 
cognitive processes in BPD patients. 
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 As illustrated above, up until now, studies inves-
tigating social cognition in BPD primarily focused 
on the ability of BPD patients to accurately recog-
nize others’ emotions and intentions, i.e., cognitive 
empathy. Such abilities, however, only represent a 
small part of successful interpersonal interactions, 
which are characterized by an ongoing exchange of 
social signals between individuals (cf. Dziobek 
 2012 ). For that reason, recent studies adopted mul-
tiplayer economic exchange games to model inter-
actional behavior in BPD (see also Seres et al. 
 2009 ). In multi- round trust games without any 
feedback about the back transfer of the other part-
ner, BPD patients transferred smaller amounts of 
monetary units compared to nonclinical controls or 
patients with major depression (Unoka et al.  2009 ). 
Impaired trust during these sequential interactions 
was also related to individual diffi culties in inter-
personal relationships. 

 Despite the prominence of interpersonal dis-
turbances in BPD, there is to date only one study 
available that examined the underlying neuro-
functional correlates. King-Casas and colleagues 
( 2008 ) used a multi-round economic exchange 
game with functional neuroimaging to investi-
gate interactional behavior in patients with BPD. 
Their fi ndings suggested that interpersonal dis-
turbances in BPD are related to diffi culties in 
maintaining cooperation with a healthy partner as 
well as an impaired capacity to restore broken 
cooperation. Neurologically, abnormal activation 
patterns of the bilateral anterior insula differenti-
ated healthy controls from individuals with BPD. 
While activation of the insula in healthy controls 
tracked changes in cooperative behavior, in 
patients with BPD, activity of the anterior insula 
was unrelated to the magnitude of offers received 
(input) in BPD. Importantly, no insular abnor-
malities were found to be related to repayment of 
partners (output). Thus, the attenuated activity 
observed in the anterior insula during input led 
the authors to propose that “anomalous [percep-
tion of] social ‘input’ … (rather than ‘output’) is 
a potential mechanism of interpersonal dysfunc-
tion” (King-Casas and Chiu  2012 ; p. 121), par-
ticularly with regard to disturbed perception of 
social norms and an inability to recognize cues 
signaling waning trust of partners.   

17.1.4    Summary 

 To recapitulate, structural brain imaging fi ndings 
consistently illustrate smaller gray matter volume 
in the amygdala and hippocampus of BPD 
patients. Furthermore, available evidence sug-
gests that BPD patients exhibit structural abnor-
malities in prefrontal brain regions, such as the 
anterior cingulate cortex, dorsolateral prefrontal 
cortex, and orbitofrontal regions. 

 Functional neuroimaging studies also support 
frontolimbic abnormalities across a variety of 
tasks. Processing of emotionally arousing stimuli, 
for instance, was associated with enhanced activa-
tion of the amygdala. BPD patients’ attempts to 
cognitively control affective states were found to 
be less effective than those of healthy controls, 
which is presumably the result of attenuated func-
tioning of prefrontal regions, specifi cally the dor-
solateral prefrontal cortex, as well as medial and 
lateral regions of the orbitofrontal cortex. 
Interestingly, dysfunctional behaviors, such as 
self-injury or dissociation, were found to increase 
activation of prefrontal regions. Consequently, the 
soothing effects of self-harm on intense affective 
states might be best explained by an increased 
top-down control of limbic regions by medial and 
dorsolateral prefrontal regions. 

 Finally, several studies addressed interper-
sonal disturbances in BPD patients and investi-
gated neural processes associated with inferring 
others’ mental and emotional states. Findings 
highlight abnormal functioning of the superior 
temporal sulcus and additionally suggest that 
patients’ heightened emotional arousal interferes 
with social-cognitive processes.   

17.2    Individuals with Antisocial 
Behavior and Psychopathic 
Traits 

17.2.1    Introduction 

 Empirical research on antisocial behavior has 
identifi ed a number of genetic, environmental, 
psychological, and social pathways that poten-
tially lead to these behaviors (Holmes et al. 
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 2001 ; Moffi tt  2005 ; Murray and Farrington 
 2010 ; Raine  2002 ; Vermeiren et al.  2002 ). 
Additionally, a growing body of evidence has 
linked antisocial behavior to functional and 
structural brain abnormalities. Any attempt to 
summarize this literature has several signifi cant 
limitations. Most important of which is the lack 
of one common and coherent underlying psy-
chopathological construct. Several studies are 
based on one of two offi cial classifi cation sys-
tems, the DSM and the ICD, which already show 
little overlap in constructs that capture antisocial 
behavior. For example, antisocial personality 
disorder in DSM-IV- TR and dissocial personal-
ity disorder in ICD- 10 were found to be least 
concordant, when compared to all other person-
ality disorders (Ottosson et al.  2002 ). However, 
studies in child or adolescent populations are 
mainly based on a different DSM-IV-TR con-
struct; conduct disorder, often with an additional 
specifi er for callous; and unemotional traits 
(Viding et al.  2012 ). Other studies focus on very 
specifi c aspects of antisocial behavior, e.g., vio-
lence (Raine et al.  1997 ; Volkow et al.  1995 ), 
aggressive and impulsive behavior (Dolan et al. 
 2002 ), or pathological lying (Yang et al.  2005 ). 
The most developed construct capturing antiso-
cial behavior is psychopathy (Hare  2006 ). 
Psychopathy is characterized by a cluster of 
interpersonal, affective, and behavioral charac-
teristics including impulsivity, callousness, and 
persistent antisocial behavior with profound lack 
of guilt or remorse (Hare  2006 ). A further limita-
tion associated with summarizing the current lit-
erature is the diverse characteristics of study 
samples used to research antisocial behaviors. 
Included populations range from university or 
community samples with self- reported psycho-
pathic traits (e.g., assessed with the Psychopathic 
Personality Inventory, PPI; Lilienfeld and 
Andrews  1996 ) to nonclinical temporary agency 
employees to incarcerated men with full criteria 
psychopathy (e.g., assessed with Psychopathy 
Checklist-Revised, PCL-R, Hare  2003 ). Further, 
study populations vary widely in sample size, 
gender ratio, education level, cognitive abilities, 
age, and comorbid conditions, e.g., duration of 
substance use disorder. A further limitation is 

that a number of publications refer to the same 
study population. 

 Possibly due to these limitations, functional 
and structural brain fi ndings do not present a con-
sistent picture underlining antisocial behavior 
and trait psychopathy (Koenigs et al.  2011 ; fea-
tured review). Although most fMRI studies 
assessed the processing of social or emotional 
information (e.g., within decision making, condi-
tioning, or reward designs), differences in activa-
tion patterns are widespread across all four lobes 
of the cortex and subcortical structures (Koenigs 
et al.  2011 ; review). Also, structural brain fi nd-
ings have not yet provided robust replicable data. 
Because of these inconsistencies in current data, 
in this chapter, we focus on specifi c brain struc-
tures and functional networks that are theory 
driven and have been associated with antisocial 
behavior and trait psychopathy, presenting prom-
ising starting points for both understanding the 
neural mechanisms underlying these constructs 
and guiding future research.  

17.2.2    Amygdala 

 Very early studies in individuals with psycho-
pathic traits revealed that these patients reported 
decreased fear and showed decreased autonomic 
responses to aversive stimuli, results which both 
point toward involvement of the amygdala 
(Lykken  1957 ; Patrick et al.  1993 ). Indeed, one of 
the most robust functional MRI fi ndings across a 
variety of tasks is attenuated activity of the amyg-
dala. Thus, during an affective memory task, 
criminal psychopaths ( N  = 8, PCL-R ≥ 28) from a 
maximum security prison showed signifi cantly 
less affect-related activity in the amygdala com-
pared to controls (Kiehl et al.  2001 ). In an aver-
sive delay conditioning paradigm, criminal 
psychopaths ( N  = 4, mean PCL-R = 25) showed 
attenuated amygdala response compared to con-
trol groups (Veit et al.  2002 ). While performing 
an affect recognition task within a group of male 
college students ( N  = 20), those with high PPI 
scores (mean split) displayed lower amygdala 
activation compared to the low PPI group. In later 
studies, lower amygdala activation has been 
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 confi rmed in a number of conditions, e.g., by a 
group of prison inmates ( N  = 16, PCL-R ≥ 30) 
viewing pictures depicting moral norm violations 
(Harenski et al.  2010 ), during acquisition in a 
fear-conditioning paradigm in a group of 10 
criminal psychopaths (mean PCL-R = 25, 
Birbaumer et al.  2005 ), and by a group of schizo-
phrenic patients with trait psychopathy from a 
secure psychiatric inpatient facility (group com-
position determined by a mean split of the PCL 
screening version score, Hart et al.  1995 ) while 
viewing fearful faces (Dolan and Fullam  2009 ). 
Further, in nonclinical samples, psychopathy 
score (PPI) correlated negatively with amygdala 
activation during a prisoner’s dilemma task 
(Rilling et al.  2007 ) and while viewing pictures 
of aversive stimuli ( N  = 10 females, psychopathy 
assessed with the PPI; Harenski et al.  2009 ). 
Lower amygdala activity during passive avoid-
ance learning was also found in youth ( N  = 15) 
with psychopathic traits (PCL youth version 
(YV) ≥ 20, Finger et al.  2011 ). Glenn et al. ( 2009 ) 
found that reduced activity in the amygdala dur-
ing an emotional moral decision-making task 
correlated with a higher psychopathy score in a 
sample of 17 community participants with vary-
ing degrees of psychopathy (PCL-R = 7.4–32). 
Also in youth with callous unemotional traits 
( N  = 12, PCL:YV ≥ 20), amygdala activation was 
reduced compared to control groups while pro-
cessing fearful faces (Marsh et al.  2008 ). Further, 
Jones et al. ( 2009 ) found reduced amygdala acti-
vation while viewing fearful faces in boys 
( N  = 17) with callous unemotional traits (assessed 
with the antisocial process screening device, 
Frick and Hare ( 2001 )) compared to controls. 

 Nevertheless, there are also contradictory 
fi ndings. Müller et al. ( 2003 ), for instance, found 
increased amygdala activation in criminal psy-
chopaths from a high-security psychiatric facility 
( N  = 6, PCL-R > 30) while viewing pictures with 
negative content. Convergent evidence for 
involvement of the amygdala in antisocial behav-
ior is provided by studies looking for structural 
alterations in the brains of antisocial individuals. 
For instance, reduced amygdala volume has been 
found in unsuccessful psychopaths (defi ned as 
PCL-R ≥ 23 and history of prosecution for 

 criminal acts,  N  = 16; Yang et al.  2010 ) recruited 
from temporary employment agencies compared 
to controls. An additional study with 27 individu-
als recruited from temporary employment agen-
cies with high psychopathy scores (PCL-R ≥ 23) 
also confi rmed amygdala volume reduction in the 
high psychopathy group compared to a control 
group; however, this reduction was more associ-
ated with affective and interpersonal facets of 
psychopathy than the impulsive and behavioral 
symptoms (Yang and Raine  2009 ). Further, this 
study assessed amygdala deformation, which 
was most prominent in basolateral, lateral, corti-
cal, and central nuclei in participants with psy-
chopathy (Yang and Raine  2009 ). Finally, in a 
study including a large number of male prison 
inmates ( N  = 296), reduced volume in the amyg-
dala was associated with psychopathy score 
(measured with the PCL-R; Ermer et al.  2012 ). 

 In contrast to the results of reduced amygdala 
volume, a study of 26 violent offenders from 
forensic psychiatric hospitals meeting criteria for 
antisocial and dissocial personality disorder 
revealed larger amygdala volume compared to a 
control group (Boccardi et al.  2011 ). Volume 
reduction in psychopaths was only found in the 
basolateral amygdala (a region with reciprocal 
connections to the orbitofrontal cortex—OFC). 
The central and lateral nuclei, in contrast, were 
enlarged (presenting components of the threat 
circuit that is involved in fear conditioning, 
Boccardi et al.  2011 ). A limitation of these results 
is that all offenders in this sample met the criteria 
for substance abuse (Boccardi et al.  2011 ). 

 In sum, most functional MRI studies point 
toward a defi cit in amygdala activation in trait 
psychopathy compared to controls, Further, 
amygdala volume seems to be reduced, at least in 
some subnuclei, in individuals with trait psy-
chopathy. However, to date there is a lack of stud-
ies combining functional and structural analyses.  

17.2.3    Prefrontal Cortex 

 Early fi ndings of antisocial behavior in individu-
als with prefrontal brain damage pointed to the 
potential involvement of this brain structure 
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(Anderson et al.  1999 ; Blumer and Benson  1975 ; 
Harlow  1868 ). Initial fMRI data confi rmed this 
hypothesis and revealed that the orbitofrontal and 
ventromedial (OFC/vm) and prefrontal cortex 
(PFC) were particularly implicated in psychopa-
thy (for review see Anderson and Kiehl  2012 ). In 
particular, the aforementioned study by Rilling 
et al. ( 2007 ) revealed lower OFC activity in par-
ticipants with higher psychopathy scores when 
choosing to cooperate in a prisoner’s dilemma 
task. Also, the previously mentioned Finger et al. 
( 2011 ) study showed reduced OFC activity in 
youth with callous and unemotional traits in 
response to early stimulus-reinforcement expo-
sure and to reward in a passive avoidance learn-
ing task. Criminal offenders ( N  = 10) with 
dissocial personality disorder (PCL-R > 28) in a 
forensic setting also showed decreased prefrontal 
cortex activation while engaged in a task designed 
to assess the infl uence of emotion on cognitive 
processes (Muller et al.  2008 ). Results from a 
study in which ten male psychopathic patients 
(mean PCL:SV = 16) from a forensic setting and 
healthy controls engaged in a competitive rein-
forcement fMRI task revealed that psychopathic 
patients had lower activation in the mPFC during 
retaliation, but increased activation in the mPFC 
when seeing an opponent being punished com-
pared to controls (Veit et al.  2010 ). Further, 
reduced activity of the mPFC has been observed 
when psychopaths (22 men with history of severe 
criminal offense and PCL-R > 20) are engaged in 
moral reasoning compared to controls (Pujol 
et al.  2012 ). In addition, one study of ten non-
clinical female adults (psychopathy measured 
with PPI) found a negative correlation between 
psychopathy score and mPFC activation while 
engaged in fMRI tasks presenting pictures of 
moral norm violation (Harenski et al.  2009 ). In 
line with these fi ndings, lack of vmPFC activa-
tion while engaged in a moral norm violation 
paradigm has been found in 16 male prison 
inmates with psychopathy (PCL-R ≥ 30) com-
pared to controls (Harenski et al.  2010 ). 

 Decreased prefrontal activity was also found 
during a decision-making task in 12 offenders 
with antisocial personality disorder and  emotional 
hypo-reaction recruited from a  high- security 

forensic facility (Prehn et al.  2013a ). Finally, 
Birbaumer et al. ( 2005 ) also found reduced OFC 
activation in schizophrenic patients with trait 
psychopathy during the acquisition phase in a 
fear-conditioning paradigm. Notably, not all 
fMRI experiments revealed reduced PFC activa-
tion in individuals with antisocial behavior and 
trait psychopathy. For instance, an fMRI study by 
Sommer et al. ( 2010 ) using a theory of mind task 
revealed increased activation of OFC and mPFC 
in 14 criminal patients from a forensic setting 
with antisocial personality disorder and PCL-R 
score > 28 compared to controls. 

 Additionally, structural data support the 
argument that volume reduction in PFC struc-
tures is linked to antisocial behavior. In a study 
by Raine et al. ( 2000 ), 21 men with antisocial 
personality disorder recruited from temporary 
employment agencies showed reduced gray 
matter volume compared to controls. Boccardi 
et al. ( 2011 ) found a reduction in OFC gray mat-
ter. Tiihonen et al. ( 2008 ) also found OFC gray 
matter atrophy in 26 forensic patients fulfi lling 
criteria for antisocial and dissocial personality 
disorder. Also, the study by de Oliveira-Souza 
et al. ( 2008 ) found gray matter reduction in the 
OFC in patients with antisocial personality dis-
order compared to controls. Further, volume 
reduction in individuals with antisocial behavior 
and trait psychopathy has been found in the 
anterior frontopolar region of the PFC (de 
Oliveira-Souza et al.  2008 ; Gregory et al.  2012 ; 
Tiihonen et al.  2008 ). Assessing cortical thick-
ness in 27 nonclinical psychopaths (recruited 
from temporary employment agencies, 
PCL-R ≥ 23) revealed a higher inverse correla-
tion between cortical thickness in the OFC and 
response perseveration in psychopaths com-
pared to controls (Yang et al.  2011 ). A recent 
meta-analysis of 43 structural and functional 
brain imaging studies (also including PET and 
SPECT studies) of antisocial, violent, and psy-
chopathic individuals revealed prefrontal struc-
tural and functional reduction, especially in the 
right OFC and left dlPFC compared to controls 
(Yang and Raine  2009 ). 

 Despite the large number of consistent fi nd-
ings, a study by Schiffer et al. ( 2011 ) revealed 
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that reduced gray matter volumes in the PFC/
OFC were more associated with substance use 
disorder than with violent behavior. Consistent 
with this fi nding, a study by Laakso et al. ( 2002 ) 
found that volume reduction in the dlPFC, OFC, 
and mPFC in 24 forensic patients with antisocial 
personality disorder was better explained by 
duration of alcohol consumption than by trait 
psychopathy.  

17.2.4    Frontolimbic Circuitry 

 Based on the distinction between reactive and 
instrumental aggression (Berkowitz  1993 ), one 
prominent model (Blair  2010 ) integrates amyg-
dala and PFC fi ndings in individuals with antiso-
cial behavior and trait psychopathy. Within the 
framework of this model, reactive aggression fol-
lows perceived frustrating or threatening events 
and is defi ned as an unplanned and enraged attack 
against these triggers. Instrumental aggression, on 
the other hand, is more goal directed and purpose-
ful. Instrumental aggression is thus conceived as a 
premeditated means of obtaining a goal, other 
than harming the victim, and being proactive 
rather than reactive. Psychopathic individuals can 
show both reactive and instrumental aggression 
(Anderson et al.  1999 ). Individuals who predomi-
nately engage in reactive aggression are hypothe-
sized to exhibit increased responsiveness of the 
amygdala-hypothalamus- periaqueductal gray 
threat system, which might be accompanied by 
reduced frontal regulatory activity. Findings in 
patients with predominately reactive aggression 
confi rmed the hypothesis of increased amygdala 
activity in response to threat stimuli compared to 
controls (e.g., individuals with impulsive aggres-
sion in Coccaro et al.  2007 ; spouse abusers in Lee 
et al.  2008 ). Also, individuals with borderline per-
sonality disorder (BPD) show more reactive 
aggression, and fMRI studies of BPD patients 
confi rm the expected corresponding hyperrespon-
siveness of the amygdala in this population 
(Donegan et al.  2003 ; Herpertz et al.  2001 ; 
Koenigsberg et al.  2009a ; Minzenberg et al. 
 2007 ). In line with the theory of reactive and 
instrumental aggression, Prehn et al. ( 2013b ) 

found increased amygdala activity in a study 
investigating the infl uence of emotional stimuli 
on working memory in 15 male criminal offend-
ers from a forensic setting with antisocial person-
ality and comorbid BPD, all meeting the affective 
instability and lack of anger control criteria. 
However, it must be pointed out that the cited 
fMRI studies in individuals with predominately 
reactive aggression did not consistently show 
reduced frontal regulatory activity. 

 Individuals who engage in predominantly 
instrumental aggression are hypothesized to 
show specifi c impairment of the amygdala- 
dependent stimulus-reinforcement learning and 
impairment of the prefrontal cortex-related repre-
sentation of reinforcement expectancies (for a 
review, see Crowe and Blair  2008 ). As outlined 
above, a number of fMRI studies confi rmed 
reduced amygdala and OFC/vmPFC activation in 
individuals with psychopathic traits or antisocial 
behavior. Nevertheless, some inconsistent fi nd-
ings must be noted (e.g., lack of differences 
between psychopaths and controls in OFC activa-
tion while viewing emotional faces, Finger et al. 
 2008 ; Gordon et al.  2004 ; Jones et al.  2009 ; 
Marsh et al.  2011 ,  2008 ). An fMRI study by 
Marsh et al. ( 2011 ) showed a reduced activation 
in the amygdala and the OFC in adolescents with 
psychopathic traits (PCL:YV ≥ 20) when making 
judgments about legal actions, in addition to a 
reduced functional connectivity between these 
two regions. 

 As mentioned previously, structural fi ndings 
also point toward involvement of the amygdala 
and OFC in antisocial behavior and trait psychop-
athy. In addition to these fi ndings, a study using 
diffusion tensor MRI (Craig et al.  2009 ) found 
abnormal structural connectivity between the 
amygdala and OFC (uncinate fasciculus) in nine 
forensic patients with psychopathy (PCL-R ≥ 25) 
compared to controls. These results were con-
fi rmed by Motzkin et al. ( 2011 ), who found 
reduced structural integrity (DTI) and reduced 
functional connectivity in the right uncinate fas-
ciculus in 14 male inmates from a correctional 
institution (PCL-R ≥ 30) compared to controls. 

 In sum, a number of functional and struc-
tural MRI studies are in favor of Blair’s 
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theory of impaired amygdala-dependent stimulus- 
reinforcement learning and impairment of 
prefrontal cortex-related representation of rein-
forcement expectancies in individuals with psy-
chopathic traits and antisocial behavior.  

17.2.5    Paralimbic Structures 

 Another prominent theoretical model of trait psy-
chopathy is grounded in the study of cytoarchi-
tectonics of subcortical brain structures, which 
extends the model of amygdala and PFC dys-
function to paralimbic structures, specifi cally, the 
parahippocampal gyrus, the temporal pole, 
the insula, and the anterior and posterior cingu-
late cortex (Kiehl  2006 ). These regions serve as 
the transition between subcortical structures and 
higher neocortical regions (Mesulam  2000 ) and 
might be involved in deviant information pro-
cessing in trait psychopathy. Although most 
functional and structural MRI fi ndings in these 
brain regions are contradicted by negative results 
from other studies (Blair  2010 ), growing empiri-
cal evidence supports the hypothesis of the 
involvement of paralimbic brain structures in 
antisocial behavior and trait psychopathy 
(Anderson and Kiehl  2012 ). 

 Thus, functional MRI analyses revealed abnor-
mal activation patterns in the superior temporal 
cortex in individuals with antisocial behavior and 
psychopathic traits compared to controls in a num-
ber of studies (Finger et al.  2008 ; Jones et al.  2009 ; 
Kiehl et al.  2001 ; Marsh et al.  2008 ). Also, abnor-
mal activation in the posterior cingulate cortex has 
been repeatedly found in these populations com-
pared to control groups (Birbaumer et al.  2005 ; 
Finger et al.  2008 ; Glenn et al.  2009 ; Kiehl et al. 
 2001 ; Marsh et al.  2008 ; Rilling et al.  2007 ). 
Further, some evidence is indicative of abnormal 
functioning in the parahippocampal gyrus (Kiehl 
et al.  2001 ; Marsh et al.  2008 ), the anterior cingu-
late cortex (ACC Birbaumer et al.  2005 ; Kiehl 
et al.  2001 ; Prehn et al.  2013a ), and the insular 
region (Birbaumer et al.  2005 ). 

 Also, fi ndings from structural MRI studies 
indicate involvement of paralimbic regions in 
antisocial behavior and trait psychopathy. For 

example, volume reduction in the hippocampus 
(Boccardi et al.  2010 ; Laakso et al.  2001 ) and the 
parahippocampal gyrus (Boccardi et al.  2011 ) in 
individuals with trait psychopathy and antisocial 
behavior has been found compared to controls. 
Also, abnormal morphological features of the 
hippocampus have been found to correlate with 
trait psychopathy (Boccardi et al.  2010 ). Further, 
volume reduction in the anterior temporal cortex 
has been found in individuals with trait psychopa-
thy and antisocial behavior compared to controls 
(Ermer et al.  2012 ; Yang et al.  2011 ). A study 
including 17 convicted criminals from high-secu-
rity forensic facilities (PRL-R > 28) also showed 
gray matter reduction in the frontal and temporal 
brain regions, especially in the temporal pole, 
compared to controls (Muller et al.  2008 ). 

 In addition, a study of 17 violent offenders 
with antisocial personality disorder and 
PCL-R ≥ 25 revealed gray matter volume reduc-
tion in the temporal poles (Gregory et al.  2012 ). 
In a study comparing 21 male psychopaths from 
a correctional facility (PCL-R ≥30) to controls, 
psychopaths were found to have thinner cortex in 
the insular regions (Ly et al.  2012 ). Also, a voxel- 
based morphometry (VBM) analysis by de 
Oliveira-Souza et al. ( 2008 ) found gray matter 
reduction in the insular region. 

 Further, volume reduction in the ACC 
(Boccardi et al.  2011 ) and dorsal (d)ACC (Ly 
et al.  2012 ) has been found in psychopathic indi-
viduals. Finally, the very robust data of Ermer 
et al. ( 2012 ) confi rmed an association between 
trait psychopathy and decreased gray matter in 
the posterior cingulate, parahippocampal regions, 
and temporal poles, in addition to the amygdala 
and OFC. 

 In sum, abnormalities in paralimbic structures 
were less reliably found across studies as the 
OFC and amygdala fi ndings. Nevertheless, the 
meta-analysis performed by Yang and Raine 
( 2009 ) confi rmed structural abnormalities in the 
right ACC. Further, most of these paralimbic 
regions show structural connectivity to the OFC 
(Budhani et al.  2007 ) and the amygdala (Price 
 2003 ); thus, independent involvement of these 
regions in antisocial behavior and trait psychopa-
thy still must be elucidated in future studies.  

L. Schulze and S. Roepke



329

17.2.6    Developmental Hypothesis 

 Early structural brain studies point toward a neu-
rodevelopmental defi cit in individuals with anti-
social behavior and trait psychopathy. Also, these 
early studies are supported by functional MRI 
studies of individuals with antisocial behavior 
and psychopathic traits which indicate that 
abnormalities are already present in childhood 
(e.g., Finger et al.  2008 ). 

 For instance, a study of 15 individuals with 
antisocial personality disorder recruited from 
temporary employment agencies (PCL-R ≥ 23) 
found that individuals with antisocial personality 
disorder had increased volume of the corpus cal-
losum (which might be the result of an early 
arrest of axonal pruning) compared to controls 
(Raine et al.  2003 ). Further, the observed larger 
volumes in posterior brain regions in individuals 
with ASP might refl ect disruption of brain matu-
ration, and thus, a defi cit in neurodevelopmental 
processes (for a discussion, see Tiihonen et al. 
 2008 ). Additional evidence stems from the 
observed presence of cavum septum pellucidum 
(CSP), which is considered to be a marker for 
fetal neural maldevelopment. Individuals ( N  = 18) 
recruited from temporary employment agencies 
with CSP had signifi cantly higher levels of anti-
social personality disorder (Raine et al.  2010 ). 
These results were recently replicated in a sam-
ple of 32 youths with conduct disorder and oppo-
sitional defi ant disorder (White et al.  2013 ). 

 In sum, early functional and structural brain 
data point toward a neurodevelopmental defi cit in 
individuals with antisocial behavior and trait psy-
chopathy. Nevertheless, this hypothesis needs to 
be tested in further studies.  

17.2.7    Summary 

 Based on fi ndings from the reviewed studies, 
antisocial behavior and psychopathic traits are 
associated with altered brain structure and func-
tion. Frontolimbic circuits including the OFC/
vmPFC and the amygdala are characterized by 
volume reduction and hypofunctionality. Since 
these structures are typically involved in emotion 

processing and in the mental representation of 
behavioral outcomes and punishment, reduced 
activation in these structures might represent a 
neural correlate of the predominately instrumen-
tal aggression in individuals with trait psychopa-
thy. Additionally, cytoarchitectonically related 
paralimbic structures might also be involved in 
trait psychopathy, as decreased volume and hypo-
functionality of these structures imply. Further, 
fMRI activation patterns particularly differentiate 
individuals with trait psychopathy from individu-
als with predominately impulsive aggression, 
e.g., patients with BPD, which are characterized 
by increased activation of the amygdala. Finally, 
brain structural data point toward a neurodevel-
opmental component in antisocial behavior and 
trait psychopathy.   

17.3    Individuals with Narcissistic 
Personality Disorder 

17.3.1    Introduction 

 The defi ning features of narcissistic personality 
disorder (NPD) are “a pervasive pattern of gran-
diosity, need for admiration, and lack of empa-
thy” (DSM-IV-TR  2000 ). Previous studies on 
NPD revealed that the disorder has a median 
prevalence of about 1 % in the general population 
(Pincus and Lukowitsky  2010 ) and is associated 
with severe impairments in psychosocial func-
tioning (Miller et al.  2007 ; Stinson et al.  2008 ), a 
high comorbidity rate with affective as well as 
substance use disorders (Ritter et al.  2010 ; 
Stinson et al.  2008 ), and an increased rate of sui-
cidal behavior (Blasco-Fontecilla et al.  2009 ; 
Ronningstam et al.  2008 ). However, despite the 
disorder’s impact on the mental health system, 
there is to date a fundamental lack of empirical 
research on NPD, a fact which nearly provoked 
elimination of NPD as a distinct personality dis-
order in the upcoming DSM-5 (for discussions, 
see Miller et al.  2010 ; Ronningstam  2011 ). 
Although NPD will be retained in the DSM 5, the 
uncertainty regarding diagnostic classifi cation of 
this disorder highlighted a pressing need for 
additional research examining the psychological 
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and neurobiological factors associated with the 
clinical presentation of NPD (Miller and 
Campbell  2010 ).  

17.3.2    Neuroimaging in NPD 

 The few presently available studies focused on 
the most characteristic feature of NPD patients: 
“lack of empathy.” Impairment in the empathic 
processes is considered a hallmark of NPD and 
has played a long-standing role in theoretical 
conceptualizations of this mental disorder (e.g., 
Akhtar and Thomson  1982 ; Blais et al.  1997 ; 
Kernberg  1970 ; Ronningstam  2010 ). Empathy is 
commonly proposed to be best understood in 
terms of a multidimensional model comprising 
cognitive and emotional aspects (Blair  2005 ; 
Decety and Meyer  2008 ; Singer  2006 ). Cognitive 
empathy refers to the ability to infer mental states 
of another person (i.e., perspective taking, social 
cognition; Baron-Cohen and Wheelwright  2004 ), 
whereas emotional empathy refers to the emo-
tional response of an individual when observing 
the emotional state of another person (Eisenberg 
and Miller  1987 ; Mehrabian and Epstein  1972 ). 
While most experts agree that impairment of the 
empathic process is a central feature of NPD, it 
was only recently that an experimental investiga-
tion by our research group more thoroughly 
investigated empathic capabilities in this popula-
tion (Ritter et al.  2011 ). More specifi cally, Ritter 
et al. investigated cognitive and emotional aspects 
of empathy in a sample of NPD patients, a non-
clinical and a psychopathological control group. 
The experimental assessment of empathy 
(Dziobek et al.  2006 ,  2008 ) illustrated that NPD 
patients are neither characterized by a general 
lack of empathy nor by impaired abilities in 
 cognitive empathy, but rather by distinct and spe-
cifi c impairment in emotional empathy (Ritter 
et al.  2011 ). In other words, NPD patients are 
able to cognitively understand and represent the 
mental state of others but are impaired in their 
ability to mirror or emotionally respond to the 
observed emotional state of another person. 

 At the neural level, the anterior insular cortex 
is particularly implicated in one’s ability to be 

attuned to another person’s emotional response 
(e.g., de Greck et al.  2012 ; Dziobek et al.  2011 ) 
and was shown to be part of a neural network 
underlying empathy (for meta-analyses, see Fan 
et al.  2011a ; Lamm et al.  2011 ). Meta-analytic 
evidence suggests that a core neural network, 
comprising the bilateral anterior insula, the ante-
rior and median parts of the cingulate cortex, and 
the supplementary motor area, is particularly 
implicated in empathic processes (Fan et al. 
 2011a ). Complementary evidence regarding the 
neural representation of empathy was provided 
by volumetric studies. For instance, a loss of GM 
volume in the ventromedial prefrontal cortex of 
individuals with schizophrenia was shown to sig-
nifi cantly contribute to defi cits in theory of mind 
skills (i.e., cognitive empathy; Hooker et al. 
 2011 ). A lack of emotional empathy, in contrast, 
was related to smaller GM volume of the bilateral 
anterior insula in adolescents with conduct disor-
der (Sterzer et al.  2007 ). 

 The prominent role of the insular region as a 
potential neural candidate for the observed 
impairments in emotional empathy of NPD 
patients was highlighted in a study investigating 
nonclinical individuals either high or low in nar-
cissistic traits. Here, while being asked to emo-
tionally empathize with others, healthy 
participants high in self-reported narcissism 
showed an attenuated activation in the right ante-
rior insula, in the dorsolateral prefrontal and pos-
terior cingulate cortex, as well as in the right 
premotor cortex (Fan et al.  2011b ). Subsequent 
analyses confi rmed that only the functional 
abnormalities in the anterior insula were unequiv-
ocally related to empathic processes, whereas 
abnormalities in the other brain regions might be 
related to more general functions, such as face 
perception or evaluation. 

 Recently, we aimed to provide initial insight 
into structural brain abnormalities in NPD by 
using voxel-based morphometry to compare 
local GM volume between patients with NPD and 
healthy controls (Schulze et al.  2013b ). The results 
revealed smaller GM volume in the left anterior 
insula in NPD patients. Subsequent regression 
analyses, comprising scores of cognitive and 
emotional empathy, underlined the  crucial role of 
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the left anterior insula in emotionally empathic 
responding. Complementary whole- brain analy-
ses provided additional support for gray matter 
abnormalities in a fronto-paralimbic network 
comprising the rostral and medial cingulate cor-
tex as well as the dorsolateral and medial parts 
of the prefrontal cortex. Interestingly, these brain 
regions spatially overlap with the neural circuitry 
commonly implicated in the representation of 
empathy (for meta-analyses, see Fan et al.  2011a ; 
Lamm et al.  2011 ).  

17.3.3    Summary 

 The studies presented above represent the only 
neuroimaging work available in narcissistic indi-
viduals. As such, these fi ndings need to be con-
sidered as a preliminary, albeit promising, 
starting point for the investigation of neurobio-
logical processes in pathological narcissism. 
Nevertheless, both studies consistently suggest 
that abnormalities in the anterior insula represent 
an especially promising neural candidate for 
NPD patients’ impaired ability to mirror or emo-
tionally respond to the observed emotional states 
of others.      
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      Abbreviations 

  ACC    Anterior cingulate cortex   
  AN    Anorexia nervosa   
  -B/P    Binge eating and purging   
  BED    Binge eating disorder   
  BMI    Body mass index   
  BN    Bulimia nervosa   
  CSF    Cerebrospinal fl uid   
  CT    Computed tomography   
  DLPFC    Dorsolateral PFC   
  ED    Eating disorder   
  EDNOS    Eating Disorder Not Otherwise 

Specifi ed   
  Glx    Glutamate/glutamine   
  GM    Gray matter   
  HC    Healthy control   
  LH    Left-handed   
  mI    Myoinositol   
  NAA    N-acetylaspartate   
  NR    Not reported   
  OFC    Orbitofrontal cortex   
  PFC    Prefrontal cortex   
  r    Recovered   
  -R    Restricting   
  RH    Right-handed   
  SPECT    Single-photon emission computed 

tomography   

  SSRI    Selective serotonin reuptake inhibitor   
  VBM    Voxel-based morphometry   
  WM    White matter   

18.1         Introduction 

 Eating disorders (EDs) are psychiatric disorders 
characterized by eating behavior problems. 
Although they are currently classifi ed into three 
subgroups, anorexia nervosa (AN), bulimia ner-
vosa (BN), and eating disorder not otherwise 
specifi ed (EDNOS), changes are planned for the 
DSM-5 and ICD to include binge eating disorder 
(BED) as a separate category and to reduce the 
size of the nonspecifi ed group. 

 In this chapter we review brain imaging stud-
ies according to the type of methodologies used, 
such as structural and functional.  

18.2    Structural Studies 

 Brain morphometric studies using computed 
tomography (CT) were conducted in AN in the 
1980s. Most of these studies reported diffuse 
brain atrophy in AN, such as enlarged ventricle 
and fi ssures. From the mid-1990s, magnetic reso-
nance imaging (MRI) studies using manual or 
semiautomated measurements of structures of 
interest have been reported. Early MRI studies in 
people with an ED indicated that AN may be 
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associated with (partially reversible) structural 
brain changes, for example, increased cerebro-
spinal fl uid (CSF) volumes and reduced white 
matter (WM) and gray matter (GM) volumes 
(Katzman et al.  1997 ,  2001 ; Kingston et al.  1996 ; 
Kohn et al.  1997 ; Lambe et al.  1997 ). 

 Studies that examine specifi c regional changes 
in areas of particular interest including the hip-
pocampus (Connan et al.  2006 ), the hippocam-
pus–amygdala formation (Giordano et al.  2001 ), 
and the anterior cingulate cortex (McCormick 
et al.  2008 ) have been conducted. The develop-
ment of automated techniques such as voxel- 
based morphometry (VBM) (Ashburner and 
Friston  2000 ) allows measurements to be con-
ducted for large groups of people without the 
need for time-consuming manual measurements 
or subjective visual assessments (Whitwell 
 2009 ). A recent systematic review of these VBM 
studies in EDs (Van den Eynde et al.  2012 ) 
reported on ten studies in a total of 236 people 
with a current or past ED and 257 healthy con-
trols as shown in Table  18.1 . Sample heterogene-
ity prohibited a meta-analytic approach. The 
fi ndings do not unequivocally indicate gray or 
white matter volume abnormalities in people 
with an ED. Nevertheless, these preliminary data 
suggest that, compared with healthy controls, 
people with AN have decreased gray matter in a 
range of brain regions and that those with BN 
have increased gray matter volumes in frontal 
and ventral striatal areas (Van den Eynde et al. 
 2012 ). Research in the recovery phase and longi-
tudinal studies suggests that potential brain tissue 
abnormalities may recover with clinical improve-
ment. Overall, as the available data are inconclu-
sive, further efforts in this fi eld are warranted.

18.3       Functional Studies 

 In this section, we review functional MRI studies 
according to the different aspects of the eating 
disorders psychopathology investigated. Eating 
disorders involve changes in eating behavior and 
usually, but not always, are associated with over-
valued ideas about shape and weight. Additional 
features include abnormalities in cognitive style, 

emotional regulation, social functioning, reward 
sensitivity, and interoceptive awareness (Treasure 
et al.  2011 ). 

18.3.1    Eating 

 Abnormal eating behaviors lie at the heart of all 
forms of EDs. This includes both over and under 
control of eating, sometimes associated with the 
interruption of the process of digestion by spit-
ting/vomiting. Table  18.2  summarizes neuroim-
aging fi ndings on functional activations to food 
stimuli in people with EDs.

18.3.1.1      Eating in Anorexia Nervosa 
 A recent review of neuroimaging studies involv-
ing food-related stimuli in EDs concludes that 
there are altered activations in the parietal and 
temporal cortices, anterior and subgenual cingu-
late cortex, and frontal cortex in AN (van Kuyck 
et al.  2009 ). A meta-analysis of functional MRI 
studies using coordinate-based meta-analysis 
methodology reports increased activation of 
medial frontal and caudate regions and reduced 
activation in parietal areas in AN during exposure 
to food cues (Zhu et al.  2012 ). In restricting AN, 
food stimuli are associated with the activity in the 
brain network responsible for the identifi cation 
of emotional signifi cance of the stimuli, affective 
states, and autonomic regulation (e.g., bottom-up 
processes), including the right    amygdala (Joos 
et al.  2011b ), ventral striatum (Wagner et al. 
 2008 ), orbitofrontal cortex (Uher et al.  2004 ), 
and insular cortex (Uher et al.  2004 ; Gizewski 
et al.  2010 ; Schienle et al.  2009 ; Vocks et al. 
 2010 ). Also, food stimuli are associated with 
abnormalities in brain areas involved in regula-
tory processes (e.g., top-down), comprising dor-
sal regions of the anterior cingulate cortex, 
posterior cingulate cortex (Gizewski et al.  2010 ), 
prefrontal cortex (Pietrini et al.  2011 ), medial 
prefrontal cortex (Uher et al.  2004 ), and dorsolat-
eral prefrontal cortex (Brooks et al.  2011b ). 
Inconsistent fi ndings have been shown in relation 
to the activity of the cingulate cortex, which was 
found to be reduced in some studies (Gizewski 
et al.  2010 ; Pietrini et al.  2011 ; Joos et al.  2011a ) 

V. Cardi et al.
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and increased in others (Uher et al.  2004 ). The 
overall conclusion is that there is heightened cog-
nitive control and low reward associated with 
food in patients with AN. Amygdala hyperreac-
tivity has been found in restrictive AN during 
symptom provocation using visual stimuli 
(Pietrini et al.  2011 ) and a gustatory paradigm 
(Gizewski et al.  2010 ), suggesting a heightened 
fear response. Furthermore, people with AN 
show lower activations in the parietal cortex 
when hungry (Uher et al.  2004 ; Santel et al. 
 2006 ) and during symptom provocation (Pietrini 
et al.  2011 ), possibly refl ecting a decreased food- 
related somatosensory processing (Santel et al. 
 2006 ). The increased left visual cortex response 
to food suggests sustained attention towards food 
stimuli (Uher et al.  2004 ; Brooks et al.  2011b ). A 
bilateral reduction of the frontal, parietal, and 
cingulate function at rest has been found in the 
binge/purge subtype of AN (Pietrini et al.  2011 ).  

18.3.1.2    Eating in Bulimia Nervosa 
 Palatable “binge” foods (Small et al.  2001 ; de 
Araujo et al.  2008 ) activate reward-related brain 
areas (Wang et al.  2004 ). The areas in the brain 
linked to reward processing include the mesolim-
bic (dopaminergic/opioid) system, which extends 
from the ventral tegmental area of the midbrain 
to the nucleus accumbens (NA) in the striatum 
and includes the prefrontal cortex, amygdala, and 
hippocampus (Lowe et al.  2009 ). In particular, 
neuroimaging data suggest that the insula and 
frontal operculum are involved in food craving 
and anticipated reward from food and that, fur-
ther, the orbitofrontal cortex, amygdala, and stri-
atum encode the reward value for food (Gottfried 
et al.  2003 ; Small et al.  2001 ). Evidence shows 
that the activation of this system is powerful 
enough to promote food consumption beyond 
physiological satiation (Berthoud  2004 ) and that 
its overactivation also promotes heightened 
reward sensitivity and overconsumption (Kelley 
 2004 ; Berthoud and Morrison  2008 ). A recent 
study (Burger and Stice  2012 ) reports that indi-
viduals with high versus low dietary restraint 
scores show hyperresponsivity to food stimuli in 
regions associated with food reward. Recent data 
also suggests that brain regions belonging to the 

prefrontal cortex may regulate both excitatory 
and inhibitory reactions to appetitive stimuli 
(Berthoud and Morrison  2008 ). Several strands 
of evidence implicate the right hemisphere of the 
prefrontal cortex as being most directly related to 
the cognitive control of food intake (Wang et al. 
 2004 ; Miller and Cohen  2001 ; Uher and Treasure 
 2005 ) and show that left-sided prefrontal asym-
metry correlates with measures of disinhibition, 
hunger, and appetitive responsivity in overweight 
individuals (Ochner et al.  2009 ). 

 In support of the reward hypersensitivity the-
ory, women with bulimic symptoms have higher 
activation of somatosensory (Brooks et al. 
 2011b ), motor (Brooks et al.  2011b ; Marsh et al. 
 2009 ; Geliebter et al.  2006 ), and reward- 
associated brain areas to food stimuli (Brooks 
et al.  2011b ; Marsh et al.  2009 ; Uher et al.  2004 ; 
Schienle et al.  2009 ) in comparison to healthy 
controls. Women recovered from BN continue 
to show an aberrant pattern of activation in the 
striatum in response to reward (Wagner et al. 
 2010 ) and a reduced pattern of activation in pre-
frontal regions to the taste of glucose (Frank 
et al.  2006 ).  

18.3.1.3    Conclusion 
 In conclusion, functional MRI studies investigat-
ing brain activations to food stimuli in EDs seem 
to suggest a low sensitivity to reward associated 
with food in AN and an increased sensitivity in 
BN, with abnormalities persisting also after 
recovery.   

18.3.2    Body Image 

 Body dissatisfaction is important in the develop-
ment, maintenance, and relapse of EDs. Cognitive 
processing of weight- and shape-related stimuli 
has been found to differ in EDs from those of 
healthy controls. Several neuroimaging studies 
using functional MRI (Uher et al.  2005 ; Wagner 
et al.  2003 ) or SPECT (Beato Fernandez et al. 
 2009 ; Rodriguez Cano et al.  2009 ) found that 
people with EDs have abnormal activations in the 
body-shape processing network comprising the 
lateral occipitotemporal gyrus (including the 
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extrastriate body area and the fusiform body 
area). Uher and colleagues (Uher et al.  2005 ) 
reported that females with AN showed reduced 
brain activation of the fusiform gyrus compared 
to healthy females when perceiving drawings of 
body-shape cartoons varying in weight and asked 
to judge their acceptability. Others have shown 
that viewing self-portraits (photographs) is asso-
ciated with reduced brain activation of the pre-
frontal cortex, insula, precuneus (Sachdev et al. 
 2008 ), and the parietal lobe (Vocks et al.  2010 ). 
Other fMRI studies in EDs, which employed 
self-portraits with a judgment made of satisfac-
tion and size, reported increased activation of the 
insula, prefrontal cortex, and precuneus (Mohr 
et al.  2010 ), while a distorted self-image has been 
shown to produce amygdala activation (Miyake 
et al.  2010 ). Furthermore, a self-“ideal” compari-
son (fashion models vs. ideal homes) produced 
increased activation of the insula and premotor 
cortex and reduced activation of the anterior cin-
gulate cortex (Friederich et al.  2010 ). People with 
AN have also shown a different pattern of activa-
tion in the ventral striatum when asked to imag-
ine having a body form depicted across a range of 
body size (thin to fat); in women with AN, activa-
tion was higher during the processing of under-
weight stimuli compared with normal weight 
stimuli, and the reverse pattern was observed in 
healthy females (Fladung et al.  2010 ). 
Nevertheless, differences in the type of stimuli, 
the instructions, the processing of the images, 
and the overall context may account for the vari-
ability between studies.  

18.3.3    Reward and Self-Regulatory 
Circuit 

 The extreme control or loss of control in rela-
tionship to food is suggestive of abnormalities in 
reward and drive mechanisms. The brain 
responses to more abstract forms of reward such 
as those associated with winning and losing in a 
game were attenuated in people with an ED after 
recovery (Wagner et al.  2007 ,  2010 ). This may 
suggest that in AN, generalized anhedonia 
(asceticism) is possibly a trait vulnerability. 

Also, hyperactivation within a network of frontal 
brain regions associated with executive function 
and cognitive control including the dorsolateral 
 prefrontal cortex, anterior cingulated cortex, pre- 
supplementary motor cortex, and anterior insular 
cortex (Uher et al.  2004 ) has been found. 
Activation in this system, especially activation 
of the right dorsolateral prefrontal cortex, is 
most marked in the restricting form of AN 
(Brooks et al.  2011b ) and is probably due to high 
restraint. People suffering from the binge/purge 
subtype of AN show decreased dorsolateral pre-
frontal activity in contrast to restrictive AN 
(Pietrini et al.  2011 ), maybe suggesting less cog-
nitive control. Those who have recovered from 
AN have a similar pattern of brain activation to 
those who are currently unwell but with addi-
tional activation in the prefrontal areas and ante-
rior cingulate regions (Uher et al.  2003 ). These 
may represent the new, non-fear learning or 
extinction circuits that have been developed as 
part of the recovery process. 

 Functional MRI studies in BN suggest both 
hyper- and hypo-activation of the brain circuits 
associated with food reward, including the amyg-
dala, insula, striatum, and orbitofrontal cortex. 
Abnormalities within prefrontal regions have 
been shown, suggesting higher excitatory and 
lower inhibitory reactions to appetitive stimuli. 
Aberrant pattern of activations within the hedonic 
(Wagner et al.  2010 ) and regulatory (Frank et al. 
 2006 ) areas have been found also in people 
recovered from BN.  

18.3.4    Social Cognition 

 People with EDs have high levels of social anx-
iety and experience social and interpersonal 
diffi culties (Tiller et al.  1997 ; Zucker et al. 
 2007 ); social isolation is a key maintaining fac-
tor (McKnight and Boughton  2009 ). In    func-
tional MRI studies related to social cognition, 
reduced activation of social cognitive brain 
areas such as the temporoparietal junction, the 
inferior frontal gyrus, the fusiform gyrus, the 
medial prefrontal cortex, and the temporal 
poles was found when using a theory of mind 
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task involving shapes depicting emotional 
interactions (McAdams and Krawczyk  2011 ). 
Social emotions (anger and disgust) have been 
associated with reduced activation in the precu-
neus in females with BN (Ashworth et al. 
 2011 ). Cues eliciting negative self-beliefs were 
associated with decreased limbic activation in 
AN (Miyake et al.  2012 ), and self-representa-
tion reduced activation in the inferior parietal 
lobe in AN (Vocks et al.  2010 ). Although the 
detected brain regions have differed among the 
studies, social cognitive abnormalities in EDs 
may be related to reduced brain activation in 
neuroanatomy of social cognition.   

18.4    Functional Connectivity 

 Recently, three papers reported the characteris-
tics of functional connectivity in EDs (Favaro 
et al.  2012 ; Kim et al.  2012 ). Favaro and col-
leagues examined the functional connectivity of 
networks involved in visuospatial and somato-
sensory processing in 16 recovered and 29 acute 
AN patients using resting-state functional con-
nectivity. As a result, both AN groups showed 
areas of decreased connectivity in the ventral 
visual network, a network involved in the “what?” 
pathway of visual perception. Only the acute AN 
group, but not the recovered AN group, displayed 
increased co-activation in the left parietal cortex, 
encompassing the somatosensory cortex, in an 
area implicated in long-term multimodal spatial 
memory and representation, even in the absence 
of visual information (Favaro et al.  2012 ). This 
may indicate the failure of the integration process 
between visual and somatosensory perceptual 
information (Favaro et al.  2012 ). On the other 
hand, Cowdrey and colleagues ( 2012 ) reported 
increased temporal correlation (coherence) in the 
default mode network which is thought to be 
involved in self-referential processing in recov-
ered AN in their resting-state functional connec-
tivity study (Cowdrey et al.  2014 ). In that paper, 
the recovered AN participants showed increased 
temporal coherence between the default mode 
network and the precuneus and the dorsolateral 
prefrontal cortex/inferior frontal gyrus compared 

to healthy controls. The authors speculated that 
these fi ndings support the view that dysfunction 
in resting-state functional connectivity in regions 
involved in self-referential processing and cogni-
tive control might be a vulnerability marker for 
the development of AN. In the study from Kim 
and colleagues (Kim et al.  2012 ), the left anterior 
insula was defi ned as a region of interest; seed- 
based functional connectivity and effective con-
nectivity were performed in both AN and BN 
participants. The results showed that the left 
anterior insula had signifi cant interactions with 
the right insula and the right inferior frontal gyrus 
in the AN group, whereas it demonstrated signifi -
cant interactions with the medial orbitofrontal 
cortex in the BN sample. The authors concluded 
that the distinct patterns of functional and effec-
tive connectivity of the anterior insula may con-
tribute to the different clinical features of AN 
and BN.  

18.5    Magnetic Resonance 
Spectroscopy 

 Magnetic resonance spectroscopy has been also 
applied in EDs, although the fi ndings are still 
controversial and contradictory. Castro-Fornieles 
et al. ( 2007 ) reported that N-acetylaspartate 
(NAA), glutamate/glutamine (Glx), and myoino-
sitol (mI) levels were low in the frontal gray mat-
ter of adolescents with acute AN. They also 
found NAA levels to be restored after short-term 
weight recovery (Castro Fornieles et al.  2007 ) 
and total choline (Cho) and creatine (Cr) levels 
restoring later (Castro Fornieles et al.  2009 ). 
Blasel et al. ( 2012 ) reported different fi ndings, 
with increased NAA level found in the frontal 
cortex and Glx, pooled creatine (tCr), and choline 
(tCho) in both frontal and parietal cortices in 
acute AN patients compared to healthy controls 
(Ohrmann et al.  2004 ). Although Ohrmann et al. 
( 2004 ) described a reduction of Glx in the ante-
rior cingulate cortex and reduced levels of mI and 
Cr in the dorsolateral prefrontal cortex in AN 
(Ohrmann et al.  2004 ), Joos et al. reported no dif-
ferences in NAA, Cho, Cr, mI, Glu, and Glx in 
the frontal cortex and anterior cingulate cortex 
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when comparing 17 adult female patients with 
EDs (10 with BN, 7 with AN) and 14 healthy 
controls (Joos et al.  2011a ). Studies with more 
power and similar protocols may resolve these 
discrepancies in outcomes.  

18.6    Summary 

 People with EDs show abnormalities in brain 
structure, functional connectivity, and neural 
activations to symptoms-related cues. Overall, 
decreased gray matter in a range of brain regions 
in AN and increased gray matter volumes in fron-
tal and ventral striatal areas in BN have been 
reported. Studies using functional magnetic reso-
nance describe aberrant patterns of response to 
body shape and food cues and more general 
abnormal reward sensitivity with differences 
between diagnoses. People with AN show higher 
cognitive control and low sensitivity to reward, 
whereas people with BN seem to have higher 
reward sensitivity. Reduced brain activation in 
neuroanatomy of social cognition has also been 
reported, as well as dysfunctions in resting-state 
functional connectivity in regions involved in 
self-referential processing. 

 Overall, neuroimaging studies in EDs have 
often been underpowered and have used a variety 
of different probes, which tap into various aspects 
of brain function; therefore, it is diffi cult to syn-
thesize the results. The next phase of research 
will hopefully rectify these problems by focusing 
on refi ning and exploring some of the theoretical 
models that have been developed to explain the 
evolution and maintenance of EDs.     
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      Abbreviations 

   1 H-MRS    Proton magnetic resonance 
spectroscopy   

  5-HT    Serotonin   
  Cho    Choline   
  Cr    Creatine   
  DA    Dopamine   
  DRD 2     Dopamine D 2  receptor   
  DSM-IV    Diagnostic and Statistical Manual of 

Mental Disorders   
  DTI    Diffusion tensor imaging   
  fMRI    Functional magnetic resonance 

imaging   
  GABA    Gamma-aminobutyric acid   
  MRI    Magnetic resonance imaging   
  NAA    N-acetyl-aspartate   
  NMDA    N-methyl-D-aspartate   
  PET    Positron-emission tomography   
  PFC    Prefrontal cortex   
  SPECT    Single photon emission computed 

tomography   

19.1          Introduction 

 Magnetic resonance imaging (MRI) allows the 
noninvasive investigation of neuronal systems 
that are involved in basic and complex processes 
of everyday life. In this context, clinical studies 
of the last decades have used different MRI meth-
ods and revealed core systems that play pivotal 
roles in specifi c mental processes and their disor-
ders, such as decision-making, emotion process-
ing, and executive functioning. This variety of 
MRI methods, which have been introduced ear-
lier in this book, enables us to achieve manifold 
insights into specifi c brain mechanisms involved 
in the development and maintenance of psychiat-
ric disorders, i.e., alcohol dependence, and thus 
help to understand the neurobiological correlates 
of mental diseases. One day this may contribute 
to provide a personalized and more precise treat-
ment of patients. 

 One of the most common psychiatric diseases 
worldwide is substance dependence, and its indi-
vidual development is assumed to result from an 
interaction of various psychological, genetic, 
social, and substance-inherent psychotropic con-
ditions. Maintenance of addictive behavior is 
assumed to be mediated by neuroadaptive pro-
cesses in different neurotransmitter systems, such 
as dopaminergic, glutamatergic, serotonergic, 
and opioidergic neurotransmission. The interac-
tion of such neurotransmitter systems with 
genetic and environmental factors helps to 
explain core aspects of addictive behavior, and 
therefore the research on neurobiological 
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 correlates of drug dependence is necessary to cre-
ate specifi c concepts and approaches for psycho-
therapeutic and pharmacological therapy.  

19.2    Substance/Alcohol 
Dependence 

19.2.1    Neuronal Mechanisms 
of the Aberrant Dopaminergic 
Reward System in Alcoholism 

 It is assumed that alcohol abuse and dependence 
is crucially mediated by an aberrant functioning 
of the mesocorticolimbic  reward system . This 
dopaminergically modulated reward circuit con-
sists of the following major neuronal compo-
nents: the ventral tegmental area and the 
substantia nigra with their dopaminergic (DA) 
projections to the ventral (including the nucleus 
accumbens) and dorsal striatum, amygdala, 
olfactory tubercle, and frontal and limbic cortex 
regions (Charlet et al.  2013a ; Ikemoto  2007 ). The 
pioneering study by Schultz et al. ( 1997 ) revealed 
that DA neurons are engaged in reward- 
processing and reward-depending learning: dif-
ferent types of appetitive stimuli induce phasic 
DA release and thus elicit orientating behavior. 
Changes of DA discharge were seen for unex-
pected rewards and for Pavlovian conditioned 
stimuli, which predict upcoming reward, but 
failed to appear at the moment of receiving the 
predicted reward (Schultz et al.  1997 ). Therefore, 
DA neurotransmission appears to function as a 
signaling network, indicating the occurrence of 
salient stimuli and so-called prediction errors 
(i.e., unexpected rewards; Schultz et al.  1997 ; for 
review, see Charlet et al.  2013a ). Alcohol and 
other drugs of abuse release dopamine and signal 
larger-than-expected reward and thus reinforce 
consecutive drug intake (Di Chiara  2002 ). 
Compared to natural reinforcers, such as food, 
sleep, and sex, the rewarding effects of, for exam-
ple, alcohol on DA release does not habituate (Di 
Chiara and Bassareo  2007 ). Since alcohol dis-
charges up to two times as much DA as natural 
reinforcers usually do (Di Chiara and Imperato 
 1988 ), it was suggested that drugs of abuse 

“hijack” the reward system, which now preferen-
tially responds to drug-associated reinforcement 
at the expense of natural nondrug reinforcement 
(Gardner  2005 ). Indeed, a reduced functional 
activation (measured with fMRI) of the ventral 
striatum – the core region of the described reward 
system – was found in alcohol-dependent patients 
who were confronted with monetary cues that 
indicated the availability of reward (Wrase et al. 
 2007 ). Moreover, the same patients displayed an 
increased activation of the ventral striatum when 
confronted with alcohol-associated stimuli. This 
activation pattern was also correlated with the 
severity of alcohol craving in alcohol-dependent 
individuals compared to healthy controls (Wrase 
et al.  2007 ). Reduced brain activation to naturally 
reward-indicating stimuli may thus interfere with 
the patients’ motivation to experience other than 
drug-related rewarding situations. Thus, the 
repeated and continuous use of drugs shapes the 
reward system and determines the development 
and maintenance of substance dependence. 

 Alcohol-dependent behavior is assumed to 
involve dissociable aspects of reward, namely, 
 wanting  and  linking  of a positive reinforce, which 
on a neurobiological level can mainly be assigned 
to the dopaminergic neurotransmitter system and 
the opioidergic neurotransmitter system, respec-
tively (Berridge et al.  2009 ; Charlet et al.  2013a ; 
Heinz et al.  2009b ). Since pharmacological DA 
blockage caused motivational apathy rather than 
anhedonia, DA is attributed to the  wanting  
aspects of drug dependence (Boileau et al.  2003 ; 
Di Chiara  2002 ; Di Chiara and Bassareo  2007 ; 
Heinz et al.  2009a ). Contrary,  liking  is referred to 
the drugs’ pleasurable effects. According to 
Robinson and Berridge ( 1993 ),  liking  is associ-
ated with opioidergic neurotransmission, with 
one hedonic hotspot for opioidergic enhancement 
in the nucleus accumbens (Berridge  2009 ; 
Berridge and Kringelbach  2008 ; Robinson and 
Berridge  1993 ). This hypothesis is supported by 
the observation that hedonic effects of acute alco-
hol intake can be blocked by naltrexone 
(a mu-opiate- receptor antagonist), refl ecting 
directly rewarding effects of alcohol due to 
endorphin release and endophinergic stimulation 
of mu- opiate receptors in the ventral striatum 

K. Charlet et al.



359

(Volpicelli et al.  1995 ). A functional MRI study 
by Myrick et al. ( 2008 ) confi rmed that functional 
activation in the ventral striatum elicited by 
alcohol- associated vs. neutral cues can be 
blocked by naltrexone alone or in combination 
with ondansetron, an antagonist of the serotoner-
gic 5-HT3-receptors. Naltrexone is known to 
reduce relapse rates in alcohol-dependent patients 
by blocking the effects of alcohol and of alcohol-
associated stimuli on endorphin release within 
the ventral striatum, hypothetically mediated by 
endorphinergic regulation of dopamine release.  

19.2.2    Imaging Compensatory 
Neuroadaptive Processes 
in Alcohol Dependence 

 Beyond the described acute alcohol effects, 
chronic alcohol abuse triggers compensatory 
neuroadaptations in order to preserve homeo-
static regulation, which can be explored, e.g., 
with the help of positron-emission tomography 
(PET) and functional magnetic resonance 
 tomography (fMRI). For instance, mu-opiate 
receptors were found to be upregulated in the 
ventral striatum of detoxifi ed chronic alcoholics, 
which was associated with the intensity of alco-
hol craving (Heinz et al.  2005a ). Furthermore, 
neuroimaging studies using PET indicated that 
detoxifi ed alcohol- dependent patients display a 
reduced DA synthesis capacity, an impaired DA 
release after stimulation, and a downregulation of 
DA D 2  receptors in the ventral striatum (Heinz 
et al.  1996 ; Volkow et al.  1996 ). Interestingly, the 
degree of DA D 2  receptor (DRD 2 ) downregula-
tion and of DA synthesis capacity in the ventral 
striatum was linked with an increase in craving 
for alcohol (Heinz et al.  1996 ). Compensatory 
downregulation of striatal DA receptors follow-
ing chronic alcohol intake appears to facilitate 
the development of tolerance towards high 
amounts of consumed alcohol; however, a vicious 
cycle can thus be generated in which alcohol 
intake is increased in order to generate the wanted 
psychotropic effects in spite of counteradaptive 
neuroadaptations in neurotransmitter systems 
activated by ethanol intake. Such a compensatory 

downregulation of striatal DA receptors seems to 
persist during early abstinence, and the severity 
of neuronal adaptations predicts relapse (Heinz 
et al.  1996 ,  2005b ). As a consequence of neuro-
adaptations in, for example, DA neurotransmis-
sion following chronic alcohol intake, the DA 
signaling network seems to be biased towards 
preferential processing of the “strong” DA acti-
vating effects of alcohol and alcohol-associated 
stimuli, at the expense of weaker, “natural” rein-
forcers such as social interactions or non-drug- 
related food intake. This bias of the reward 
system towards drug effects and cues appears to 
cause impairment of learning processes associ-
ated with comparably “weak,” non-drug-related 
reinforcers in alcohol-dependent subjects (Park 
et al.  2010 ). Additionally, intact DA neurotrans-
mission is involved in the extinction or “unlearn-
ing” of operant responses that are no longer 
rewarded: in a multimodal imaging study com-
bining PET and fMRI, ventral striatal dopamine 
D 2  receptor downregulation was associated with 
increased processing of alcohol-associated cues 
in the anterior cingulate cortex and medial pre-
frontal cortex (PFC), as well as with the severity 
of alcohol craving in detoxifi ed alcohol- 
dependent patients (Heinz et al.  2004 ). This indi-
cates that in early abstinence, drug-related stimuli 
are still salient and bias attention allocation in 
alcohol-dependent subjects and this bias is 
directly related to the degree of neuroadaptation 
in ventral striatal dopaminergic neurotransmis-
sion. Further fMRI studies showed that such an 
increased prefrontal drug cue-induced activation 
is associated with a higher prospective relapse 
risk (Beck et al.  2012 ; Grüsser et al.  2004 ). The 
degree of DRD 2  downregulation even directly 
predicted treatment outcome: in subsequent alco-
hol abstainers, D 2  receptor sensitivity recovered 
quickly during the fi rst week of abstinence, while 
in patients who would relapse during the 6-month 
observation period, DA receptor sensitivity dis-
played delayed recovery during early abstinence 
(Heinz et al.  1996 ). 

 Besides neuronal fi ndings of dysfunctional 
brain activation, most likely due to alcohols’ neu-
rotoxic effects, possible protective brain mecha-
nisms have been revealed in another study by 
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Heinz and coworkers ( 2007 ): detoxifi ed alcohol- 
dependent patients displayed heightened response 
to affectively positive stimuli in the anterior cingu-
late cortex, PFC, striatum, and thalamus, and this 
thalamic activation elicited by nondrug reinforcers 
was inversely correlated with subsequent drinking 
days and the amount of consumed alcohol in a 
3-month observation phase after detoxifi cation. In 
line, Charlet et al. ( 2013b ) found enhanced func-
tional activation in the anterior cingulate cortex 
and medial frontal gyrus during an aversive face-
cue-comparison task in recently detoxifi ed alco-
hol-dependent patients compared to controls, 
which in turn was associated with less (previous) 
lifetime alcohol intake, longer abstinence, and less 
subsequent binge drinking in patients during the 
6-month follow-up period. Also, further fi ndings 
showed that in contrast to prospective relapsers, 
alcohol-dependent patients who abstained from 
alcohol more than 7 months after detoxifi cation 
showed increased brain activation in executive 
behavioral control brain areas, such as rostral and 
ventrolateral PFC and premotor cortex, when mas-
tering high cognitive load in the n-back working 
memory task (Charlet et al.  2013c ).  

19.2.3    Serotonergic Mediation 
of Alcohol’s Negative 
Reinforcement Effects 

 Another monoaminergic neurotransmitter which 
has been widely studied in the context of alcohol 
dependence is serotonin (5-HT). While reward-
ing effects of alcohol are attributed to positive 
reinforcement pathways via activation of the 
dopaminergic and opioidergic system, negative 
reinforcement effects of alcohol (avoidance or 
release of aversive states through repeated drug 
intake) are supposed to be mediated with alcohol- 
induced increases in 5-HT neurotransmission, 
which appears to reduce negative mood states 
(Heinz et al.  2001 ). In accordance with this 
hypothesis, persistence of negative mood states 
after detoxifi cation was correlated with impaired 
5-HT reuptake assessed with single photon emis-
sion computed tomography (SPECT), i.e., a 
decrease in 5-HT transporter availability in the 

brainstem (raphe) area, a center of origin of sero-
tonergic projections (Heinz et al.  1998b ). 
Serotonin dysfunction also plays a role in the dis-
position towards excessive alcohol intake: in rhe-
sus monkeys suffering from early social isolation 
stress, a trait-like decrease in 5-HT turnover rates 
(measured as the availability of the serotonin 
metabolite 5-hydroxyindoleacetic acid in the 
cerebrospinal fl uid) and a relative elevation of 
5-HT transporter availability were found, which 
was directly correlated with the amount of alco-
hol intake when offered in a free-choice para-
digm (Heinz et al.  1998a ,  2003a ). Likewise, 
a genetically driven relative increase in 5-HT 
transporter availability in humans (assessed with 
SPECT) was correlated with decreased sensitiv-
ity towards acute aversive effects of alcohol and 
excessive alcohol intake in adolescents and 
young adults, obviously because they lack a 
warning sign that they had been drinking “too 
much” (Heinz et al.  2000 ; Schuckit and Smith 
 1996 ). Indeed, humans and nonhuman primates 
who show a low response to acute alcohol intoxi-
cation consume more alcohol when given the 
choice (Heinz et al.  2003a ; Hinckers et al.  2006 ; 
Schuckit et al.  1999 ). 5-HT dysfunction was fur-
ther correlated with aggressiveness (Heinz et al. 
 1998a ) and related to withdrawal-emerged anxi-
ety and depressive symptoms in alcohol- 
dependent individuals (Heinz et al.  2001 ,  1998b ).  

19.2.4    Spectroscopic Insights of 
Glutamatergic and GABAergic 
Neuroadaptations 

 Beyond its effects on monoaminergic systems, 
alcohol stimulates gamma-aminobutyric acid 
(GABA) neurons and inhibits glutamatergic 
neurotransmission, which can lead to a coun-
teradaptive downregulation of GABA receptors 
and an upregulation of glutamatergic NMDA 
receptors during chronic alcohol intake (Koob 
 2008 ). In case of interrupted alcohol consump-
tion, e.g., during detoxifi cation, alcohol-associ-
ated activation of GABAergic and inhibition of 
glutamatergic receptors (NMDA) suddenly stop, 
and the result is neuronal excitation, which can 
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be  manifested as alcohol-related epileptic sei-
zures or aversive withdrawal symptoms (Heinz 
et al.  2009a ; Krystal et al.  2006 ; Tsai et al.  1995 ) 
that may directly promote relapse. One pilot 
study suggested that withdrawal symptoms can 
also appear as a conditioned reaction, predat-
ing alcohol relapse during abstinence (Heinz 
et al.  2003b ). Studies measuring the neuronal 
concentrations of GABA in alcohol-dependent 
individuals showed that GABA concentration 
remains low even after detoxifi cation, suggesting 
that beyond the effects of chronic alcohol intake, 
a trait-like alteration in GABAergic neurotrans-
mission may characterize alcohol-dependent 
patients (Krystal et al.  2006 ). Further, glutama-
tergic imbalance in chronically alcohol-abusing 
individuals as well as in an animal model of 
alcohol dependence was reported in a combined 
3 T (humans) and 9.4 T (animals) proton mag-
netic resonance spectroscopy ( 1 H-MRS) study 
by Hermann et al. ( 2012 ): during acute alcohol 
withdrawal, signifi cantly increased glutamate 
levels in prefrontocortical regions were found in 
treatment- seeking alcohol-dependent patients as 
well as in rats displaying signs of alcohol depen-
dence compared to control subjects. Another 
MRS investigation in young alcohol-dependent 
men also observed an increased glutamate to cre-
atine ratio in the anterior cingulate cortex (Lee 
et al.  2007 ). Such potentially compensatory, 
counteradaptive neuroadaptations (in this case, 
to alcohol’s impairment of glutamatergic neuro-
transmission) are not immediately reversed once 
alcohol intake is stopped, for example, during 
acute detoxifi cation. Instead, different durations 
of convalescence were found: while downregu-
lated GABA A  receptors and reduced GABA 
concentrations were seen during the fi rst weeks 
of alcohol detoxifi cation and are suggested to 
persist long into abstinence (Abi-Dargham et al. 
 1998 ; Krystal et al.  2006 ), a rather fast recovery 
progress was observed with respect to glutama-
tergic alterations in metabolite concentrations 
within 2–3 weeks of abstinence (Hermann et al. 
 2012 ). Pharmacological treatment with medica-
tions such as acamprosate can modulate gluta-
matergic transmission, and these neurobiological 
effects may be particularly strong in subjects 

suffering strongly from conditioned withdrawal 
symptoms due to an imbalance between excit-
atory and inhibitory neurotransmitter systems. 
Although it is presently unknown how acampro-
sate exactly works, a recent study using  1 H-MRS 
demonstrated a signifi cant suppression of central 
glutamate during 4 weeks of acamprosate medi-
cation in alcohol-dependent patients following 
detoxifi cation (Umhau et al.  2010 ).  

19.2.5    Structural Magnetic 
Resonance Imaging 
of Alcohol’s Neurotoxic Effects 

 Another well-investigated aspect of alcohol 
dependence is structural brain alteration caused 
by the neurotoxic effects of chronic alcohol 
intake. Here, widespread brain atrophy is a well- 
known phenomenon with considerable individual 
variation (Oscar-Berman and Marinkovic  2007 ). 
About 50–70 % of all alcohol-dependent patients 
are reported to suffer from some degree of ven-
tricular enlargement and brain atrophy, which 
(partially) recovers when alcohol consumption is 
terminated (Carlen et al.  1978 ; Schroth et al. 
 1988 ). As Kril et al. ( 1997 ) reported, white mat-
ter volume correlated negatively with daily alco-
hol intake. In their diffusion tensor imaging 
(DTI) study, Harris and collaborates ( 2008 ) 
found microstructure defi cits in white matter 
tracts connecting prefrontal and limbic regions in 
abstinent alcohol-dependent men. Another DTI 
investigation showed that age-related alterations 
of white matter integrity in terms of fi ber tracks 
in the corpus callosum are increased in alcohol- 
dependent patients compared to age-matched 
controls (Pfefferbaum et al.  2006 ). 

 Studies using multimodal imaging showed that 
volume reductions in the frontal lobes are promi-
nent in alcohol-dependent patients (Moselhy et al. 
 2001 ). Further morphological studies reported 
cerebellar atrophy and a general widening of the 
cerebral sulci, which exceeds comparable effects 
of age (Pfefferbaum et al.  1996 ; Sullivan  2000 ). 
Neuropathological and neuroimaging studies sup-
port the hypothesized model of “premature aging” 
due to neurotoxic effects of alcohol  (Oscar-Berman 
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and Marinkovic  2003 ). Indeed, older compared to 
younger alcohol- dependent patients display 
greater than expected reductions in size or blood 
fl ow in the cerebral cortex (Di Sclafani et al.  1995 ; 
Harris et al.  1999 ; Pfefferbaum et al.  1997 ), in the 
hippocampus (Laakso et al.  2000 ; Sullivan et al. 
 1995 ), in the cerebellum (Harris et al.  1999 ; 
Sullivan  2000 ), and in the corpus callosum 
(Pfefferbaum et al.  1996 ,  2006 ; Schulte et al. 
 2005 ). 

 It has long been discussed whether alcohol- 
related atrophy and recovery during abstinence 
are associated with fl uctuations of water content 
or with some degree of neuronal regeneration, 
e.g., dendritic arborization.  1 H MRS is a useful 
tool to investigate the neuronal basis of atrophy 
and its recovery, because it can directly measure 
substances such as N-acetyl-aspartate (NAA), an 
indicator of neuronal integrity, and choline (Cho), 
which is found in neuronal membranes (Ross and 
Michaelis  1994 ; Vion-Dury et al.  1994 ). In this 
context, MRS studies observed reduced NAA 
concentrations in the frontal cortex (Vion-Dury 
et al.  1994 ) and cerebellum (Jagannathan et al. 
 1996 ; Seitz et al.  1999 ) in alcohol-dependent 
subjects in comparison with age-matched con-
trols. Similarly, choline concentrations were 
decreased, referring to alterations or dysfunc-
tions of cell membranes (Ende et al.  2005 ; Seitz 
et al.  1999 ). However, these fi rst studies are bases 
on ratios of NAA and Cho compared with cre-
atine (Cr) instead on absolute metabolite concen-
trations, assuming that creatine remains stable 
and can be used for normalizing  1 H MRS data, 
which has recently been disproved (Licata and 
Renshaw  2010 ). Nevertheless, measurements of 
(absolute) concentrations of the abovementioned 
metabolites as well as water content do not sug-
gest that brain atrophy and its regeneration can be 
explained by dehydrating states during chronic 
alcohol intake (Agartz et al.  1991 ; Besson et al. 
 1989 ; Mann et al.  1993 ; Smith et al.  1988 ; 
Schroth et al.  1988 ). Instead, neuronal regenera-
tion in prolonged abstinence seems to be medi-
ated by a signifi cant increase in Cho, potentially 
refl ecting increased dendritic arborization and 
other forms of neuronal membrane regeneration 
(Bartsch et al.  2007 ; Bendszus et al.  2001 ; 

Durazzo et al.  2006 ; Ende et al.  2005 ; Martin 
et al.  1995 ). 

 Neurotoxic effects of chronic alcohol intake 
are particularly pronounced in women and older 
patients (Mann et al.  1992 ; Pfefferbaum et al. 
 1997 ). Compared with age-matched alcohol- 
dependent men, alcohol-dependent women dis-
play comparable brain atrophy, although the 
overall amount of lifetime alcohol intake is lower 
in these women and they had been suffering from 
alcohol dependence for a shorter duration of time 
(Mann et al.  2005 ; Schuckit et al.  1998 ). Indeed, 
once women and men are matched with respect 
to the amount of lifetime alcohol intake, women 
display increased brain atrophy in the corpus cal-
losum, hippocampus, and cortical brain areas 
(Hommer et al.  1996 ,  2001 ; Agartz et al.  1991 ). 
Interestingly, women may show an increased 
ability to recover from alcohol-associated brain 
atrophy when remaining abstinent after detoxifi -
cation (Mann et al.  2005 ). An overview of the 
reported MRI studies on alcohol dependence is 
given in Table  19.1 .

19.3        Drug Dependence Other 
than Alcoholism 

 All psychotropic drugs of abuse are characterized 
by a dysfunctional responsiveness of the brain 
reward system and share adaptational mechanisms 
also found in alcohol dependence. Hence, drug 
and alcohol dependence is characterized by 
increased tolerance to excessive drug intake due to 
homeostatic counteradaptations such as reductions 
in neuroreceptors stimulated by drugs of abuse, 
and withdrawal symptoms appear as an expression 
of impaired homeostasis between excitatory and 
inhibitory neurotransmitter systems once drug 
intake is suddenly stopped during withdrawal 
(Koob  2003 ; Heinz et al.  2009a ). Likewise, all 
drugs of abuse stimulate DA release, and this acti-
vating effect does not appear to habituate, result-
ing in counteradaptive downregulations of DA 
neurotransmission and impaired effects of non-
drug rewards, thus biasing the individual towards 
urging for the relative strong effects of drug con-
sumption (Heinz et al.  2009a ,  b ). 

K. Charlet et al.
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19.3.1    Heroin/Opiates 

 Opiates suppress the inhibitory effect of 
GABAergic neurons on dopaminergic neurons 
in the ventral tegmental area, resulting in an 
increased activity of DA neurotransmission in 
the ventral striatum (Kreek  2008 ). Opiates also 
strongly impact on opiate receptors and inhibit 
noradrenergic neurons in the locus coeruleus 
(Kreek  2008 ). The thus suppressed noradrener-
gic activity results in clinically manifest symp-
toms of opiate intoxication such as bradycardia, 
drowsiness, and slow respiration. This opioidergic 
inhibition of noradrenergic neurons in the locus 
coeruleus results in counteradaptive upregulation 
of noradrenergic neurotransmission, resulting in 
a new homeostatic balance between noradrener-
gic neuroadaptation and opioidergic inhibition 
as long as opiate intake is maintained on a rela-
tively regular basis. However, when opioidergic 
inhibition of noradrenergic neurotransmission is 
suddenly interrupted during abstinence, noradren-
ergic hyperactivity occurs with typical physical 
and affective withdrawal symptoms, e.g., tachy-
cardia, transpiration, restlessness, sleep disorders, 
and anxiety (Kosten and George  2002 ). Because 
of heroin’s short half-life period of 6 h, dependent 
subjects need to consume heroin several times a 
day in order to avoid aversive withdrawal symp-
toms, thus negatively reinforcing drug intake 
via the avoidance of a highly unpleasant state. 
Interestingly, withdrawal symptoms can also 
occur as a consequence of context- conditioned 
learning: Siegel ( 1983 ) observed that counteradap-
tive mechanisms lead to withdrawal symptoms as 
soon as rats used to opiate application in a certain 
context (cage) are left in this environment with-
out opiate supply. Context- dependent cues thus 
seem to activate, e.g., noradrenergic upregulation, 
resulting in hyper-excitation once opiate applica-
tion does not occur as expected. If on the other 
hand usual opiate doses were applied in an unfa-
miliar context, e.g., an unknown cage, animals 
used to a certain opiate dose displayed symptoms 
of opiate intoxication and even died, indicating 
that in the unknown context, their organisms failed 
to actively prepare for renewed intoxication via 
context-conditioned  neuroadaptational processes 

(Siegel  1983 ). In humans, comparable conditioned 
effects of chronic drug intake may manifest as per-
ception biases towards drug-associated stimuli and 
memory including related emotions and modifi ca-
tion of (aversive) emotional states. For instance, 
Lubman and colleagues observed that long-term 
heroin users vs. healthy controls displayed altered 
processing of drug-related (e.g., pictures of drug 
preparation and injection) and pleasant pictures 
(e.g., pictures of food, erotic nudes): positive 
pictures, contrary to drug-related pictures, elic-
ited less physiological responses and lower self-
reported arousal in drug- dependent subjects. 
Further, low valence ratings of pleasant pictures 
predicted consistently regular heroin use (at least 
once a week) at a median of a 6-month follow-up 
assessment (Lubman et al.  2009 ). Like in alco-
hol dependence, prolonged abstinence allows for 
neurofunctional recovery, hypothetically refl ected 
in decreased salience of drug- associated cues, 
thereby, reducing the risk of relapses. Indeed, an 
fMRI study indicated that following long-term 
compared to short heroin abstinence, subjects 
displayed decreased neural responses to heroin-
related cues in brain regions subserving visual 
sensory processing, attention, memory, and action 
planning (Lou et al.  2012 ).  

19.3.2    Cocaine and Other 
Psychostimulants 

 The strong effects of cocaine on the DA system 
can be demonstrated by the fact that the con-
sumption of this substance discharges about 
400 % of the dopamine doses normally released 
by natural reinforcers, such as food or sexual 
activities (Hurd et al.  1990 ). These massive 
effects lead to a counteradaptive reduction in 
(striatal) DA D 2  receptor availability in cocaine- 
dependent subjects (Volkow et al.  1993 ), and this 
striatal downregulation predicted reduced func-
tional responses to a non-drug-related reinforcer 
(monetary reward) in the thalamus, a brain region 
that is implicated in DA-modulated conditioned 
responses and reward expectation (Asensio et al. 
 2010 ). However, in this study also a low DA D 2  
receptor availability in the dorsal and ventral 
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 striatum was found to be correlated with high 
responsiveness of the dorsal superior medial 
frontal gyrus (Brodmann area 6/8/32), an area 
that is crucially involved in behavioral monitor-
ing. Asensio and coworkers assumed that 
cocaine-addicted individuals who displayed 
lower ventral striatal DA D 2  receptor availability 
are also the ones who possibly need to compen-
sate particularly for their reduced sensitivity to 
monetary reinforcement (Goldstein et al.  2007 ) 
or for their increased impulsivity (Asensio et al. 
 2010 ). Other fMRI-based study revealed reduced 
brain activation elicited by naturally reinforcing 
visual stimuli, e.g., pictures with erotic content, 
while cocaine-associated cues which triggered 
craving elicited increased functional responses 
throughout the brain including prefrontal, limbic, 
and parietal regions (Garavan et al.  2000 ). It has 
been hypothesized that prefrontal brain activation 
elicited by drug-related stimuli impairs executive 
function and behavior control (Beck et al.  2012 ). 
Indeed, a prospective fMRI study by Paulus et al. 
( 2005 ) observed that decreased activation of the 
PFC during a decision-making task was associ-
ated with the subsequent relapse risk in 
methamphetamine- dependent patients.   

19.4    Non-substance-related 
Addiction 

 Another class of addictions are the so-called non-
substance- related or behavioral addictions, e.g., 
pathological gambling. Referring to ICD-10, 
pathological gambling is subsumed in the chapter 
“Disorders of Adult Personality and Behavior” in 
the category “habit and impulse disorders” 
(Dilling et al.  2000 ), whereas in DSM-IV, patho-
logical gambling is classifi ed as an “impulse- 
control disorder” (Saß et al.  2003 ). 

 Looking at the criteria, pathological gambling 
and substance-related disorders share a variety of 
symptoms (Grüsser and Thalemann  2006 ; 
Potenza  2006 ):
•    An appetitive urge or strong craving state 

prior to the engagement in the behavior  
•   Preoccupation with gambling (e.g., preoccu-

pied with reliving past gambling experiences, 

handicapping or planning the next venture, or 
thinking of ways to get money with which to 
gamble)  

•   Need to gamble with increasing amounts of 
money in order to achieve the desired 
excitement  

•   Repeated unsuccessful efforts to control, cut 
back, or stop gambling  

•   Continued engagement in the behavior despite 
adverse consequences: the person has jeopar-
dized or lost a signifi cant relationship, job, or 
educational or career opportunity because of 
gambling    
 Also imaging data suggest a closer relationship 

between pathological gambling and substance use 
disorders than between pathological gambling 
and obsessive-compulsive disorder (Potenza 
 2008 ). For example, neurobiological studies 
investigated cue reactivity processes in behavioral 
addictions, i.e., when subjects are confronted with 
stimuli closely related to gambling. Crockford 
and associates ( 2005 ) observed that pathological 
gamblers exhibited signifi cantly greater activity 
in the right dorsolateral prefrontal cortex 
(DLPFC), including the inferior and medial fron-
tal gyri, the right parahippocampal gyrus, and the 
left occipital cortex, including the fusiform gyrus, 
during visual presentations of gambling-related 
video alternating with video of nature scenes. 
They moreover reported a signifi cant increase in 
craving for gambling after the study. 

 Other studies suggested that there is also a 
reduction in the sensitivity of the reward system 
in behavioral addictions that resembles reward 
system dysfunction in substance dependence: 
Reuter and colleagues ( 2005 ) used fMRI to 
investigate pathological gamblers and healthy 
volunteers during a game. They observed a reduc-
tion of ventral striatal and ventromedial prefron-
tal activation in pathological gamblers, which 
was negatively correlated with gambling severity, 
linking hypoactivation of these areas to disease 
severity (Reuter et al.  2005 ). In another study 
among pathological gamblers, de Ruiter et al. 
( 2009 ) showed a diminished reward and punish-
ment sensitivity as indicated by hypoactivation of 
the ventrolateral PFC when money was gained 
and lost. 
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 As    described earlier, alcohol dependence is 
associated with smaller gray matter volumes in a 
variety of cortical and subcortical brain regions.
Comparably van Holst et al. ( 2012 ) hypothesized 
that there might be structural abnormalities in 
pathological gamblers, because the same cogni-
tive impairments have been found in patients suf-
fering from problem gambling behavior and from 
substance dependence. However, in contrast to 
alcohol, gambling behavior does not expose the 
brain to toxic agents. Using voxel-based mor-
phometry, van Holst et al. assessed gray matter 
volumes in treatment-seeking problem gamblers, 
subjects with alcohol use disorders, and healthy 
volunteers. They replicated previous fi ndings of 
smaller gray matter volumes in subjects with 
alcohol use disorders, but did not observe signifi -
cant morphological brain abnormalities in prob-
lem gamblers. Moreover, Joutsa et al. ( 2011 ) 
investigated possible changes in regional brain 
gray and white matter volumes as well as white 
matter integrity in pathological gamblers com-
pared to healthy controls; again there was no 
volumetric difference in gray matter as well as in 
white matter between pathological gamblers and 
controls. However, in pathological gamblers, 
Joutsa and colleagues observed lower white 
 matter integrity in multiple brain regions includ-
ing the corpus callosum, the cingulum, the supe-
rior and inferior longitudinal fascicle, the anterior 
thalamic radiation, and the inferior fronto- 
occipital fascicle, which require replication in 
further studies (e.g., Lane et al.  2010 ).  

19.5    Summary 

 Altogether, in vivo imaging using magnetic reso-
nance techniques has enabled researchers to 
reveal major mechanisms involved in the devel-
opment and maintenance of drug dependence and 
related behavioral addictions. Here, especially, 
the mechanism of unphysiologically high DA 
release by drugs of abuse motivates the individ-
ual to preferentially respond to drug-associated 
reinforcement at the expense of natural nondrug 
reinforcement, which can be observed in various 
fMRI studies testing brain responses towards 

drug-associated vs. monetary or emotional cues. 
Further mechanisms of maintaining the drug 
dependence involve neuroadaptive processes in 
different neurotransmitter systems. Thus, investi-
gations using PET, SPECT,  1 H-MRS, and fMRI 
revealed (1) upregulated mu-opiate receptors; 
(2) reduced DA synthesis capacity, impaired DA 
release, and downregulated DA D2 receptors; 
(3) decreased 5-HT transporter availability; 
(4) downregulated GABA receptors; and 
(5) upregulated NMDA receptors in chronic 
alcohol- dependent patients, which were associ-
ated with craving, negative mood states, with-
drawal symptoms, relapse risk, aberrant 
cue-induced brain activation, and impaired learn-
ing. However, despite fi ndings of dysfunctional 
brain processes in addictive behavioral disorders, 
possible protective brain mechanisms were also 
observed which predicted better treatment out-
come. Furthermore, fi ndings of structural brain 
alterations caused by neurotoxic effects of 
chronic drug use indicate a premature aging phe-
nomenon. While women and older individuals 
seem to be more vulnerable despite of less over-
all drug intake and shorter dependence duration, 
structural MR studies showed that particularly 
women may have an increased ability to recover 
from drug-associated brain atrophy. Thus, such 
MRI- based insights into the neurobiological cor-
relates of addictive behaviors may not only help 
to understand these mental diseases. One day 
they may contribute to provide a personalized 
and more precise treatment of affected patients.     
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      Abbreviations 

  AD    Alzheimer’s Disease   
  ADNI    Alzheimer’s Disease Neuroimaging 

Initiative   
  APOE4    ε4 Allele of the APOE Gene (Encoding 

the Apolipoprotein E)   
  APP    Amyloid Precursor Protein   
  AxD    Axial Diffusivity   
  CC    Corpus Callosum   
  CSF    Cerebrospinal Fluid   
  DMN    Default Mode Network   
  DTI    Diffusion Tensor Imaging   
  EDSD    European DTI Study in Dementia   
  FA    Fractional Anisotropy   
  ICA    Independent Component Analysis   

  ICN    Intrinsic Connectivity Network   
  MCI    Mild Cognitive Impairment   
  MD    Mean Diffusivity   
  MRI    Magnetic Resonance Imaging   
  MTL    Medial Temporal Lobe   
  PET    Positron Emission Tomography   
  RaD    Radial Diffusivity   
  ROI    Region of Interest   
  TRD    Task-Related Deactivation   
  VBM    Voxel-Based Morphometry   

20.1          Introduction 

 Alzheimer’s disease (AD) is a progressive neuro-
degenerative brain disorder and the most common 
cause of dementia in the elderly. Histopathologic 
hallmarks of AD are extracellular deposits of 
aggregated amyloid-β protein, called senile 
plaques, and intracellular fi brils of hyperphos-
phorylated tau protein, called neurofi brillary tan-
gles. These pathologic events are accompanied by 
altered synapse function, decreased cellular 
metabolism, and neurodegeneration. Based on the 
seminal autopsy studies by Braak and Braak in 
the early 1990s, AD is regarded as a system-spe-
cifi c brain disease that affects discrete neuronal 
systems in a fairly consistent temporospatial pat-
tern while other brain regions are widely spared or 
only affected in the ultimate stages of the disease 
(Braak and Braak  1995 ). 

 Over the last years, several neuroimaging tools 
have become available that make it possible to 
study AD-related structural and functional brain 
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changes in the living patient. Compared to post-
mortem autopsy studies, which are mostly limited 
to advanced, and thus fatal, stages of AD, in vivo 
neuroimaging studies allow for bigger sample 
sizes and signifi cantly facilitate the study of early 
pathological changes of the disease. Neuroimaging 
studies further permit longitudinal study designs, 
enabling the assessment of progressive AD 
pathology in individual patients followed over 
time. Hence, the role of neuroimaging in the 
investigation of dementia has gained increasing 
importance for research into disease mechanisms 
and in the differential neurobiological effects of 
genetic, cardiovascular, and lifestyle factors 
known to infl uence the development and clinical 
progression of AD. Neuroimaging is also being 
explored as a tool for early and differential diag-
nosis of AD and for the assessment of neurobio-
logical effects of medical treatments in clinical 
trials. Several recent in vivo neuroimaging studies 
have confi rmed and extended the initial fi ndings 
by Braak and Braak on the temporospatial pat-
terns of system-specifi c brain changes associated 
with AD. Regionally specifi c structural and func-
tional deteriorations were found to be related to 
impairments in specifi c cognitive domains that 
characterize different disease stages of progress-
ing AD pathology. Furthermore, longitudinal 
studies of initially healthy elderly subjects as well 
as studies of neuropsychologically, genetically, or 
molecularly defi ned risk models for AD have 
demonstrated that abnormal structural and func-
tional brain changes precede the onset of demen-
tia by several years. 

 This increased knowledge about presymp-
tomatic and disease-specifi c brain changes 
has motivated the ongoing development of 
imaging-derived biomarkers, which best rep-
resent neurobiological changes associated with 
different stages of disease pathogenesis, for 
potential use as diagnostic markers or as sec-
ondary outcomes in clinical trials (Teipel et al. 
 2013 ). To date, diagnosis of AD is based on 
clinical history, psychiatric and neurological 
examination, neuropsychological testing, and 
supportive measures including structural imag-
ing and blood tests to exclude other causes of 
dementia (McKhann et al.  1984 ). However, 

diagnostic criteria for AD are currently being 
revised to take into account the wealth of sci-
entifi c knowledge on disease mechanisms and 
disease progression that has been acquired 
over the last years since diagnostic criteria 
were fi rst published in 1984 (Jack et al.  2011 ). 
Main differences to the original criteria include 
the incorporation of positive biomarkers as 
supportive features for diagnosis as well as the 
consideration of different stages of disease, 
from asymptomatic preclinical stages over a 
symptomatic predementia phase to clinical AD 
dementia. The inclusion of biomarkers from 
structural, functional, and molecular imaging 
aims both to improve specifi city for the diag-
nosis of AD dementia (McKhann et al.  2011 ) 
and to reach a diagnosis of AD before the 
onset of manifest dementia. These criteria are 
primarily intended for use in research settings 
but may also impact the clinical diagnosis of 
early stages of AD in the future. An early diag-
nosis of AD will become fundamental at the 
time disease-modifying and preventive treat-
ments become available. However, the current 
development of such treatment strategies also 
depends on the availability of accurate bio-
markers for the selection of at-risk samples for 
clinical trials and to serve as surrogate markers 
of treatment effects that are sensitive for the 
underlying pathology. 

 Development and improvement of neuroim-
aging techniques is a growing fi eld of research. 
There are now several methods for in vivo assess-
ment of brain gray matter atrophy (structural 
MRI), integrity of white matter tracts (diffusion- 
weighted MRI), and altered brain activation and 
functional connectivity (functional MRI). In the 
following sections, we will provide an overview 
of the role of these principal MRI-based imag-
ing modalities for current AD research. We 
will describe how these MRI modalities have 
furthered our understanding of AD pathogen-
esis, each through the assessment of different 
structural or functional correlates of the under-
lying pathology, and how these fi ndings can be 
translated into potential applications in clinical 
research and clinical practice by the develop-
ment of stage-specifi c disease biomarkers.  
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20.2    Structural MRI 

20.2.1    The Temporospatial 
Course of Progressing 
Neurodegeneration in AD 

 The neurodegeneration in AD leads to a marked 
reduction of brain tissue in patients with AD 
dementia which is clearly visible on MRI scans 
and primarily presents as signal loss in the medial 
temporal lobe (MTL) and widening of cerebro-
spinal fl uid (CSF) spaces. Already in the 1990s, 
increasing evidence from postmortem autopsy 
studies pointed to a temporospatial pattern of 
progressive AD pathology that manifests at fi rst 
in the peri- and entorhinal cortices of the MTL 
and extends sequentially to include other allocor-
tical regions followed by neocortical association 
areas of the temporal, parietal, and frontal lobes. 
Primary sensory-motor areas are relatively spared 
or only affected in highly advanced stages of the 
disease (Braak and Braak  1995 ). Based on the 
consistency of these observations, a neuropatho-
logical staging scheme of AD severity into six 
stages of cortical involvement was proposed. 
Importantly, this staging scheme predicted that 
the fi rst stages of AD pathology, the “transento-
rhinal” stages I and II, correspond to clinically 
silent cases, while the “limbic” (III and IV) and 
“neocortical” (V and VI) stages represent 
 incipient and fully developed AD dementia, 
respectively (Fig.  20.1 ). 

20.2.1.1    Manual Volumetry 
 Given the prominence of MTL atrophy on MRI 
scans, which corresponds to postmortem evi-
dence of earliest and most severe neurofi brillary 
degeneration in this region, fi rst attempts to 
quantify AD-related atrophy on in vivo MRI 
scans focused on volumetric measurements of 
MTL structures, most notably the hippocampus 
(Seab et al.  1988 ; Killiany et al.  1993 ). Manually 
measured hippocampus volumes in patients with 
AD dementia showed a consistent reduction of 
up to 40 % compared to healthy controls of the 
same age, allowing for highly accurate group 
separations on the basis of the MRI scan only. 
Hippocampal volume as measured by MRI scans 

post-mortem or in end stages of disease was fur-
ther shown to account for a high proportion of 
50–80 % of variance in measures of neuronal loss 
and neurofi brillary pathology at autopsy 
(Bobinski et al.  2000 ; Csernansky et al.  2004 ). 
While subregions of the MTL showed compara-
bly high degrees of atrophy even in mild stages of 
AD (Lehericy et al.  1994 ; Teipel et al.  2006 ), 
neocortical involvement was more consistently 
detected in advanced stages of AD dementia and 
showed a pattern of declining atrophy severity 
from temporal over parietal to frontal and occipi-
tal lobes (Rusinek et al.  1991 ; Teipel et al.  2003a ). 

 The Braak staging scheme of progressive neu-
rofi brillary degeneration predicts earliest struc-
tural changes to precede the onset of dementia by 
several years, and thus, AD-typical atrophy pat-
terns on MRI should also be detectable in asymp-
tomatic or very mildly impaired subjects at high 
risk of developing AD. One of those risk groups 
is given by subjects with a diagnosis of amnestic 
mild cognitive impairment (MCI), which is 
defi ned as a relatively isolated memory impair-
ment that is greater as what is expected by age 
alone, but is not severe enough to interfere with 
activities of daily living and does not suffi ce for a 
diagnosis of dementia (Petersen et al.  1999 ). 
Thus, patients diagnosed with MCI exhibit an 
increased risk for developing AD with incidence 
rates of 10–15 % per year, compared to 1–2 % 
per year for healthy unimpaired subjects of the 
same age (Gauthier et al.  2006 ). The syndrome is 
seen as a boundary or transitional stage between 
normal aging and dementia and often refl ects 
prodromal AD (Guillozet et al.  2003 ). When 
comparing temporal lobe volumes between 
healthy elderly subjects, individuals with a diag-
nosis of MCI, and AD patients, a signifi cant 
reduction of hippocampus volume was detectable 
in the MCI (−14 %) and the AD group (−22 %), 
but atrophy of the temporal neocortex was only 
found in the AD group (Convit et al.  1997 ). 
Interestingly, in a clinical follow-up study on 
subjects with MCI, neocortical temporal lobe 
volume was already signifi cantly reduced in 
those subjects that later declined to AD, which 
signifi cantly distinguished them from the MCI 
subjects that remained stable (Convit et al.  2000 ). 
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 Especially informative for the study of the 
earliest structural changes in the course of AD is 
MRI data acquired in elderly individuals who 
were completely asymptomatic at the time of the 
MRI scan and later developed cognitive impair-
ments leading to diagnoses of MCI or AD. Using 
such data, a few studies showed that volumetric 
reduction of the anterior MTL, including the 
hippocampus, the amygdala, and the entorhinal 
cortex, precedes the onset of cognitive deteriora-
tion by several years (Kaye et al.  1997 ; den 
Heijer et al.  2006 ; Martin et al.  2010 ). Thus, vol-
umes of the amygdala and the hippocampus 
were found to be on average 5 % smaller in clini-
cally declining subjects compared to stable con-
trols already 6 years before the diagnosis of 
dementia was made.  

20.2.1.2    Automated Data- Driven 
Methods 

 Manual volumetric methods are associated with 
several drawbacks that limit their utility for the 
assessment of brain atrophy in neurodegenerative 
diseases. Most notably, manual delineation of 
regions of interest (ROIs) is rater dependent and 
relatively labor intensive, and it is limited to brain 
structures that provide clearly delineable borders 
defi ned by anatomical landmarks. Since the 
beginning of this century, automated methods are 
being developed to determine regionally specifi c 
changes in brain structure using hypothesis- and 
rater-independent approaches (Ashburner and 
Friston  2000 ; Fischl et al.  2004 ). The most com-
monly used automated morphometry approach is 
voxel-based morphometry (VBM). In its original 
implementation, the method is based on a low- 
dimensional spatial transformation of brain scans 
into a common reference space to control for 
global differences in brain size and shape. After 
segmentation of the scans into brain tissue and 
CSF spaces, remaining local differences in gray 
matter volumes, which are not modeled by the 
global spatial normalization, are the parameters 
of interest that drive a voxel-based univariate sta-
tistic. This approach has been criticized because 
the concept of global vs. regional effects cannot 
be operationalized and modeled effects will 
depend on the characteristics of the  normalization 

algorithm. Furthermore, the accuracy of normal-
ization may vary with neurobiological differ-
ences and thus effects in VBM may be driven by 
group differences in normalization accuracy 
rather than the neurobiological differences them-
selves (Bookstein  2001 ). These arguments are a 
matter of debate (Ashburner and Friston  2001 ) 
and are still not fi nally resolved. From a prag-
matic perspective, VBM has widely been used 
and results from these analyses have proven to be 
reproducible across different scanners and pro-
cessing approaches (Ewers et al.  2006 ) and to 
spatially agree with effects from other imaging 
techniques (Hutton et al.  2009 ) and autopsy stud-
ies (Whitwell et al.  2008 ). 

 When applied to demented AD patients, VBM 
analyses demonstrate the expected pattern of 
global cortical atrophy that is most pronounced in 
medial and lateral temporoparietal cortices with a 
relative sparing of the sensorimotor cortex, the 
occipital poles, and the cerebellum (Baron et al. 
 2001 ; Karas et al.  2003 ). The spatial pattern of 
progressive neuropathology in AD as suggested 
by the postmortem autopsy studies was impres-
sively demonstrated using VBM and serial MRI of 
MCI subjects that progressed to AD (Whitwell 
et al.  2007 ). Hence, early atrophic changes in sub-
jects with MCI, approximately 3 years prior to the 
clinical diagnosis of AD, were found to be con-
fi ned to the MTL. At a later stage, but still with the 
diagnosis of MCI, atrophy had spread to include 
lateral temporal and temporoparietal association 
areas of the neocortex. At the time the diagnosis of 
AD was made, atrophy had become more severe 
and widespread and then also involved areas of the 
prefrontal cortex, probably refl ecting neurofi bril-
lary tangle pathology of the neocortical Braak 
stages V and VI (Whitwell et al.  2008 ). 
Accordingly, cross-sectional VBM studies on 
MCI consistently demonstrate atrophy of the 
MTL, whereas the degree of involvement of neo-
cortical association areas varies across studies, 
probably due to the heterogeneity of MCI as a 
transitional state between normal aging and AD 
(Ries et al.  2008 ) (Fig.  20.1 ). Thus, MCI subjects 
with an imminent conversion to AD dementia 
show greater reductions in MTL volume but espe-
cially greater atrophy of the temporoparietal 

M.J. Grothe et al.



375

 neocortex and the posterior cingulate/precuneus 
when compared to MCI subjects that remain stable 
during clinical follow-up (Chetelat et al.  2005 ; 
Risacher et al.  2009 ). Using serial MRI, it could be 
further shown that most of these regions showed 
not only lower volumes at baseline but also higher 
longitudinal rates of volume decline as MCI sub-
jects progress to a diagnosis of AD (Chetelat et al. 
 2005 ; Risacher et al.  2010 ; Grothe et al.  2013 ). 

 Unbiased VBM studies could also comple-
ment manual volumetry fi ndings of earliest struc-
tural changes in the (anterior) MTL in cognitively 
normal subjects that are destined to develop AD, 
by providing evidence for concomitant atrophy 
outside the MTL, including the basal forebrain 
(Hall et al.  2008 ; Grothe et al.  2013 ) and the pos-
terior cingulate/precuneus (Tondelli et al.  2012 ). 
Analysis of serial MRI data over a follow- up of 
up to 10 consecutive years further revealed that 
age-related volume loss is apparent and wide-
spread even in cognitively stable elderly, but the 
regional brain changes associated with a conver-
sion to MCI differ signifi cantly in location and 
magnitude from the pattern associated with nor-
mal brain aging (Driscoll et al.  2009 ).

20.2.1.3       Advanced Image Analysis 
 Based on improving hard- and software resources, 
increasingly sophisticated computational meth-
ods for image processing and analysis are being 
developed that allow the automated segmentation 
and detailed subfi eld analysis of the hippocam-
pus and other ROIs in large imaging datasets 
(Van Leemput et al.  2009 ; Wang et al.  2009b ; 
Leung et al.  2010 ; Heckemann et al.  2011 ). 
Modern computational methods demonstrate 
high anatomic accuracy of the segmented vol-
umes when compared to manual volumetry tech-
niques (Klein et al.  2009 ; Leung et al.  2010 ) and 
even allow for the detailed structural analysis of 
brain regions that are less amenable to manual 
delineation. The overarching principle behind the 
majority of these approaches is the use of high- 
dimensional image deformation algorithms. 
Different from the classic VBM analysis, these 
deformation-based approaches employ hundreds 
of thousands of nonlinear parameters to warp the 
individual brain images into the reference space, 
yielding a highly exact match to the template 
image and thereby eliminating spatial differences 
among the individual scans. The information on 
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  Fig. 20.1     Top panel : voxel-wise maps of gray matter vol-
ume reductions in a group of MCI subjects ( N  = 69) and a 
group of AD patients ( N  = 28), respectively, compared to 
the same group of healthy age-matched controls ( N  = 95); 
statistical threshold set at p < 0.01, false discovery rate 
corrected (Based on data published in Grothe et al. (2012); 
MRI images retrieved from publicly available database: 

  www.oasis-brains.org    ).  Bottom panel : drawings of the 
Braak staging scheme of  neurofi brillary pathology in AD 
(Adapted from Braak et al. ( 1993 ) with permission to 
reprint granted by S. Karger AG, Basel). Note that voxel-
wise pattern of gray matter atrophy in MCI and AD resem-
ble the “limbic” and “neocortical” stages of neurofi brillary 
degeneration, respectively, as outlined by Braak et al.       
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interindividual spatial variability then resides 
entirely in the deformation functions themselves, 
rendering the differentiation in global and 
regional effects obsolete. This opens the way for 
the high-resolution study of anatomical details by 
direct extraction of volumetric information from 
the individual deformation fi elds or by automated 
segmentation of the individual brains into struc-
tural or functional ROIs based on inverse warp-
ing of detailed atlases in the template space. 

 Subregional analysis of hippocampal shape 
revealed a selective atrophy of the CA1 and 
subicular subfi elds at preclinical and predementia 
stages of AD, while atrophy was found to aggra-
vate and to spread to CA2-3 subfi elds as subjects 
progressed to clinically manifest AD (Csernansky 
et al.  2005 ; Apostolova et al.  2010 ; Hanseeuw 
et al.  2011 ; Achterberg et al.  2013 ). This selec-
tive involvement of hippocampal subregions is in 
good accordance with patterns of neuronal cell 
loss described by detailed histopathology and a 
similarly coherent pattern of selective atrophy 
could also be demonstrated for the subnuclei of 
the amygdala (Cavedo et al.  2011 ). 

 While MRI research on structural brain atro-
phy in AD generally focuses on the MTL and 
neocortical regions, the involvement of subcorti-
cal nuclei across disease stages is less thoroughly 
explored. This is surprising given the prevalent 
neuropathological evidence of selective involve-
ment of specific subcortical areas, most notably 
the monoaminergic brainstem nuclei (Lyness 
et al.  2003 ; Grinberg et al.  2011 ; Braak and Del 
Tredici  2012 ) and the cholinergic neurons of the 
basal forebrain (Bartus et al.  1982 ; Mesulam et al. 
 2004 ), and may be partly explained by technical 
issues associated with subcortical in vivo volum-
etry. The complex anatomy of the basal forebrain 
and the indistinguishability of cholinergic cells 
on normal MRI scans place important constraints 
on the in vivo structural analysis of choliner-
gic degeneration in AD (Huckman  1995 ; Hanyu 
et al.  2002 ). However, the recent development of 
cytoarchitectonic maps of the cholinergic nuclei 
in MRI standard space, based on combined his-
tology and postmortem MRI (Teipel et al.  2005 ; 
Zaborszky et al.  2008 ; Kilimann et al.  2014 ), now 
renders the cholinergic basal forebrain amenable 

to in vivo volumetry by the use of advanced com-
putational methods for automated regional volume 
extraction. Using such an approach the selective 
involvement of different cholinergic nuclei across 
disease stages could be studied in vivo. A progres-
sive and differential decline in volume of the cho-
linergic subnuclei was found across the spectrum 
from normal aging over MCI to AD, resulting in 
severe atrophy of the nucleus basalis of Meynert 
in patients with mild to moderate AD which was 
comparable in magnitude to atrophy of the hip-
pocampus (Teipel et al.  2011a ; Grothe et al.  2012 , 
 2013 ) (Fig.  20.2 ). Interestingly, this MRI-based in 
vivo marker of cholinergic basal forebrain atrophy 
was also found to reproduce some of the major 
pathologic features of cholinergic degeneration in 
AD as reported from neuropathological autopsy 
studies, including correlations with specific cog-
nitive deficits as well as distinct associations with 
amyloid deposition and neurodegeneration in the 
cortical projection sites of the cholinergic nuclei 
(Perry et al.  1978 ; Cullen et al.  1997 ; Grothe et al. 
 2010 ,  2014 ; Kilimann et al.  2014 ). Recently, novel 
MRI-based imaging techniques sensitive for sub-
tle tissue abnormalities within the brainstem have 
been described (Shibata et al.  2008 ; Lambert et al. 
 2013 ), but these methods still await application in 
the study of AD-related brainstem pathology.

20.2.1.4       The Cognitive Correlates 
of Regional Brain Atrophy 

 Given the progressive and regionally heteroge-
neous brain atrophy in AD, question arises 
regarding the functional signifi cance of regional 
volume loss for the expression of cognitive 
impairments. The focal reduction of MTL vol-
umes in predementia stages of AD with relatively 
isolated memory impairment suggests an impor-
tant role of MTL atrophy for the emergence of 
memory defi cits. This notion has been substanti-
ated in early MRI studies by the demonstration of 
associations between manually measured MTL 
volumes and scores on tests of declarative mem-
ory in AD patients (Deweer et al.  1995 ), subjects 
with MCI (Killiany et al.  2002 ), and even within 
the normal variance among healthy elderly indi-
viduals (Hackert et al.  2002 ). Subsequent studies 
employed specifi c neuropsychological tests for 
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different aspects of memory function in combi-
nation with fi ne-grained structural analysis on 
high-resolution MRI scans, to provide increas-
ingly detailed evidence for functional specializa-
tion and hemispheric differentiation among MTL 
structures (de Toledo-Morrell et al.  2000 ; Rosen 
et al.  2003 ; Chen et al.  2010 ; Mueller et al.  2011 ) 
(Fig.  20.3 ). 

 In addition to the detailed examination of MTL 
atrophy in memory dysfunction, unbiased auto-
mated analyses have been used to search the whole 
brain for structural correlates of neuropsychologi-
cal defi cits in AD, including defi cits in different 
aspects of memory, executive function, language 
function, and visuospatial ability (Chang et al. 
 2010 ; Grothe et al.  2010 ; Cardenas et al.  2011 ; 
Wolk and Dickerson  2011 ; Gross et al.  2012 ; 
McDonald et al.  2012 ). While the central role of 
MTL atrophy for declarative memory defi cits in 
AD could be confi rmed by these studies, the data 

also indicated that additional neocortical and sub-
cortical changes were related to further neuropsy-
chological defi cits that are commonly expressed 
by AD patients. For example, executive function 
defi cits were found to be more strongly associated 
with anterior frontal cortex atrophy, whereas defi -
cits in naming and verbal fl uency were found to 
be more strongly associated with atrophy of the 
left anterior  temporal and frontotemporal lobes, 
respectively. The combined investigation of volu-
metric and neuropsychological data also showed 
that cognitive defi cits as assessed by standard neu-
ropsychological tests do not usually map to discrete 
cerebral sites but rather refl ect atrophic processes 
in widespread and partially overlapping networks. 
For example, memory defi cits were also found to 
be associated with atrophy of brain regions out-
side the MTL, including the lateral temporal lobe, 
the thalamus, the medial prefrontal cortex, and the 
posterior cingulate cortex (Fig.  20.3 ). Hence, these 
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  Fig. 20.2    ( I ) Generation of a cytoarchitectonic map of 
basal forebrain cholinergic nuclei in MRI standard space. 
Cholinergic cells are stained in histologic slices, and cho-
linergic nuclei are manually transferred to corresponding 
sections of a postmortem MRI, which is then automati-
cally normalized into MRI standard space as defi ned by 
the Montreal Neurological Institute (MNI).  AC  anterior 
commissure,  CH3  cholinergic cells corresponding to the 
vertical limb of the diagonal band of Broca,  CH4 am ,  al  
cholinergic cells corresponding to the anterior medial and 

lateral parts of the nucleus basalis of Meynert (Based on 
data published in Teipel et al. ( 2005 )). ( II )  Left : voxel-
wise reductions in gray matter volume within the basal 
forebrain region of interest in MCI subjects compared to 
healthy controls.  Right : group means of extracted basal 
forebrain, hippocampus, and total gray matter ( GM ) vol-
umes in groups of MCI subjects and AD patients plotted 
as  percent volume reduction compared to a healthy 
elderly ( HE )  reference group (Based on data published in 
Grothe et al. ( 2012 ))       
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studies lend further experimental support to the 
notion that cognition depends on integrated net-
works of cortical and subcortical brain structures 
that differentially contribute to different aspects of 
the cognitive function, which they bring forth in 
concert. Associations between brain volumes and 
cognitive test performances are also found in other 
neurodegenerative diseases (Grossman et al.  2004 ; 
Luks et al.  2010 ) and even in the process of normal 
brain aging (Fjell and Walhovd  2010 ). Hence, age- 
and disease- related neurodegeneration is increas-
ingly employed as a natural lesion model for the 
study of structure-cognition relationships in the 
human brain, thereby complementing fi ndings 
from functional imaging studies of altered neu-
ronal activity in response to cognitive tasks (see 
Sect.  20.4 ).

20.2.2        Risk and Resilience 

 Over the last years, large epidemiological studies 
have identifi ed several factors that increase an 

individual’s risk for late-life cognitive decline 
and AD dementia (McDowell  2001 ). Among 
these risk factors are disadvantageous or predis-
posing combinations of specifi c genes (St 
George-Hyslop  2000 ), molecular signs of AD 
pathology (Rabinovici and Jagust  2009 ; Blennow 
et al.  2010 ), and lifestyle factors (Daviglus et al. 
 2011 ) that are mainly related to cardiovascular 
risk and obesity. On the other hand, higher educa-
tion and socioeconomic status, specifi c diets, as 
well as maintained physical, social, and cognitive 
activity through old age have been found to 
reduce the risk of cognitive decline. Investigation 
of the effects that these genetic, molecular, and 
lifestyle factors exert on brain structure and func-
tion will further our understanding of the patho-
genesis of AD. 

20.2.2.1    Genetic Risk and 
Predisposition 

 Genetic mutations that affect the cellular process-
ing of the amyloid precursor protein (APP) lead to 
increased production of neurotoxic amyloid-β 
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  Fig. 20.3     Left : exploratory analysis of reductions in cor-
tical thickness associated with impaired delayed recogni-
tion memory in AD patients.  Right : Pearson correlations 
for hippocampus and perirhinal/entorhinal cortex (rostral 
MTL) volumes with delayed recall and recognition dis-
crimination performance,  controlled for age, education, 
and gender. Hippocampal atrophy is more strongly related 

to impaired delayed recall while perirhinal/entorhinal cor-
tex atrophy is more strongly associated with impaired rec-
ognition memory performance. The  bottom section  of the 
fi gure represents the “idealized” anatomic localization of 
the two regions being compared (Adapted from Wolk and 
Dickerson ( 2011 ) with permission to reprint granted by 
Elsevier)       
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proteins and cause the relatively rare autosomal 
dominantly inherited form of AD (familial AD). 
Mutation carriers are essentially certain to develop 
the disease and thus provide an opportunity to 
study brain changes that predate symptoms or 
clinical diagnosis. Consistently, mutation carriers 
were found to show accelerated atrophy of the 
hippocampus as well as of the posterior cingulate 
cortex and the precuneus already several years 
prior to diagnosis (Ridha et al.  2006 ; Knight et al. 
 2011 ). Similar to the genetic mutations in familial 
AD, the triplication of the APP gene on chromo-
some 21 in Down’s syndrome (trisomy 21) also 
leads inevitably to an increased amyloid-β deposi-
tion as well as AD-like neurodegenerative changes 
and cognitive impairments as subjects age (Mann 
 1988 ). Thus, MRI-derived volumes of the MTL 
were found to be signifi cantly reduced in 
demented subjects with Down’s syndrome, but 
increased age-related reductions in AD-typical 
allo- and neocortical areas could also be demon-
strated in nondemented individuals, providing 
another interesting model for presymptomatic 
brain changes in AD (Teipel et al.  2003b ). 

 Apart from genetic mutations that inevitably 
lead to familial AD, a familial history of sporadic 
AD signifi cantly increases the risk of AD in the 
offspring, pointing to disadvantageous and pre-
disposing genotypes. The best investigated 
genetic risk factor for sporadic AD is the ε4 allele 
of the apolipoprotein E (APOE4) (Corder et al. 
 1993 ). Apolipoprotein E is believed to be an 
important promoter of axonal growth and synap-
togenesis during neuronal growth, repair, and 
regeneration (Mahley and Rall  2000 ). It was also 
found to promote the proteolytic degradation of 
amyloid deposits (Jiang et al.  2008 ; Castellano 
et al.  2011 ) which may be dysfunctional in the 
APOE4 isoform, possibly explaining the 
increased amyloid deposition with age in APOE4 
carriers (Reiman et al.  2009 ; Morris et al.  2010 ). 
In accordance with the increased risk for devel-
oping AD, healthy elderly individuals that posses 
the ε4 allele have higher rates of cognitive decline 
than noncarriers (Caselli et al.  2007 ) which is 
accompanied by increased rates of temporal lobe 
atrophy, mapping mainly to the MTL and to the 
entorhinal cortex and subiculum in particular 

(Honea et al.  2009 ; Donix et al.  2010 ) (Fig.  20.4 ). 
Structural MRI studies further showed that the 
dose-dependent and region-specifi c effect of the 
ε4 allele on brain structure leads to distinguish-
able AD phenotypes (Wolk and Dickerson  2010 ; 
Morgen et al.  2013 ). Thus, among AD patients, 
ε4 carriers exhibit greater atrophy of the temporal 
lobes, whereas noncarriers have greater frontopa-
rietal atrophy. In line with the differential pat-
terns of atrophy, carriers were found to be more 
impaired on episodic memory tests, whereas non-
carriers performed worse on tests of working 
memory and executive function. 

 In contrast to the ε4 allele, the APOE ε2 allele 
is associated with a reduced risk of AD and lower 
amyloid deposition compared to the most com-
mon ε3 allele (Corder et al.  1994 ; Morris et al. 
 2010 ). Consistent with the supposed protective 
effect against AD pathology, healthy elderly car-
riers of the ε2 allele were found to exhibit 
increased thickness of the temporal cortex (Fan 
et al.  2010 ) as well as bigger hippocampus vol-
umes (Hostage et al.  2013 ) and slower rates of 
hippocampal atrophy compared to ε3 carriers 
(Chiang et al.  2010 ).

20.2.2.2        Increased Biomarker Levels 
of Molecular AD Pathology 

 Postmortem autopsy studies indicate that a con-
siderable proportion of cognitively normal sub-
jects of advanced age harbor AD pathology in the 
form of amyloid plaques and neurofi brillary tan-
gles (Knopman et al.  2003 ). These fi ndings could 
be reproduced using in vivo CSF-based and novel 
positron emission tomography (PET)-based bio-
markers of molecular AD pathology. According 
to these studies, approximately 20–30 % of the 
normal elderly population aged 70 years and 
above harbor clinically silent amyloid pathology, 
which is associated with an increased risk of 
future cognitive decline and conversion to AD 
dementia (Rabinovici and Jagust  2009 ; Blennow 
et al.  2010 ). 

 In vivo MRI studies are now beginning to map 
the effects of abnormal levels of molecular AD 
pathology to structural brain changes. Thus, 
cross-sectional MRI studies found that an 
increased cerebral amyloid load in cognitively 
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normal elderly, as assessed by CSF biomarkers 
(Tosun et al.  2010 ; Sabuncu et al.  2011 ) or amy-
loid imaging (Dickerson et al.  2009 ; Storandt 
et al.  2009 ; Becker et al.  2011 ), is associated with 
lower regional brain volumes in sites of early 
AD-related neurodegeneration, particularly the 
hippocampus, the temporoparietal neocortex, and 
the posterior cingulate/precuneus (Fig.  20.5 ). 
These fi ndings could be further substantiated 
using serial MRI data, where those individuals 
with abnormally elevated levels of amyloid depo-
sition were found to exhibit an accelerated 
decline of MTL and posteromedial parietal vol-
umes compared to amyloid-negative controls 
(Scheinin et al.  2009 ; Chetelat et al.  2012 ; Ewers 
et al.  2012 ; Knopman et al.  2013 ). Moreover, 
subtle cognitive defi cits in nondemented subjects 
with elevated amyloid burden were shown to be 
mediated by these structural brain changes 
(Ewers et al.  2012 ). 

 However, the relationship between amyloid 
pathology and changes in brain volume appears 

to be complex and disease stage specifi c. Hence, 
other studies did not fi nd accelerated brain atro-
phy in cognitively normal amyloid-positive indi-
viduals during a 10-year interval preceding the 
amyloid scan (Driscoll et al.  2011 ), or did only 
fi nd associations between amyloid load and 
reduced brain volume when limiting the sample 
to individuals with subjective cognitive impair-
ment or to those with a high amyloid burden 
(Chetelat et al.  2010 ; Fjell et al.  2010 ; Grothe 
et al.  2014 ). Furthermore, in patients with clini-
cally manifest AD, global amyloid burden is not 
or only weakly related to regional brain volume 
(Chetelat et al.  2010 ) or rates of longitudinal vol-
ume decline (Scheinin et al.  2009 ), possibly 
refl ecting saturated cerebral amyloid deposition 
in the face of ongoing neuronal degeneration at 
the clinical stage of AD (Jack et al.  2009 ; 
Buchhave et al.  2012 ). On the other hand, ele-
vated CSF markers of tau protein, indicative of 
neurofi brillary pathology, were found to be more 
robustly associated with in vivo measures of 
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brain atrophy across MCI and AD groups, espe-
cially regarding MTL atrophy (Tosun et al.  2010 ; 
Desikan et al.  2011 ; de Souza et al.  2012 ). 
Together, these data agree with a proposed 
sequence of pathological events in AD that begins 
with cerebral amyloid deposition several years to 
decades before the fi rst symptoms appear. Over 
the years, the primary amyloid-related molecular 
pathology would lead to structural brain changes, 
probably mediated by amyloid-induced neurofi -
brillary pathology, which fi nally trigger and par-
allel cognitive decline. In this respect, the 
combination of molecular and structural imaging 
can be used to test hypotheses on the pathoge-
netic sequence of AD development in vivo (see 
Box  20.1 : The Amyloid-Cascade Model of AD).    

20.2.2.3    Cardiovascular Risk 
and Lifestyle 

 Several cardiovascular risk factors have been 
associated with an increased risk for cogni-
tive decline and AD (Daviglus et al.  2011 ). 
This increased risk is suggested to be mediated 
by the negative effects that these factors exert 
on brain structure and function, which is now 
being increasingly investigated by in vivo imag-
ing studies. Thus, several MRI studies could 
confi rm that risk conditions such as smoking 
(Almeida et al.  2011 ), insulin resistance (Rasgon 

et al.  2011 ), diabetes mellitus (Chen et al.  2012 ), 
obesity (Jagust et al.  2005 ), as well as abnormal 
plasma levels of cholesterol (Ward et al.  2010 ) 
and homocysteine (den Heijer et al.  2003 ) are 
associated with atrophic brain changes in other-
wise healthy and cognitively normal individuals. 
However, conditions appear to be differentially 
related to regional brain changes and do not 
necessarily map to regions that are most vulner-
able in AD. For example, although smoking was 
found to be associated with lower brain volume 
in the posteromedial parietal cortex, signifi cant 
effects were also found in regions less affected 
in AD, including the cerebellum and the frontal 
lobes, and no negative effects on hippocampal 
volume were found. In contrast, specifi c effects 
on hippocampal volume could be demonstrated 
for obesity as well as high levels of plasma 
homocysteine in nondemented older adults. 
Importantly, much of these risk conditions can be 
targeted by a change in lifestyle, dietary supple-
mentation, or medical intervention, providing the 
possibility to actively reduce an individual’s risk 
for brain atrophy and cognitive decline. Thus, in 
vivo imaging studies have provided fi rst evidence 
that successful smoking cessation, physical exer-
cise training, as well as homocysteine lowering 
by B-vitamin intake may reduce or delay brain 
atrophy and cognitive decline in the elderly 
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(Smith et al.  2010 ; Almeida et al.  2011 ; Erickson 
et al.  2011 ). 

 Already in the 1990s, epidemiological studies 
suggested that the incidence of AD is decreased in 

subjects with higher education. Interestingly, 
higher education did not reduce the risk for neuro-
degenerative AD pathology, but rather appeared to 
mitigate the impact of pathology on the clinical 

 Box 20.1: The Amyloid-Cascade Hypothesis 

 The amyloid-cascade hypothesis of AD states 
that cerebral amyloid deposition, as caused by 
altered processing of the membrane-bound amy-
loid precursor protein (APP), is the primary etio-
logic event in AD pathogenesis. Over the years, 
clinically silent amyloid deposition would initi-
ate downstream pathologic events, such as the 
formation of intracellular neurofi brillary tangles, 
that ultimately lead to neuronal dysfunction, cell loss, 
and cognitive decline (Hardy and Selkoe  2002 ). 

 This model is based on substantial evi-
dence from genetic, pathological, and bio-
chemical studies:

•    All AD patients have amyloid plaques  
•   Aβ induces hyperphosphorylation of tau 

protein, neurodegeneration, and infl amma-
tory processes in vitro  

•   All known genetic predispositions for AD 
involve proteins in amyloid processing  

•   Triplication of APP in Down’s syndrome 
leads to life-long Aβ deposition that inevi-
tably results in AD  

•   Transgenic mouse models expressing 
mutant human APP gene reproduces major 
features of AD    
 More recently, in vivo imaging- and CSF 

biomarkers could lend further support to the 
proposed sequence of pathologic events in the 
course of AD:
•    Amyloid biomarkers are the fi rst to 

become abnormal but are relatively 
decoupled from atrophy and cognitive 
decline at the time clinical symptoms 
become manifest  

•   Tau biomarkers are more consistently asso-
ciated with imaging markers of neuronal 
dysfunction and atrophy  

•   Atrophy on MRI both precedes and paral-
lels cognitive decline   
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 From Jack et al. ( 2010 ) with permission to reprint granted by Elsevier       

    Although the initial biomarker evidence in 
favor of the amyloid-cascade hypothesis is com-
pelling, this generic model of AD pathogenesis 
will certainly have to be modifi ed and refi ned in 

the future, to account for inter-individual vari-
ability in the dynamics of pathologic changes 
and their relation to the expression of clinical 
symptoms (Jack et al.  2013 ;    Chetelat 2013). 
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expression of dementia (Brayne et al.  2010 ). In 
accordance with that, MRI studies in AD showed 
that at a given level of cognitive impairment, 
patients with a higher education had more severe 
brain atrophy, suggesting that these subjects exhibit 
some kind of cognitive reserve which allows them 
to compensate more severe cerebral pathology 
(Perneczky et al.  2009 ). A similar resilience against 
AD pathology was also observed in patients with 
larger head circumference, which may be related to 
bigger brain size and thus higher brain reserve 
(Perneczky et al.  2010 ; Guo et al.  2013 ). In addi-
tion, healthy elderly subjects with higher education 
were found to have regionally increased cortical 
gray matter compared to less educated healthy sub-
jects (Liu et al.  2012 ; Arenaza-Urquijo et al.  2013 ). 
Together, these data suggest that the increased 
resilience to AD pathology, or cognitive reserve, in 
higher educated individuals may be partly medi-
ated by education-related increases in brain size, 
that is, by a higher brain reserve.   

20.2.3    Imaging-Based Diagnosis 

 As a direct clinical application, atrophy patterns on 
MRI can be employed as positive markers of AD 
for diagnostic purposes as well as for the tracking 
of disease progression. In clinical trials on potential 
disease-modifying or preventive drugs, imaging-
derived markers of early AD pathology may serve 
to enrich and stratify at-risk populations and may at 
the same time be used as surrogate markers of dis-
ease-modifying treatment effects. The progressive 
character of AD pathology that exhibits a long ini-
tial phase of asymptomatic brain changes may pro-
vide a possibility to detect the disease before the 
onset of manifest dementia and thus at a time when 
potential preventive therapies will be most effec-
tive. To improve early diagnosis of AD at prede-
mentia stages, there is an ongoing search for 
sensitive and specifi c imaging markers that best 
discriminate between healthy elderly, MCI sub-
jects, and AD patients and that may predict a future 
conversion to AD in asymptomatic elderly subjects 
or subjects with MCI. 

 Given the severe atrophy of the MTL in AD, 
even simple visual rating scales of MTL atrophy 
can distinguish AD patients from healthy controls 

with high diagnostic accuracies of  approximately 
85 % (Scheltens et al.  1992 ). However, the visual 
ratings are not sensitive enough to detect subtle 
changes in MTL volume over time, suggesting that 
this approach may not be usefully employed as a 
secondary endpoint in clinical trials (Ridha et al. 
 2007 ). In contrast, manually measured volumes of 
the MTL allow for a more sensitive detection of lon-
gitudinal atrophy, demonstrating hippocampus atro-
phy rates of 3–8 % in AD, with an acceleration of 
rates from MCI to clinically manifest AD, while 
healthy controls exhibit atrophy rates around 1 % in 
later life (Raz et al.  2004 ; Barnes et al.  2009 ). In 
cross-sectional settings, volumes of the hippocam-
pus and the entorhinal cortex can separate AD 
patients and MCI subjects from healthy controls 
with accuracies ranging from 70 % for early stages 
of MCI to complete group separation for advanced 
stages of AD dementia (Seab et al.  1988 ; Du et al. 
 2001 ; Teipel et al.  2006 ). Furthermore, both hippo-
campus and entorhinal cortex volume predict future 
conversion to AD in individuals with MCI at accu-
racies around 80–85 %, whereas the predictive 
value of entorhinal cortex volume seems to be 
slightly superior over hippocampus volume (Jack 
et al.  1999 ; Killiany et al.  2002 ; deToledo- Morrell 
et al.  2004 ). 

 Due to the laborious nature of manual volum-
etry methods, most of these studies have only 
assessed the diagnostic accuracy of select MTL 
structures in relatively small samples of mono-
centric data, limiting the heuristic value of the 
fi ndings and their generalizability to clinical mul-
ticenter settings. Novel automated volumetry 
techniques now enable the automated segmenta-
tion of the hippocampus and other ROIs in large 
datasets in a rater-independent and timely man-
ner. Automated segmentations of the hippocam-
pus exhibit high anatomic accuracy when 
compared to manual delineations (Klein et al. 
 2009 ; Leung et al.  2010 ) and provide comparable 
diagnostic power (Colliot et al.  2008 ; Mak et al. 
 2011 ). They further demonstrate high sensitivity 
to change over 1-year intervals and may even be 
more reliable than manual volumetry approaches 
for the assessment of longitudinal atrophy rates 
(van de Pol et al.  2007 ). When tested for their 
diagnostic potential in large multicenter data sets, 
such as provided by the  Alzheimer ’ s Disease 
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Neuroimaging Initiative  (ADNI), automatically 
segmented volumes of the hippocampus achieve 
accuracies of around 70 and 80 % for separating 
MCI subjects and AD patients, respectively, from 
healthy controls (Calvini et al.  2009 ; Chupin 
et al.  2009 ). 

 Based on the increasing awareness of early 
cholinergic degeneration in the course of AD, 
which also appears to be related to the severity of 
cortical amyloid pathology (Mesulam et al.  2004 ; 
Potter et al.  2011 ; Grothe et al.  2014 ), MRI- based 
volumetry of the cholinergic basal forebrain has 
emerged as a promising diagnostic marker for 
AD. Thus, the diagnostic accuracy of in vivo 
basal forebrain volumetry for the detection of 
early and predementia stages of AD was found to 
be comparable to the accuracy of hippocampus 
volume (Kilimann et al.  2014 ), but basal fore-
brain atrophy was also a signifi cant predictor of 
amyloid pathology among predemented subjects, 
whereas hippocampus atrophy was not (   Teipel 
et al.  2014a ). 

 Diagnostic models based on single regional 
markers do not account for the AD-typical pat-
tern of progressive atrophy that spreads from the 
MTL/basal forebrain to the temporoparietal neo-
cortex early in the course of the disease. Modern 
image-processing software enables the auto-
mated parcellation of the brain into several neu-
roanatomic ROIs that can then be tested separately 
and in combination for their diagnostic potential 
using logistic regression or discriminant analysis. 
Using such an approach, it could be shown that a 
combined structural marker of the hippocampus, 
the entorhinal cortex, and the temporoparietal 
junction could increase diagnostic accuracy for 
the separation of MCI from controls in a multi-
center setting to 90 % (Desikan et al.  2009 ). 
Optimal combinations of automatically extracted 
regional markers for distinguishing between AD 
patients and controls could even yield complete 
group separations (Lerch et al.  2008 ; Desikan 
et al.  2009 ). Accordingly, composite markers that 
combined AD-typical regional measures, includ-
ing the MTL, temporoparietal association areas, 
and medial parietal regions, showed promising 
accuracies of around 75 % for the prediction of 
imminent conversion to AD in multicenter data 

of subjects with MCI (Bakkour et al.  2009 ; 
Querbes et al.  2009 ). Atrophy across several a 
priori cortical predilection sites for AD-related 
neurodegeneration was even found to be a signifi -
cant predictor of subsequent memory decline and 
the development of AD dementia in cognitively 
normal elderly subjects (Dickerson et al.  2011 ). 
An extension of logistic regression and discrimi-
nant analysis approaches for the construction of 
diagnostic models is given by multivariate pat-
tern classifi cation techniques, including principal 
component analysis and machine learning algo-
rithms such as support vector machine (Teipel 
et al.  2007a ; Davatzikos et al.  2008 ; Plant et al. 
 2010 ). These techniques make optimal use of the 
data by extracting and recognizing diagnosis- 
specifi c regional patterns of atrophy from prepro-
cessed imaging data in an unsupervised manner 
and can distinguish between AD patients, MCI 
subjects, and controls with high diagnostic accu-
racy. When trained to recognize spatial patterns 
of brain atrophy which best distinguish between 
AD patients and controls, pattern classifi ers can 
predict an imminent conversion to AD dementia 
in MCI subjects with accuracies around 80 % 
(Misra et al.  2009 ) and may even be used to 
assess an individual’s risk for future cognitive 
decline in asymptomatic elderly subjects 
(Davatzikos et al.  2009 ). Machine learning algo-
rithms are already now being developed for the 
software of scanner consoles as radiological 
expert systems based on anatomical MRI data. In 
the future, these algorithms may be expanded to 
integrate diverse information from a multitude of 
image and biomarker modalities to improve the 
automated detection of prodromal AD stages 
based on high-dimensional pattern recognition 
(Davatzikos et al.  2011 ; Liu et al.  2013 ).   

20.3    Diffusion Tensor Imaging 

20.3.1    White Matter Pathology 
in AD 

 Although AD is primarily considered a brain gray 
matter disease, histopathological studies have 
also detected pathologic alterations of the subcor-
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tical white matter. The origin of these white mat-
ter lesions is a matter of ongoing debate. While 
secondary (Wallerian) degeneration due to corti-
cal atrophy is the most likely cause, other origins 
such as direct amyloid- myelin interactions, 
infl ammatory processes, and hypoperfusional/
hypoxic events are also discussed (Englund et al. 
 1988 ; Xu et al.  2001 ; Roher et al.  2002 ). In the 
“retrogenesis” model of white matter degenera-
tion, myelin breakdown is hypothesized to spe-
cifi cally affect the late- myelinating neurons of 
higher-order association cortices due to their 
smaller axonal diameter and lower oligodendro-
cyte-to-axon ratio, rendering them more vulnera-
ble to age- and disease-related insults. Thus, the 
theory posits a progressive demyelination pattern 
that recapitulates the developmental process of 
myelination in reverse (Bartzokis  2004 ). Viewed 
from the point of axonal degeneration, the func-
tional defi cits in AD may also be described in 
terms of a cortical disconnection syndrome that is 
characterized by impaired neuronal communica-
tion between widely distributed neural networks 
that subserve higher cognitive function (Delbeuck 
et al.  2003 ). Diffusion tensor imaging (DTI) now 
allows studying the individual anatomy and 
microstructural integrity of white matter fi ber 
tracts in vivo and provides the opportunity to 
investigate the role of white matter pathology and 
cortical disconnection in the pathogenesis of AD 
in unprecedented detail. 

20.3.1.1    Regional Pattern of White 
Matter Changes in the Course 
of Progressing AD Pathology 

 By examining diffusion indices of microstructural 
integrity within ROIs placed in normal appearing 
lobar white matter, it could be shown that AD 
patients exhibit increased mean diffusivity (MD) 
and decreased fractional anisotropy (FA) in the 
corpus callosum (CC) as well as in the frontal, 
temporal, and parietal lobes when compared to 
controls. In contrast, microstructural integrity of 
the occipital lobe and the internal capsule was 
found to be widely preserved (Bozzali et al.  2002 ). 
In the prodromal MCI stage, similar alterations of 
white matter integrity were found in proximity to 
cortical regions that are typically affected early in 

the course of AD, particularly the temporal and 
parietal white matter, but not in frontal regions or 
the CC (Fellgiebel et al.  2004 ; Huang and Auchus 
 2007 ). However, the increased contrast for white 
matter compartments in diffusion-weighted data 
also allows the structural identifi cation and quanti-
fi cation of specifi c fi ber tracts of interest as 
opposed to relatively unspecifi c lobar white matter 
ROIs. Accordingly, reduced fi ber integrity in AD 
was found for widespread intracortical projecting 
fi bers, including the splenium of the CC, the supe-
rior longitudinal fasciculus, and the cingulum bun-
dle, but not for the pyramidal tract (Rose et al. 
 2000 ). In MCI subjects tract-specifi c analysis 
revealed disruptions of white matter integrity 
mainly in (limbic) fi ber tracts with direct connec-
tions to MTL structures, including the posterior 
and parahippocampal cingulum, the perforant 
path, the fornix, and the uncinate fasciculus 
(Fellgiebel et al.  2005 ; Kalus et al.  2006 ; Zhang 
et al.  2007 ; Sexton et al.  2010 ). Especially the dis-
ruption of the cingulum bundle due to MTL atro-
phy is believed to contribute to early functional 
defi cits in the course of AD pathogenesis by dis-
connecting the posterior cingulate cortex from the 
MTL (Villain et al.  2010 ; Bozzali et al.  2012 ). 

 Similar to the study of gray matter changes, 
automated voxel-based as well as atlas-based 
parcellation methods for the analysis of DTI 
data have been developed that greatly facilitate 
the comprehensive assessment of microstructural 
white matter changes throughout the whole brain 
in AD (Medina et al.  2006 ; Teipel et al.  2007b ; 
Zhuang et al.  2010 ; Huang et al.  2012 ). Despite 
considerable methodical heterogeneity, leading 
to partly discrepant fi ndings, results from auto-
mated and manual studies converge on a pattern 
of microstructural white matter changes in AD 
that begin and are most severe in limbic tracts, 
including the fornix and posterior and parahippo-
campal fi bers of the cingulum, and sequentially 
extend to include more lateral temporoparietal 
association fi bers, commissural fi bers of the sple-
nium, and fi nally long-ranging association tracts 
involving the frontal white matter (Fig.  20.6 ). 
Importantly, fi rst microstructural alterations of 
the limbic tracts were already detectable in pre-
symptomatic subjects approximately 2 years 
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before they developed cognitive defi cits and 
received a diagnosis of MCI (Zhuang et al. 
 2012 ). On the other hand, diffusivity increases 
in frontal and parietal white matter, but not in 
temporal white matter, distinguish between MCI 
subjects that imminently convert to AD dementia 
and those that remain stable (Scola et al.  2010 ). 
Extracortical projecting fi ber tracts, in contrast, 
are relatively preserved until advanced stages of 
the disease (Teipel et al.  2014c ). The functional 
consequences of these microstructural white mat-
ter changes appear to be widely consistent with a 
priori models of the representation of cognitive 
function across neuronal networks in the human 
brain. Thus, fi ber tract disruptions of the fornix 
and the parahippocampal white matter, includ-
ing the cingulum and the perforant path, have 
been shown to be associated with impaired epi-
sodic memory function in AD patients as well 
as in individuals with MCI (Huang and Auchus 
 2007 ; Fellgiebel et al.  2008 ; Sexton et al.  2010 ). 
Executive function defi cits, on the other hand, 
were found to map to white matter disruptions in 
frontal and anterior cingulate regions (Huang and 
Auchus  2007 ; Chen et al.  2009 ; Grambaite et al. 
 2011b ). Although disruptions of most fi ber tracts 
are highly correlated to gray matter atrophy in 

the respective cortical projection sites (Sydykova 
et al.  2007 ; Avants et al.  2010 ) (Fig.  20.7 ), micro-
structural fi ber alterations have been found to 
contribute independently to cognitive impair-
ments, highlighting the functional signifi cance of 
cortical disconnection in addition to local cortical 
lesions (Delbeuck et al.  2003 ; Grambaite et al. 
 2011a ; Bozzali et al.  2012 ).

    Although the current model of progressive 
white matter changes and associated cognitive 
impairments in the course of AD is mainly 
derived from cross-sectional studies on at-risk 
populations, fi rst results from longitudinal fol-
low- up studies largely confi rm the extrapolated 
pattern of white matter degeneration spreading 
from limbic tracts over temporoparietal 
 association fi bers to the frontal white matter 
(Scola et al.  2010 ; Teipel et al.  2010b ; Mielke 
et al.  2012 ; Zhuang et al.  2012 ; Douaud et al. 
 2013 ).  

20.3.1.2    Comprehensive Analysis 
of the Diffusion Tensor 

 While the majority of studies so far concentrated 
on FA or MD as markers of microstructural tis-
sue alteration, more recent studies suggest that 
 simultaneous assessment of the full range of 

  Fig. 20.6    Sagittal sections illustrating signifi cant frac-
tional anisotropy (FA) reduction in MCI subjects com-
pared with controls as revealed by tract-based spatial 
statistics (TBSS) analysis ( p  < 0.05, corrected for multiple 
comparisons).  Light blue  represents white matter regions 
with signifi cant FA reduction overlapping with white mat-

ter (WM) lesions. Areas of signifi cant FA decrease with-
out the involvement of WM lesions are marked in 
 red - yellow. Black arrows  show the location of the crus of 
fornix (From Zhuang et al. ( 2010 ) with permission to 
reprint granted by Elsevier)       
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tensor- derived diffusion indices, including FA, 
MD, as well as axial (AxD) and radial diffusiv-
ity (RaD), may provide more detailed informa-
tion about the specifi cs of white matter damage 
in AD. Thus, increases in RaD have been spe-
cifi cally associated with myelin degeneration, 
whereas changes in AxD are suspected to refl ect 
direct axonal damage (Song et al.  2003 ). In gen-
eral, absolute diffusivities (i.e., MD, AxD, and 
RaD) have been found to be more sensitive mark-
ers of AD-related white matter pathology than 
FA, particularly in early and prodromal stages 
of the disease (Acosta-Cabronero et al.  2010 ; 
Bosch et al.  2012 ) (Fig.  20.8 ). More specifi cally, 
AD-related microstructural changes in limbic 
tracts were found to be characterized by increased 
RaD but relatively preserved AxD, whereas an 

opposite pattern was found for projection tracts. 
Degeneration of commissural and association 
tracts, on the other hand, was characterized by 
increases in RaD as well as in AxD, thus indi-
cating differing processes of tissue disruption 
among fi ber populations in AD (Huang et al. 
 2012 ). A differential contribution of axial and 
radial diffusivities was also found for AD-related 
tissue disruption in CC subregions (Di Paola 
et al.  2010 ). An increase in AxD in combination 
with unchanged FA values within the splenium 
was interpreted by the authors as indicative of 
Wallerian degeneration secondary to tempo-
roparietal cortex atrophy, whereas a specifi c 
increase in RaD in combination with preserved 
AxD was suggested to refl ect demyelination 
of frontal fi bers in the course of retrogenesis. 

  Fig. 20.7    Voxel-wise 
correlation between cortical 
gray matter volume and 
fractional anisotropy ( FA ) 
value in the anterior ( red ) and 
posterior ( green ) corpus 
callosum in patients with AD. 
Cluster extension set at ≥50 
contiguous voxels passing the 
signifi cance threshold of 
 p  < 0.001 (From Sydykova 
et al. ( 2007 ) with permission 
to reprint granted by Oxford 
University Press)       
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When  compared with young adults, both healthy 
elderly subjects and AD patients  demonstrated 
widespread FA reductions and increases in RaD 
that were characterized by a gradient of decreas-
ing lesion severity from late- myelinating frontal 
to early-myelinating posterior fi bers (Head et al. 
 2004 ; Damoiseaux et al.  2009 ; Gao et al.  2011 ). 
Together these data suggest that retrogenesis may 
account to a large extent for age-related white 
matter disruptions, most prominently affect-
ing frontal regions, whereas AD pathology may 
accelerate this  process slightly and additionally 
affects posterior fi bers through Wallerian degen-
eration secondary to severe temporoparietal 
atrophy.

20.3.1.3       Fiber Tractography 
 Apart from deriving scalar indices of fi ber integ-
rity from the diffusion tensor, diffusion-weighted 
data can also be used to automatically recon-
struct individual fi ber tracts from selected seed 
points based on the inter-voxel continuation of 

the principal diffusion direction. This tractog-
raphy approach can be used to derive indices of 
structural connectivity between cortical regions, 
such as the number of streamlines that reached a 
cortical target region from a distant seed region 
or the average microstructural integrity of the 
reconstructed fi ber connection. Thus, by sending 
fi ber tracking streamlines from hippocampus and 
posterior cingulate seeds to the rest of the cor-
tex, it could be shown that the number of recon-
structed fi ber tracts was signifi cantly reduced 
for both seeds in AD and for the hippocampus 
seed in MCI. Moreover, reduced numbers of hip-
pocampal fi bers were also shown to correlate 
with episodic memory performance, indicat-
ing that global structural disconnection of the 
 hippocampus already occurs in prodromal stages 
of AD and contributes to early memory defi cits 
(Zhou et al.  2008 ). An intriguing new approach to 
the study of cortical disconnection is given by the 
reconstruction of individual whole-brain connec-
tivity networks and subsequent analysis of their 

a-MCI: radial diffusivity AD: radial diffusivity AD: fractional anisotropy

  Fig. 20.8    White matter areas showing signifi cant radial 
diffusivity increases in amnestic MCI (a-MCI) and AD 
patients compared to healthy elderly controls as assessed 
by tract-based spatial statistics (TBSS) analysis (p < 0.05, 
corrected for multiple comparisons). Note that regions 

displaying signifi cant radial diffusivity increases among 
a-MCI show anatomical overlap with those of reduced FA 
among demented patients (From Bosch et al. ( 2012 ) with 
permission to reprint granted by Elsevier)       

 

M.J. Grothe et al.



389

topological organization using graph-theoretical 
analysis (He and Evans  2010 ). Using white  matter 
tractography-derived connectivity information 
to build cortical  connectivity  networks, it could 
be shown that presence of AD alters discrete 
topological network metrics, mostly related to 
increased shortest path lengths and less effi cient 
network wiring (Lo et al.  2010 ; Shao et al.  2012 ). 
Analysis of abnormal systematic brain integ-
rity in AD may be an interesting alternative to 
regional lesion analysis as it inherently accounts 
for the structural and functional network archi-
tecture of the human brain. A major shortcoming 
of current DTI-based fi ber tracking algorithms 
is that they cannot reliably resolve crossing and 
touching fi ber bundles due to their indirect recon-
struction of the principal fi ber direction through 
the Gaussian parameterization of diffusion in the 
diffusion tensor. Recently developed model-free 
generalizations of DTI, such as diffusion spec-
trum imaging, allow a more accurate reconstruc-
tion of crossing fi ber tracts (Wedeen et al.  2008 ) 
and may be used in the future to study age- and 
AD-related structural connectivity changes in 
greater detail (Teipel et al.  2014b ).   

20.3.2    Genes, Molecular Pathology, 
and Lifestyle Factors 

 Compared with the study of cortical gray matter, 
the effects that the various genetic, molecular, 
cardiovascular, and lifestyle factors of risk and 
resilience exert on the brain’s white matter integ-
rity are less thoroughly explored. 

20.3.2.1    Infl uence of Susceptibility 
Genes 

 Studies that investigated white matter integrity in 
relation to carrier status of familial AD mutations 
found decreased FA values in preclinical carriers 
compared to noncarriers in the fornix as well as 
in the parahippocampal and orbitofrontal white 
matter. FA reductions of the fornix were already 
marked in completely presymptomatic mutation 
carriers with preserved hippocampal volume and 
may thus represent a very early pathologic event 
in AD (Ringman et al.  2007 ; Ryan et al.  2013 ). 

Similarly, a family history of sporadic AD and 
possession of the APOE4 allele have been shown 
to be associated with reduced white matter integ-
rity even in asymptomatic healthy elderly sub-
jects without signs of cortical atrophy (Gold 
et al.  2010 ). Interestingly, the effects of family 
history and APOE status were found to be partly 
independent, indicating that further unknown 
genetic risk factors may affect brain structure 
independent from, and in addition to, APOE sta-
tus (Bendlin et al.  2010 ; Xiong et al.  2011 ). In 
group comparisons with healthy elderly controls 
homozygous for the APOE ε3 allele, APOE4 
effects mainly mapped to posterior 
AD-susceptible fi ber tracts, including the para-
hippocampal white matter and the splenium of 
the CC (Persson et al.  2006 ; Honea et al.  2009 ; 
Kljajevic et al.  2013 ). However, possession of the 
APOE4 allele was also shown to dose depend-
ently increase the negative effects of advanced 
age on white matter microstructure in frontal and 
posterior regions (Ryan et al.  2011 ). Accordingly, 
asymptomatic APOE4 carriers also demonstrated 
an accelerated age-related loss of graph-theoreti-
cal measures of local cortical interconnectivity, 
mainly affecting posteromedial and lateral pari-
etal as well as orbitofrontal cortices (Brown et al. 
 2011 ). Based on the observation that reduced 
fi ber integrity can also be observed in young 
adult carriers compared to noncarriers (Heise 
et al.  2011 ) and that the physiological role of the 
apolipoprotein E is associated with both white 
matter development and repair (Mahley and Rall 
 2000 ), it is currently not clear whether APOE4 
effects on white matter microstructure are pri-
marily of neurodegenerative or developmental 
nature.  

20.3.2.2    Markers of Molecular 
Pathology 

 Although AD-related changes in DTI indices of 
white matter integrity are still little explored in rela-
tion to molecular biomarkers of amyloid pathology, 
there is now initial evidence that increased levels of 
tau protein in the CSF are related to microstructural 
fi ber disruption. The microtubuli associated tau pro-
tein is essential for the maintenance of axonal integ-
rity. Increased levels of CSF tau protein have been 
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found in several conditions with severe axonal dam-
age such as head trauma, AD, or large cerebral 
infarcts. In accordance with the pathophysiological 
signifi cance of increased CSF tau levels, MCI sub-
jects with increased levels of CSF tau had signifi -
cantly lower FA and increased RaD in the posterior 
cingulum fi bers compared to those with normal lev-
els (Stenset et al.  2011 ) (Fig.  20.9 ). Increased CSF 
tau was also found to be associated with microstruc-
tural tissue disruption in a group of asymptomatic 
middle-aged adults with a family history of AD 
(Bendlin et al.  2012 ). Surprisingly, no association 
could be found between tau levels and AxD, which 
had been proposed as a marker of direct axonal 
damage as opposed to damage to the myelin sheath 
in previous studies. There is, however, evidence for 
a stage-specifi c alteration of AxD in the pathogene-
sis of AD, where AxD is decreased in early stages of 
disease, suggesting functional alterations of intra-
axonal transport, but increased with loss of gross 
axonal integrity in more advanced stages. These ini-
tial fi ndings lend substantial support to the utility of 

CSF tau as a molecular marker of axonal degenera-
tion induced by neurofi brillary pathology and war-
rant further exploration of the relationship between 
biomarkers of molecular AD pathology and diffu-
sion indices of microstructural fi ber integrity.

20.3.2.3       Cardiovascular Risk 
and Lifestyle 

 Vascular risk was found to worsen age-related 
white matter changes by exacerbating frontal 
fi ber disruptions and further driving the expan-
sion of white matter damage from anterior to 
 posterior regions (Kennedy and Raz  2009 ). 
When compared to the region-specifi c effects 
of AD, vascular risk factors were found to con-
tribute independently to reductions in white mat-
ter integrity and with a different region-specifi c 
injury pattern (Lee et al.  2009 ). This has been 
demonstrated in detail for CC fi ber disruptions, 
where vascular risk was associated with reduced 
FA in most parts of the CC, but FA reductions 
in the genu and especially the splenium were 
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  Fig. 20.9    Standardized residuals ( z -scores) of radial dif-
fusivity after correcting for age, sex, volume of white mat-
ter hyperintensities, and different MRI scanner. Subjects 
with subjective cognitive impairment ( SCI ) or MCI and 
abnormal CSF tau protein levels ( SCI / MCI   aTau  ) had signifi -
cantly higher radial diffusivity ( DR ) in genu corpus callo-
sum, left forceps major, and left posterior cingulum 
compared to controls and higher DR in the left posterior 

cingulum compared to subjects with SCI or MCI and nor-
mal CSF tau protein levels SCI/MCI nTau  (Mann- Whitney 
 U -test). *Statistically signifi cant vs. controls ( p  < 0.05, 
uncorrected). #Statistically signifi cant vs. controls 
( p  < 0.01, uncorrected). §Statistically signifi cant vs. SCI/
MCI nTau  ( p  < 0.05, uncorrected).  DR  radial diffusivity 
(Adapted from Stenset et al. ( 2011 ) with permission to 
reprint granted by Elsevier)       
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 predominantly driven by AD diagnosis (Lee et al. 
 2010 ). Interestingly, white matter disruptions in 
obese but otherwise healthy adults were found to 
map more selectively to AD-susceptible regions, 
especially the fornix and the splenium of the CC 
(Stanek et al.  2011 ; Xu et al.  2013 ). 

 Although possible positive effects on white 
matter integrity through changes in lifestyle have 
not yet been demonstrated in longitudinal trials, 
there is initial evidence from cross-sectional 
studies that smoking cessation and aerobic fi tness 
may partly reverse the negative effects on white 
matter integrity of cardiovascular risk factors 
(Gons et al.  2011 ,  2013 ; Tseng et al.  2013 ). In 
addition, cognitive training programs in older 
adults have been shown to benefi t white matter 
integrity, where increases in FA correlated with 
memory improvement in the training group 
(Engvig et al.  2012 ). DTI can also contribute to 
further our understanding of cognitive reserve in 
high-educated individuals (Teipel et al.  2009 ; 
Arenaza-Urquijo et al.  2011 ). Thus, it could be 
shown that AD patients with higher education 
showed reduced fi ber integrity in limbic and 
association fi bers when compared to similarly 
impaired patients with less education, indicating 
that in high-educated subjects more fi ber disrup-
tions are necessary to induce the same level of 
cognitive impairment. In healthy elderly subjects 
on the other hand, higher education was associ-
ated with greater white matter integrity in similar 
fi ber systems. Thus, the cognitive reserve capac-
ity of high-educated individuals may be mediated 
not only by bigger brain sizes or selectively 
increased gray matter volumes but also by 
education- induced increases in cortical network 
wiring which is probably associated with facili-
tated intracortical communication.   

20.3.3    DTI as a Diagnostic Marker 

 The group differences in microstructural integrity 
of select white matter tracts may also be used to 
aid early diagnosis of AD at the individual level. 
Several studies have examined the diagnostic 
potential of averaged measures of microstructural 
integrity from ROIs in lobar white matter as well 

as in delineated tracts of interest, most notably the 
fornix, cingulum, or CC. In line with the fi ndings 
from intergroup comparisons, reduced micro-
structural integrity of the parahippocampal and 
posterior cingulum, the fornix, and the splenium 
of the CC were the most reliable predictors of AD 
and MCI. However, the reported diagnostic accu-
racies differed widely between studies, particu-
larly for separating MCI subjects from healthy 
controls, and ranged from hardly signifi cant group 
separations (Johnson et al.  2010 ) to accuracies 
between 70 and 80 % (Chua et al.  2009 ; Wang 
et al.  2009a ; Zhuang et al.  2010 ). These discrep-
ancies may be related to small and heterogeneous 
study samples but also to differences in image 
processing strategies and the employed diffusion 
metrics. In a meta-analytic study, diffusion 
changes in limbic regions yielded effects sizes at 
predementia stages of AD that were in the range 
of effect sizes for MTL volumes (Clerx et al. 
 2012 ). However, given that microstructural fi ber 
tract alterations and regional gray matter atrophy 
carry complementary information of the disease 
process, highest diagnostic accuracies were gen-
erally found when diffusivity markers and macro-
scopic atrophy markers were combined (Zhang 
et al.  2007 ; Wang et al.  2009a ). 

 Recent longitudinal studies suggest that espe-
cially diffusivity changes of the fornix appear to 
be good predictors of imminent memory decline, 
both at the preclinical (Zhuang et al.  2013 ) and 
predementia stages of AD (Mielke et al.  2012 ). 
White matter abnormalities further appear to 
track cognitive deterioration at the dementia 
stage of AD (Acosta-Cabronero et al.  2012 ), and 
mean diffusivity of the posterior cingulum was 
found to be a more sensitive indicator of demen-
tia severity than hippocampal volume (Nakata 
et al.  2009 ). Moreover, in one study diffusion 
indices of microstructural tissue integrity were 
found to be better predictors of conversion to AD 
in MCI subjects when compared to volumetric 
measures across several white and gray matter 
ROIs (Scola et al.  2010 ). 

 A promising application of DTI as early 
marker of AD pathology is also given by the 
assessment of diffusion abnormalities in gray 
matter regions, most notably the hippocampus, as 
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they may detect microstructural tissue disruption 
before volumetric loss occurs. Accordingly, at the 
predementia stage of AD, mean diffusivity of the 
hippocampus was found to yield higher diagnos-
tic accuracies than hippocampal volume 
(Fellgiebel and Yakushev  2011 ; Clerx et al.  2012 ). 

 Recently, multivariate approaches which take 
into consideration the covariance structure of the 
DTI measures across the whole brain are being 
explored for their potential to improve diagnosis 
of AD. Thus, mean diffusivity maps of the whole 

brain derived from principal component analysis 
showed equally high diagnostic accuracy as maps 
of structural volumetric changes for separating 
AD patients from controls (Friese et al.  2010 ). 
When feeding various tract-based measures of 
diffusion abnormalities in a classifi er based on a 
machine learning algorithm (support vector 
machine), optimal classifi cation accuracies above 
90 % were achieved for separating MCI subjects 
from controls as well as for separating stable 
MCI subjects from those that imminently 
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  Fig. 20.10    Flowchart of diffusion-weighted image anal-
ysis for automated classifi cation based on structural con-
nectivity networks. Individual diffusion-weighted images 
are normalized to the MRI standard space ( 1 ) and auto-
matically parcellated based on inverse transformation of 
an anatomical atlas in standard space ( 2 ). A voxel-wise 
diffusion tensor model is used to derive maps of local 
properties of water diffusion (e.g., fractional anisotropy 
( FA ) or mean diffusivity ( MD )) ( 3 ). Whole-brain tractog-
raphy is performed providing an estimate of axonal trajec-
tories across the entire white matter ( 4 ). Individual 

structural connectivity networks ( ISCNs ) are constructed 
by combining the output of both cortical parcellation and 
diffusion tractography for each individual subject ( 5 ). The 
most distinctive connections of ISCNs among groups are 
identifi ed by a feature selection criterion for different 
attributes of fi ber density, FA, and MD ( 6 ). ISCNs of 
patients with MCI and mild AD, respectively, and healthy 
control subjects are classifi ed by three different pattern 
recognition algorithms ( 7 ) (From Shao et al. ( 2012 ) with 
permission to reprint granted by Elsevier)       
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 progressed to AD (Haller et al.  2010 ). Similarly 
high accuracies for the imaging-based diagnosis 
of MCI were achieved when feeding a support 
vector machine classifi er with network metrics 
derived from DTI-based cortical connectivity 
networks (Shao et al.  2012 ) (Fig.  20.10 ). 

 It has to be noted, however, that all of these 
studies used monocentric data to estimate diagnos-
tic accuracies, and DTI-derived measures of tissue 
integrity have only recently entered the state of 
multicenter trials. Within the framework of the 
 European DTI Study in Dementia  (EDSD), a clini-
cal and physical phantom study suggested an 
about 50 % higher variability of multicenter 
acquired DTI data compared to classical anatomi-
cal MRI scans, signifi cantly limiting its applicabil-
ity in the wider clinical setting (Teipel et al. 
 2011b ). The variability was further found to differ 
between diffusion indices and fi ber tracts which 
should be taken into account for the design of DTI-
based diagnostic markers which, in the end, are 
being developed for application in clinical set-
tings. Based on a subsample of the EDSD multi-
center data, posterior cingulate fi ber tracking 
yielded a diagnostic accuracy of about 70 % for 
markers of fi ber tract integrity with a considerable 
variation across centers (Fischer et al.  2012 ). 
Voxel-based analysis of FA and MD in the 
extended EDSD cohort with 137 AD patients and 
143 controls yielded about 82 % accuracy in group 
separation across nine different sites (Teipel et al. 
 2012 ). Currently, multivariate machine learning 
algorithms are being developed for classifi cation 
of multicenter DTI data (Dyrba et al.  2013 ). 
Prospective protocols for acquisition of multi-
center DTI data for the study of neurodegenerative 
disorders have been suggested (Turner et al.  2011 ) 
and will be evaluated in future studies.

20.4         Functional MRI 

20.4.1     Progression of Brain 
Dysfunction in AD 

 Based on the saliency of memory defi cits in AD 
as well as evidence from neuropathological and 
structural imaging studies pointing to the MTL as 

the site of earliest and most pronounced AD 
pathology, functional neuroimaging studies in 
AD have focused on the neural correlates of 
memory defi cits with particular emphasis on the 
function of the hippocampus and the extended 
memory network. However, neural changes in 
response to other cognitive and perceptual chal-
lenges are also being studied. Of particular inter-
est have been the functional compensatory 
mechanisms that evolve in the face of increasing 
pathology within particular neuronal systems to 
maintain the function of initially spared cognitive 
domains. More recently, the discovery of intrin-
sic brain activity during resting baseline condi-
tions has shifted the focus of functional imaging 
studies from task-related activity changes in per-
ceptual or cognitive networks to the study of dys-
functional suppression of baseline activity and 
disrupted network connectivity at rest. 

20.4.1.1    Task-Based fMRI 
   Memory Function 
    In order to examine the earliest cognitive impair-
ments related to AD, a signifi cant number of 
functional imaging studies have focused on 
memory paradigms and hippocampal function. 
Thus, studies have utilized a paradigm where par-
ticipants have to encode a single stimulus at a 
time, be it an image or word. The activation pat-
tern in the hippocampus were found to change 
along a linear continuum, where the activation 
level in the hippocampus decreased from healthy 
subjects to MCI subjects to patients with clinical 
AD. Thus, when investigating the activation dif-
ferences in the medial temporal lobe between an 
AD patient group and a healthy control group 
during encoding of images, it was found that AD 
patients showed reduced activation of the left 
hippocampus and the bilateral parahippocampal 
gyri (Rombouts et al.  2000 ). Another memory 
encoding study with images as stimuli reported 
lower hippocampal activation in both an AD 
group and an MCI group when compared to a 
control group of age-matched healthy subjects 
(Machulda et al.  2003 ). Similarly, compared to 
age-matched healthy controls, MCI subjects were 
found to show decreased activation in the right 
hippocampus during encoding of line drawings 
(Johnson et al.  2006a ). 
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 Another approach to investigating mem-
ory function is given by associative encoding 
tasks, which involve the pairing of two non- 
semantically related stimuli such as a face 
with a name. In one associative memory study 
investigating changes with normal aging and 
in early-stage AD, there was signifi cant acti-
vation of the hippocampus in both young and 
older healthy subjects when encoding novel 
face-name pairs compared to a well-learned 
face-name pair, whereas patients with mild AD 
failed to show such activation (Sperling et al. 
 2003 ) (Fig.  20.11 ). However, in contrast to pre-

vious fi ndings of a linear decrease of hippocam-
pal activation from healthy aging over MCI to 
AD, several studies reported increased MTL 
activation in MCI subjects during associative 
memory tasks compared to both healthy elderly 
controls and AD patients (Dickerson et al.  2005 ; 
Hamalainen et al.  2007 ). This hyperactivity was 
suggested to represent a compensatory mecha-
nism for beginning MTL atrophy, as hippocam-
pal volume and parahippocampal activity were 
negatively correlated in MCI subjects, but not in 
controls or patients with AD (Hamalainen et al. 
 2007 ) (Fig.  20.11 ). In line with the notion of a 
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  Fig. 20.11    ( I ) Within-group, random effects average 
activation maps for the encoding of novel face-name pairs 
compared to repeated (familiar) face-name pairs for 
young controls, elderly controls, and patients with mild 
AD, shown on a representative structural image from each 
group in the coronal plane at the level of the hippocampal 
formation (Adapted from Sperling et al. ( 2003 ) with per-
mission to reprint granted by BMJ Publishing Group Ltd). 
( II )  Top : between-group statistical activation map show-
ing the increased left parahippocampal and fusiform acti-
vation ( p  < 0.05, corrected; crosshair position −36, −40, 
−12) in MCI when compared to controls during associa-

tive encoding of novel picture-word pairs (contrasted to 
resting baseline).  Color bar  presents  T  values.  Bottom : 
scatter plot illustrating the inverse relationship between 
hippocampal volume and parahippocampal activation in 
MCI. The hippocampal volumes ( HC vol .; mm 3 ) on the 
 Y -axis were normalized by the intracranial area ( ICA ; 
mm 2 ). The weighted parameter estimate on the  X -axis is 
an estimate of the magnitude of parahippocampal activa-
tion in the encoding-baseline comparison (Adapted from 
Hamalainen et al. ( 2007 ) with permission to reprint 
granted by Elsevier)       

 

M.J. Grothe et al.



395

nonlinear continuum of hippocampal activity 
changes due to early compensatory processes, 
another study found hyperactivation in the hip-
pocampus only in early-stage MCI subjects, 
whereas more impaired MCI subjects and AD 
patients demonstrated signifi cantly reduced 
levels of activity compared to healthy controls 
(Celone et al.  2006 ). In addition, a longitudi-
nal follow-up study found that healthy subjects 
with more rapid cognitive decline over a 2-year 
period had both the highest hippocampal acti-
vation at baseline and the greatest loss of hip-
pocampal activation over follow-up, where the 
rate of activation loss correlated with the rate of 
cognitive decline (O’Brien et al.  2010 ). 

 Another cognitive domain that has received 
signifi cant interest is working memory (see 
review (Bokde et al.  2009 )). Thus, an altered 
verbal working memory process in AD patients 
was reported using an n-back verbal working 
memory task, which revealed a decreased pre-
frontal activation in the AD patient group but 
also an increased parietal activation compared 
to healthy controls, suggestive of a compensa-
tory mechanism (Lim et al.  2008 ). In another 
working memory paradigm with letters as 
stimuli, it was reported that AD patients 
showed increased activation during the recog-
nition phase in several brain areas, including 
the left hippocampal formation (Peters et al. 
 2009 ). Hence, AD patients may rely on the 
recruitment of alternative  recognition mecha-
nisms when performing short-term memory 
tasks. Similar alternative processing mecha-
nisms during working memory performance 
have also been observed in MCI subjects 
(Bokde et al.  2010a ). It was found that response 
time in the healthy control group was corre-
lated to the left hippocampus during the encod-
ing phase and to parietal and frontal areas 
during the recognition phase of the employed 
working memory paradigm. Contrary to the 
healthy control group, response time in the 
MCI group was strongly correlated to the infe-
rior and middle temporal gyri during encoding, 
the middle frontal gyrus during the mainte-
nance phase, and the hippocampus during the 
recognition phase.

      Perception 
 Another area of investigation has been visual 
perception, where one study investigated the 
alterations in functional activation along the ven-
tral and dorsal visual pathways using two differ-
ent cognitive paradigms that were matched for 
performance (Bokde et al.  2008 ). The healthy 
control group selectively activated the ventral 
and dorsal pathways during the face and loca-
tion matching tasks, respectively, while the MCI 
group did not show this functional separation. In 
addition, the MCI group had greater activation 
than the HC group in the left frontal lobe during 
the location matching task – a task that recruits 
the dorsal visual pathway. Similarly, in a cohort 
of AD patients and using the same tasks, it was 
reported that during the location-matching task 
the AD group recruited additional regions along 
the dorsal visual pathway, primarily in the pari-
etal and frontal lobes (Bokde et al.  2010b ). In the 
same paradigm, examination of the functional 
connectivity of the fusiform gyrus (a key area for 
processing of faces) in MCI subjects and healthy 
controls revealed that healthy controls showed 
higher positive linear correlation between the 
right middle fusiform gyrus and the visual cor-
tex, the parietal lobes, and the right dorsolateral 
prefrontal cortex compared to the MCI group 
(Fig.  20.12 ), whereas the latter showed higher 
positive linear correlation with the left cuneus 
(Bokde et al.  2006 ). Hence, the putative presence 
of AD neuropathology in MCI affects the func-
tional connectivity of the fusiform gyrus during 
processing of faces despite normal task perfor-
mance. In addition, higher linear correlation in 
the MCI group in the parietal lobe may indicate 
the initial appearance of compensatory pro-
cesses. Another study utilized an angle discrimi-
nation task to investigate changes in AD patients 
along the visual pathways and found the most 
pronounced differences compared to healthy 
controls in the superior parietal lobule (more 
activity in controls) and the occipital-temporal 
cortex (more activity in patients) (Prvulovic et al. 
 2002 ). Given that the differences in functional 
activation between the AD patients and controls 
were partly explained by the differences in supe-
rior parietal lobe atrophy, these results indicate 
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that  atrophy- related parietal dysfunction in mild 
to moderate AD may be compensated by recruit-
ment of the ventral visual pathway.

      Task-Related Deactivation 
 While cognitive tasks generally induce a signifi -
cant increase of activity in brain areas subserv-
ing various aspects of the specifi c task at hand, 
there is also a network of brain regions that 
consistently reduces its activity from a baseline 
resting condition during performance of a wide 
range of cognitively demanding tasks. These 
task-related deactivations (TRDs) are suggestive 
of intrinsic brain activity attributable to a baseline 
state or “default mode” and led to the defi nition 
of the default mode network (DMN) (Raichle 
et al.  2001 ). The DMN includes the posterior 
cingulate cortex/precuneus, the dorsal and ven-
tral medial prefrontal cortex, the lateral inferior 
parietal cortices, and the medial temporal lobes. 
It has been suggested to have a role in intrinsic 
thought processing, including autobiographical 
memory, prospection, and mind-wandering, all 
of which represent typically self-focused cogni-
tive processes in the absence of tasks demanding 
external attentional focus and effort (Buckner 
et al.  2008 ). Thus, under normal conditions activ-
ity in the DMN is highly anticorrelated with 
activity in cortical areas associated with execu-
tive function and visuospatial attention which are 
involved in several forms of active task processing 

and are  commonly referred to as “task-positive 
network” (Fox et al.  2005 ). The graded deacti-
vation of the DMN with increasing attentional 
task demand is consistent with the hypothesis 
that there is a reallocation of cognitive resources 
from self-focused processes towards externally 
directed tasks (Harrison et al.  2011 ) and failure to 
deactivate the DMN has been linked to momen-
tary lapses in attention and impaired cognitive 
control (Weissman et al.  2006 ; Persson et al. 
 2007 ). Consistent with the notion that memory 
tasks require attentional focus during stimulus 
presentation in the encoding phase as well as 
introspective processes during memory retrieval 
and recognition, dissociation of activity patterns 
among DMN components has been observed in 
functional studies with memory paradigms. Thus, 
while the hippocampus shows positive activation 
during both encoding and retrieval of successfully 
encoded novel items, the posteromedial node of 
the DMN deactivates during successful encod-
ing and activates during retrieval (Vannini et al. 
 2011 ). Accordingly, reduced posteromedial deac-
tivation during encoding has been found to predict 
subsequent retrieval errors (Daselaar et al.  2009 ), 
and normal age-related memory impairments are 
believed to be primarily related to a loss of medial 
parietal deactivation during encoding rather than 
hippocampal dysfunction (Miller et al.  2008a ). 

 Several studies have used cognitively demand-
ing tasks, such as semantic classifi cation, verb 
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  Fig. 20.12    Map of the 
regions showing statistically 
signifi cant differences in 
functional connectivity of the 
fusiform gyrus during the 
visual discrimination task 
between healthy control and 
MCI groups (From Bokde 
et al. ( 2006 ) with permission 
to reprint granted by Oxford 
University Press)       
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generation, and working memory paradigms, to 
study dysfunctional TRD in the continuum from 
healthy aging to clinical AD (Lustig et al.  2003 ; 
Rombouts et al.  2005 ; Persson et al.  2007 ). Thus, 
it could be shown that compared to young adults, 
older healthy subjects had a smaller magnitude of 
TRD in the DMN, the differences being espe-
cially striking in tasks with higher cognitive 
demand. Moreover, task-related deactivations of 
the DMN were further reduced in AD patients of 
the same age, particularly within the posterome-
dial node, whereas TRDs in MCI subjects were 
found to be lower than in healthy controls but still 
higher than in AD. This continuum of reduced 
TRD from healthy aging to clinically manifest 
AD was also noted in a clinical follow-up study, 
where the magnitude of encoding-related deacti-
vation in the posteromedial cortex was found to 
be highest in healthy elderly subjects, intermedi-
ate in longitudinally stable MCI subjects, and 
lowest in clinically declining MCI subjects and 
AD patients (Petrella et al.  2007 ,  2011 ) 
(Fig.  20.13 ). In the progressive MCI subjects and 
patients with AD, the sign of the posteromedial 
activation magnitude parameter estimates was 

even reversed to positive values, resulting in a 
paradoxical activation pattern. In the light of 
these fi ndings and the respective roles for the 
posteromedial cortex and the hippocampus in 
memory function, the frequently observed hippo-
campal hyperactivity in prodromal AD stages 
(see above as well as in Sect.  20.4.2 ) may refl ect 
a compensatory mechanism to achieve successful 
encoding despite reduced parietal deactivation 
(Miller et al.  2008a ). In later stages of accumulat-
ing AD neuropathology, increasing hippocampal 
atrophy and dysfunction may hinder these early 
compensatory processes, leading to breakdown 
of the neuronal network subserving memory 
function.

20.4.1.2        Resting-State fMRI 
 Activations in task-based fMRI studies are usu-
ally performance dependent, which limits their 
applicability for the study of demented subjects. 
Resting-state fMRI provides a performance 
level-independent method to studying functional 
defi cits in AD, thereby greatly facilitating data 
acquisition and minimizing performance- related 
variability of the functional data. Based on the 
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  Fig. 20.13    Bar graph shows 
activation magnitude 
parameter estimates in a 
posteromedial region of 
interest during encoding of 
novel compared to familiar 
face-name pairs, demonstrat-
ing a continuum from control 
to MCI-nonconverter, to 
MCI-converter, and to AD. 
Differences between groups 
are statistically signifi cant 
( p  < 0.05) with the exception 
of the control vs MCI-
nonconverter comparison and 
the AD vs MCI-converter 
comparison. Note the overall 
pattern of negative activation 
magnitude in the control and 
MCI-nonconverter groups and 
positive activation magnitude 
in the AD and MCI-converter 
groups (Adapted from Petrella 
et al. ( 2007 ); open-access 
license, no further permission 
required)       
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coherence of spontaneous low-frequency signal 
fl uctuations within functional brain systems, rest-
ing-state fMRI data can be used to extract func-
tional estimates of so-called intrinsic connectivity 
networks (ICNs), which largely overlap with the 
various functional networks observed in task-
based activation studies across multiple sensory 
and cognitive domains (Smith et al.  2009 ). 
Among the most widely used analysis techniques 
are functional connectivity analysis, a measure of 
interregional time-course correlation between 
regions of interest (Biswal et al.  1995 ), and inde-
pendent component analysis (ICA), which auto-
matically isolates networks of synchronized 
coactivation from the fMRI data in a purely data-
driven approach (Beckmann et al.  2005 ). While 
the ICA approach has the advantage over func-
tional connectivity analyses that the multiple 
resting-state networks can be detected without 
necessity for defi ning (arbitrary) a priori refer-
ence points in the data, it is also computationally 
more demanding and is limited to the study of 
coherent intra-network coactivation, disregarding 
potentially important interactions between func-
tional networks. 

 Given the substantial overlap of the DMN 
with the predilection sites of AD neuropathology 
in the MTL, the posterior cingulate, and the tem-
poroparietal neocortex, it is the earliest and most 
extensively studied functional network in AD 
(see also the section on TRD in the previous 
chapter). Thus, using ICA to extract individual 
representations of the DMN, it could be shown 
that AD patients exhibit decreased resting-state 
coactivation of the posterior cingulate and the 
hippocampus (Greicius et al.  2004 ). Subsequent 
ICA-based resting-state studies that investigated 
AD-related changes across several cognitive 
ICNs, in addition to the DMN, could confi rm 
these initial fi ndings and further highlighted the 
relative specifi city of DMN disconnection in AD 
pathology (Agosta et al.  2012 ; Binnewijzend 
et al.  2012 ). While disrupted DMN coactivation 
in AD was the most consistent fi nding among 
these studies, increased resting-state coactivation 
in frontal networks was also observed, which was 
interpreted as a possible compensatory mecha-
nism in an attempt to maintain cognitive 

 effi ciency. In addition, subtle DMN disruptions, 
particularly affecting coactivation of the poste-
rior cingulate and the hippocampus, were already 
detectable in MCI subjects. This is in line with a 
previous ICA-based investigation of resting net-
work disruption in MCI, which found reduced 
network-related activity in the DMN and also 
within its anticorrelated independent component 
representing the executive-attention network 
(Sorg et al.  2007 ). However, other ICA studies 
focusing on DMN disruption in the predementia 
phase of AD found that although the MCI sub-
jects exhibited decreased coactivation in the pos-
terior parietal and medial temporal lobes, other 
regions of the DMN, including the superior pre-
frontal cortex and the middle temporal lobe, 
showed increased resting activity compared to 
healthy controls (Qi et al.  2010 ; Damoiseaux 
et al.  2012 ). Similarly, in a longitudinal study on 
functional DMN disruption in MCI that rigor-
ously controlled for regional gray matter atrophy, 
MCI subjects showed even increased posterome-
dial DMN coactivation at baseline. However, 
over clinical follow-up the MCI subjects showed 
strongly decreasing coactivation of the posterior 
and anterior-ventral midline nodes and increas-
ing activity in superior frontal regions compared 
to age-matched controls. Furthermore, the longi-
tudinal decline in resting posteromedial coactiva-
tion correlated strongly with declining episodic 
memory function as assessed by neuropsycho-
logical tests outside the scanner (Bai et al.  2011a ). 
These fi ndings indicate that during the preclinical 
phase of AD, both disruptive and compensative 
processes coexist within the DMN resting 
activity. 

 Complementary to the ICA-based studies on 
intrinsic network changes, functional connectiv-
ity analysis has been widely used to study func-
tional disconnection in the course of AD. 
Reference points for voxel-based functional con-
nectivity analyses have been typically chosen 
among prominent nodes of the DMN, including 
the posterior cingulate, hippocampus, and medial 
prefrontal cortex (Wang et al.  2006 ; Zhang et al. 
 2010 ; Bai et al.  2011b ; Gili et al.  2011 ), but also 
within other ROIs, such as the dorsolateral pre-
frontal cortex (Liang et al.  2011 ),  temporoparietal 
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junction (Liang et al.  2012 ), insula (Xie et al. 
 2012 ), or the thalamus (Wang et al.  2012 ). 
Despite some heterogeneity, which may be attrib-
utable to differing sample characteristics, image 
processing strategies, and seed point specifi ca-
tion, the fi ndings from these functional connec-
tivity analyses clearly confi rm a progressive 
disconnection among the DMN components in 
the course of AD (Fig.  20.14 ). The functional 
isolation of the posterior cingulate from its main 
interaction sites in the MTL and the medial pre-
frontal cortex appears to emerge particularly 
early in the disease process and was found to be 
related to worsening episodic memory function 

in MCI subjects (Bai et al.  2011b ; Gili et al. 
 2011 ). However, while disconnection between 
DMN components is the most consistent fi nding 
across seed-based functional connectivity stud-
ies, there is also preliminary evidence of impaired 
connectivity among components of the executive- 
attention network, which deserve further investi-
gation (Liang et al.  2011 ,  2012 ; Brier et al.  2012 ). 

 An alternative approach that was used to study 
connectivity changes over the entire brain, inde-
pendent of a specifi c seed point, consisted in sub-
dividing the brain into 116 anatomically defi ned 
regions and examining the functional connectiv-
ity across all pairs of ROIs (Wang et al.  2007 ). 
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  Fig. 20.14     Top panel  
illustrates the mean spatial 
independent component 
representing the default mode 
network.  Blue arrows  indicate 
the two regions (posterior 
cingulate ( PCC ) and medial 
prefrontal cortex ( mPFC )) 
with the highest  Z  peak, 
which were selected as 
regions of interest for 
subsequent correlation 
analysis.  Bottom panel  shows, 
for each studied group 
(healthy subjects ( HS ), 
amnesic mild cognitive 
impairment ( a - MCI ), and 
Alzheimer’s disease ( AD ) 
patients), results of correla-
tion analysis obtained using 
the PCC ( left ) and the mPFC 
ROI ( right ) to produce 
connectivity maps. All 
functional results are 
superimposed on a high-
resolution single subject 
T1-weighted volume template 
(From Gili et al. ( 2011 ) with 
permission to reprint granted 
by BMJ Publishing Group 
Ltd.)       
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It was found that AD patients had decreased 
positive correlations between the prefrontal 
and parietal lobes but also increased positive 
correlations within the prefrontal lobe, parietal 
lobe, and occipital lobe. Hence, the results are 
consistent with previous reports of a large- scale 
anterior-posterior disconnection across the brain 
and increased within-lobe functional connectiv-
ity in AD. Interestingly, it was also found that 
AD patients showed signifi cantly lower negative 
correlations between components corresponding 
to the DMN and components of its intrinsically 
anticorrelated “task-positive network,” which 
may be related to the decreased downregula-
tion of DMN baseline activity in attentionally 
demanding tasks (Lustig et al.  2003 ; Kelly et al. 
 2008 ). Other studies used similar parcellations 
of the brain into anatomically defi ned ROIs 
(nodes) to reconstruct whole-brain functional 
networks based on appropriate thresholding of 
the functional connectivity matrix of pair-wise 
correlation coeffi cients (paths) (Supekar et al. 
 2008 ; Sanz-Arigita et al.  2010 ). Application of 
graph-theoretical analysis revealed that the so 
constructed functional brain networks in healthy 
controls showed small-world organization of 
brain activity, characterized by a high clustering 
coeffi cient and a low characteristic path length, 
indicative of strong local connectivity and an 
optimal network structure through effi cient 
long-range information transfer. In contrast, the 
functional brain networks in AD showed loss 
of small-world properties, characterized by a 
signifi cantly lower clustering coeffi cient or an 
increased characteristic path length, rendering 
the network metrics closer to the theoretical 
values of random networks and supporting the 
hypothesis of disrupted global information inte-
gration in AD (Fig.  20.15 ).

20.4.2         Genes, Molecular Pathology 
and Lifestyle Factors 

20.4.2.1    Genetic Risk and Familial AD 
 In addition to the changes in brain activity seen in 
AD patients and neuropsychologically defi ned 
risk models of AD, such as MCI, there is also 

evidence of genotypic effects contributing to 
abnormal brain function. These effects can be 
exerted by fully penetrant mutations of familial 
AD, APOE genotype, or yet to be identifi ed risk 
genes associated with a positive family history of 
sporadic AD. 

 One study in cognitively normal older healthy 
subjects found that carriers of the APOE4 allele 
showed higher activation in task-relevant areas 
during the encoding and recall of semantically 
unrelated words when compared to healthy non-
carriers (Bookheimer et al.  2000 ). Again, the 
higher levels of brain activation in the APOE4 
carriers were interpreted as being due to compen-
satory mechanisms. Other studies also reported 
results that are consistent with the hypothesis of 
increased activation due to compensatory mecha-
nisms in APOE4 carriers, for example, during 
encoding of pictures (Bondi et al.  2005 ), during 
encoding of word pairs (Fleisher et al.  2005 ), and 
during working memory with an n-back task 
(Wishart et al.  2006 ); in these studies there were 
no regions with decreased activation in the 
APOE4 carriers compared to the noncarriers. 
However, this pattern of activation has not been a 
consistent fi nding. Thus, another study reported 
decreased hippocampal activation in APOE4 car-
riers compared to noncarriers during perfor-
mance of an encoding task (Trivedi et al.  2006 ). 
Similarly, during a semantic categorization task, 
healthy subjects with the APOE4 allele had lower 
activation in the parietal cortex compared to non-
carriers (Lind et al.  2006 ). The differences in 
activation between APOE4 carriers among the 
studies may be explained, in part, due to differ-
ences in the cognitive paradigms utilized and the 
age of the participants in the studies (ranging 
from mid-40s to 80s   ) but also due to the presence 
of other risk factors such as a positive family his-
tory of sporadic AD. Thus, in a task comparing 
new items to previously learned items, persons 
with a fi rst-degree family history of AD had 
lower functional activation to novel items in the 
medial temporal lobe and fusiform gyrus bilater-
ally compared to controls without a family his-
tory of sporadic AD (Johnson et al.  2006b ). In 
hippocampal areas, the group composed of sub-
jects without family history but with APOE4 
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  Fig. 20.15    Matrix of signifi cant differences in functional 
connectivity between AD and controls (two-tail  t -test, 
 p  < 0.05 uncorrected). The  white  and  black dots  represent 
pairs of brain areas with increased and decreased synchro-
nization in AD, respectively. ( b – d ) A subset of connec-
tional differences corresponding to the matrix ( a ) are 
plotted at three superior to inferior levels through the 
brain template of the structural atlas: ( b ) = z53; ( c ) = z73; 

( d ) = z111.  Lines  depict synchronization between pairs of 
regions:  solid lines  = enhanced synchronization;  dashed 
lines  = reduced synchronization. Note the pattern of gen-
eralized posterior (parietal and occipital) synchronization 
reductions and increased frontal synchronization (From 
Sanz-Arigita et al. ( 2010 ); open-access license, no further 
permission required)         
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genotype exhibited the greatest activation, and 
the group composed of subjects with positive 
family history and APOE4 genotype had the 
smallest level of activation. Furthermore, in 
another study it was found that family history and 
age exerted independent effects on brain activa-
tion patterns during episodic encoding, whereas 
APOE interacted with age such that APOE4 car-
riers exhibited age-related increases in activity in 
the hippocampus (Trivedi et al.  2008 ). 

 One study compared the brain activation pat-
terns during an encoding task between cogni-
tively healthy subjects with APOE4 genetic risk 
and subjects with fully penetrant familial 
Alzheimer’s disease mutations, providing evi-
dence that APOE4-associated effects on brain 
activity may be partially independent of those 
exerted by familial Alzheimer’s disease muta-
tions (Ringman et al.  2011 ). They found that the 
presymptomatic mutation carriers had lower acti-
vation in the anterior cingulate gyrus bilaterally 
and the left frontal pole compared to non- 
mutation carriers, whereas the APOE4 carriers 
had greater activation during the task compared 
to noncarriers of the APOE ε4 allele. These fi nd-
ings suggest that the increased activation seen in 
the APOE4 carriers may not be due solely to 
compensatory mechanisms but may indicate, in 
part, an independent physiological mechanism. 

 The changes in regional task-related activation 
seen in healthy subjects at genetic risk for spo-
radic AD also extend to a dysfunctional regulation 
of default mode activity. Thus, when performing 
a semantic categorization task known to suppress 
DMN activity, healthy elderly APOE4 carriers 
showed less TRD compared to age- matched non-
carriers (Persson et al.  2008 ). This fi nding was 
later reproduced using a memory encoding task 
and it was shown that greater failure of postero-
medial deactivation during encoding was related 
to worse delayed recall performance as assessed 
by neuropsychological tests (Pihlajamaki et al. 
 2010 ). Using an ICA approach to investigate 
DMN activity at rest, it could be demonstrated 
that healthy APOE4 carriers showed increased 
hippocampal DMN synchronization compared 
to noncarriers, which was supposed to refl ect 
ε4-related failure in  hippocampal decoupling, 

possibly resulting in an elevated hippocampal 
metabolic burden and increased risk of cognitive 
decline and AD (Westlye et al.  2011 ). However, 
functional connectivity analysis of resting-
state data demonstrated decreased connectivity 
between a posteromedial seed and other DMN 
nodes in healthy APOE4 carriers compared to 
noncarriers (Machulda et al.  2011 ). Interestingly, 
a similar connectivity disruption could also be 
observed in healthy APOE4 carriers that showed 
no signs of presymptomatic amyloid pathology 
as assessed by molecular PET and CSF profi ling, 
indicating that functional effects of APOE geno-
type may be partly independent of primary AD 
pathology (Sheline et al.  2010 ). This is further 
supported in a recent resting-state fMRI study in 
middle-aged healthy subjects which found that, 
relative to ε3 homozygotes, changes in func-
tional connectivity associated with the ε4 risk 
allele were similar in direction and magnitude to 
those associated with the “protective” ε2 allele 
(Trachtenberg et al.  2012 ). Thus, APOE appears 
to have an intrinsic effect on the differentiation 
of functional networks in the brain, which may 
be related to the role of this gene in neurodevel-
opment (Mahley and Rall  2000 ), whereas dif-
ferential interactions between AD pathology and 
APOE genotype may determine allele-specifi c 
risk profi les.  

20.4.2.2    Amyloid and Functional 
Networks 

 An interesting association exists between cortical 
amyloid deposition and default activity in the 
brain. Thus, brain amyloid as measured with in 
vivo molecular PET was found to preferentially 
accumulate in prominent nodes of the DMN, 
including the prefrontal, lateral parietal, lateral 
temporal, and posterior cingulate cortices, with 
the intriguing exception of the medial temporal 
cortex (Buckner et al.  2005 ; Sperling et al.  2009 ) 
(Fig.  20.16 ). The regions with the highest amy-
loid accumulation were also found to be among 
the most highly interconnected regions in the 
brain (so-called cortical hubs), indicating that 
they may constitute critical way stations for 
global information processing (Buckner et al. 
 2009 ). Hence, the key regions for neural activity 
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integration in the brain also appear to be the most 
vulnerable to AD pathology and may thus serve 
as key points in the cascade leading to brain dis-
ease and resulting cognitive defi cits in AD. 

 Supportive of this idea, combined functional 
MRI and amyloid-PET studies could show that 
cortical amyloid deposition affects brain function 
already long before the appearance of clinical 
symptoms in AD. Thus, cognitively healthy sub-
jects in the presymptomatic phase of AD, as indi-
cated by considerable cortical amyloid deposition, 
were found to show disrupted resting connectiv-
ity of the DMN (Hedden et al.  2009 ; Drzezga 
et al.  2011 ; Mormino et al.  2011 ) as well as 
impaired posteromedial deactivation during per-
formance of a memory task (Sperling et al.  2009 ) 
(Fig.  20.16 ) when compared to age-matched 
healthy subjects without amyloid deposition. 
Similar to the fi ndings in neuropsychologically 
or genetically defi ned models of prodromal AD, 
healthy elderly subjects with high amyloid load 
also showed presumptive compensatory mecha-
nisms presenting as heightened MTL activation 
during episodic memory encoding (Mormino 
et al.  2012 ) as well as increased resting connec-
tivity in dorsal prefrontal and lateral temporal 
cortices (Mormino et al.  2011 ).

20.4.2.3       Cognitive Reserve 
and Physical Exercise 

 The nonlinear pattern of activity changes from 
prodromal and at-risk stages to clinical AD point 

to the existence of potential compensatory pro-
cesses that maintain cognitive function in the 
face of early pathologic alterations. Education 
has been identifi ed as a possible mediator of 
increased resilience to AD pathology, a concept 
termed cognitive reserve. In line with this, higher 
cognitive reserve in healthy subjects was found to 
be associated with lower deactivations within the 
DMN and lower task-related activity, which was 
interpreted to refl ect increased neural effi ciency. 
In contrast, the amnestic MCI subjects and AD 
patients with higher cognitive reserve had greater 
activity in task-related brain areas and increased 
deactivations within the posterior cingulate and 
medial frontal regions compared to those with 
lower cognitive reserve. Thus, a greater realloca-
tion of processing resources from the DMN to the 
neural network engaged in the experimental task 
could refl ect increased reliance on compensatory 
resources to maintain cognitive function in these 
patients (Bosch et al.  2010 ). This is also consis-
tent with previous fi ndings in healthy adult sub-
jects where DMN deactivation was strongly 
associated with subjectively experienced task dif-
fi culty (Harrison et al.  2011 ). 

 Apart from the protective effect of higher edu-
cation, a recent resting-state fMRI study in 
healthy elderly individuals also provides interest-
ing insights for the role of exercise training in 
active attenuation of age-related brain dysfunc-
tion (Voss et al.  2010 ). Thus, 1 year of aerobic 
exercise training (walking) effectively increased 

PiB Retention
Older Subjects

a b c d

fMRI Activity
Young Subjects

fMRI Activity
PiB- Older Subjects

fMRI Activity
PiB+ Older Subjects

  Fig. 20.16    Anatomic distribution of amyloid (PiB)-PET 
and fMRI default network activity. ( a ) Anatomic distribu-
tion of PiB retention (i.e., amyloid deposition) for the 
group-wise comparison of PiB+ ( n  = 13) > PiB− ( n  = 22) 
older subjects thresholded at  p  < 0.001 FWE corrected for 
multiple comparisons. ( b – d ) voxel-wise one-sample  t  test 
of signifi cant task-related decreases in fMRI activity 

(deactivation shown in  blue ) during successful encoding 
of face-name pairs (fi xation > high confi dence correct 
“hit” responses based on subsequent memory testing) in 
young subjects ( b ), PiB− older subjects ( c ), and PiB+ 
older subjects ( d ) (From Sperling et al. ( 2009 ) with per-
mission to reprint granted by Elsevier)       
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the functional connectivity of higher cognitive 
networks, including the DMN and the frontal- 
executive network. Most importantly, these 
exercise- induced connectivity changes were also 
shown to be behaviorally relevant in that 
increased functional connectivity was associated 
with improvements in executive function.   

20.4.3    fMRI for the Diagnosis of AD 

 Neuroimaging studies are only beginning to test 
and quantify the prognostic value of functional 
MRI for the diagnosis of AD. Using task-based 
functional MRI with a memory paradigm, one 
study could show that the degree of hippocampal 
hyperactivity in MCI subjects signifi cantly pre-
dicted cognitive decline and conversion to demen-
tia over a clinical follow-up of 6 years (Miller 
et al.  2008b ). Greicius and colleagues used the 
goodness of fi t to a standard DMN template on 
individual representations of the DMN as 
extracted by ICA and found that AD patients and 
healthy elderly controls could be correctly catego-
rized with a sensitivity of 85 % and a specifi city of 
77 % (Greicius et al.  2004 ). Similar goodness-of-
fi t scores of ICA-extracted DMN components 
from task-based functional MRI data were further 
shown to be predictive of cognitive decline and 
conversion to AD dementia in MCI subjects 
(Petrella et al.  2011 ). Quantifi cation of longitudi-
nal changes in functional connectivity strength 
between hippocampal subfi elds and the posterior 
cingulate cortex yielded diagnostic accuracies 
well over 80 % for the distinction between MCI 
and healthy controls as well as for discriminating 
stable MCI subjects from those that converted to 
AD over follow-up (Bai et al.  2011b ). Another 
study used both ROI-based interconnectivity 
analysis and ICA-based analysis of the DMN for 
separating AD patients from controls (Koch et al. 
 2012 ). Although functional connectivity analysis 
appeared to be of slightly higher value for correct 
group classifi cation compared to ICA, the combi-
nation of both approaches yielded the highest 
diagnostic accuracy of 97 % (sensitivity 100 %, 
specifi city 95 %). However, all of these studies 
focused on the DMN as a whole or on connectivity 

measures between some of its key nodes, thereby 
disregarding potential connectivity changes 
across other cognitive networks. Other studies 
examined the diagnostic accuracy of functional 
connectivity changes in a more comprehensive 
manner by dividing the brain into several (90 or 
more) anatomical ROIs based on inverse atlas 
labeling. Pair-wise connectivity indices (Chen 
et al.  2011 ) or second-order network indices from 
graph-theoretical analysis (Supekar et al.  2008 ; 
Wee et al.  2012 ) could then be used to separate the 
diagnostic groups with considerable diagnostic 
accuracies between 80 and 95 %. Finally, the 
diagnostic value to separate asymptomatic sub-
jects at high risk for AD (family history and pos-
session of the APOE4 allele) from healthy 
low-risk controls has been directly compared 
between measures of altered functional activation 
during a cognitive task and disrupted DMN con-
nectivity in the resting state (Fleisher et al.  2009 ). 
It was found that resting- state functional connec-
tivity discriminated between the two risk groups 
with a signifi cantly larger effect size compared 
with task-related functional changes (regional 
indices of activation and deactivation). 

 An issue for the use of the DMN as a potential 
marker for diagnosis of dementia is the stability 
of the DMN as assessed within individuals over 
time. Using ICA on resting-state data of 18 
healthy young subjects the DMN was reproduc-
ible within a single imaging session as well as 
between imaging sessions 12 h and 1 week apart 
(Meindl et al.  2010 ). The reproducibility over 
time has also been shown for other frequently 
reported ICNs (Zuo et al.  2010 ) and using func-
tional connectivity analysis instead of ICA 
(Shehzad et al.  2009 ). Finally, ICNs as detected 
by both functional connectivity analysis and ICA 
were also shown to be consistent across multi-
center data (Biswal et al.  2010 ). Thus, functional 
MRI and particularly resting-state fMRI as a 
performance- independent measure provide high 
potential as imaging markers for early AD pathol-
ogy. However, the precise implementation of 
various types of functional indices for the design 
of diagnostic markers has not yet been explored 
thoroughly and clinical follow-up studies to 
 evaluate the prognostic value of these markers to 
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 predict future cognitive decline in predementia 
stages of AD are still scarce (Petrella et al.  2007 ; 
Miller et al.  2008b ; Bai et al.  2011b ).   

20.5    Multimodal Integration 

20.5.1    Multimodal Assessment of 
Brain Structure and Function 

 Most of the studies described in the previous 
chapters have focused on a single imaging modal-
ity to study specifi c aspects of structural or func-
tional brain alterations in the course of AD. 
Although these modality-specifi c studies have 
revealed important insights into the pathogenesis 
of AD, integration of the isolated fi ndings into a 
comprehensive framework of disease stage- 
specifi c brain changes is limited by the large vari-
ability in study populations, image processing 
strategies, and statistical methods. Concurrent 
assessment of multimodal markers of structural 
and functional brain integrity in the same study 
population signifi cantly increases the heuristic 
value of imaging studies and enables the examina-
tion of interrelationships among these markers, 
which are assumed to refl ect distinct but interre-
lated pathologic characteristics. Thus, multimodal 
imaging data may reveal new insights on disease 
mechanisms not amenable to single- modality 
studies. A particularly intriguing disease mecha-
nism in early stage AD could be revealed by dem-
onstrating that atrophy of the MTL was associated 
with both dysfunction of the posterior cingulate 
cortex and a disruption of cingulum fi bers which 
connect these two regions (Villain et al.  2008 ; 
Miettinen et al.  2011 ; Yakushev et al.  2011 ; 
Bozoki et al.  2012 ). Longitudinal multimodal 
imaging data further allowed reconstruction of the 
sequential relationships among these pathologic 
events, such that an initial MTL atrophy leads to a 
disruption of the cingulum bundle, which in turn 
induces dysfunction in the disconnected posterior 
cingulate cortex (Villain et al.  2010 ). 

 Although most microstructural white matter 
alterations are correlated with atrophic changes in 
 corresponding gray matter regions (Sydykova 
et al.  2007 ; Avants et al.  2010 ) (Fig.  20.7 ), they 

also provide complementary information of the 
disease process not obtainable with volumetric 
mapping (Canu et al.  2010 ), and combination of 
both imaging markers are more accurate in 
explaining the severity of cognitive defi cits in MCI 
and AD (Walhovd et al.  2009 ; Bozzali et al.  2012 ). 
The unique contribution of DTI measurements 
over and above volumetric changes may be espe-
cially important for the detection of early AD 
pathology, given that AD-associated diffusion 
abnormalities in the MTL and the fornix were 
found to precede macroscopic abnormalities and 
may thus provide a more sensitive marker of early 
AD pathology (Fellgiebel and Yakushev  2011 ; 
Zhuang et al.  2013 ). 

 Currently, one of the most interesting multi-
modal approaches is the comparative assessment 
of structural and functional networks defi ned by 
multimodal sources of connectivity information. 
The most common imaging-derived metrics for 
network connectivity are direct structural connec-
tions derived from DTI-based fi ber tract recon-
struction and functional connectivity information 
as assessed by resting-state fMRI. However, con-
nectivity information can also be derived from 
structural MRI data based on the observation that 
related cortical areas covary in size (gray matter 
volume or cortical thickness) across individuals, 
probably as a result of mutually trophic infl uences 
or common experience- related plasticity 
(Mechelli et al.  2005 ; He and Evans  2010 ). 
Multimodal imaging studies are only beginning to 
explore how network characteristics that rely on 
distinct forms of connectivity information relate 
to each other and how they are affected by dis-
ease. Using structural covariance analysis on net-
works defi ned by resting- state fMRI, it could be 
shown that several nodes within functionally con-
nected networks also exhibit correlated gray mat-
ter volumes across healthy adult subjects (Seeley 
et al.  2009 ; Segall et al.  2012 ) (Fig.  20.17 ). On the 
other hand, only approximately 35–40 % of the 
cortical areas that show covarying cortical thick-
ness exhibit direct fi ber connections as derived 
from DTI-based tractography (Gong et al.  2012 ). 
The  combination of resting-state fMRI with DTI 
data showed that in healthy adult subjects, the 
presence of a direct fi ber connection is almost 
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always correlated with functional connectivity in 
the corresponding brain regions (Damoiseaux and 
Greicius  2009 ). However, the presence of func-
tional connectivity between distinct brain regions 
is not necessarily implying the presence of a 
direct fi ber connection, and the dependence on 
direct structural connections between network 
nodes varies among the different large-scale func-
tional networks (Horn et al.  2013 ). Within the 
default mode network, it has been found that 
functional connectivity strength is largely pre-
defi ned by the structural integrity of fi ber tracts 
connecting the key nodes of this network. This 
fi nding has been replicated using both fi ber trac-
tography (van den Heuvel et al.  2008 ; Greicius 
et al.  2009 ) and multivariate analysis of anisot-
ropy index maps (Teipel et al.  2010a ) (Fig.  20.18 ). 

 Interestingly, it appears that neurodegenera-
tive diseases selectively target specifi c functionally 

defi ned networks (Seeley et al.  2009 ) (Fig.  20.17 ). 
Thus, in AD the DMN has been shown to be 
selectively vulnerable to cortical amyloid deposi-
tion (Buckner et al.  2005 ), disruption of func-
tional connectivity (Greicius et al.  2004 ; Sorg 
et al.  2007 ), and neurodegeneration (Seeley et al. 
 2009 ). On the other hand, cerebral pathologies 
other than AD were found to be associated with 
characteristic changes in distinct but specifi c 
cognitive networks, such as the “salience net-
work” in behavioral variant frontotemporal 
dementia (Seeley et al.  2009 ; Zhou et al.  2010 ). 
When studying AD patients with resting-state 
fMRI and DTI, it can be shown that the decline of 
functional connectivity within the DMN is paral-
leled by a decline of microstructural tract integ-
rity in fi ber tracts connecting the key nodes of 
this network (Hahn et al.  2013 ;  Likitjaroen et al. 
submitted ) (Fig.  20.18 ). Combined assessment of 

AD

a

b

c

bvFTD

Syndrome-specific regional atrophy patterns: patients vs. controls

Intrinsic functional connectivity networks: healthy controls

Structural covariance networks: healrhy controls
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  Fig. 20.17    Convergent syndromic atrophy, healthy 
intrinsic connectivity networks (ICNs), and healthy struc-
tural covariance patterns. ( a ) Five distinct clinical syn-
dromes showed dissociable atrophy patterns, whose 
cortical maxima ( circled ) provided seed ROIs for func-
tional connectivity and structural covariance analyses. 
( b ) ICN mapping experiments identifi ed fi ve distinct net-
works anchored by the fi ve syndromic atrophy seeds. 
( c ) Healthy subjects further showed gray matter volume 
covariance patterns that recapitulated results shown in ( a ) 

and ( b ). For visualization purposes, results are shown at 
 p  < 0.00001 uncorrected ( a  and  c ) and  p  < 0.001 corrected 
height and extent thresholds ( b ). In ( a – c ), results are dis-
played on representative sections of the MNI template 
brain.  Color bars  indicate  t -scores. In coronal and axial 
images, the  left side  of the image corresponds to the left 
side of the brain.  ANG  angular gyrus,  FI  frontoinsula, 
 IFGoper  inferior frontal gyrus, pars opercularis,  PMC  
premotor cortex,  TPole  temporal pole (From Seeley et al. 
( 2009 ) with permission to reprint granted by Elsevier)       
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structural and functional connectivity within the 
DMN of asymptomatic middle-aged APOE4 car-
riers indicated that abnormalities in functional 
network communication precede the breakdown 
of structural white matter connections in the 
pathogenesis of AD (Patel et al.  2013 ). Together, 
these data suggest that the declining functional 
connectivity in AD is accompanied by a decline 
in underlying fi ber tract integrity where the com-
bination of both markers can help to discriminate 
between two types of functional changes, 
(1) breakdown of functional and structural con-
nectivity and (2) compensatory reallocation of 
neuronal networks.

20.5.2        Multimodal Diagnostic 
Markers 

 Given that each modality provides partially inde-
pendent information of the underlying pathobiol-
ogy of the disease, diagnostic markers that 
combine multimodal imaging data in multivari-
ate statistical models capture a more complete 
picture of the pathologic profi le of AD and may 
thus improve diagnostic accuracy. The recent 
incorporation of machine learning algorithms 
such as support vector machines for the analysis 
of multimodal imaging data allows the extraction 
of complex patterns of covariance between multi-
dimensional datasets and enables the identifi ca-
tion of binary outcomes based on a very effi cient 
classifi cation algorithm. Thus, recent studies that 
used combined information from regional atro-
phy and DTI-based changes in structural connec-
tivity to train a support vector machine classifi er 
could show fi rst promising results for improved 
discrimination between AD patients and control 
subjects as well as between patients with MCI 
and healthy elderly controls (Cui et al.  2012 ; 
Dyrba et al.  2012 ). Another study used linear 
 discriminant analysis to optimally combine mul-
timodal structural MRI measurements (T1- and 
T2-weighted contrasts and DTI) for the distinc-
tion between AD patients and cognitively normal 
controls. These AD-specifi c multimodal MRI 
indices in combination with the discriminant 
function yielded a highly accurate model (around 
90 % accuracy) for the distinction of patients 
with MCI that later converted to AD from those 

that remained stable over clinical follow-up 
(Oishi et al.  2011 ). Multiple linear discriminant 
analysis-based classifi ers have also been used to 
integrate volumetric information from structural 
MRI and several metrics of functional connectiv-
ity derived from resting-state fMRI into a highly 
predictive classifi cation model for AD (Dai et al. 
 2012 ). Consistent with a model of specifi c default 
mode network vulnerability in AD, the most dis-
criminative features identifi ed by this classifi er 
involved several structural and functional indices 
from medial frontal, posterior cingulate, and 
MTL areas. Combining DTI and resting-state 
fMRI, recent studies used network metrics 
derived from both tractography-based structural 
networks and functional resting-state networks to 
train a support vector machine classifi er for the 
automated diagnosis of MCI (Wee et al.  2012 ). It 
could be shown that this multimodality classifi -
cation approach on graph-theoretical network 
metrics signifi cantly outperformed the single-
modality- based methods as well as the direct data 
fusion method, yielding a close to perfect diag-
nostic accuracy of approximately 95 % for the 
separation of MCI subjects from healthy con-
trols. Network analysis of the specifi c fi bers con-
necting the nodes of large-scale functional brain 
networks also proved useful for the separation of 
individual MCI patients converting to AD demen-
tia from nonconverters (Hahn et al.  2013 ).   

20.6    Summary/Conclusions 

 Throughout the last years, in vivo neuroimag-
ing research has greatly deepened our under-
standing of the progressive character of AD 
pathogenesis. Based on in vivo assessments of 
 neuropsychologically, genetically, and molecularly 
defi ned models of predementia AD, as well as lon-
gitudinal observations of initially healthy elderly 
individuals that later developed clinical signs of 
AD, neuroimaging studies could substantiate and 
expand earlier fi ndings from autopsy studies point-
ing to a presymptomatic phase of AD pathogenesis. 
Together, the existing data supports a pathogenetic 
model of AD that begins with cortical amyloid 
deposition long before the fi rst cognitive symp-
toms appear. Over the course of several years, the 
primary  amyloid-related  molecular pathology is 
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assumed to initiate downstream pathologic events, 
leading to impaired synaptic function and neuronal 
degeneration which precede and parallel clinically 
detectable cognitive decline. Of note, the atrophic 
changes progressively affect only specifi c neuronal 
systems in an AD-specifi c pattern that begins in 
the anterior MTL at a time when subjects are still 
cognitively normal and gradually proceeds to affect 
association areas of the temporoparietal neocortex, 
the posterior cingulate/precuneus, and ultimately 
the prefrontal cortex. This neurodegenerative pro-
cess is accompanied by the sequential emergence 
of cognitive defi cits whose specifi c characteristics 
depend on the brain regions affected. While there 
is initial evidence that cortical atrophy is preceded 
by synaptic impairments and altered brain function, 
the pathological nature of axonal degeneration is 
still little explored and may vary among different 
neuronal systems. Furthermore, the atrophy pattern 
of subcortical neuron populations and specifi c neu-
rotransmitter systems across disease stages and their 
contribution to cognitive defi cits are only beginning 
to be investigated by neuroimaging studies. 

 Several genetic, molecular, and lifestyle factors 
of risk and resilience have been identifi ed that mod-
ify the risk for, and the clinical course of, the dis-
ease. Assessment of the effects that these factors 
exert on brain structure and function and how they 
interact with each other provides important insights 
for our understanding of the pathogenesis of AD. 
This will help to develop new preventive strategies 
and at the same time provide the methodical back-
ground to assess the neurobiological mechanism of 
action of such preventive interventions. 

 The advances in imaging markers and bio-
markers of AD have fueled the defi nition of new 
diagnostic categories, including the concepts of 
presymptomatic and predementia stages of AD. 
This stage model relies on the in vivo detection of 
brain pathology and serves to guide the develop-
ment of diagnostic algorithms implementing dif-
ferent levels of biomarkers as surrogate markers 
for different stages of disease pathogenesis. In 
vivo imaging markers of diverse aspects of AD 
pathology have already been shown to provide 
clinically signifi cant diagnostic accuracies in 
multicenter studies, even at early and predementia 
stages of the disease. Future diagnostic models 
will rely on the optimized feature selection prop-
erties of modern machine learning algorithms to 
integrate a broad range of disease- specifi c infor-
mation into comprehensive classifi cation models. 
Thus, distinct indices of structural and functional 
integrity from various neuroimaging modalities 
will be complemented by CSF-based markers of 
molecular AD pathology as well as by a multitude 
of genetic, neuropsychological, sociodemo-
graphic, cardiovascular, and lifestyle factors that 
have been shown to modulate an individual’s risk 
for AD pathology or the expression of clinical 
symptoms. These models for the in vivo detection 
of an individual’s risk for AD will fi rst be of inter-
est for risk stratifi cation and sample selection in 
clinical trials aimed at modifying disease progres-
sion at different stages of the pathologic process. 
However, with the expected emergence of disease- 
modifying strategies in the midterm future, reli-
able diagnosis of presymptomatic AD stages will 
also become important in clinical practice.     

  Fig. 20.18    ( I ) Functional connectivity refl ects structural 
connectivity in the default mode network (DMN). 
( a ) Task- free, functional connectivity in the DMN is 
shown in a group of six subjects. The posterior cingulate/
retrosplenial cortex (PCC/RSC) and medial prefrontal 
cortex (MPFC) clusters are best appreciated on the sagit-
tal view. Prominent bilateral medial temporal lobe (MTL) 
clusters are seen on the coronal image. ( b ) DTI fi ber trac-
tography in a single subject demonstrates the cingulum 
bundle ( blue tracts ) connecting the PCC/RSC to the 
MPFC. The  yellow tracts  connect the bilateral MTL to the 
PCC/RSC. There were no tracts connecting the MPFC to 

the MTL (Adapted from Greicius et al. ( 2009 ) with per-
mission to reprint granted by Oxford University Press). 
( II ) Reconstructed fi ber tracts connecting the key nodes of 
the DMN show increased mean diffusivity in AD patients 
compared to healthy controls. * = difference between 
groups signifi cant at  p  < 0.001. This effect is relatively 
specifi c for fi bers connecting the DMN nodes as recon-
structed fi bers of the cerebellar peduncles did not show 
altered microstructural integrity in AD patients (Data 
from  Likitjaroen et al. (submitted)  with permission to 
reprint granted by the authors)         
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