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Preface

Welcome to the proceedings of the Web Information Systems Engineering - WISE
2013 Workshops. The international conference series on Web Information Sys-
tems Engineering (WISE) aims to provide an international forum for researchers,
professionals, and industrial practitioners to share their knowledge in the rapidly
growing area of Web technologies, methodologies, and applications. The 14th
WISE event (WISE 2013) was held in Nanjing, China, in October 2013. Pre-
vious WISE conferences were held in Hong Kong, China (2000), Kyoto, Japan
(2001), Singapore (2002), Rome, Italy (2003), Brisbane, Australia (2004), New
York, USA (2005), Wuhan, China (2006), Nancy, France (2007), Auckland, New
Zealand (2008), Poznan, Poland (2009), Hong Kong, China (2010), Sydney, Aus-
tralia (2011), and Paphos, Cyprus (2012).

The seven workshops of WISE 2013 reported on the recent developments and
advances in contemporary topics in the related fields of: the big data problem
on the Web (BigWebData 2013), mobile business (MBC 2013), personalization
in cloud and service computing (PCS 2013), data quality and trust in dig data
(QUAT 2013), e-health and social computing (SCEH 2013), semantic technology
for e-health (STeH 2013), and semantic technology for smarter cities (STSC
2013).

Many colleagues helped towards the success of the above workshops. We
would especially like to thank the Program Committee members and reviewers
for their conscientious reviewing. We are also grateful to the WISE Society for
generously supporting our workshops. We greatly appreciate Springer LNCS for
publishing the WISE workshop proceedings.

December 2013 Zhisheng Huang
Chengfei Liu

Jing He
Guangyan Huang
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Large-Scale Complex Reasoning with Semantics:
Approaches and Challenges

Grigoris Antoniou1, Jeff Z. Pan2, and Ilias Tachmazidis1

1 University of Huddersfield, UK
2 University of Aberdeen, UK

Abstract. Huge amounts of data are generated by sensor readings, social media
and databases. Such data introduce new challenges due to their volume and va-
riety, and thus, new techniques are required for their utilization. We believe that
reasoning can facilitate the extraction of new and useful knowledge. In particu-
lar, we may apply reasoning in order to make and support decisions, clean noisy
data and derive high-level information from low-level input data. In this work
we discuss the problem of large-scale reasoning over incomplete or inconsistent
information, with an emphasis on nonmonotonic reasoning. We outline previous
work, challenges and possible solutions, both over MapReduce and alternative
high performance computing infrastructures.

1 Introduction

We are in the middle of the big data revolution: huge amounts of data are published by
public and private organizations, and generated by sensor networks and social media.
Apart from issues of size, this data is often dynamic and heterogeneous. In addition,
data as a resource has been identified, and is increasingly utilized to generate added
value; we are heading towards a data economy.

The challenge of big data is about managing it, but even more so about making sense
of it: we want to avoid drowning in the sea of data, identify and focus on important
aspects, and uncover hidden information and value. The role of data mining in this con-
text is clear, but we believe reasoning has also an important role to play: for decision
making, decision support, and for uncovering hidden knowledge in data, e.g. by deriv-
ing high-level information from low-level input data. Semantics has also an important
role to play, both for understanding the data and for facilitating the combination of data
from heterogeneous sources. The potential of semantics and reasoning in the context of
big data has been well realized and is being debated1.

Big data poses great challenges to the reasoning and semantics communities, in
terms of computational efficiency. The semantic web community has risen to this chal-
lenge through the use of mass parallelization and approximation, and a lot has been
achieved. Considering parallelization, two techniques have been proposed in the litera-
ture, namely rule partitioning and data partitioning [15,23]. The former is based on the
idea of assigning the computation of each rule to a node in the cluster, while the latter

1 e.g. http://lod2.eu/BlogPost/
1698-eswc-2013-panel-semantic-technologies-for-big-data-
analytics-opportunities-and-challenges.html

Z. Huang et al. (Eds.): WISE 2013 Workshops 2013, LNCS 8182, pp. 1–10, 2014.
c© Springer-Verlag Berlin Heidelberg 2014

http://lod2.eu/BlogPost/1698-eswc-2013-panel-semantic-technologies-for-big-data-analytics-opportunities-and-challenges.html
http://lod2.eu/BlogPost/1698-eswc-2013-panel-semantic-technologies-for-big-data-analytics-opportunities-and-challenges.html
http://lod2.eu/BlogPost/1698-eswc-2013-panel-semantic-technologies-for-big-data-analytics-opportunities-and-challenges.html


2 G. Antoniou, J.Z. Pan, and I. Tachmazidis

assigns subsets of the given dataset to each node in the cluster. Data partitioning, such
as distributed summarization [1], proved to be more efficient as it allows more balanced
distribution of the computation among nodes.

WebPIE [28] is a Web-scale parallel inference engine that performs forward chain-
ing reasoning based on the MapReduce framework [7] under the RDFS and OWL ter
Horst semantics. A set of algorithms is proposed, while arising challenges are addressed
by introducing several optimizations. An extensive experimental evaluation over large
real-world datasets and the LUBM2 synthetic benchmark is presented, with parallel
reasoning scaling up to 100 billion triples.

For the case of data partitioning, the degree of parallelization is strongly affected
by the data distribution. In fact, Kotoulas et al. [16] pointed out that Semantic Web
data follow a highly uneven distribution and addressed arising performance issues.
MARVIN [17] introduces the divide-conquer-swap strategy, in which triples are being
swapped between nodes in the cluster in order to achieve scalable and load-balanced
reasoning. Inference results are gradually produced, while eventual completeness of the
inference is guaranteed. Hogan et al. [12] introduces partial indexing techniques which
are optimised for application of linear rules and which rely on a separation of schema
triples from data triples. They evaluate their approach with LUBM(10) for RDFS, pD*
(OWL Horst) and OWL 2 RL, demonstrating pragmatic distributed reasoning over 1.12
billion Linked Data statements for a subset of OWL 2 RL/RDF rules they argue to be
suitable for Web reasoning.

Backward chaining reasoning over RDF/S data has recently been studied. The basic
idea lies on the observation that schema triples are far less than instance triples. Thus,
schema triples can be replicated to each processing node, while instance triples are
traversed sequentially during the entailment. QueryPIE [27] optimizes the computation
of backward reasoning by using the precalculated RDFS closure. The performance of
QueryPIE has been tested on datasets of up to 1 billion triples.

4sr [21] performs backward chaining reasoning on top of 4store [11], which is an
RDF storage and SPARQL query system. The system is evaluated on a server and a
cluster configuration for up to 138M triples, with cluster configuration performing bet-
ter for larger datasets. However, a preliminary evaluation in [22] reports scalability of
up to 500M triples.

Despite their importance in addressing large-scale reasoning, these works addressed
quite simple forms of reasoning: Datalog [2], and the aforementioned works on simple
ontology/RDFS reasoning. In particular, all these works study monotonic forms of rea-
soning, and do not handle inconsistencies. Traditionally, the field of nonmonotonic rea-
soning addresses knowledge representation and reasoning issues related to incomplete
and inconsistent information. Such imperfect information may naturally arise when in-
formation from independent sources is integrated. Indicative application scenarios of
this kind of reasoning include:

– Decision making in smart environments [5].
– Rules with exceptions for decision making.
– Ontology evolution [9].
– Ontology repair [20].

2 http://swat.cse.lehigh.edu/projects/lubm/

http://swat.cse.lehigh.edu/projects/lubm/
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Nonmonotonic approaches [4] and their adaptation to semantic web problems (e.g.
[13,8,3]) have been traditionally memory based. But this approach cannot be maintained
in the face of big data. This paper outlines challenges, early results and research plans
related to the problem of large-scale reasoning with complex knowledge structures, in
particular including inconsistencies.

2 MapReduce Framework Basics

MapReduce is a framework for parallel processing over huge datasets [7]. Processing
is carried out in two phases, a map and a reduce phase. For each phase, a set of user-
defined map and reduce functions are run in a parallel fashion. The former performs a
user-defined operation over an arbitrary part of the input and partitions the data, while
the latter performs a user-defined operation on each partition.

MapReduce is designed to operate over key/value pairs. Specifically, each Map
function receives a key/value pair and emits a set of key/value pairs. All key/value pairs
produced during the map phase are grouped by their key and passed to the reduce phase.
During the reduce phase, a Reduce function is called for each unique key, processing
the corresponding set of values.

Probably the most well-known MapReduce example is the wordcount example. In
this example, we take as input a large number of documents and the final result is the
calculation of the number of occurrences of each word. The pseudo-code for the Map
and Reduce functions is depicted below.

map(Long key, String value):
// key: position in document
// value: document line
for each (word w in value) do

EmitIntermediate(w, "1");

reduce(String key, Iterator values):
// key: a word
// values : list of counts
int count = 0;
for each (v in values) do

count += ParseInt(v);
Emit(key, count);

Consider as input the lines “Hello world.” and “Hello MapReduce.”. During the map
phase, each map operation gets as input a line of a document. The Map function ex-
tracts words from each line and emits that word w occurred once (“1”). Here we do
not use the position of each line in the document, thus the key in Map is ignored. As
mentioned above, the MapReduce framework will group and sort pairs by their key.
The Reduce function has to sum up all occurrence values for each word emitting a pair
containing the word and the final number of occurrences for this word. The final result
for each word will be <Hello, 2>, <MapReduce, 1> and <world, 1>.
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3 Inconsistency-Tolerant Reasoning over MapReduce

3.1 Defeasible Logic

Early works on large-scale nonmonotonic reasoning studied defeasible logic [25,26],
selected for its rather simple computational structure and its relative closeness to Data-
log. The approach adopted the following idea: To perform reasoning in two stages, first
calculate all applicable rules based on the current knowledge base and then apply the
defeasible logic algorithm.

First stage. Consider the following rule set:

r1: R(X,Z), S(Z,Y) ⇒ Q(X,Y).
r2: T(X,Z), U(Z,Y) ⇒¬Q(X,Y).

r1 > r2.

and the following facts:

R(a,b) S(b,b)
T(a,e) U(e,b)

The Map function will transform each given fact and emit the following pairs:

<b, (a,R)> <b, (b,S)>
<e, (a,T)> <e, (b,U)>

The MapReduce framework will perform grouping/sorting resulting in the following
intermediate pairs:

<b, <(a,R), (b,S)>>
<e, <(a,T), (b,U)>>

Finally, intermediate pairs will be processed in order to compute fired rules (in the
form of <Literal, (knowledge, Fired rule ID)>). Thus, the reducer with key:

b will emit <Q(a,b), (r1)>
e will emit <Q(a,b), (¬,r2)>

Second stage. Now, our knowledge base consists of:

R(a,b) S(b,b)
T(a,e) U(e,b)

<Q(a,b), (r1)> <Q(a,b), (¬, r2)>

The Map function will emit the following pairs:

<Q(a,b), (r1)> <Q(a,b), (¬, r2)>

since we need to apply the defeasible logic algorithm only for literals that are contained
in the head of a rule, namely Q(X,Y).
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MapReduce framework will perform grouping/sorting resulting in the following in-
termediate pairs:

<Q(a,b), <(r1), (¬, r2)>>

During the reduce phase, we apply the defeasible logic algorithm for each literal by
taking into consideration our current knowledge for the literal. Thus, the reducer with
key:

Q(a,b) will conclude <Q(a,b), ($)>

as r1> r2.
However, this approach can only work for stratified theories because for the general

case we need to compute and store both positive and negative conclusions. To under-
stand this, let us briefly outline the basic idea of the defeasible logic algorithm. To prove
a literal p positively (+p) we need to consider all attacking rules r with head ¬p and
show that each such rule is either discarded or countered by a stronger rule for p. And
to show that r is discarded with must find an antecedent (literal in the body) q for which
we have established that it is not provable (−q). −q indicates finite failure to prove q.
To derive such a conclusion we have to consider all rules with head q; in the simplest
case it might be the case that all such rules are non-applicable (discarded).

So at the heart of the defeasible logic algorithm lie two principles: (a) that negative
conclusions denoting finite failure to prove are proved and recorded; and (b) that to
prove −p, all rules with head p must be considered. Since the MapReduce framework
does not allow communication between nodes, all the available information, for a given
literal p, must be processed by a single node, causing either main memory insufficiency
or uneven load balancing decreasing parallelization. In addition, storing both positive
and negative conclusions may become prohibiting on the Web-scale even for small
datasets due to the huge amount of generated data.

While many rule sets and ontologies are stratified, the restriction is quite severe and
in fact avoids most of the complexities in nonmonotonic reasoning. To overcome this
restriction, current works seeks to develop an alternative characterization of defeasible
logic, more tailored to being implemented with MapReduce. The main idea of is to
transform the defeasible reasoning algorithm in order allow reasoning based exclusively
on the positive derivation.

The new algorithm will allow the insertion of new knowledge to and the deletion
of existing knowledge that is no longer supported from the knowledge base. Moreover,
reasoning process will be divided into “derivation steps” and performed until no new
conclusion is derived or no existing conclusion is retracted.

To better understand the new approach and its difference to the original defeasible
logic algorithm, let us consider a simple example.

a
r1 : a ⇒ b
r2 : b ⇒ c
r3 : ⇒ ¬c

Initially r3 is ready to fire, but is attacked by rule r2. However +b has not been derived
yet, so r2 can be discarded and r3 can fire to deduce +¬c. Of course, at some stage
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in the derivation process, +a and +b will be derived. At that time, an inference rule
retracting +¬c will be applied, as the attacking rule r2 is no longer discarded but fires.

So the big difference to the original defeasible logic algorithm is this: in the new ap-
proach, a conclusion +p may be retracted when more conclusions are derived, whereas
in the original algorithm +p is derived once and for all. Thus seen, the new algorithm
avoids the storage of negative derivation information (−p) at the expense of allowing
conclusions to be retracted at a later stage.

Obviously, this approach is unnecessarily inefficient for an in-memory solution, but
it allows for a straightforward implementation using MapReduce. In each “derivation
step”, MapReduce regenerates the entire knowledge base. First, we calculate all the ap-
plicable rules given the current knowledge base and then perform defeasible reasoning
in order to generate the new knowledge base. Although an in-memory solution could
provide more optimal management of the knowledge base by applying only the com-
puted changes during each step, a solution based on MapReduce is able to handle huge
amounts of data and ensure scalability.

3.2 Well-Founded Semantics

One key difficulty in programming defeasible logic in MapReduce is the need to rep-
resent negative conclusions, as illustrated above. Therefore we have looked at another
nonmonotonic reasoning approach that doesn’t have this feature: Well Founded Se-
mantics (WFS) of logic programs [19]. Indeed we have found a MapReduce based
solution to computing WFS even in the nonstratified case, under some standard safety
conditions. The main idea is to compute the WFS by applying the alternating fixpoint
procedure [6].

This approach is based on the computation of two sets, namely an underestimate of
true literals (Ki) and an overestimate of true and undefined literals (Ui). We perform
reasoning adding (removing) gradually to the first (second) set of literals until no literal
can be added to or removed from both sets. At this point we reach a fixpoint, namely
we have a complete knowledge of which literals are true, undefined or false.

Earlier work [24] have addressed the computation of rules containing negative sub-
goals under the assumption of stratification. Our new approach calculates negative rules
in a similar manner with respect to the MapReduce framework, but, without the restric-
tion of stratification. For details on negative rules calculation over MapReduce readers
are referred to [24].

Consider the following program P:

a ← c, not b.
b ← c, not a.
c ← d.
d.
e ← e.

We first compute the set K0 which is the closure of the subprogram consisting only
of positive rules, namely K0 = {d, c} (a and b belong to negative rules, while e cannot
be inferred since it depends on itself). Consequently, each set Ui (correspondingly,Ki)
is computed as the closure of the program P provided that for each applicable rule, none
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of the negative subgoals belongs to Ki (correspondingly,Ui−1). Thus U0 = {d, c, b, a}
since a (as the negative subgoal “not a” in the second rule) and b (as the negative
subgoal “not b” in the first rule) do not belong to K0. We calculate K1 and U1 in the
same fashion resulting in K1 = {d, c} and U1 = {d, c, b, a}. Since (K0, U0) = (K1,
U1) we have reached a fixpoint, and thus, we can infer the following knowledge (where
BASE(P ) is the Herbrand base of the program P):

true literals = K1 = {d,c}
unknown literals = U1 −K1 = {b,a}
false literals = BASE(P )− U1 = {e,d,c,b,a} - {d,c,b,a} = {e}

In order to implement the new approach using the MapReduce framework we first
need to compute the closure of the subprogram consisting only of positive rules, namely
we perform reasoning until no new knowledge can be derived based on a positive rule.
Once we have calculated K0, the computation follows the following pattern. We calcu-
late the closure of the given program by incrementally building the Ui (correspondingly,
Ki) given a previously computed and unchangeable set Ki (correspondingly, Ui−1).
While computing Ui (correspondingly, Ki), a rule is applicable if its positive part is
supported by Ui (correspondingly, Ki) and none of the literals in its negative part is
supported by the previously computed set Ki (correspondingly, Ui−1).

To detect that fixpoint is reached, we need to keep track of four sets, namely Ki, Ui,
Ki+1 and Ui+1, while reasoning for the step “i + 1”. However, we need to check for
fixpoints only at the end of each step, namely when both Ki+1 and Ui+1 are calculated.
Given the four sets Ki, Ui, Ki+1 and Ui+1, we can establish whether (K0, U0) = (K1,
U1) in one MapReduce pass. The intuition of the fixpoint lies on the fact that K0 and
K1 contain the exact same literals, as do U0 and U1. We intend to verify, implement and
evaluate this approach, while results in [24] indicate that our new approach will turn out
to be scalable as well.

4 Inconsistency-Tolerant Reasoning: Beyond MapReduce

While the previous section has outlined MapReduce solutions for simple nonmono-
tonic approaches, there exist more complex solutions which are based on the idea that
alternative world views (e.g. extensions [18] or answer sets [10]) are computed. Such
approaches rely on the computation of alternative reasoning chains satisfying some
properties of maximality and internal coherence. And if enriched with priority informa-
tion, these reasoning chains are compared to identify the preferred chain(s).

In the area of the semantic web, such ideas lie at the heart of works on ontology
evolution [14] and ontology repair [20]. Intuitively, ways of repairing violations of in-
tegrity rules are successively built - obviously there are often more than one possible
ways to repair an integrity violation. In addition, the process is recursive as resolving
one invalidity may cause new violations. Once alternative repairs are computed, they
are compared w.r.t. a domain-dependent preference order to derive the optimal repair.

MapReduce is not well placed to generate good solutions to implementing this type
of approaches. Intuitively, the difficulty can be described as follows: this type of
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Fig. 1. Shared memory model

approaches need a certain degree of coordination between parallel tasks while the
MapReduce framework does not allow communication between nodes during paral-
lel computation (map and reduce phase). In addition, MapReduce is based on the idea
that each node starts from the exact same initial state (source code and in-memory infor-
mation) and operates on different data. However, problems such as ontology evolution
require solutions that allow each node to have access to the whole dataset, starting from
a different initial state (different violation resolution).

We can state it another way: MapReduce is known to be tailored towards “embarrass-
ingly parallel” problems. For reasons we outlined above, we believe that these complex
forms of reasoning do not fall under this category of problems. It follows that we need a
different, more complex computational model to do this type of reasoning at large scale.
A particular solution we envisage is based on the idea of parallel processes working on
a shared memory.

As shown in Figure 1, a solution for ontology evolution can be based on a shared
memory model. Initially, the knowledge base is loaded into the shared memory with
each worker (computer) having access to the whole knowledge base. As our knowledge
base may contain inconsistencies, we need to resolve all the violations resulting in a
consistent knowledge base. However, our approach is based on a static knowledge base,
namely instead of changing the knowledge base itself, each worker builds a solution by
keeping track of only the required changes over the knowledge base.

In essence, we may represent all the possible solutions as a tree where each violation
corresponds to node and each applied repair corresponds to an edge. By assigning dif-
ferent parts of the tree to each worker we reassure that each computer is working on a
different solution. Since our new model allows communication between nodes, we can
introduce several optimizations such as pruning techniques that will allow us to avoid
computing the same set of repair actions. In addition, if the best solution is considered
as the one with the least repairs applied and we have already found a solution at depth
k we may prevent the rest of the workers to search for solutions at depth k+1.

Each worker has to be able to build its solution based on the repairs that are already
applied and the violations that emerge due to the applied repairs. As the number of
workers is far less than the number of potential solutions, each worker is assigned to
a branch in the tree investigating which repairs may lead to a solution. We need to
store all the solutions as in a second phase, they will be ordered based on given repair
preferences in order to extract the optimal solution.
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5 Conclusion

In this paper we discussed the problem of implementing complex forms of large-scale
reasoning, capable of dealing with incomplete and inconsistent information. We ex-
plained some challenges and solutions for simpler forms of nonmonotonic reasoning
based on MapReduce. In addition, we worked out some limitations of MapReduce for
more complex forms of nonmonotonic reasoning, and proposed a new computational
architecture tailored towards these kinds of reasoning.

We intend to implement and evaluate the reasoning methods we discussed over
MapReduce or the new architecture. We will do so by running large-scale experiments
with synthetic and real data. We expect to target real-world applications in domains
such as smart cities and ambient assisted living.
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Abstract. With the cities ever growing and evolving much faster than
before, effectively managing road signs is a major problem, in particular
checking the positioning and contents of road signs in compliance with
related road sign regulations (RSRs) and validating if the newly built
road signs are consistent with existing road signs according to RSRs.
In this paper, we discuss challenges in developing road sign management
system and propose a data integration solution which provides a basis for
intelligent road sign management based upon the LarKC platform. We
then present methods for automatically verifying road signs according to
RSRs and simulating the process of generating new road signs when new
roads are to be built. The proposed system can bring much convinence
to decision makers and greatly decrease fees of the city operation.

Keywords: Semantic, Road Sign, LarKC, Consistency Checking.

1 Introduction

Big data refers to data sets that are too large and highly complex, traditional
data processing technology has been unable to meet the demand of big data
processing, and it is becoming a hot topic nowadays. With ever growing scales
of semantic data such as Linked Geo Data 1 , OSM2 , scalable semantic data pro-
cessing is becoming an important branch of big data processing, while knowology
mining and discovery based on the large scale semantic data sets is increasingly
signicantly. We have oberverd this trend in a Semantic-enabled Road Sign Man-
agement (SeRSM) system, in which the above mentioned data sets and urban-
related information are semantially integrated and road signs are intelligently
managed based on the LarKC platform.

1 http://www.linkedgeodata.org
2 http://www.openstreetmap.org/

Z. Huang et al. (Eds.): WISE 2013 Workshops 2013, LNCS 8182, pp. 11–22, 2014.
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LarKC3 (the Large Knowledge Collider) is a massive data-oriented distributed
incomplete reasoning platform [1] , in which semantic technology is used for mas-
sive knowledge representation, classification, reasoning, querying, and it has been
widely used in the field of life sciences, biomedical, urban computing areas. The
LarKC projects main goal is to develop a platform for reasoning using massive
amounts of heterogeneous information. The platform has a pluggable architec-
ture to exploit techniques and heuristics from diverse areas such as databases,
machine learning and the semantic web.

With the cities ever growing and evolving much faster than before, there have
been many new buildings (i.e., point of interest, POI in maps) and new roads are
built. Accordingly, new road signs should be built while some old ones should
be changed. Therefore, effectively managing road signs, in particular checking
the positioning and contents of road signs in compliance with related road sign
regulations (RSRs) and validating if the newly built road signs are consistent
with existing road signs according to RSRs, is a major problem. In this work,
we manually collect and maintain a database of all Zhenjiang (a city in Jiangsu
province) road signs. And other urban-related information is from open and free
sources. For example, The Open Street Map (OSM) provides free editable maps
of the world, while Wikipedia and Baidu provide many POI descriptions.

There are some challenges in this work. The first challenge is to deal with
heterogeneous data which has existed for a long time in many areas in computer
science and engineering, e.g., database systems, multimedia applications, net-
work systems, and artificial intelligence. Emanuele Della Valle [2] distingished
three levels of heterogeneity: Representational Heterogeneity, Semantic Hetero-
geneity, and Default Heterogeneity. What we met in this work is representational
heterogeneity which means semantic data are represented by using different spec-
ification languages.Semantic data in SeRSM are from different and independent
data sources, which may be developed with traditional technologies and model-
ing methods (e.g., relational DBMS) or expressed with semantic” formats and
languages (e.g., RDF/S, OWL, WSML); for example, geographic data are usu-
ally expressed in some geographic standard, road sign data are usually stored in
databases, etc. The integration and reuse of those data, therefore, need a pro-
cess of conversion/translation for the data to become useful together; Secondly,
road sign regulations are traditionally readable for humans but not for comput-
ers, the problem that how to translate these rules into computer-understandable
representation should be solved in advance to automatically verifies road signs;
Additionally, when new roads are to be built, if system could recommend what
road signs should be used and where to place them and whether some related
old road signs should be updated according to new-built roads. Such simulation
process would bring decision makers many conveniences and largely reduce risks
of building road signs.

To deal with the frist challenge, we propose a data integration solution based
upon the LarKC platform, which has been successfully applied in servral big data
projects[3,4]. For the second challenge, Lee T K[5] and Zhisheng Huang[6] has

3 http://www.larkc.eu/

http://www.larkc.eu/
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used SPARQL and OWL Horst reasoning to validate if a sequence of road signs
leads to a given address in Seoul road sign management system. In this paper,
we classify road sign errors in real world into four types, and encode the checking
rules and RSRs into SPARQL queries stored in configuration files, which makes
the system very flexible. For the last challenge, we fistly use WKT (Well-known
text)[7] to model the spatial geometry, then compute the qualitative spatial
relation and junctions between roads and appropriate road signs are generated
according to RSRs, the method used here is based upon mature theories about
spatial geometry and does not require any human intervention, which is fitting
to big data processing.

2 Verification of Road Sign According to RSRs

2.1 Types of Road Sign Errors

According to our investigation, there are serval types of road sign errors in real
worlds, including:

(1) Information overloading. There too much informaiton are contained in one
road sign panel, which may affect the quality of driver received information, and
may lead to driving operational errors and safety issues. An example is shown
in Figure 1.

(2) Unsuitable positioning. There several road signs are placed on one pole,
which is difficult to warn drivers. An example is shown in Figure 2.

(3) Inconsistency of road signs. Road signs are not placed in the suitable
poisitions according to RSRs or there are some contraditions between road signs.
An example is shown in Figure 3.

(4) Irregular signs. Road sign panels shape or color is not consistent with some
RSRs. An example is shown in Figure 4.

2.2 Road Sign Verification

The first three mentioned road sign errors can be resolved automatically by
our proposed methods, but the last one error types should be solved by other
techologies, for example, image processing, pattern recognition and so on. We
will not talk about this in this paper.

As will be described in section 4, the road sign data and other related data are
transformed into a uniformed representation, i.e., RDF, and they are managed
by LarKC. The error-checking rules and road sign regulations are encoded into
SPARQL queries and executed under the Owl Horst entailment regime including
some axioms of rdfs:isa, rdfs:subClassOf and owl:sameAS. For examle, for the
errror type 1, a SPARQL query is constructed as following:
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Fig. 1. Information Overloading Fig. 2. Unsuitability Apposition

Fig. 3. Inconsistency of road Signs Fig. 4. Irregular Signs

SELECT ?RSP ? RoadORPoI
WHERE
{

?RSPlant rdf:type its:RoadSignPlant.
?RSPlant wgs:lat ?RSPlant lat.
?RSPlant wgs:long ?RSPlant long.
?RSPlant its:hasRs ?RSP.
?RSP rdf:type its:RoadSign.
?RSP its:RoadSignIndicate ?RoadORPoI

}

If the number of query result is bigger than a setted threshhold, which means
that too much information is contained contained in one road sign. For such
case, the system would give some warning information to the users.

For error type 2, a SPARQL query is constructed as following:

SELECT ?RSP ?RSPlant
{

?RSPlant rdf:type its:RoadSignPlant.
?RSPlant wgs:lat ?RSPlant lat.
?RSPlant wgs:long ?RSPlant long.
?RSPlant its:hasRs ?RSP.
?RSP rdf:type its:RoadSign.

}
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Every road sign pole in the data base would be checked using above query, and
?RSPlant is the ID of the pole to be checked. If the number of query result of
give road sign pole ID is bigger than a setted threshhold, which means that too
many road sign panels are placed on one pole.

Most road sign errors are in type 3, i.e., position and naming of road signs are
not consistent with RSRs. For example, there no road sign attention to children
is placed aroud primary schools, kindergartens and so on, which contradicts with
following RSRs rule:

(R1) In the vicinity of primary schools, kindergartens, Children’s Palace, road
sign attention to children should be placed;

For such errors, the above RSRs rule is firstly translated into two sparql
queries as followings:

SPARQL query 1:

SELECT ?POI
{

?POI rdf:type POIType:Primary education. // ontology is used here

}

SPARQL query 2:

SELECT ?RSP ?RSPlant lat ?RSPlant long ?POI ?POI lat ?POI long
{

?RSPlant rdf:type its:RoadSignPlant.
?RSPlant wgs:lat ?RSPlant lat.
?RSPlant wgs:long ?RSPlant long.
?RSPlant its:hasRs ?RSP.
?RSP rdf:type its:RoadSign.
?RSP its:label ’attention to children’ ‘xmls:string.
?POI wgs:lat ?POI lat.
?POI wgs:long ?POI long.
?POI its:label ?label 8mls:string.
FILTER( abs(round(?RSPlant lat-?POI lat)) ≤0.01).

//to make sure road sign is around the POI

}

Above two queries are iteratively excuted. In the first loop, the first query
is excuted to get the result set of types of “Primary education” POI (primary
schools, kindergartens and Children’s Palace are Subtypes of Primary education
in Ontology). For each POI got from first loop, if result set of excuting the second
SPARQL query is empty, then we can make the decision that this POI doesnt
comply with the RSRs rule and should give some warning messages to users.

For some other complex RSRs rules, SPARQL queries may not work, plug-ins
should be developed for LarKC. For example, following RSRs rule:

(R2) Reminders should be set around the roundabout ranged from 30m
to 150m.
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if roundabout or junctions on roads are not be labeled on the map, verifying
these road signs may be impossible. So poisition and other information of these
key points should be identified in advance to verifying related road signs, which
can be implemented by plug-ins and workflows on the LarkC platform. We will
not elaborate these content in this paper.

3 Road Sign Design and Update for New Roads

When new roads are to be built, SeRSM can also give advices to decision makers
that what road signs should be added and where to place them, also it will warn
that what old road signs should be updated because of building the new roads.
On the system GUI, a start node and an end node of a new road can be selected
to add on the map. Then you can select to build a new road from the start node
to the end node.In this process, the system automatically computes all posibile
juctions with existing roads. Then the system would give some recommdations
about where to build new road signs and what content should be spcified in these
road signs, which are to be consistent with existing road signs.The Simulation
process allows an increased efficiency in the whole city as well as a decrease of
the city operation fees.

3.1 Model the Spatial Geometry According to WKT

In order to compute the junctions between new road and existing ones, the orig-
inal Map data are transformed into WKT formation,which is a text markup
language for representing vector geometry objects on a map, spatial reference
systems of spatial objects and transformations between spatial reference sys-
tems. In SeRSM, four kind of geometry objects are used, for example, POIs are
represented by multiPoint, a way is represented by lineString, a road is repre-
sented by multilineString and so on.Geometric objects used in the road nets are
as Figure 5.

Fig. 5. Geometric objects used in the road nets

Some examples are as Figure 5.

3.2 Compute the Qualitative Spatial Relation between Roads

The qualitative spatial relations between roads is computed by the Dimensionally
Extended nine-Intersection Model (DE-9IM)[8], which is a topological model and
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Fig. 6. Example of spatial data

a standard used to describe the spatial relations of two regions (two geometries
in two-dimensions, R2) and and was used as a basis for standards of queries and
assertions in geographic information systems(GIS) and spatial databases.

In DE-9IM, a 3*3 intersection matrix with true/false domain is computed
and geometry relations are clarified by matching the matrix with preseted binary
classification schemes. In this paper, four geometry relations are used to describe
relations between roads as shown in Figure 7.

Fig. 7. Relation types between roads

Some examples are as Figure 8. In the figure, name of roads are listed in
the first row and the first column,and relations betweent roads are labeled on
intersections.

3.3 Locate the Junctions and Generate Expected Road Signs

By using above mentioned method, we may know whether two roads are in-
tersected with eachother and its Spatial Relation type, to lacate the junctions
we can traverse all the points that constitute the roads, and common point(s)
between two roads are recognized as junctions. However, there are typically no
common points between new built roads and existing roads on the map, for
such cases, methods from analytic geometry can be borrowed to compute the
intersection points (junctions) between roads. As mentioned previously, roads
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Fig. 8. Example of Relations between roads

are abstractly represented by line segments, the problem can be formalized as
follows [9] :

Given two line segments, each line segments is defined by two points, i.e.,ls1 =
(x1, y1) , (x

′
1, y

′
1); ls2 = (x2, y2) , (x

′
2, y

′
2) We can firstly obtain the equation for

line segments as follows:
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′
1) (3)
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′
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And then compute the crossing point C as followings:
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When junctions between roads are recognized, corresponding roads can be lo-
cated on the map based on spatial relationships between junctions and roads. The
Next step is to place appropriate road signs especially indicative ones around the
junctions according to related RSRs. When the expected road signs are gener-
ated, it should be verified whether it is consistent with existing ones by methods
described in section 2. It would give some warning information if existing road
signs are found out to contradict with the new road signs.
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4 System Architecture

A data integration solution for urban information is investigated to provide a
basis for intelligent road sign management based upon the LarKC platform.
The solution supports data modeling and the integration of massive amounts of
linked geo-data, POI data, and road sign data, as well as scalable querying and
reasoning. The data are integrated using the mediation ontology illustrated in
Figure 9.

Fig. 9. Mediation ontology

Geographic data in SeRSM are defined primarily by three elements, i.e., node,
way and relation, where each way element are modeled as a sequence of nodes,
and a road on the map is composed of ways. Three types of node are modeled: (1)
the generic nodes that can identify either a junction between multiple roads or
just a point on a way; (2) the road sign (RS) nodes that indicate the presence of
a road sign; (3) the Zhenjiang POIs (ZJPOI) that indicate POIs from Baidu Map
and OSM. Node element corresponds to an actual node on the map which owns
latitude and longitude information, so ways and roads represented by sequence
of nodes will also have space trajectory information, which are benefitting to the
modeling of urban road network and intelligent management of road signs. The
architecture of SeRSM is shown in Figure 10.

As shown in figure2, the SeRSM system involves extremely large scale of
semantic data. To easliy handle and reason upon them, the large scale of semantic
data were converted to a uniform representation by runing some XSLT script
programs or other techologies. The process is shown in Figure 11.
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Fig. 10. Architecture of SeRSM

Fig. 11. Conversion of semantic data

5 Implementation (DEMO)

The data set we are manipulating contains about 3.9 million triples. 3 million
triples describe the streets of Zhenjiang, and were directly extracted from OSM.
0.8 million triples describe POIs related to road signs and come from the Baidu
map. 0.1 million triples describe road signs which are collected by our team
members. 32 Chinese road sign regulations related to positioning and naming
are encoded into SPARQL queries.User interface of SeRSM is shown in Figure 12.

In the SeRSM system, users use the web interface to post the operation re-
quirements to the SeRSM server.Those operation requirements include road sign
verification, simulations by selecting starting and ending node to build a new
road and generating expected road signs, etc. Figure 13. is an examle of newly
generated indicative road sign, in which the road signs location, remote, right
and forward indications are specified. The SeRSM server sends the SPARQL
queries to the SPARQL end point, which is launched by the SeRSM workflow
on the LarKC platform.
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Fig. 12. UI of SeRSM

Fig. 13. Examle of newly generated road sign

6 Conclusion

In this paper we focus on presenting the challenges in developing road sign
management system and propose a data integration solution which provides a
basis for intelligent road sign management based upon the LarKC platform. We
also propose methods for automatically verifying road signs according to RSRs
and simulating the process of generating new road signs when new roads are to
be built. The Simulation process allows an increased efficiency in the whole city
as well as a decrease of the city operation fees.
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In the work done so far we have found several data quality issues, especially
there usually existing different names for the same POI present both in OSM
and in Baidu map database, e.g., jiangkeda and jiangsu keji daxue (both for
jiangsu university of science and technology). For this, in future we may use some
semi-automatic techniques to assert owl: sameAs relationships, for example, full
Names and abbreviations recognition for Chinese entities.
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Abstract. In-memory big data OLAP(on-line analytical processing)  is time 
consuming task for data access latency and complex star join processing over-
head. GPU is introduced to DBMSs for its remarkable parallel computing pow-
er but also restricted by its limited GPU memory size and low PCI-E bandwidth 
between GPU and memory. GPU is suitable for linear processing with its po-
werful SIMD(Single Instruction Multiple Data) parallel processing, and lack  
efficiency for complex control and logic processing. So how to optimize man-
agement for dimension tables and fact table, how to dispatch different 
processing stages of OLAP(Select, Project, Join, Grouping, Aggregate) between 
CPU and GPU devices and how to minimize data movement latency and max-
imize parallel processing efficiency of GPU are important for a hybrid 
GPU/CPU OLAP platform. We propose a hybrid GPU/CPU Bitmap Join in-
dex(HG-Bitmap Join index) for OLAP to exploit a GPU memory resident join 
index mechanism to accelerate star join in a star schema OLAP workload. We 
design memory constraint bitmap join index with fine granularity keyword 
based bitmaps from TOP K predicates to accurately assign specified GPU 
memory size for specified frequent keyword bitmap join indexes. An OLAP 
query is transformed into bitwise operations on matched bitmaps first to gener-
ate global bitmap filter to minimize big fact table scan cost. In this mechanism, 
GPU is fully utilized with simple bitmap store and processing, the small bitmap 
filter from GPU to memory minimizes the data movement overhead, and the 
hybrid GPU/CPU join index can improve OLAP performance dramatically.   

Keywords: OLAP, hybrid GPU/CPU platform, star join, bitmap join index. 

1 Introduction 

Moore’s law drives hardware techniques move forward. First, the frequency of com-
puter kept increasing until power wall became bottleneck, and then the cores in-
creased gradually in general purpose CPU from dual core to deca-core processor 
(contains ten cores e.g. Intel Xeon E7-8870). Compared with larger and larger memo-
ry size(Max Memory size of TBs), more cores are required for in-memory big data  
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with larger bandwidth for just-in-time applications. In another way, many-core  
co-processors such as GPGPU and Intel Xeon Phi™ Coprocessor 5110P can provide 
more simple processing cores and higher memory bandwidth as shown in table 1. 

Table 1. Multi-core and many-core processors 

Type Xeon E7-8870 Xeon Phi 5110P Tesla K20X 
Core/thread 10 /20 60/240 2688 CUDA cores 
Frequency 2.40 GHz 1.053 GHz 732MHz 
Memory 4096GB(maximum) 8GB 6GB 
Memory type DDR-3  GDDR5 ECC GDDR5 
Memory bandwidth 30 GB/s 320 GB/s 249.6 GB/s 

(http://www.intel.com.cn, http://www.nvidia.com) 
 

GPU memory is much smaller but much faster in throughput than CPU memory. In 
table 1, nowadays GPU memory bandwidth exceeds 200GB/s. But limited GPU 
memory makes data intensive applications transfer large dataset from memory to 
GPU. Data movement overhead between GPU and CPU memory is much costly: in 
real system, the PCI-E×16 Bus can achieve a throughput of around 4GB/s, for mod-
erate computer, this throughput may be around 2GB/s which is far below the band-
width of CPU memory. So we have two choices for GPU: one is to utilize GPU as an 
off-board co-processor on the condition that GPU processing profit outperforms data 
movement overhead, and as the PCI-E throughput increases the performance profit 
rises up automatically. The other is focusing on the locality of GPU memory to make 
critical processing stage GPU memory resident, and make GPU as a key accelerator 
in whole query process.  

Behind the large web application such as E-business is big data warehouse. It is es-
sential for the backend data warehouse to provide real-time processing to create new 
value. In data warehousing workload, query cost mainly lies on two operations: one is 
sequential scan on big fact table with high memory bandwidth consuming; the other is 
star join between fact table and multiple dimension tables under foreign key refer-
ences. Join index[1] is a kind of index for join relation between tables, and bitmap 
join index[2] is commonly employed in data warehouse to reduce both join cost and 
fact table scan cost, but state-of-the-art in-memory analytical database such as Mo-
netDB[3], VectorWise[4], SAP HANA[5] etc. have not announced to support  
in-memory bitmap join index for analytical workload. Bitmap join index can map 
dimensional attributes to fact table bitmaps, joins can be dramatically reduced by 
bitmap filters. For complex queries, more dimensions involve more candidate bitmap 
join index processing overhead. This kind of sequential bitwise operation is suitable 
for GPU’s powerful SIMD processing, and the operation only output a small bitmap 
for low percent of fact table, this can reduce query cost. 

We propose a lightweight bitmap join index on hybrid GPU/CPU platform, GPU is 
used as bitmap join index container and engine, GPU memory is carefully used to 
hold the most frequently accessed bitmaps, bitmap operations are performed with low 
latency by GPU parallel processing power, the small bitmap filter is piped to CPU 
database engine to drop most useless processing cost. 

In this paper, our contributions include two folds: 

• A keywords based GPU bitmap join index for global database 
• A cost model for hybrid GPU/CPU platform based OLAP query processing 
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The key issues for GPU bitmap join index lies on how to manage bitmap join index 
with different cardinalities and different size in limited GPU memory and how to 
update index from main-memory to GPU memory. We propose a cost model for hybr-
id GPU/CPU platform to figure out key performance bottlenecks and how to leverage 
the overhead by distributing processing stages to different storage and processing 
platform. 

The related work is presented in Sec.2. GPU bitmap join index is discussed in 
Sec.3. Sec.4 shows the results of experiments. Finally, Sec.5 summarizes the paper. 

2 Related Work 

2.1 OLAP Query Processing 

Multiple joins, especially hash join[6,7,8] for the equal-join between primary-foreign 
key pairs, seriously affect OLAP performance. In CPU architecture, cache locality is 
essential for join performance. Radix-Decluster[9] is proposed to improve cache hit 
ratio by cache conscious radix partition. It is widely accepted in database and is also 
adopted in GDB[10,11] as a GPU hash join solution. The latest research discovered 
that partition based hash joins sounds good for multicore parallel processing but the 
answer is not exactly[12]. In OLAP scenario, star join requires multiple pass data 
partition and parallel join operations, and join stream materialization between two 
parallel joins are space and time consuming workloads. Furthermore, partitioning 
needs large swap memory and more logical controls. This is not suitable for GPU. So, 
for star join processing on GPU, simple one-pass parallel scan based star join is the 
best candidate.  

Invisible join[13] scans each foreign key column with probing in dimension hash 
table to generate join result bitmap, and then performs a bitwise AND operation on 
these bitmaps to produce star join result bitmaps. DDTA-JOIN[14] uses surrogate key 
as offset address of column in star schema and can avoid materializing fact table bit-
maps for star join. It is a bitmap and vector based star join algorithm, the one-pass 
scan based OLAP makes it suitable for multicore/many core processing. It is also 
proved to be higher performance than hash join based OLAP engines. 

As in-memory analytical database becomes larger and larger, foreign keys in big 
fact table are also big data for limited GPU memory, so moving foreign keys from 
memory to GPU memory to perform foreign key join[15] becomes the main bottle-
neck. DMA(Direct Memory Access) and asynchronous bulk implementation can help 
some but the bandwidth between the GPU and host main memory restricts sending 
foreign key columns for efficient GPU processing. 

2.2 Bitmap Join Index 

Bitmap join index can dramatically reduce big fact table scan cost and useless joins 
between dimension tables and fact table. It is organized as a B+-tree for low cardinali-
ty attribute, bitmaps which represent join positions in table to be joined are leaf nodes. 
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Bitmap join index can be created for single column, multiple columns, columns from 
different tables, even columns without direct join relations.  

The bitmap join index prefers to low cardinality columns for space efficiency, but 
low cardinality means that the selectivity of each member is higher than high cardi-
nality column. Index is tradeoff between space and performance. [16] proposed bit-
map join index selection strategy based on cost models of bitmap join index storage, 
maintenance, data access and join without indexes. Bitmap join index size can be 
accurately computed with cardinality and rows in fact table, and selectivity in each 
bitmap is accurate for evaluating data access cost. Selecting indexing attributes is key 
issue. Many data mining algorithms[17,18,19] are applied for choosing better index-
ing candidate attributes. A fine granularity bitmap join index mechanism is essential 
for improving space efficiency and index effectiveness.  

The frequency of indexed members may vary with different workloads, a dynamic 
index update mechanism is required for space constrain bitmap join index especially 
for a GPU memory resident bitmap join index with limited size. The existing re-
searches usually focused on how to develop a GPU based general purpose index, such 
as B+-tree index and hash index, GPU bitmap join index is still uncovered. 

3 Hybrid GPU/CPU Bitmap Join Index 

3.1 Architecture of Hierarchical Bitmap Join Index 

Bitmap join index is efficient for OLAP workload, query involved predicates in dimen-
sions or hierarchies can be mapped to bitmaps to identify join result without real join 
operations. But bitmap join index is space consuming index with big cardinality for 
each member in indexed columns producing one bitmap equal to the length of table to 
be joined. For the join example D⋈F, Di is the column to be indexed, | Di | is the cardi-
nality of Di, N is the rows of table F, then bitmap join index size S can be calculated as 
S=| Di |×N/8(Bytes). OLAP is multidimensional model based, and queries commonly 
involve many dimension columns in different dimension tables. So, bitmap join indices 
cover a large range of predicate candidates and need large storage space.  

For in-memory OLAP workloads, memory is more expensive than disk, so raw da-
ta should be resident in memory as much as possible to improve memory utilization. 
So bitmap join indexes must be space constraint for specified memory quotas, this 
constraint means that only specified m bitmaps can be memory resident from different 
disk resident bitmap join indices. Bitwise operations on large bitmaps are also cost-
ly(hundreds of ms) in memory resident processing scenario. While GPU is much  
superior in bitmap processing(hundreds ofμs). Compared with existing data-move-
process-move style join processing, bitmap join index is GPU resident, local 
processing, minimizing data movement and eliminating the vast majority of tuple 
joins in big fact table(the least selectivity 0.00000076% in Star Schema Benchmark, 
http://www.cs.umb.edu/~poneil/StarSchemaB.PDF). So we use GPU as bitmap join 
index processer to improve star join performance in a hybrid GPU/CPU platform, and 
this hybrid platform can adapt to the nowadays low PCI-E throughput circumstance. 
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Fig. 1. Hybrid GPU/CPU Bitmap Join Index Architecture 

We have three hierarchies for bitmap join indices storage: GPU memory, main-
memory(RAM) and disk. Creating more bitmap join indices can better improve query 
processing performance but consuming more space for the large amount of candidate 
bitmaps. According to Power law, only small proportion of all the candidate bitmaps 
is frequently accessed. So we propose a hierarchical bitmap join index mechanism for 
hybrid GPU/CPU platform in figure 1. 

Bitmap join indices are managed with 3-level container. Traditional bitmap join 
indices are created on disk to support a large join bitmap candidate set. The disk resi-
dent bitmap join indices are used as L3 level bitmap join index container. Bitmaps are 
organized with column granularity. By analyzing keyword logs in query statements, 
we choose TOP K frequent bitmaps from different bitmap join indices as global bit-
map join index. The K bitmaps are further divided into two sets: one is memory resi-
dent, the other is GPU memory resident. GPU memory resident bitmap join index is 
L1 bitmap join index contianer with highest processing power and a few GB memory 
size; memory resident bitmap join index is L2 bitmap join index container for speci-
fied memory quotas with relative lower bitmap processing performance. This hierar-
chical bitmap join index mechanism includes the following modules: 

• Keyword log derived from query statements to record keyword frequency 
• TOP K keyword mining for GPU/CPU bitmap join index candidates 
• Bitmap join index updating mechanism in hybrid GPU/CPU platform 
• Bitmap storage and compression 
• Bitwise operation in hybrid GPU/CPU platform 
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3.2 Keyword Log and TOP K Keywords Mining 

In a typical query, WHERE clause comprises with two types of conditions: equal join 
conditions and predicates. Predicates commonly include attribute name and predicate 
expression like the following query “SELECT d_year, c_nation, SUM(lo_revenue-lo_supplycost) 

AS profit FROM date, customer, supplier, part, lineorder WHERE lo_custkey=c_custkey   AND 

lo_suppkey=s_suppkey   AND lo_partkey=p_partkey   AND lo_orderdate=d_datekey   AND 

c_region=’AMERICAN’   AND s_region=’AMERICAN’   AND (p_mfgr=’MFGR#1’ OR 

p_mfgr=’MFGR#2’) GROUP BY d_year, c_nation ORDER BY d_year, c_nation” 
Keywords are extracted from WHERE clauses except equal join clauses no matter 

they are from fact table, dimension tables or which attributes they belong. Keywords 
are organized with uniform name, for example: 

• d_year=1993➪d_year_1993 
• lo_discount between1 and 3➪lo_discount_between_1_3 
• lo_quantity < 25➪lo_quantity_ <_25 
• s_region = 'AMERICA'➪s_region_AMERICA 

The principle of uniform keyword name is: table name(in short)_attribute 
name_operator(equal can be neglected)_key(between operator has another key). 

Keywords derived from query are piping to keyword log with timestamp, uniform 
keyword, count, …, to maintain a keyword access history information. LRU or fre-
quent keywords mining can be employed to identify TOP K frequent keywords as 
bitmap join index candidates.  

We can also use counter list as a lightweight TOP K keywords identification me-
thod. Each keyword in counter list denotes one counter in specified time window. So 
we can maintain a frequency list for continuous periods, recency can also computed 
with latest frequency items. We also set up a weighted frequency model based on 
frequency list and selectivity: 

• F=a0+2-1a1+2-2a2,…,2-nan, where ai is the ith frequency of time windowi, frequency 
reduces as time window get old, and the latest windows have higher effectiveness 
for the weighted frequency;  

• let Fw=f(s)×F, where s represents selectivity of keyword varies from 0 to 1, f(s) 
generates a selectivity weight to encourage high selective keywords to be in-
dexed(we set f(s)=1+(1-s)/5 to generate a maximal 1.2 weight for high selective 
keyword). So, weighted frequency Fw can represents frequency, recency and  
selectivity.  

We use TOP K method to create K candidate keywords; K is configured according 
to RAM quotas and GPU memory for bitmap join index. Let Gm denotes GPU memo-
ry size(byte), Cm denotes assigned memory size(byte), K is calculated as: 

K=KG+KC= 8×Gm/N+8×Cm/N 

The first KG keywords are in L1 GPU memory bitmap join index and the next KC 
keywords are in L2 RAM bitmap join index. 
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3.3 Adaptive Bitmap Join Index Update 

L3 disk resident bitmap join indices are maintained by users with “create index…” or 
“drop index…” SQL commands. L1 and L2 level bitmap join index is a subset(K 
members) of superset(union all bitmap join indices). We use a triplet group to manage 
L1 and L2 level bitmap join index: 

Keyword_Bitmap_Join_index<keyword, flag, bitmap>, where keyword is the uni-
form keyword name, flag is “G” or “C” to identify whether bitmap for current key-
word is GPU resident or memory resident, bitmap denotes the address or array name 
for join bitmap. Keyword_Bitmap_Join_index can be further simplified as key/value 
store without bitmap when we use uniform keyword name as bitmap name both in 
main-memory and GPU memory. 

We invoke keyword log mining periodically to update TOP K frequent keyword 
candidates to make bitmap join index more efficient. The latest TOP K keyword can-
didates may change some join bitmaps by upgrading from low level container to 
higher level or degrading from higher level to low level container. If some keywords 
from non-indexed columns are frequently used, new disk resident bitmap join index 
should be created to enlarge bitmap join index candidate set. 

Keyword_Bitmap_Join_index can be organized with hash table or other structure to 
support efficient access by keyword. 

3.4 Bitmap Store in GPU 

In SSB workload, the selectivity in each dimension table is much higher than typical 
OLTP workload(varies from 6/7 to 1/1000). Due to high dimension characteristic, the 
overall selectivity is low(varies from 3.4% to 0.00000076%). GPU memory holds two 
types of bitmaps: one is join bitmaps from bitmap join indices, the other is bitmap 
filter for join bitmap bitwise operation result. The join bitmaps should be uncom-
pressed to perform an equal length bitwise operation with vector based SIMD(Single 
Instruction Multiple Data) operation, the high selective bitmap filter can be com-
pressed to minimize transfer overhead from GPU memory to main memory. 

[20] proposed GPU based WAH(word aligned hybrid) bitmap compression with 
machine word length value. As the selectivity of filter is extreme low, we use a 
lightweight compression method like VOID in MonetDB, each “1” position in the 
bitmap is recorded in a W-bit array(position array). The compression ratio can be 
calculated as: Cratio=η×N×W/N=η×W, where η denotes selectivity of ‘1’, W denotes 
array width(bits), W=log2N. Considering the CPU cost for non-padding W-bit array, 
we only use fixed length of standard data type as byte(8-bit), short(16-bit) and int(32-
bit). For example, in an OLAP workload with 600,000,000(SSB dataset, SF=100), W 
is set with 32. We can see in table 2 that only when selectivity goes below 3.1%(1/32) 
can position array compression gains benefits. For most low selectivity bitmap filters, 
position array compression can reduce data movement overhead. 

Let BGPU2RAM denotes bandwidth(bytes/s) between GPU and memory, the transfer 
latency from GPU to RAM can be evaluated by: 

TGPU2RAM=4×η×N/BGPU2RAM 
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Table 2. Compression ratio of bitmap filter 

Query selectivity 
compress 

ratio 
TGPU2RAM(ms) Query selectivity 

compress 
ratio 

TGPU2RAM(ms) 

Q1.1 1.90% 60.80% 18.24 Q3.2 0.14% 4.48% 1.344  

Q1.2 0.07% 2.24% 0.67 Q3.3 0.01% 0.32% 0.096  

Q1.3 0.01% 0.32% 0.10 Q3.4 0.00008% 0.00243% 0.001  

Q2.1 0.80% 25.60% 7.68 Q4.1 1.60% 51.20% 15.360  

Q2.2 0.16% 5.12% 1.54 Q4.2 0.46% 14.72% 4.416  

Q2.3 0.02% 0.64% 0.19 Q4.3 0.01% 0.32% 0.096  

Q3.1 3.40% 108.80% 32.64 AVER 0.66% 21.12% 6.34  

 
For a moderate PCI-E channel with 2.5GB/s bandwidth/throughput, we can evaluate 

ideal TGPU2RAM with position array compression in SF=100 SSB dataset in table 2. 

3.5 Bitmap Join Index Based OLAP 

We show how the hybrid bitmap join index improves OLAP performance in figure 2. 
SQL statement is parsed to derive uniform keywords from predicate expressions, by 
probing in Keyword_Bitmap_Join_index hash table to locate indexed bitmaps to con-
struct a predicate tree in the right of figure 2. GPU resident keyword bitmaps are 
marked with dark color, and memory resident keyword bitmaps are marked with 
white color. The whole predicate tree is divided into three region: R1, R2 and R3. R1 
is GPU resident predicate sub-tree, R2 is hybrid predicate sub-tree, and R3 is memory 
resident sub-tree. R1 is processed by GPU, R2 is pruned for its OR operator span 
GPU and memory bitmaps, the GPU bitmap filter is transferred to memory to perform 
R3 process in final stage. If R2 is all memory resident keywords, R1 and R2 
processing can be performed in parallel.  

 

Fig. 2. Bitwise operation for query predicates 

For the case in figure 2, if all predicates locate bitmaps in either GPU or memory, 
the join with supplier can be removed by bitmap filtering of ‘s_region_AMERICA’ 
because there is no grouping attributes on supplier table, and join with part table can 
also be removed for the same reason. So bitmap join index simplifies 5-table star join 
to 3-table star join.  
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3.6 Cost Model 

For a hybrid GPU/CPU OLAP platform with bitmap join indices, an OLAP query 
can be divided into several stages: 

• Pre-process. SQL statement is parsed to derive uniform keywords to locate join 
bitmaps in L1 and L2 bitmap join index containers. 

• Bitmap processing. Bitwise operations on GPU and CPU can be performed in pa-
rallel; the processing time can be overlapped. 

• GPU bitmap filter transferring. Transferring GPU bitmap filter to memory with 
compressed position array. 

• Bitwise operation between GPU bitmap filter and CPU bitmap filter for final join 
filter. 

• Filtering fact table for re-written SQL processing. 

The total processing cost Ttotal can be modeled as: 

TQ=Max(TGPU_bitwise+ TCPU_bitwise)+ TGPU2RAM+ Tfinal_bitwise+ TQ’_proc 

In order to minimize query processing latency Ttotal, we should improve bitmap hit 
ratio of GPU bitmap join index. In ideal cost model, query predicates can all be lo-
cated in GPU memory, then GPU is a full speed join accelerator. The cost model can 
be simplified as: 

TQ= TGPU_bitwise+ TGPU2RAM + TQ’_proc 

For high selective queries, GPU bitwise operation is very efficient with microse-
conds latency, data movement latency is minimized by position array compression for 
minimal data size, and query processing with CPU also benefits from high selective 
filtering for minimal big table scan cost and less join cost. 

4 Experiments 

Our experiments are conducted on a HP ProLiant BL460c G7 server with two Intel® 
Xeon® Processor E5645 (6-core, 12M Cache, 2.40 GHz), 48GB memory and 300G 
10Krpm 2.5’ SAS hard disk. The OS version is ubuntu-11.10-server-amd64, with gcc 
version 4.3.4. We use SSB(a formal schema of TPC-H) dataset with SF=100. With 
standard SSB data generator, the row number of fact table is 600,000,000, and four 
dimension tables only occupy 0.84% in total size. 13 queries involve from 1 to 4 di-
mensions. We load fact table into array oriented column store to provide positional 
scan according to keyword bitmap filter.  

4.1 Bitmap Join Index Based OLAP 

For we have less information about bitmap join index from existing research work, 
we first develop experiments to measure the improvement of bitmap join index for in-
memory OLAP. 

We have developed C++ based DDTA-JOIN as column analytical engine for in-
memory OLAP, we use column store and column processing like open-source 
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MonetDB, DDTA-JOIN uses a directly dimensional tuple access by mapping foreign 
key to array offset of dimensional column to reduce hash join cost, the costly star join 
is simplified as star filtering on bitmaps with specified positions. We further design 
bitmap join index to evaluate the performance improvement of bitmap join index.  

Table 3. Bitmap join index DDTA-JOIN performance 

ms DDTA-JOIN 
Bitmap join index DDTA-JOIN 

bitmaps Bitwise BIndex Join Total Improvement selectivity 

Q1.1  1891.61 1 0 1169.27 1169.27 62% 15.1342% 

Q1.2  888.669 1 0 110.86 110.86 702% 1.3087% 

Q1.3  824.195 2 153 26.11 179.11 360% 0.2881% 

Q2.1  1471.48 2 153.03 660.68 813.71 81% 0.8052% 

Q2.2  1006.2 2 170.6 132.09 302.69 232% 0.1568% 

Q2.3  984.181 2 159.13 18.87 178 453% 0.0220% 

Q3.1  4544.22 3 204.42 3545.98 3750.4 21% 3.6745% 

Q3.2  1027.4 3 208.29 180.21 388.5 164% 0.1479% 

Q3.3  900.072 3 198.31 8.59 206.9 335% 0.0058% 

Q3.4  915.074 3 211.7 2.89 214.59 326% 0.0001% 

Q4.1  2334.07 3 217.13 1217.9 1435.03 63% 1.6241% 

Q4.2  1455.5 4 259.54 402.59 662.13 120% 0.3962% 

Q4.3  1124.59 3 213.07 188.32 401.39 180% 0.0380% 

Aver 1489.79  165.25 589.57 754.81 238.42% 1.82% 

 
We can see in table 3 that bitmap join index can efficiently improve OLAP per-

formance from average processing time 1489.79ms to 754.81ms, the average process-
ing latency reduces 50%. For CPU, bitwise operation is costly for O(n) complexity 
and CPU bound. In low selectivity queries such as Q2.3, Q3.3, Q3.4 and Q4.3, bit-
wise operation cost dominates the total cost. With bitmap filter, DDTA-JOIN is much 
faster than standard DDTA-JOIN. If we compare DDTA-JOIN column with BIndex 
Join column, we can get maximal speedup ratio of 702% in Q1.2 and average speedup 
ratio of 238%. These experimental results prove that filtering big fact table and prun-
ing unnecessary joins can improve OLAP performance dramatically. 

Now let’s focus on bitwise latency again. Bitwise operation is simple for large 
amount of rows but needs a high bandwidth and powerful SIMD. It is very suitable 
for GPU. 

4.2 GPU as Bitmap Join Index Accelerator 

From the detail information of table 3, bitwise overhead comes to be new bottleneck, 
especially for low selectivity queries. Fortunately, bitwise operation on bitmap join 
index is linear and simple processing adapt to GPU’s high SIMD processing power. 
Furthermore, the GPU memory resident keyword based bitmap join index mechanism 
support local processing and only outputs very low selectivity bitmap filter with effi-
cient position array compression. Both the local processing latency and PCI-E transfer 
latency are minimized. 
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We use a moderate GeForce 610M GPU as bitmap join index accelerator. The 
GPU supports CUDA 2.1, designed with 1GB DDR-3 on-board memory, 48 CUDA 
cores, processor core clock is 1.48Ghz, each block supports 1024 threads, and band-
width between GPU memory and main-memory is about 2.5GB/s. This GPU is not 
the latest powerful GPU but a moderate GPU for common configuration. We design 
experiment to show that on the key processing bottleneck, a moderate GPU can out-
perform multicore processor.  

Each query involves 2-3 selective bitmaps to speedup query processing. Even a 
low end GPU is far superior to multicore CPU on bitwise operation for bitmaps. Table 
4 shows the results of GPU bitwise latency.  

Table 4. GPU bitmap join index processing latency(ms) 

Query Bitwise Transfer Total Query Bitwise Transfer Total 

Q1.1 0.000  31.08 31.08 Q3.2 0.027 1.64 1.66 

Q1.2 0.000  13.11 13.11 Q3.3 0.027 0.22 0.25 

Q1.3 0.000  2.89 2.89 Q3.4 0.027 0.16 0.19 

Q2.1 0.027  8.00 8.02 Q4.1 0.027 15.98 16.01 

Q2.2 0.026  1.73 1.75 Q4.2 0.027 4.03 4.05 

Q2.3 0.026  0.39 0.41 Q4.3 0.027 0.56 0.59 

Q3.1 0.027  29.67 29.70 AVER 0.021 8.419 8.440 

 
Compared with table 3 we can see that GPU is average 240 times faster than CPU, 

bitwise operation on big bitmaps only cost less than 30 μs latency. Due to the very 
low selectivity of result bitmap filter and position array compression, even the low 
bandwidth can support very low bitmap join index result transfer latency at several 
ms. As a result, a moderate GPU bitmap join index accelerator can provide less than 
10 ms level response. 

Table 5. GPU bitmap join index DDTA-JOIN 

ms DDTA-JOIN 
GPU Bitmap join index DDTA-JOIN 

bitmaps Bitwise BIndex Join Total Improvement selectivity 

Q1.1  1891.61 1 31.076 1169.27 1200.35 58% 15.1342% 

Q1.2  888.669 1 13.1118 110.86 123.972 617% 1.3087% 

Q1.3  824.195 2 2.8909 26.11 29.0009 2742% 0.2881% 

Q2.1  1471.48 2 8.0247 660.68 668.705 120% 0.8052% 

Q2.2  1006.2 2 1.754 132.09 133.844 652% 0.1568% 

Q2.3  984.181 2 0.4118 18.87 19.2818 5004% 0.0220% 

Q3.1  4544.22 3 29.695 3545.98 3575.68 27% 3.6745% 

Q3.2  1027.4 3 1.6633 180.21 181.873 465% 0.1479% 

Q3.3  900.072 3 0.2512 8.59 8.8412 10080% 0.0058% 

Q3.4  915.074 3 0.19082 2.89 3.08082 29602% 0.0001% 

Q4.1  2334.07 3 16.0077 1217.9 1233.91 89% 1.6241% 

Q4.2  1455.5 4 4.0528 402.59 406.643 258% 0.3962% 

Q4.3  1124.59 3 0.5893 188.32 188.909 495% 0.0380% 

Aver 1489.79  8.44 589.57 598.01 3862.27% 1.82% 
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4.3 Performance of Hybrid Processing Engine 

Updating table 3 with CUDA programmed GPU bitmap join index processing, we can 
further reduce index processing overhead. The average bitmap join index processing 
latency has reduced from 165.25 ms to 8.44 ms, the total processing latency also re-
duces from 754.81 ms to 598.01 ms, the average improvement remarkably increases 
from 238.42% to 3862.27%. Especially for low selectivity queries, bitmap join index 
overhead is no longer bottleneck for overall performance, and the improvements also 
increase rapidly. 

In table 6, the VectorWise, original DDTA-JOIN algorithm, CPU based bitmap 
join index DDTA-JOIN and GPU based bitmap join index DDTA-JOIN algorithms 
are all compared to analyze how and when GPU bitmap join index accelerator can 
gain largest benefits.  

DDTA-JOIN has comparable performance in SSB with improved foreign key 
mapping instead of hash join to gain better performance. GPU bitmap join index is a 
tradeoff between performance and space. In experiments, we measure the maximal 
accelerating benefit by assume that all involved keywords have join bitmaps in GPU 
memory, but that is the ideal scenario. With 100GB dataset, 600,000,000 rows need 
about 70MB for each bitmap, nowadays GPU can hold about 100 join bitmaps, only 
high selective and high frequent keywords should create GPU bitmap join index.  

Table 6. GPU bitmap join index DDTA-JOIN 

ms VectorWise DDTA-JOIN BJIDDTA-JOIN GBJIDDTA-JOIN improvement of 
GPU/CPU selectivity 

Q1.1  846.00 1891.61 1169.27 1200.35 -2.59% 15.1342% 

Q1.2  604.00 888.67 110.86 123.97 -10.58% 1.3087% 

Q1.3  581.00 824.20 179.11 29.00 517.60% 0.2881% 

Q2.1  2876.00 1471.48 813.71 668.70 21.68% 0.8052% 

Q2.2  2641.00 1006.20 302.69 133.84 126.15% 0.1568% 

Q2.3  2326.00 984.18 178.00 19.28 823.15% 0.0220% 

Q3.1  5116.00 4544.22 3750.40 3575.68 4.89% 3.6745% 

Q3.2  3451.00 1027.40 388.50 181.87 113.61% 0.1479% 

Q3.3  2631.00 900.07 206.90 8.84 2240.18% 0.0058% 

Q3.4  1018.00 915.07 214.59 3.08 6865.35% 0.0001% 

Q4.1  4730.00 2334.07 1435.03 1233.91 16.30% 1.6241% 

Q4.2  3999.00 1455.50 662.13 406.64 62.83% 0.3962% 

Q4.3  8088.00 1124.59 401.39 188.91 112.48% 0.0380% 

Aver 2992.85 1489.79 754.81 598.01 838%   

 
We can see in table 6 that selectivity higher than 10% gains limited improvement. 

Cache line is 64 bytes, for int type column scan, when selectivity is higher than 4/64, 
no cache lines can be skipped to reduce memory bandwidth consumption. When se-
lectivity is lower than 1/16(6%), unnecessary cache line accesses can be skipped. We 
can see from table 6 that when selectivity is lower than 10%, bitmap join index can 
gain high benefit, and when selectivity is even lower than 1%, GPU bitmap join index 
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accelerating effectiveness is encouraging. For low selectivity queries such as Q1.3, 
Q2.3, Q3.3, Q3.4 and Q4.3, GPU based bitmap join index can greatly reduce index 
processing latency and overall query processing latency.  

As a summary, bitmap join index is effective for in-memory OLAP, but we also 
have to consider some rules: 

• Low cardinality columns are space efficient for bitmap join index but the high 
selectivity of each bitmap brings limited performance improvement. 

• OLAP is multidimensional processing with bitmap join indices from different di-
mension tables, if multiple frequent but high selectivity bitmaps can generate over-
all low selectivity bitmap filter, these bitmaps are to be hold. 

• Frequent keywords in different high cardinality columns are useful, keyword based 
global bitmap join index instead of column based bitmap join indices is necessary. 

5 Conclusions 

State-of-the-art GPU is powerful with local memory but has bottleneck on low PCI-E 
throughput. OLAP query can be considered as extracting small multidimensional 
dataset from big data cube for aggregate, the small dataset retrieval process can be 
either performed by traditional star join or supported by bitmap join index. Star join in 
GPU is still a hard work for both data movement overhead and multiple parallel join 
processing. The existing researches usually focus on two table join, the partition 
overhead in star join will be even higher. We propose GPU bitmap join index me-
chanism because bitmap join index is efficient to process star join with simple bitmap 
processing with controlled memory assignment. The GPU can also be used as plugga-
ble bitmap join index accelerator for exiting OLAP system with a loose API for addi-
tional big table filtering service. 
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Abstract. Road Network Modeling is a fundamental issue for urban
computing and uses massive primitive geospatial data retrieved from
Geographic Information Database. The modeling for road network is
extremely complicated because of the scalable and reticular relations
between the roads in the city. In this paper, we propose an approach
of qualitative spatial relation and semantic web based predication for
road network modeling, and define five spatial relation predicates ac-
cording to the notions in point-set topology for better representing the
spatial relation between roads. The roads and junctions in road network
are modeled as standardized well-known text literals, and deterministic
spatial realtions are calculated by spatial relation reasoning. Then, all
road network elements and their relations are stored as RDF triples into
LarKC, a platform for scalable semantic data processing and reasoning.
In this paper, we show that the triplized road network data stored in se-
mantic web repository is very convenient for spatial information quering
and junction type calculation.

Keywords: road network, spatial relation predicates, point-set topol-
ogy, LarKC.

1 Introduction

Road Network Modeling is a fundamental issue for Urban Computing which
is an emerging field of study that focuses on technology applications in public
environments. The road length all over the world has totally reached 102,260,304
kilometers in 2008 and are still increasing fast these years. A large number of
geographic database has been used to store spatial data of the roads up to date.
The relations’ number between roads is exponential compared to the number of
roads and has become an incredible big digit. If the deterministic spatial relation
can be calculated and stored in geographic information system, it will be more
efficient to query the roads which have specified spatial relation with others, or
some roads which share the same junction.

Big geographic data has been provided on the Web and become available
data sets for road network modeling. OpenStreetMap1 is one of the free datasets

1 http://www.openstreetmap.org/
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available which include worldwide geographic data. It defines element Node and
Way to represent geographic point and line respectively, and can be retrieved as
linked data provided on LinkedGeoData2 which is a large spatial knowledge base
derived from OpenStreetMap. The contents in OpenStreetMap and LinkedGeo-
Data are equivalent and provide adequate two-dimensional geospatial data. A
third optional dimension, altitute, just as latitude and longitude for locating a
spatial point, can also be recorded.

Even these geographic dataset provide enough coordinate information for the
spatial features, they don’t contain explicit spatial relations between them. Re-
gion connection calculus [1] are widely used to represent qualitative sptaial re-
lation between two regions. 9-Intersection Model was developed by Clementini
and others[2][3], based on the seminal works of Egenhofer and others[4][5] ,and
was used as a basis for standards of queries and assertions in geographic in-
formation systems (GIS) and spatial databases were introduced. These spatial
relation information is not only useful, but also big because the underlying geo-
graphic data is large-scale. If this useful and big spatial relation information can
be stored explicitly in geographic information system, it will be convenient for
some applications to query according to spatial relationship.

In this paper, we propose an approach of qualitative spatial relation reasoning
which comes from a major brunch of spatial-temporal study. The qualitative
aspects of road network are abstracted in terms of notions in point-set topology
theory. The elements of road network are modeled as standardized well-known
text, which is a text markup language for representing vector geometry objects
in map. Five common binary spatial relation predicates between roads are also
defined here, which include Touches, Joins, JoinsedBy, Crosses and Disjoint.
Each relation can be denoted by a four-tuple, according to the relation between
two geometries’ interior and/or bounday. These four-tuple spatial relations are
later extended as 9 intersection model[6], for easier calculating spatial relation
by some application interface like GeoSPARQL[7].

After getting the spatial relation between roads, we also use point-set theory
to calculate the intersection between roads which have spatial relation except
Disjoint. The common point set shared by roads is the junction between them
and are modeled as POINT literal or MultiPoint literal of well-known text.
We also give a practial algorithm to calculate the type of junction by spatial
relation between junction and related roads. All road network elements and their
relations are stored as RDF triples into LarKC, a platform for scalable semantic
data processing and reasoning3, at last. This explicit triplized spatial knowledge
provides an efficient way for geographic information application to query later.

OpenStreetMap currently lacks of practical sources and devices to provide
the altitude of a given spatial point. It is limited for us to process spatial data
assuming they are on the same plane and focus on at-grade road junction, in-
stead of grade-separated road junction. Because of the big amount of available

2 http://www.linkedgeodata.org/
3 http://www.larkc.eu

http://www.linkedgeodata.org/
http://www.larkc.eu
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geographic data and extremely heavy spatial reasoning, some new computing
architecture should be adopted for massive geographic data processing.

The remainder of this paper is organized as follows: Section 2 introduces the
method about how to model road network elements, including road and junction.
Section 3 gives an approach to represent spatial relation between roads and five
predicates are defined based on point-theory topology. We apply it on some data
from geographic database and discuss about the result. In Section 4, we design
an algorithm which is still based on point-set topology to calculate the type of
junction and has a contrast with the geographic landform. The conclusion is
given in Section 6 and future researches are also discussed based on the previous
results.

2 Road Network Spatial Structure

2.1 Road Network Elements

Road Network is the network of motorways, trunk roads and principle roads that
serve the country’s strategic transport needs. Road Networks, roads, and junc-
tions are examples of natural language terms whose semantics can be described
by affordances of their referents[8].

(a) LineString (b) MultiLineString

(c) LinearRing (d) Point (e) MultiPoint

Fig. 1. Typical Geometry Objects Type

The most important objects to construct road network are roads and junctions
in a city. These objects will be represented as different geometry objects shown
in Fig 1. The white dot represents the first node of a sequence while the dark
ones do not. A road is a route or way on land between two places, which has
been paved or otherwise improved to allow travel by some transport. We model
the road which has one roadway as a LineString in Fig 1(a), and the road with
two roadways as MulitLineString which has and only has two LineString shown
in Fig 1(b). As a special case, ring road is modeled as LinearRing shown in
Fig 1(c). More complicated road which has fork is not considered in this paper.
A junction is a location where vehicular traffic going in different directions can
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proceed in a controlled manner designated to minimize accidents. We model the
junction as Point, as in Fig 1(d) or MultiPoint, as in Fig 1(e) according to how
many intersected points between roads.

2.2 Types of Junctions

Two different types of junction between roads exist according to whether the
relative roads are at grade or not. One type is interchange and the other is
intersection. Interchange are junctions where roads pass above or below one
another, preventing a single point of conflict by utilizing grade separation and
slip roads. The terms motorway junction and highway junction typically refer
to this layout. Intersections do not use grade separation and road cross directly.
Forms of these junction types include Roundabouts and traffic circles, priority
junctions, and junctions controlled by traffic lights or signals.

In this paper, we focus on the secondary type of junction which may be
explicit or implicit. The explicit intersection is a Node element which has a
special tag indicating that the node has contributed to constructing different
ways. Instead of having correspond Node element in OpenStreetMap, the implicit
intersection has an implicit spatial point due to the intersected road trajectories.
This problem is due to quality issues in the OpenStreetMap data set, so not all
the junctions are explicitly stated.[9] These implicit junctions can be calculated
by the following sptial topological reasoning approach.

(a) explicit intersection (b) implicit intersection

Fig. 2. Intersection in OpenStreetMap

3 Spatial Relations between Roads

3.1 Point-Set Topology

Point-set topology is the branch of topology which studies preperties of topolog-
ical spaces and structures defined on them. A topology on X, which is a set, is
a collection A of subsets of X that satisfies the following three conditions:
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(1) the exmpty set and X are in A,
(2) A is closed under arbitrary unions,
(3) A is closed under finite intersections.

A topological space is a set X with a topological A on X. The sets in a topology
on X are called open sets, and their complements in X are called closed sets. The
collection of closed sets satisfies the following conditions:

(1) contains the empty set and X,
(2) is closed under arbitrary intersections,
(3) is closed under finite unions.

The notion of interior, boundary, and closure used in point-set theory are
defined as follows[4]:
Interior: Given Y ⊂ X , the interior of Y, denoted by Y ◦, is defined to be the
union of all open sets that are contained in Y.
Boundary: The boundary of Y, denoted by ∂Y , is the intersection of the closure
of Y and the closure of the complement of Y.
Closure: The closure of Y, denoted by Y , is defined to be the intersection of all
closed sets that contain Y.

3.2 Approach for Describing Topological Spatial Relations

Binary topological relationships may be defined in terms of the boundaries and
interiors of the two objects to be compared. A formalism is developed which
identifies 16 potential relationships[10]. Our approach describes the topological
spatial relations between two subsets, road A and road B, of a topological space X
is based on a consideration of the four intersections of the boundaries and interior
of the two sets A and B, i.e., ∂A ∩ ∂B, A◦ ∩ B◦, ∂A ∩ B◦, and A◦ ∩ ∂B. The
topological spatial relation between two sets is preserved under homeomorphism
of the underlying space X.

Some comlete and orthogonal predicates should be defined to describe the
spatial relation knowledge between roads. In point-set topology theory, 57rela-
tions between two lines, 33 of them can be realized between simple lines[6]. And
8 spatial popularly used spatial relations derived from DE-9IM[11] are widely
used and have been adopted in OGC GeoSPARQL specification[7] as the Simple
Features Topological Relations. The explicitly stated predicates in GeoSPARQL
can not provide complete and orthogonal topological relations between roads.
This problem will be solved by defining five dedicated topological predicates as
depicted in Fig 3.

We use tuple with four elements to describe a topological spatial relation. Each
element of the tuple correspond to different set intersection combination between
two geometries. The four elements are interior-interior intersection, interior-
interior intersection, boundary-interior intersection, and interior-boundary in-
tersection respectively. The sixteen possibilities from those combinations are
summarized in Table 1:
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(a) Touches (b) Joins

(c) JoinsedBy (d) Crosses (e) Disjoint

Fig. 3. Five Spatial Relation between Rods

Table 1. 16 Possible Combinations and Their Semantic

Relations A◦ ∩B◦ A◦ ∩ ∂B ∂A ∩B◦ ∂A ∩ ∂B Semantic

R0 ¬∅ ¬∅ ¬∅ ¬∅
R1 ∅ ¬∅ ¬∅ ¬∅
R2 ¬∅ ∅ ¬∅ ¬∅
R3 ¬∅ ¬∅ ∅ ¬∅
R4 ¬∅ ¬∅ ¬∅ ∅ Touches
R5 ∅ ∅ ¬∅ ¬∅
R6 ∅ ¬∅ ∅ ¬∅
R7 ∅ ¬∅ ¬∅ ∅
R8 ¬∅ ∅ ∅ ¬∅
R9 ∅ ∅ ∅ ¬∅
R10 ¬∅ ∅ ¬∅ ∅ Joins
R11 ∅ ∅ ¬∅ ∅
R12 ¬∅ ¬∅ ∅ ∅ JoinsedBy
R13 ∅ ¬∅ ∅ ∅
R14 ¬∅ ∅ ∅ ∅ Crosses

R15 ∅ ∅ ∅ ∅ Disjoint

As depicted in Table 1, the first 10 combinations has a spatal semantic Touches
in terms of practical connection between roads’ geometry trajectory. R10 and
R11 hava a semantic of Joins which means one road’s boundary is conneted
to other’s interior. R12 and R13 are symmetrical to R10 and R11 respectively,
named JoinsedBy, which means one road’s interior is connected by other’s bound-
ary. R14’s spatial semantic is typical Crosses, which indicates two roads intersect
in both interior. The last relation combination, R15, which holds great majority
in practical scenes, means two roads have no intersection.

The examples in Fig 4 are not complete and considering more complecated
roads which are strictly modeled as a MultiLineString containing two, and only
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(a) R0 (b) R1 (c) R2 (d) R3

(e) R4 (f) R5 (g) R6 (h) R7

(i) R8 (j) R9 (k) R10 (l) R11

(m) R12 (n) R13 (o) R14 (p) R15

Fig. 4. Example of Each Spatial Relation Combination

two LineString. Each example intuitively exhibits the spatial relation between
roads and its spatial semantic. If the spatial relaiton is considered as a predicate
in Semantic Web, then the real line and dotted line represent subject and object
respectively. Some extreme occasion may happen, as an example, spatial relation
combination R14 donot really mean Crosses because of poor geographic data
quality. This problem is not the key component considered in this paper.

A set is either empty or non-empty, therefore, it is clear that these sixteen
topological spatial relations provide complete coverage, that is, given any pair
of sets of A and B in X, there is always a topological spatial relation associated
with A and B, exactly one of the sixteen spatial relations can occur between two
sets. Depending on various restrictions on the sets and underlying topological
space, the actual set of existing topological spatial relations may be a subset
of the sixteen in the table. For general poin-sets in the plane IR2, all sixteen
topological spatial relations can be realized(figure1).
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3.3 Spatial Relation between Roads

Our object of road network modeling is to reason topological spatial relations
that occur between lines. The complete and orthogonal spatial relation between
roads are defined as follows:

Definition 1. A Joins B if and only if A◦ ∩ ∂B = ∅ and ∂A ∩ B◦ �= ∅ and
∂A ∩ ∂B = ∅

Definition 2. A is JoinsedBy B if and only if A◦ ∩ ∂B �= ∅, ∂A ∩ B◦ = ∅ and
∂A ∩ partialB = ∅

Definition 3. A and B Crosses with each other if only if A◦∩B◦ �= ∅, A◦∩∂B =
∅, ∂A ∩B◦ = ∅ and ∂A ∩ ∂B = ∅

Definition 4. A and B Disjoint with each other if only if A◦∩B◦ = ∅, A◦∩∂B =
∅, ∂A ∩B◦ = ∅ and ∂A ∩ ∂B = ∅

Definition 5. If the relation between A and B is neither Joins, JoinsedBy,
Crosses, nor Disjoint, then A and B Touches with each other.

In this paper, for better calculating the qualitative relation between roads for
more general spatial reasoning purpose. We extend the tuple with four elements
to DE-9IM matrices in Tab 2.

Table 2. Five Predicates and Their DE-9IM Matrice’s Pattern

Predicate Corresponding DE-9IM Matrice’s Pattern

Touches

⎡
⎣
0 0 ∗
0 0 ∗
∗ ∗ ∗

⎤
⎦ or

⎡
⎣
0 0 ∗
0 ∅ ∗
∗ ∗ ∗

⎤
⎦ or

⎡
⎣
∅ 0 ∗
0 0 ∗
∗ ∗ ∗

⎤
⎦ or

⎡
⎣
0 ∅ ∗
0 0 ∗
∗ ∗ ∗

⎤
⎦ or

⎡
⎣
0 0 ∗
∅ 0 ∗
∗ ∗ ∗

⎤
⎦ or

⎡
⎣
∅ 0 ∗
0 ∅ ∗
∗ ∗ ∗

⎤
⎦ or

⎡
⎣
0 ∅ ∗
∅ 0 ∗
∗ ∗ ∗

⎤
⎦ or

⎡
⎣
∅ ∅ ∗
0 0 ∗
∗ ∗ ∗

⎤
⎦ or

⎡
⎣
∅ 0 ∗
∅ 0 ∗
∗ ∗ ∗

⎤
⎦ or

⎡
⎣
∅ ∅ ∗
∅ 0 ∗
∗ ∗ ∗

⎤
⎦

Joins

⎡
⎣
0 ∅ ∗
0 ∅ ∗
∗ ∗ ∗

⎤
⎦ or

⎡
⎣
∅ ∅ ∗
0 ∅ ∗
∗ ∗ ∗

⎤
⎦

JoinsedBy

⎡
⎣
0 0 ∗
∅ ∅ ∗
∗ ∗ ∗

⎤
⎦ or

⎡
⎣
∅ 0 ∗
∅ ∅ ∗
∗ ∗ ∗

⎤
⎦

Crosses

⎡
⎣
0 ∅ ∗
∅ ∅ ∗
∗ ∗ ∗

⎤
⎦

Disjoint

⎡
⎣
∅ ∅ ∗
∅ ∅ ∗
∗ ∗ ∗

⎤
⎦
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4 Experiment and Evaluation

We take Zhenjiang city as an example, there are 66 roads in OpenStreetMap. So
the relation number between roads is the combination Cn

2 and totally 2145. By
using DE-9IM matrices defined in Table 2, we find there are 26 pairs of Crosses
relations, 50 pairs of Touches relations, and 86 pairs of Joins/JoinsedBy relations
in Fig 5. It is reasonable that disjoint relations hold absolutely large proportion
in that most roads have no intersection with each other.

Fig. 5. Statistics of Roads’ Relation in Zhenjiang

By calculating the binary spatial relations between roads, we also can get the
geometry points of the junctions. If the binary spatial relation between A and
B is not Disjoint, then the set C, where C = A ∩ B, is the points belonging to
the junction between the two roads. At last, we get many points belonging to
different junction. Some junction point is the same or quite near according to
some threshold value, so these junction should be merged and it implies that
some roads, more than three, share the same junction.

(a) intersects in boundary (b) intersects in interior

Fig. 6. Spatial Relation between Junction and Road

After merging the junctions which share the same points, we use the points to
judge the junction type. If a junction has an intersection with the boundary of a
road, the road must join to other roads at this junction. Otherwise, if a junction
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has an intersection with the interior of a road, the road must be divided by the
junction. As an example, a junction, represented as P, is shared by road A0, A1,
· · · , An. The branches number of P, represented as variable T, can be calculated
by the following prodecure:

function returnJunctionType(P, A)
T ← 0
for i = 0 → n do

if P ∩ ∂Ai �= ∅ then
T+ = 1

else if P ∩ A◦
i �= ∅ then

T+ = 2
else

continue
end if

end for
return T

end function

Fig. 7. Statistics of Junctions’ Type in Zhenjiang

We use this algorithm to calculate the junctions of Zhenjiang city, which has
101 junctions after merging. The numbers of 2-ways, 3-ways, 4-ways, and 5-
ways junctions are 3, 49, 44, and 3 respectively in Fig 7. The number of 3-ways
junctions is even more than the one of 4-ways junctions. This result reflects the
fact that too many hills in Zhenjiang city, and relative roads can not be easily
extended.

5 Conclusions

A formal definition of spatial relation between roads has been given and it is more
suitable than RCC-8 and 9-Intersection Model. RCC-8 does not have eqivalent
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predicate as Joins or JoinsedBy defined in this paper. While 9-Intersection Model
covers all topological relation, it still does not provide explicit predicates for some
useful relation combination. By asserting these spatial relations between roads,
it is more efficient to query big geographic information.

The geographic data of Zhenjiang used in the experiment is about 33,000
triples, and the spatial reasoning time is acceptable. While facing some big data
of giant city, like Shanghai whose geographic data in OpenSteetMap is approxi-
mately 1,000,000 triples, the spatial reasoning time is extremely consuming and
unlikely estimated. We do need some new computing architecture to overcome
the spatial reasoning problems on big geographic data. Some new computing
technology like distributed reasoning approach is promising and we will adopt it
for big geographic data reasoning in the future work.

Junctions and their relative roads can be calculated by the procedure pre-
sented in this paper and stored as semantic data in LarKC. This knowledge is
very useful for road’s relation querying, and can also be used to calculate the
roadsigns by quantitative reasoning on road’s boundary and the junction. The
quantitative reasoning approach will be discussed in later paper.
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Abstract. Mobile data generated by a mobile phone in a GSM network
can indirectly reflect the change of a user’s positions. However, it is
difficult to get these data due to the privacy issue. The generation of
simulated mobile data provides an alternate method to solve the problem.
This paper designs a system called a generation system of mobile data
based on real user behavior. This system can simulate the communication
events to generate mobile data and extract the trajectory points of users’
past activities with some appropriate semantic annotations.

1 Introduction

A mobile phone has become an indispensable tool of human life. The mobile
positioning data in a GSM network reflect the user’s behavior objectively. As a
mobile phone on a specific route always tends to change the base station nearly at
the same position, the position data of a mobile phone in a GSM network reflect
the user’s behavior. Since the switching of location and time of base station (or
cell) can reflect a mobile phone user’s location and time information, we can make
full use of them to identify the stay points of the user’s trajectories. Combining
with the information of traffic zones, we can also calculate the amount of each
traffic zone and other traffic parameters between one traffic zone and another
one; in addition, according to the stay points of a user’s trajectories, we can
obtain the user’s travel destination, and then analyze the user’s travel chain and
so on.

Firstly, in fact, mobile data are crucial for the mobile communication opera-
tors, mainly because they involve users’ privacy. These sensitive personal infor-
mation will not be easily available for scientific research. Secondly, in technical
aspects, all of the users’ location information is not always associated with trad-
ing purpose, therefore, mobile service providers generally only store those data
for transaction purpose. Large amounts of data need to take up a lot of storage
space, although we can get continuous positioning information from the base
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station directly, such as downloading data directly into a portable computer or
hard disk. Thirdly, there is also a problem about itself, even if we have obtained
mobile data from mobile communication operators. The mobile positioning data
are often lack of available semantic annotations, the results of data analysis can-
not be compared with real users’ activities and the reliability of the algorithms
cannot be verified.

These problems make the research on mobile data very difficult, so simu-
lated mobile data will become an important data source. The Generator for
Spatio-Temporal Data (GSTD) [1,2] is one of the most well known in the re-
lated literatures. GSTD can be seen as a general synthetic spatio temporal data
generator. Since it is not directed to a particular application field, it aims at
representing object general movements behaviors. [3] provided a system called
CENTRE(Cellular Network Trajectories Reconstruction Environment) based on
the spatio-temporal data generator GSTD [1,2], and was able to randomly gen-
erate movement data by simulating different movement behaviors specified by
some user preferences, defining user defined topologies and cellular network re-
quirements. Moreover, such data are referenced on a geographic scenario which
provides further constrains and background knowledge. [4] used a simulator tool
to emulate a corridor in an inter-urban area covered by cellular network. This
corridor has a set of cells and LAs, which are spread along the road. Each cell
covers a road link, along which the simulated vehicle types are traveling. For
simplicity, the traffic in each direction is analyzed independently. The simulator
creates a set of vehicles with mobile phones on-board traveling along the studied
highway. The input data required by the simulator tool are a simulation scenario
and a set of simulation parameters that define the experiment. The scenario is
composed of different types of data: road network description, LAs and cells
(GSM network description) and traffic demand data. These two literatures have
simulated the real users’ behavior in the real world. The users’ behavior is di-
vided into two categories, people walking and people on vehicle. The simulation
parameters have been set up according to the real situation in the real world,
such as the settings of a few simple buildings and roads. However, the behav-
iors of people and vehicles are too random, without purpose, non-authenticity
and the situation relative to the environment in the real world is far cry, the
simulated mobile data is inadequate for scientific research.

For the existing problems about the simulation of mobile data, we combine
with the electronic map of reflecting the real geographical environment of hu-
man lives, set the simulation area, divide the simulation area into cells and
location areas by the cell and location area division of real GSM coverage area,
simulate common people’s behavior of the real life, extract the mobile users’ tra-
jectory points from the electronic map and simultaneously add some appropriate
semantic annotations for each trajectory point, reappear/reproduce the users’
past activities through these orderly trajectory points and simultaneously add
some mobile communication events randomly to produce corresponding mobile
data, establish a system called A System to Generate Mobile Data Based on
Real User Behavior. The simulated mobile data are basically consistent with
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the generation of mobile phone data in a real GSM network. Furthermore, they
contain the corresponding semantic annotations. Therefore, it is entirely avail-
able for the research of mobile data, such as the identification of stay point, the
analysis of travel purpose, the prediction of users’ behavior.

The remainder of this paper is organized as follows: We describe the principle
of mobile data generation in Section 2. Then we present a detailed description on
the Generation System of Mobile Data Based on Real User Behavior in Section
3. In Section 4, we provide an example of the simulation process of mobile data
in detail. In Section 5, we used the simulated mobile data to do an experiment on
the identification of stay point of mobile phone trajectory. Finally, we conclude
our work and discuss promising future research directions in Section 6.

2 The Principle of Mobile Data Generation

In this section we first give the foundations about mobile phone trajectories
when needed to understand our approach, and then review existing approaches
to semantic annotation.

Now and in the near future, the most used worldwide telecommunication
network for mobile phones is still GSM (Global Systems for Mobile Communica-
tions), so in this section we only focus our attention on GSM rather than other
novel kinds of network such as UMTS (Universal Mobile Telecommunications
System). UMTS and GSM system uses a similar structure, including the Radio
Access Network (RAN), Core Network (CN). By the research on the generation
of mobile data in GSM will make us understand the UMTS well.

First of all, the concepts of LAs and cells will be explained concisely. In a
GSM network, the coverage area, where the network provides services for its
subscribers or mobile phones, is divided into smaller areas of hexagonal shape,
referred to as cells. Each cell is defined as an area in which an antenna (or base
station) is installed and the subscribers can communicate with the antenna. In
other words, a cell is served by a base station. In urban areas, cells are close to
each other and small in area whose diameter can be down to hundred meters,
while in rural areas the diameter of a cell can reach kilometers. An LA (Location
Area) is a geographic area consisting of a set of cells, which is set for locating a
particular mobile phone in case of a call to the mobile phone. As we know, the
subscribers with phones are moving and there have no permanent connections
between the phones and the network. So when there is a call to the mobile
phone, the network obtains the location area where the mobile phone is staying
from a two-level hierarchical database, which is made up of the visitor location
register (VLR) and the home location register (HLR) and employed to record
the locations of mobile phones.

Secondly, the process that the network records the locations of mobile phones
by VLR and HLR will be presented briefly. According the GSM, a mobile phone
corresponds with the network by sending or receiving signal, and the signal sent
by the mobile phone contains the location information which LA and cell the
mobile phone is staying in. The location information will be recorded in the HLR
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and the VLR when the network receives the signal sent by the mobile phone.
The signal will be generated by one of the following events:

– The mobile phone is switched on or switched off;
– The mobile phone receives or sends a short message;
– The mobile phone places or receives a call (both at the beginning and end

of the call);
– The mobile phone connects the Internet (for example, browsing the web);
– The mobile phone moves into a cell belonging to a new LA, as is called

Normal Location Updating;
– The mobile phone during a call is entering into a new cell, as is called Han-

dover;
– The timer set by GSM comes to an end when there is no any event men-

tioned above happened to the mobile phone, as is called Periodical Location
Updating.

Finally, we will give the reason that mobile phone data can reflect the behaviors
of people. When the subscribers are moving and entering into a new LA, the
location information must be updated. Moreover, the happen of some events of
communicating increases the times updating the location information of mobile
phone. So the mobile phone data can represent the trajectory of the subscribers.

3 Overview of Our System

In this section, we will introduce the Generation System of Mobile Data Based on
Real User Behavior in detail. Our system can be divided into four parts. In the
first part, we set a virtual mobile phone communication network environment.
In the second part, we collected the detailed statements of users’ past travel
activities. In the third part, we extracted the trajectory points of users’ past
travel activities and simultaneously added some semantic annotations at each
trajectory point. In the fourth part, we describe the simulation of the users’ past
travel activities and the generation of simulated mobile data.

3.1 The Settings of a Virtual Mobile Communication Network
Environment

In the real world, people generally stay in the coverage of GSM network. GSM
network records the mobile data that reflect the users’s behavior. In this paper,
in order to make the communication network environment of the users’activities
close to the real, we adopt four steps to set a virtual mobile communication
network environment for our system, as follows: The first step is the setting of
scope of simulation area. The simulation area is only limited to a part or the
entire scope of the city, so it is not too large. As the base stations are generally
located in the spherical surface of earth, the simulation area is not a strict plane.
If we regard the simulation area as a plane, it will have a little impact on the
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Fig. 1. The schematic diagram of the division of cell and location area

analysis of results. In this paper, we set the scope of within the Fourth Ring in
Beijing as the simulation area.

The second step is the setting of a coordinate system for the simulation area.
The simulation area does not contain 0,180 degree longitude line and 0 degree
latitude line. So the most northern latitude line called Latmax, the most southern
latitude line called Latmin, the most western longitude line called Lngtmin and
the most eastern longitude line called Lngtmax are treated as the boundary lines
for the simulation area. we only illustrates this condition as example, therefore,
the others will not be analyzed. Here we consider the crossing point of Lngtmin

and Latmin (namely, the coordinate (Lngtmin, Latmin)) as the origin, Lngtmin

line as the horizontal axis, Latmin line as the vertical axis.
The third step is the division of cell for the simulation area. The simulation

area is regarded as a coverage area of GSM and will be divided into cells and the
location areas. As the real distribution of cell (or base station) and location area
is unknown, we need to make two assumptions here. 1) In GSM, as the radiation
range of a base is general a polygon area, we assume that it is a square area and
its width is 250m here(As the actual coverage of a base has a great relationship
with power control and the number of users, it is generally 200-300m in the
urban areas). 2) Four adjacent cells closely form a location area. As shown in
Figure 1, it is the schematic diagram of the division of cell and location area.

The fourth step is to calculate parameters related to cells and location area.
The parameters include the ID, center coordinate, and boundary coordinate of
a cell. By using a distance formula in Google API, we calculate the length XL
on the X-axis and the length Y L on the Y-axis for the simulation region. Let Nx

and Ny be the number that we divide the XL and Y L respectively, and then
we have Nx = XL/W and Ny = Y L/W where W is a unit of the coordinate
axis scale. As mentioned above, W could be set by 250m similar to the radiation
range of a base. Let the X-axis and Y-axis direction in the coordinate of a cell be
idx and idy, respectively. We can define the ID of a cell by six numbers in which
idx and idy occupy the first and last three numbers respecitvely. We call the id
CellID. The range covered by a cell could be denote by the center coordinate
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and boundary coordinate. The longitude and latitude of center coordinate are
denoted by Lngtcenter and Latcenter respectively which are written by

Lngtcenter = Lngtmin + idx ∗ Px + Px/2 (1)

Latcenter = Latmin + idy ∗ Py + Py/2 (2)

where Px and Py are the step coordinate on the the X-axis and the Y-axis as
shown in Equation (3) and (4), respectively.

Px = (Lngtmax − Lngtmin)/Nx (3)

Py = (Latmax − Latmin)/Ny (4)

Besides, the boundary of CellID is written by (Lngtmin+ idx ∗Px, Lngtmin+
(idx + 1) ∗ Px, Latmin + idy ∗ Py, Latmin + (idy + 1) ∗ Py).

3.2 The Collection of Users’ Past Travel Activities

The past travel activities reflects the users’ real-life behavior and can be di-
vided into eight major city activities, including Home, Work, Primary school,
Secondary school, College or University, Shopping, Culture and Entertainment,
Life. The behavior of different groups (e.g. workers, students, etc.) may show
different patterns, therefore, we can collect the past travel activities of different
groups as the basis dataset of human activities in the real world.

The collection of the users’ past travel activities can be accomplished by three
methods. The first collection method is to ask users to complete the question-
naire. For example, we can conducted a questionnaire of their usual trip chain
for the working-class on the bus or on their way to home, such as the home
location, bus routes, workplace, working hours. The second collection method is
similar to the first one by completing the network questionnaire. The two col-
lection methods in practice will generally encounter some difficulties. In order
to protect their private information or save their precious time, the users may
politely refuse to fill out the questionnaire. The third collection method, we can
assume some users’ real trip chains. For example, the trip chain “home-work-
shopping-home” shows that a user moves from home to office, then from office
to a downtown shopping mall, finally go back home.

3.3 The Extraction of Trajectory Points and the Addition of
Semantic Annotations

The map is a microcosm of the real world and related with people’s daily lives
closely. The network map (e.g. the Baidu map, the Google map, etc.) service with
its real-time, a large amount of information, rich features becomes an extension
of the traditional map, therefore, you can query the streets, shopping malls,
real estate location and also find your nearest all restaurants, schools, banks,
parks, etc. The network map in a more intuitive, concise and abundant elements
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reflecting human life environment can be regarded as the virtual real environment
of human activities, therefore, the collection of extracting the orderly trajectory
points of users’ travel path from the map can be used to represent the trajectory
of users’ past travel activities.

Based on the Baidu map, we have made a web application about the extrac-
tion of those orderly right trajectory points of user’s past travel activities and
the addition of some appropriate semantic annotations for each trajectory point.
When we extract the trajectory points from the map (or add markers) sequen-
tially, some appropriate semantic annotations will be also added to represent the
user’s current behavior. The users’ current state contains two states, including
Staying and Moving. Moving contains four modes, including walking, by car, by
bus, on the subway.

When we add semantic annotations to some trajectory points, we adopt the
following three principles: 1)Here the state of each trajectory point represents
the state that the user moves to the next trajectory point on the path rather
than the current state of the user. If the user is in Staying, we can set the corre-
sponding stay time not for zero minutes. If the user is in Moving, we can set the
corresponding stay time for 0 minutes. 2)Travel purpose (e.g. Sightseeing, Shop-
ping, Work, School, Home, etc.) also can be regarded as semantic annotations
to be added. 3)In addition, when the users’ trajectory points at trajectories
are related to a special travel purpose, we also will add appropriate semantic
annotations of travel purpose to those trajectory points. In this paper about
the application of the identification of stay point of trajectory, we regard these
trajectory points overall as a stay point.

In one word, a trajectory is made up of a sequence of semantic annotation
geographic points. As shown in [1], the semantic annotation geographic points
that can be summarized by the septuple (Id, Lngt value, Lat value, Trans style,
Is stop, Stay time, Travel purpose) called Instance, where Id is generated in
order, Lngt value and Lat value represent the current position, Trans style rep-
resents in which style that the user is going to travel, Is stop represents whether
the user stayed here for a special purpose or not, Stay time represents that how
long the user stayed, Travel purpose represents the purpose that User id travels.
In practice, for the convenience of description, we regard (id = i, Lngt value
Lat value, Trans style, Is stop, Stay time, Travel purpose) as Instance (i) and
the properties of Instance(i) can be obtained by Instance(i).property respectively.

3.4 The Simulation of Users’ Past Activities and the Generation of
Simulated Mobile Data

Another application is based on those orderly right trajectory points to simulate
the users’ past travel activities, simultaneously add some communication events
randomly to produce the simulated mobile data.

According to the principle of mobile data generation, we produce the simu-
lated mobile data. Follow the storage format of mobile data of the China Mobile,
our data are also stored in text format. As shown in [3], the simulated mobile
data can also be summarized by the eightfold (User id, Time stamp, Lngt value,
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Lat value, Event id, Reserved1, CellID, Stop tag) called Log where User id is a
number that we used to distinct different users, Time stamp represents the time
that communication event was occurring, Lngt value and Lat value represent
the center coordinate of the cell that User id belongs to, Event id and Reserved1
represent the type of communication event, CellID represents the number that
User id belongs to, Stop tag represents whether User id is stay here for a special
purpose or not.

The communication event, namely Event id and Reserved1, is generated by
two generators (functions) which can generate the number from 0 to 9. For
example, Event id is number 5 and Reserved1 is number 1, which represents
the generation of the communication event of receiving a short message, simply
called “5-1”; Event id is number 5 and Reserved1 is number 2, which represents
that no communication event is generated. The event list was sort out during
the generation of mobile data, as shown in table 1. Take into account the rela-
tionship of mutual restriction of different event types, we set the following rules:
“0-0” and “0-1”, “2-0” and “2-1” are in pairs; In the process of “0-0”, “2-0”,
“2-1” and “5-0” will not happen; In the process of event “2-0”, “0-0”, “0-1”
and “5-0” will not happen; In the process of “2-0” and “0-0”, while the user
passes through the cell or location area, “7-0” and “7-1” will happen; Not in
the process of “2-0” and “0-0”, while the user passes through the LA, “4-0” will
happen; Here we set the time of Periodical Location Updating for 20 minutes,
therefore, every 20 minutes “4-1” will happen. Based on the above rules, we
make an event generator called Event Generator. For various travel styles, the

Table 1. Event list

EventID Reserved1 Description

5 0 send a short message
5 1 receive a short message
7 0 switch between cell and cell(within BSC)
7 1 switch between BSC and BSC
4 0 Normal Location Updating
4 1 Periodical Location Updating
4 2 switch on
4 4 switch off
0 0 at the beginning of receiving a call
0 1 at the end of receiving a call
2 0 at the beginning of placing a call
2 1 at the end of placing a call

users’ moving speed is different. For each travel style we will adopt a propri-
etary random number generator to generate the speed within the scope of the
corresponding style. Based on this approach, we constructed a Speed Genera-
tor. When we input the parameter for travel style, it can generate a random
speed within the scope of the corresponding style. In real life, the users’ mov-
ing speed varies with the change of real road conditions. Therefore, the moving
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Table 2. Speed indicators

Number Travel style Speed/km · h−1

a walking 0 ∼ 5
b by bicycle 5 ∼ 20
c by bus 15 ∼ 50
d by car 40 ∼ 180
e by subway 80 ∼ 200

speed between one Instance and another one by Speed Generator generates a
random speed to simulate the change of real road conditions. Here is speed
reference table about several common modes of transportation, as shown in ta-
ble 2. In order to facilitate understanding and calculation of Instance, we add
Speed value and Arrive time to the Instance and extend the Instance to nine.
The Instance becomes (id, Lngt value, Lat value, Travel style, Speed value, Ar-
rive time, Is stop, Stay time, Trip purpose). Speed value is a random speed value
generate by the Speed Generator based on the input parameter Trans Style. We
assumed that Instance(1).Arrive time is the starting time of simulation, namely,
the switch on time of the user’ mobile. The distance between one Instance and
the next one is the straight-line distance. Therefore, Instance (2).Arrive time is
the sum of Instance (1).Stay time and the time that the user moves from In-
stance(1) to Instance(2). Do the same analogy, Instance(i+1).Arrive time = In-
stance(i).Arrive time + Instance(i).Stay time + distance / Speed value, among
the distance for the coordinate distance between Instance(i) and Instance(i+1)
that we can refer to Google API. The users’ trajectories are the sequential lines
of connecting all Instances. These crossing points between the sequential lines
and cell or location area and the arriving time for each crossing point can be ob-
tained by geometric calculation sequentially. Therefore, we define every crossing
point as CrossPoint, which contains User id, Lngt value, Lat value, Before cell,
After cell, Is innerCell, Is innerLA, Travel time, Arrive time, Travle style ten
elements, in which User id is the user’ ID, Lngt value and Lat value represent
the coordinate of CrossPoint, Before cell is the former cell of the Crosspoint,
After cell is the latter cell of the Crosspoint, Is innerCell for “true” represents
the switch between one cell and another one within LA, Is innerCell for “false”
represents the contrary, buy Is innerLA for “true” represents the switch be-
tween one location area and another one, but Is innerLA for “false” represents
the contrary. When the user passes through the CrossPoint, the Event Genera-
tor will generate corresponding communication event based on the properties of
CrossPoint.

The process can be shown in Algorithm 1. The getuserlocation method is used
to calculate the cell which the user’ positioning location belongs to instantly;
When the user’ positioning location is at the boundary among two adjacent cells,
the users’ positioning location belongs to the next cell that the user will step
in. All records of the mobile data are generated in chronological order. The first
record corresponds to the switch on event of user’s mobile at the time denoted
by Instance(1).Arrive time and positioning location denoted by the center of the
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Algorithm 1. the Generation of Simulated Mobile Data

Input: A Instance sequence S, Start time, CELLS, Event Generator
//Instance is the User id’s current instance of the evolving
//CELLS is a collection of all cells

Output: LOGS[]
//LOGS[] is an ordered array of Logs that were generated by our system.

LOGS.add(User id, Time stamp, a.Lngt value, a.Lat value, 4, 2, Stop tag)
//Instance(1)∈cell(a), a∈CELLS, a.Lngt value and Lat value is the center of a,
//Time stamp=Instance(1).Start time, Stop tag=Instance(1).Is stop
For k ←− 1 to (| S |-1) do
T=Instance(k+1).Arrive time+Instance(k+1).Stay time-Instance(k).Arrive time
For t ←− 1 to T do
Event event ←− Event Generator
//Event is a class and contains Event time, Event location, Event type and Re-
served1.
//event is an example.Event time=Instance(1).Arrive time+t.
Event location=getuserlocation(Instance(k), Instance(k+1), t)
LOGS.add(User id, Event time, a.Lngt value, a.Lat value, Event type, Reserved1,
Stop tag)
//Instance(k)∈cell(b),b∈CELLS,b.Lngt value and b.Lat value is the center of
b,Stop tag= Instance(k).Is stop
LOGS.add(User id, Time stamp, c.Lngt value, c.Lat value, 4, 4, Stop tag)
//Instance(| S |)∈cell(c), c∈CELLS, Time stamp=Instance(| S |).Start time +
Instance(| S |), c.Lngt value and c.Lat value is the center of c, Stop tag=Instance(|
S |).Is stop.

cell of Instance(1). This system will generate a series of communication events
generated by Event Generator for the moving user. The last record corresponds
to the switch off event of user’ mobile at the time denoted by the sum of Instance
(| S |).Arrive time and Instance (| S |).Stay time.

Above all, this system can simulate the user’s travel process and simulta-
neously use Event Generator to generate the random mobile communication
events. In the total process, the system will record all the events to produce the
mobile data.

4 An Example

In this section, we use an example to demonstrate the process, including suppos-
ing the user’s past activities, extracting trajectory points and adding semantic
annotations, the simulation of the user’s past activities and the generation of
simulated mobile data.

The user’s past activities is generated by supposing the possible behavior of
different groups. For example, we suppose a student visit the Palace Museum
from Beijing University of Technology to the Subway Station of TIAN’ANMEN
East. The travel route is the shortcut route that we query the Baidu map from
the Internet, namely, he takes the bus 605, 985, 973, 988, 621 or 30 about 6
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stations to BAWANGFEN North, walks to the subway station of DAWANGLU,
takes No.1 subway towards PINGGUOYUAN direction, gets off from the subway
station of TIAN’ANMEN East, then walks to the Palace Museum. The time
arrangement often need to set some random value based on the actual situation.
Here we supposed that he set up at half past seven, spends 25 minutes on
washing, walks to the canteen and spends 20 minutes on eating breakfast, walks
ten minutes to reach the bus station, waits the bus about 3 minutes, takes bus
to BAWANGFEN South station, walks 8 minutes to reach DAWANGLU subway
station, waits 3 minutes, takes the subway to TIAN’ANMEN East, walks to the
ticket office and spends ten minute on queuing up for ticket, then enters into
the Palace Museum. For each iconic point it costs him a random tour time,
such as 5-20minutes range. We follow the supposed process of the user’s past
activities, extract the trajectory points by the way of adding markers sequentially
in the user’s travel route on the map and simultaneously add some appropriate
semantic annotations for each trajectory point, such as Travel style, Is stop,
Stay time, Travel purpose and so on. Figure 2 is a whole view of the overall
trajectories of visiting the Palace Museum. Figure 3 is the schematic diagram of
the record sheet of trajectoy points.

Fig. 2. The overall trajectories of visiting the Palace Museum

Fig. 3. The record sheet of trajectory points
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Fig. 4. The simulation of the users’ past trajectories

Fig. 5. Some examples of mobile data

Figure 4 is a schematic diagram of the simulation of the users’ past trajec-
tories. Those endpoints of each segment represent the user’s trajectory points
and the user is moving among them. In the moving process, the Event Gener-
ator can generate some communication events randomly. We can calculate the
user’ positioning location or the cell that the user belongs to at any time. All
communication events can be recorded by the record of mobile data.

Above all, we can generate the simulated mobile data, as shown in Figure 5.

5 An Application of the Stay Point Identification

In the extraction process of trajectory points of users’ past activities, we add
the semantic annotation of Is stop to the stay points that the user stay there
for some purposes. As the simulated mobile data have the tag of Is stop, we can
use them to do the experiment on the stay point identification of mobile phone
trajectory and verify the merits of the algorithms that we designed.

The identification of stay points of a trajectory is a key step for the analysis
of users’ behaviors and the result of identification has an important influence
on the analysis of travel style, travel purpose, recommend friends [5], location
prediction [6] and so on. As the positioning accuracy of GPS data is higher than
that of mobile data, the identification of stay point of GPS trajectory usually
use clustering, multi-split and so on. The identification of stay point of mobile
trajectory is mostly based on [5], uses the stay time that user had stayed in a cell
(the difference between last communication time and the first communication in
the coverage area of a base station) as a constrain to decide whether the cell is a
stay point or not. Only when the difference is bigger than the time threshold, we
think the cell is a stay point [7,8,9]. This conventional method is easy to cause
normal switch or error switch to identify stay point. The main reason is that
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most take the geographical characteristics of trajectory into consideration while
ignore the background geographic information of trajectory.

For the existing problem of the identification of stay point, our proposed
method introduces the concept of functional areas [10], which combines the users’
trajectories and background geographic information together. By considering
the overall activities of the users in a particular functional area, this method
can judge whether the user is here to stay for a special purpose or not. The
experiment on the identification of stay point for labeled mobile data proved that
this method can avoid the misjudgment of normal switching, error switching.
This method of identification of stay point is more general. The definition of
scope of stay point is also a collection of cells that a continuous trajectory involves
in a functional area instead of a small range (the coverage of a single base
station).

6 Conclusions and Future Work

This system provides a mobile data generator based on user real behavior. Par-
ticularly, the simulated mobile data is suited for the algorithm of identification
of stay point, the analysis of origin-destination, the prediction of location and
so on. We have demonstrated how to use the simulated mobile data to identify
stay points.

As the system only considers the switch that happens at cell boundary and
ignore the fake position switching caused by the normal or error switching, the
conditions of normal switching, such as better cell switching, load switching,
switching of poor quality, emergency switching; the conditions of error switch-
ing such as fast-moving switching, ping-pong switching. Therefore, the actual
switching location may not happen at near the border of cell. Furthermore,
those normal switching, error switching also happen. The fake position switch-
ing in real mobile data is ubiquitous and in the future we will try to take it into
consideration in the simulation process.

In addition, surfing the Internet with mobile possess the advantages of ease,
anytime, anywhere etc. It has become increasingly widespread and an important
way of access the Internet in modern life. The positioning data of surfing the
Internet with mobile is not considered in this paper, therefore, it also needs to
be considered in future work.
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Abstract. A good deal of digital data produced in academia, commerce and 
industry is made up of a raw, unstructured text, such as Word documents, Excel 
tables, emails, web pages, etc., which are also often represented in a natural 
language. An important analytical task in a number of scientific and 
technological domains is to retrieve information from text data, aiming to get a 
deeper insight into the content represented by the data in order to obtain some 
useful, often not explicitly stated knowledge and facts, related to a particular 
domain of interest. The major challenge is the size, structural complexity, and 
frequency of the analysed text sets’ updates (i.e., the ‘big data’ aspect), which 
makes the use of traditional analysis techniques and tools impossible. We 
introduce an innovative approach to analyse unstructured text data. This allows 
for improving traditional data mining techniques by adopting algorithms from 
ontological domain modelling, natural language processing, and machine 
learning. The technique is inherently designed with parallelism in mind, which 
allows for high performance on large-scale Cloud computing infrastructures. 

Keywords: Data-as-a-Service, Text Mining, Ontology Modelling, Cloud 
computing. 

1 Introduction 

The modern IT technologies are increasingly getting data-centric, fostered by the 
broad availability of data acquisition, collection and storing platforms. The concepts 
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of linked and open data have enabled a principally new dimension of data analysis, 
which is no longer limited to internal document collections, i.e., “local data”, but 
comprises a number of heterogeneous data sources, in particular from the Web, i.e., 
“global data”. However, existing data processing and analysis technologies are still 
far from being able to scale to demands of global and, in case of large industrial 
corporations, even of local data, which makes up the core of the “big data” problem. 
With regard to this, the design of the current data analysis algorithms requires to be 
reconsidered in order to enable the scalability to big data demands. The problem has 
two major aspects: (1) the solid design of current algorithms makes the integration 
with other techniques that would help increase the analysis quality impossible, and (2) 
sequential design of the algorithms prevents porting them to parallel computing 
infrastructures and thus do not fulfil high performance and other QoS user 
requirements.  

Text analytics is an important application area of data mining algorithms. At the 
same time, it is one of the applications impacted worst by the big data aspect: along 
on the Web there are several tens of billions web pages, which might be potentially 
related to the search context. Also on intranets of large and medium size companies 
there are a huge number of stored documents, e.g., as Word documents, Excel tables, 
emails, etc., which frequently need to be analyzed. The main purpose of such an 
analysis is to get a deeper insight into the content of textual information collected in 
documents in order to obtain some useful, often not explicitly stated knowledge and 
facts, related to a particular search query. However, automatic knowledge extraction 
from large text collections, also considering external data sources (e.g., Wikipedia), is 
a nontrivial and very challenging task. It requires the availability of high performance 
computing facilities as an “on demand” infrastructure as well as an experimental 
platform for implementing and later on for running interdisciplinary text analysis 
algorithms in the way that ensures fulfilment of both quality and efficiency 
requirements. Unfortunately, existing approaches seem to be neither efficient enough 
to ensure a proper quality of results (in terms of analysis automation, performance, 
etc.) nor scalable to catch up with the big data requirements.  

In this paper, we suggest and discuss a new technique to develop innovative 
applications for information retrieval from unstructured text corpora allowing for the 
determination of causal inter-contextual relations between the analyzed text entities 
(i.e., documents, web pages, etc.). The main innovation of the technique consists in 
enabling an interdisciplinary approach that allows traditional data mining algorithms 
to be enhanced towards incorporation of domain-specific ontology modelling methods 
as well as template-based, self learning natural language processing technologies in 
order to ensure a fully automated, reliable, and efficient information retrieval. The 
technique is inherently designed in a parallel fashion, which allows it to scale well on 
high performance computing infrastructures, such as Cloud computing. Apart from 
this, the use of a Cloud also offers a solution for the data privacy problem – whereas 
the critical (in terms of security and privacy restrictions) data will be processed on 
Private Cloud infrastructures, the use of Public Cloud resources will be restricted to 
the processing of publically available and accessible data.  
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The paper is organized as follows. Section 2 gives an overview of state-of-the-art 
R&D activities in the related areas, namely, ontology modelling and semantic 
techniques, data mining and machine learning, natural human language 
understanding, and scalable data management. Section 3 introduces our approach to 
combine the above-mentioned techniques in a text analysis platform. Section 4 
discusses the cloud-based architecture of the platform. Section 5 introduces two 
typical application scenarios that can take advantage of the proposed technique. 
Section 6 summarizes the main ideas of the paper and draws up a conclusion.  

2 Related Work and Progress the Beyond State-of-the-Art 

This section provides an overview of the technologies related to the topic of our 
research as well as an introduction of major enhancements and improvements targeted 
by our new analysis approach. 

2.1 Parallelization and Scale-Up Technique for Data-Centric Processing 

The big data problem represents several challenges to the efficient use of existing 
popular information retrieval platforms for text data such as SMILA [1] or GATE [2], 
mainly related to scaling up their algorithms to meet rapidly growing data demands. 
Due to a high complexity of the problem, current approaches to information retrieval 
focus on very restricted domains. Those challenges have been addressed by partially 
parallelizing computationally expensive parts of the text processing workflows. Being 
an obvious solution, this is not sufficient to meet the increasing big data demands. 
Instead of a top-down parallelization approach, which is currently followed by most 
of the analysis systems, whereby the parallelization begins at the application level and 
very rarely reaches the processing algorithms, the basic support of parallel processing 
should be provided in a bottom-up way. This means the parallelisation should already 
be included in the design of the underlying processing algorithms, in order to provide 
extensive support for developing highly parallel and thus efficient applications. In our 
research, we follow the second way – by reconsidering the basics of text processing 
algorithms, we aim to develop an innovative platform that will incorporate best 
practices of the currently available tools and techniques and also consider relatively 
recent developments in service-oriented data processing (e.g., SOA4ALL project [3]) 
and large-scale semantic web reasoning (e.g., LarKC project [4]).  

In terms of the parallelization technology, Hadoop (a Java-based implementation 
of MapReduce of Yahoo [5]) is currently enjoying a prominent position in data-
centric distributed and parallel computing. However, the bottom-up development 
approach, followed by us, puts very strict requirements on the platform in order to 
ensure a “near peak performance” utilization rate of the computing facilities by 
parallel programs, which Hadoop cannot meet due to the service-oriented and Java-
based architecture design. With regard to this, a use of alternative approaches, such as 
Message-Passing Interface (MPI) or Partitioned Global Address Space (PGAS), is 
becoming the latest trend. However, the major challenge for applying these 
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parallelization techniques is constituted by a Java programs’ execution environment 
(Java Virtual Machine, or JVM), which is extensively used for implementing data-
centric applications nowadays. Whereas the abstraction to the underlying hardware 
architecture, offered by JVM, simplifies the application development for the users, the 
access to special hardware’s features, such as cluster’s high-bandwidth and low-
latency network interconnect (e.g., Infiniband), is only possible through virtualized 
interfaces, which thus considerably limits the performance. 

Nevertheless, the latest advances of such tools as ompiJava [6], which is an 
implementation of Java bindings for Open MPI [7], along with the promises of 
ongoing projects, such as JUNIPER [8], which aims to develop an efficient PGAS-
based parallelization model for Java applications, offer a promising outlook on the 
perspectives of using both MPI and PGAS technologies complementary to Hadoop in 
data-centric parallel applications design. 

2.2 Ontology Modelling and Semantics Analysis 

Information Retrieval (IR) powered by Ontology Modelling Modelling (OM) has 
been investigated in several previous research works. For example, the approach 
introduced in [9] discusses an application from the Business Intelligence domain that 
allows for automatic extraction of facts by using domain-specific OM. Existing 
frameworks, such as the above-discussed SMILA, also allow for the integration of 
ontologies. To the best of our knowledge, the ontologies are, however, mainly used as 
data stores rather than for supporting the knowledge extraction by inferring implicit 
knowledge. An approach with a deeper integration of ontologies is proposed in [10], 
where the results of IR are purely based on OM; the approach does not consider 
learning methods, though. 

Compared to existing alternatives, our approach takes the advantage of OM (along 
with decision making algorithms) to constitute the core of a model-based, intelligent 
(i.e., self-learning) knowledge extraction platform. The approach suggests that IR of 
domain knowledge should be conducted in a semi-automated way by using “seed 
patterns” (see Section 4 for more details) through machine learning instead of being 
manually created. Domain knowledge is used to identify antagonisms in the learned 
facts as well as to revise the ontology. The problem of the ontologically “clashing” 
and mismatching concepts is resolved by a decision-making system, which refines the 
ontology based on deductive reasoning algorithms, e.g., the one described in [11]. 
However, there is a clear need for such algorithms to be optimized and improved in 
order to address the big data scale, which involves, e.g., the computation of disjoint 
ontology classes or domains in an incremental and parallel fashion as described  
in [12]. 

2.3 Data Mining and Machine Learning 

Data Mining (DM) is the technique of automatic information extraction from 
structured and unstructured machine-readable data sources, often accompanied by 
natural language processing algorithms. A prominent example of the domain that has 
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been revolutionized by DM is Business Intelligence, which allows companies to 
define their market strategy in a tight alignment with the current business goals and 
company’s profile. In this relation, traditional statistical methods as well as manually 
created rules are extensively used. Unfortunately, the classical DM methods are only 
capable of identifying the statistical significance between the commonly collocated 
terms, e.g., Barack Obama, Angela Merkel, state heads. Therefore the meaning 
behind these collocated concepts remains uncovered and the relationship to the other 
concepts cannot be discovered. 

One of the most promising concepts to deal with this problem is the use of 
Machine Learning (ML) in order to improve the extraction of new facts and 
generalization of the already extracted ones based on the predefined patterns and 
examples (also called “seeds”). NELL [13] is one of the pilot projects investigating 
the ability of ML algorithms to improve the IR quality on the web scale. NELL crawls 
over the sites on the Web, identifies newly appeared concepts (e.g., persons, cities) 
and retrieves the relationship between them (e.g., the city in which the person was 
born). The knowledge extraction is performed in a completely automated way. The 
major disadvantage of this approach is a poor ability to tackle with noisy and non-
trustful data, which is often referred as a semantic drift [14], which leads to the 
propagation of the non-credible facts to the newly learned fact base. On a small scale 
of data, the negative impact of the semantic drift can be overcome by constant 
monitoring and controlling the quality of the information extraction process by a 
human, i.e., a specialist of the problem domain. However, this makes neither meeting 
ad-hoc solutions nor scaling to big data demands technically possible.  

Our suggested approach to overcome this limitation is to use the domain-specific 
OM algorithm to evaluate and control the ML process. The first proof-of-concept 
prototype, discussed in [15], reveals a positive impact of such an integrated “ML-
over-OM” approach. By optimally balancing the OM workflow on the parallel 
hardware resources, which should be achieved by means of the techniques discussed 
in Section 2.1, we expect to scale up the ML algorithm to the real complexity, i.e., 
web-scale, use cases. 

2.4 Language Processing 

Natural Language Processing (NLP) is an important technique for text-based analytics 
and has found a wide application in a number of scientific and technological domains. 
As an example, NLP has been extensively used and proved successful for a long time 
in language checking, language quality control, information retrieval (amongst others  
[16]), machine translation and many others. At the same time, NLP is also much 
affected by the big data problem. The major challenge is not only the size (the length 
of a single document as well as the size of the document collection), but also the 
heterogeneous nature of language (ranging from a free-style email communication to 
semi-structured Wikipedia articles). In order to sufficiently address these challenges, 
the NLP technology should be designed in a highly scalable manner. Modern hybrid 
methods that allow linguistic analysis techniques to be combined with the corpus-
based processing [17][18] offer a promising vision on how the high scalability can be 
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achieved. However, these methods are pretty shallow in terms of the depth of 
semantics to be retrieved. Therefore a combination with the machine learning 
techniques discussed in Section 2.3 would be of an enormous advantage. Moreover, 
the integration with ontology modelling methods will allow further components of an 
IR workflow to use the NLP techniques, e.g., for named entity recognition (retrieval 
of names related to persons, organizations, places, vehicles, etc.), sentiment analysis 
(e.g., by means of special forms of text mining), extraction of relationships between 
the objects, etc.  

2.5 Scalable Data Management 

The advances of modern large-scale infrastructures, such as Cloud computing, offer 
an extensive computing power to conduct challenging experiments quickly. However, 
the computation-centric orientation leads to a very high complexity of the data-centric 
application scenarios implementation. Data management services, such as Amazon 
S3, which are mature and well-established on the market, are very limited as far as 
efficient processing of stored data is concerned. This would be crucial for any 
integrated text analytics platform as the example in [19] indicates. Highly-optimized 
high performance computing systems are also characterized by extremely poor 
support offered to data-centric processing algorithms, which is the case when the 
major challenge of the application is constituted by the size of data rather than the 
complexity of the processing algorithm itself.  

From the technology perspective, relational databases are typically used for storing 
textual data. This is also the case for the above-discussed SMILA and Gate 
frameworks. Additionally, XML databases may be used on top of relational databases 
for managing the ontology as well as the indexing system, which somewhat speeds up 
the rate of data access and, consequently, the overall performance. Despite being 
efficient and robust for small-scale data, this approach does not scale well on the big 
data range. Moreover, relational database technologies are not very suitable to be 
applied for statistical algorithms required for the text analysis, which is due to the 
need of processing sparse matrices. 

The shortcomings of relational databases in their application to text analysis 
algorithms can be overcome by using graph data bases, such as InfiniteGraph [20] – a 
distributed graph database tailored to store and process structured and linked data, 
implemented in the Java language. Indeed, the use of graph data structures for 
representing textual and ontological concepts offers a lot of opportunities in terms of 
performance and scalability improvement as compared to traditional, relational 
database approaches. Moreover, the exceeding horizontal scalability features of graph 
databases offer a good basis for the deployment on parallel computing resources. 
However, the major challenge of integrating graph databases into the existing text 
analysis platforms is constituted by the solid design of those frameworks, which 
makes the seamless integration impossible and requires the underlying algorithms to 
be redesigned. 
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3 Approach to Enrich Data Mining by Enabling Ontology 
Modelling and Natural Language Processing 

The state-of-the-art analysis, briefly summarized in Section 2, reveals that the 
traditional approaches to text mining stand to benefit from enrichment by innovative 
ontology modelling and natural language processing techniques. This would not only 
improve the quality of the analysis, thus increasing its practical value for a number of 
data science domains, but also enable the application to problem sizes on big data 
scale. The suggested workflow of the typical information retrieval process can be 
summarized as shown in Fig. 1. 

 

 

Fig. 1. Schema of the workflow combining data mining, deductive reasoning, natural language 
processing, and ontology modelling methods to improve the information retrieval from text 
corpora 

As a preparatory step, the analyzed document corpus is uploaded to a document base, 
which can be done either by users manually or also performed automatically by the 
analysis platform. For the latter purpose, the platform offers a special service that crawls 
the internet pages that are in scope of the research, downloads them, recognises the text 
format and stores the extracted text in the base. A set of smart converters for the most 
wide-spread document formats, e.g., doc, pdf, html, etc., are provided by the platform as 
well. The analysis begins with the identification of sentences as well as principal lexical 
forms in them, supported by computer linguistic and natural language processing (NLP) 
methods, as discussed in Section 2.4. At the next phase, a bootstrapping analysis 
mechanism is used to identify new terms (e.g., Persons) as well as relations (e.g., role in 
the company) that constitute the basic knowledge model of the whole text corpus. The 
process is then iteratively repeated and at each step the knowledge model is enhanced 
and extended with the new set of terms (such as other persons), definitions, and 
relations. The key role during this process is taken by a deductive reasoning algorithm, 
used for checking the semantic consistence of the retrieved statements. The latter is 
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performed based on a domain-specific ontology schema. The schema is produced from 
the domain ontology, enhanced by the analysis of seed examples, as described in 
Section 2.3. The major advantage of the ontology-based reasoning algorithm is that it 
allows for a certain level of automation of the knowledge retrieval processes and does 
not require any human inspector as in case of the traditional knowledge discovery 
methods. The growing algorithmic complexity, caused by the need to make reasoning 
over the initial data corpus at each iteration of the analysis, is supposed not to have any 
considerable impact on the computational performance of the analysis due to enabled 
inherent parallel implementation of the reasoning algorithm, leveraging the high 
performance computing resources, see Section 4 for details on the platform’s system 
organization.  

4 Analytics Platform’s Architecture Design 

The practical realisation of the analysis approach discussed in Section 3 requires an 
elastic (in terms of offered resources) and rich (in terms of ensured data services 
quality) infrastructure, where the data should be collected and analysed in a 
centralised way, as well as a software platform that leverages the infrastructure’s 
storage and computing facilities to solving on-demand (in terms of the needed scale 
and performance) data analytics tasks. Text analysis is a typical task that can be 
offered as a service – the users are interested in the information contained in the data 
rather than the data themselves. Therefore, the suggested text analysis platform’s 
architecture is conceptualized according to the “Data-as-a-Service” (DaaS) system 
organization (see Fig. 2). It is worth mentioning, that our notion of DaaS-based cloud 
 

 

Fig. 2. Data-centric cloud model for the enhanced text mining algorithm 
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model is a little bit broader than the one given by Wikipedia [21] and assumes a 
consolidated service stack built on top of the infrastructure (IaaS), data analysis 
platform (PaaS) and user-centric application (SaaS) services. Following subsections 
discuss some distinctive features of the suggested data-centric cloud architecture 
design with regard to the analysis platform, infrastructure, and user-centric services. 

Analysis Platform 

The interdisciplinary nature of the integrated text mining approach, as discussed in 
Section 3, fosters the collaboration between independent groups of data scientists, 
each working on a corresponding part of the text mining workflow, whether it is 
natural language processing, deductive reasoning, ontology modelling, machine 
learning, or knowledge extraction. Thus, the main task of the platform is to provide 
means for developing services that implement the certain component’s functionality 
by ensuring the needed level of interoperability between the loosely coupled services 
in order to be integrated in a common application, i.e., a workflow. Furthermore, the 
services can incorporate previously developed services, which have been designed in 
a way that allows their easy adoption by the upper-level services. In particular, such 
an approach has been investigated and successfully implemented in the LarKC project 
[3], whereby applications are developed as a workflow that is constructed of several 
services (or plug-ins, in the LarKC terminology) connected through a common data- 
and workflow management system. A “Data-as-a-Service” concept, as suggested by 
us, extends the basic principals of LarKC by providing such an analysis platform as a 
service, which means that all the essential components of the platform’s software 
stack, such as execution runtime, database, web services host, workflow manager, 
etc., are permanently deployed on the cloud. The platform’s advantage from the 
service-oriented design is manifold: (1) it does not introduce any additional 
requirements to the configuration of the user’s underlying software or hardware layers 
– the client part of the cloud platform is constituted by light-weight web services, 
accessible via a plain schema (typically  XML-based) from any internet- (in case of a 
public cloud) or intranet (in case of a private cloud) connected device; (2) it can be 
relatively easily migrated to another cloud-based infrastructure in order to help 
meeting the concrete application’s requirements (including Service Level Agreement, 
security, costs, etc.) or even spawn over multiple cloud providers, i.e., be offered 
through a federated cloud environment; (3) it matches automatically the application 
demands to the available infrastructure resources, so that the users do not need to 
make the allocation themselves; (4) it exploits the inherent parallelism of the analysis 
algorithms to fully utilize the infrastructure capacities. 

Infrastructure 

An on-demand infrastructure provisioning is one of the key features of the suggested 
cloud-based platform design. Depending on the concrete application scenario, the 
underlying hardware can virtually scale to meet the application demands, e.g., the size 
of data to be stored and analyzed, as well as to satisfy the predefined functional and 
Quality of Service requirements, such as the maximal query answering time, the 
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number of parallel processed of user queries, etc. The infrastructure consists of three 
basic types of resources: compute cluster, storage disc farm, and local area network 
(LAN). Compute clusters offer hardware for performing computation, i.e., CPUs and 
RAM, loosely connected to each other by means of a (e.g., TCP-IP based) LAN, or, in 
case of supercomputers, through a high-speed network like Infiniband or Gigabit 
Ethernet. Some cluster nodes might be equipped with a local disk, however a more 
common case is when all nodes are getting access to a shared storage, available 
through a networked file system, such as Lustre. The main task of the cloudware is 
thus to manage all those hardware resources constituting the cloud infrastructure 
among the user experiments, or jobs, which is done by means of a cloud resource 
manager. Resource manager is an interactive service, having a role of the 
infrastructure frontend with regard to the platform’s system software. 

User-centric Software 

The use of the cloud platform by the users is facilitated by user-centric software, 
which includes interfaces to submit and control experiments, analyse results, etc. For 
this purpose, a set of intuitive general-purpose web services has been designed. 
Depending on the use case scenario, these services can be extended to meet user and 
application specific requirements.  

5 Use Case Scenarios 

This section presents two exemplary applications of the proposed text mining 
platform. The aim is to demonstrate the advantages of the platform with regard to 
typical analysis scenarios from science and industry. None of the scenarios could have 
been implemented with the existing tools so far. 

5.1 Open Media Data Analytics on the Web 

The everyday work of journalists and news agencies is largely influenced by the 
availability of free media data, published on the internet. The market success of a 
media platform is largely dependent on the timeframe between the news’ arrival and 
their releasing in both internet and traditional (printed) media. The crucial point here 
is that the newly arrived information has to be validated with respect to its 
truthfulness and actuality before being published. Having a high performance 
contextualization platform, which would enable information extraction from all those 
large-sized, heterogeneous, and unstructured data sources, would be of a great 
advantage for journalists. 

As an example, let’s suppose a journalist has to take a decision about publishing a 
news item about some recent political event. The news might be outdated, come from 
an unreliable source, or might contain knowingly false statements, such as the wrong 
political allegiance or affiliation of the news’s protagonist. Therefore, the information 
contained in this news must be validated according to other related news, e.g., the 
previously published ones, as well as publically available information from the 
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internet. The analysis platform would automatically identify the information from the 
sources related to this news, categorize it, extract the main statements as well as the 
context they are used in (e.g., sentiments), etc. This helps greatly and serves as a 
recommendation for the publication. Moreover, the platform will allow the journalist 
to essentially extend the scope of news by considering other related events and 
articles. Considering the size of the analyzed data as well as the availability of near 
real time requirements for the discussed application scenario, this is a typical big data 
task that obviously requires such a platform as suggested in this paper. The research 
has already attracted attention of key players on the media market, such as Deutsche 
Welle. The potential end users of this technology are newspapers, radios, TV 
channels, and journals. 

5.2 Strategic Business Decision Making in Enterprises 

Intelligent taking of strategic business decisions is an important task for many 
enterprises that are planning or/and optimizing their research and prototyping 
activities towards achieving the identified innovation and technology management 
aims. For example, before reorienting its main production line to producing electrical 
vehicles instead of petrol or gas ones, car manufactures like BMW would need to 
analyze the results of a huge number of reports, studying the impact of this strategic 
decision from very different perspectives, including the technological, economical, 
and social ones. Successfully conducting this task often involves an extensive analysis 
of the internal document collections, such as marketing studies, technical reports, 
instruction manuals, technical email discussions, forums, trackers, and other textually 
captured and stored documents, whose aggregated volume can easily reach the size of 
several Petabytes. The role of the platform in the decision making process is not only 
to identify the documents related to a particular query as well as to retrieve the useful 
information contained in those document, but also to enrich this formation with other 
knowledge coming from external, usually unstructured, data sources, e.g., from the 
Internet, in order to build a knowledge base to be used for the internal planning of the 
enterprise’s strategy. 

Unfortunately, a trivial syntactic look-up (e.g., via Google Search Appliance) has 
proved ineffective for such kind of search, since it only returns co-occurrences and 
does not retrieve the relationship between the searched terms and events. The 
suggested platform improves this kind of analysis by integrating enterprise-related 
domain knowledge regarding the search directly into the knowledge extraction 
process in the form of ontologies. The use of learning and reasoning during the 
knowledge extraction process further improves the amount and quality of the gained 
knowledge. Hence, the platform will retrieve knowledge for the concrete search from 
unstructured, distributed and heterogeneous big data in order to provide a highly-
structured, comprehensive knowledge base, aligned with the current situation at the 
enterprise, in order to support meeting ad-hoc operative decisions.   
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6 Conclusion and Outlook 

The paper introduced the results of an interdisciplinary research (spanning over 
information retrieval and analysis, semantic technologies, computational linguistic, 
data management, and high performance computing domains) aimed to elaborate a 
new technique to information and knowledge extraction from text corpora that fall 
within the scope of the big data aspect, i.e., the analysis of heterogeneous, 
unstructured, and large-sized data. The major motivation for the research lies in an 
increasing inability of the traditional techniques to address the big data challenges in 
textual data processing, as reported by numerous scientific and industrial research 
communities. The elaborated approach suggests enriching the traditional text mining 
techniques by integrating ontology modelling and natural language processing 
algorithms. The major benefits of the integrated approach can be summarized in the 
following points: (1) full automation of the knowledge extraction process thanks to 
adopting a domain ontology based deductive reasoning algorithm; (2) very high 
quality of the retrieved information thanks to the iterative, self-learning analysis 
method; (3) applicability to a wide range of data sources thanks to adaptive NLP 
methods; (4) short time-to-market and high cost effectiveness during adoption by the 
new application domains.  

The approach should be implemented and deployed in a data-centric cloud 
environment, conceptualized in a way conforming to the “data-as-a-service” 
paradigm. The cloud services, implementing the elaborated algorithms, will be 
designed considering the most promising parallelization techniques, such as 
MapReduce, MPI, PGAS, etc., in order to ensure a high efficiency of the developed 
software when running in high performance computing and cloud environments. 

The future research will concentrate on the following actions: (1) further 
elaboration of the interdisciplinary analysis approach in cooperation with providers of 
the identified use case; (2) more precise assessment of the performance and scalability 
promises, enabled by the new approach; (3) implementation of a platform’s prototype; 
(4) spreading out the data-as-a-service innovations for implementing data-centric 
algorithms in diverse science and technology communities; (5) validation of the 
software implementing the elaborated algorithms in a cloud computing environment. 
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Abstract. Component mobility introduces additional complexity for
software engineers along with the convenience it brings to the end-users.
The provision of detailed formal analysis can help to reduce the poten-
tial risks for the application design. In the paper, we propose a novel
approach to facilitate fine-grained verification for component mobility
based on Bogor, in which the domain specific knowledge can be em-
bedded and provided as the first class entity. The customization helps to
reduce the generated state space compared with others based on general-
purpose model checkers. The experiment demonstrates the efficiency and
feasibility of our approach.

Keywords: mobility, verification, model checking.

1 Introduction

The vision of pervasive environment brings about a paradigm shift to the user-
centric model, while the associated network intensive and computation intensive
characteristics provide the necessary infrastructure to materialize this vision.
On top of these infrastructures, application migration with users is an effective
ways to hide the uneven conditioning of the environments and provide seamless
services with the least interruption to the end-users [13].

Mobile conditions would inevitably introduce uncertainty to the running ap-
plications, e.g., different server configurations, multi-version middleware APIs,
cross-organization policies. Therefore developers need to equip the applications
with some degree of context-awareness capabilities which inevitably increases
the design complexity. To answer the challenge, various approaches have been
proposed [14]. However, most of the work tackle the problems from the tech-
nical perspective, for example, agent-based approaches [15], middleware-based
approaches [10]. But few of them address the issue from modeling perspective.
This imbalance motivates us to provide modeling and analyzing support for
application mobility. We agree with the fact that the mobility-enactment mech-
anism is important, but we also believe that design phase support is a key factor
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to improve the system quality. Specifically, existing work mainly leverage graph
transformation based approaches to specify and validate the design [3,16]. This
is mainly because that visually modeling methods have a natural correspondence
with the software components. The problem is that the lack of fine-grained verifi-
cation support hampers the applicability of these models. In this paper, different
from using the traditional graph based tools, we try to exploit the domain-specific
knowledge of application mobility and embed them into the verification engine.
Based on the highly modular architecture of model checker–Bogor [6], the do-
main specific concepts are provided as the first-class primitives for modeling,
which not only facilitate the following analysis but also help reduce the state
space compared with other general purpose model checkers.

The rest of the paper is structured as follows. Section 2 gives brief technology
background of Bogor. Section 3 illustrates our approach with an example. Sec-
tion 4 presents the evaluation and comparison with other approaches. Section 5
discusses some related work and Section 6 draws an conclusion.

2 Background

Bogor [6] is a popular highly modular model checker developed by Kansas State
University. The framework provides direct support for modern language features
as well as convenient extensibility.

Listing 1.1. BIR extension example for resource management modeling

1 system ResourceExample{
2 ex t en s i on Set f o r mypackage . myextensions . SetModule{
3 typede f type<’a>;
4 expdef Set . type<’a> c reate <’a>( ’a . . . ) ;
5 expdef ’ a se l e c tE lement<’a>(Set . type<’a>);
6 expdef boolean isEmpty<’a>(Set . type<’a>);
7 ac t i onde f add<’a>(Set . type<’a>, ’ a ) ;
8 ac t i onde f remove<’a>(Set . type<’a>, ’ a ) ;
9 }

10 record Resource{boolean i sF r e e ;}
11 record Memory extends Resource{}
12 Set . type<Resource> re sourcePoo l ;
13 main thread MAIN(){
14 l o c l o c 0 :
15 do{
16 re sourcePoo l := Set . c reate<Resource>(new Memory ) ;
17 } goto l o c 1 :
18 . . .
19 }
20 }

The input is specified in the format of Bandera Intermediate Representation
(BIR), which was originally designed to be an intermediate language used for
translating Java programs to the input language of other existing model check-
ers, e.g., SPIN [7]. Thus it can directly support modelling of threads, Java locks
and a bounded form of heap allocation etc. On the other hand, Bogor was de-
signed with a highly modular architecture and it provide utilities to add new
types, expressions, and commands according to users’ needs. Because of this fea-
ture, users can customize according to the domain knowledge by implementing
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the correspondent extensions. In this way, the irrelevant states which would be
generated otherwise to the properties being checked can be avoided.

Listing 1.1 illustrates how to extend the BIR language and model a resource
management scheme. Line 2-9 describes the set extension defined by users. The
generic style guarantees the reusability in case of multiple element data types.
There are three kinds of extension definition for BIR: the first is type extension
(line 3); the second kind is expression extension (line 4-6); the last kind is action
extension (line 7-8). Line 10-11 describes two record types. Line 13-19 describes a
running unit of Bogor, where main thread indicates the entry point. The atomic
statement is labeld by keyword loc. Multiple threads can be interleaved for exe-
cution. For space limitation, details of these extensions are not listed here, but
interested readers can refer to [6] for a complete presentation.

The user is responsible to give the implementation of the extension including
each action and expression declared. Bogor provides a well-defined architecture
to ease this process. By inheriting several abstract classes and implementing some
interfaces, user-defined modules can be incorporated into the model checker and
the extensions can be provided as the primitives for the modeling process.

By default, Bogor can check embedded assertions or whether the input model
contains deadlock. If the model violates the assertion or contains deadlock, a
counter example with error traces will be given. Moreover, Bogor also supports
the verification against properties specified by Linear Temporal Logic (LTL). The
highly customizable characteristics of Bogor and the support of LTL are two key
factors of our approach which allows for a detailed property specification as well
as a reduction of unnecessary state space.

3 Our Approach

Application mobility mechanisms are usually adaptive and very flexible to meet
different requirements. Taken popular Model-View-Controller (MVC) architec-
tural pattern [4] compliant applications as an example, there are several mo-
bility strategies, i.e., state migration, user interface migration, or even whole
application migration. The final choice actually depends on the context after
the application is deployed. Thus we need to provide modeling support for both
application as well as context. In design phase, the modeling language needs
to provide high level abstract, but not unnecessary detailed constructs. In light
of this, for simplicity, we make some assumptions on the application mobility.
Application consists of a set of loosely coupled components. There is a specific
application mobility manager, which is responsible for scheduling the mobility
event and keeping the states. Moreover, we does not take into consideration of
cross-organization boundaries during modeling.

For mobile applications, since the components are loosely coupled. Each com-
ponent may have some dependencies on others or some requirements on the
resources. This could be naturally modeled by a reference type: record. Thus at
least five pieces of information are needed for the component, i.e., ownership,
user’s id, location’s id, dependencies, and resource requirements. The former
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three parts can be easily represented via native primitives, but the last two re-
quires some further reference types to model, since multiple dependencies and
resource requirements are possible in many cases. And the sequence of these
dependencies and requirements are not important, the set data type is of our
natural choice. Besides, since not all components are inherently movable, for
example, database component, we need to add a flag to indicate.

Different from implementation languages, we do not require design models
have the ability to migrate across platforms. Instead, we use the mobility man-
ager, i.e., MobiManager to keep track of the component place information and
mimic the migration behavior. In real cases, sensors detect the user’s move and
announce the latest location to the mobility manager. Mobility manager will then
check the context and decide the corresponding component to migrate with the
users to the new destination. To model this process, we simply let user send
a message to the mobility manager through a channel, stating the user id and
the destination information. Mobility manager will non-deterministically decide
which part of the application in case of multiple options available.

As aforementioned, we can reuse the set extension to model the notion of
component as in Listing 1.2. In applications, specific component can inherit (or
extend in terms of Bogor) this general construct.

Listing 1.2. BIR extension example for resource management modeling

1 record component{
2 s t r i n g ownership ;
3 i n t u se r Id ;
4 s t r i n g l o c I d ;
5 boolean movable ;
6 Set . type<s t r ing> dependenc ies ;
7 Set . type<s t r ing> rscReq ;
8 }

We use the extension of channel in Bogor to model the notification of mobility
event. Since Bogor’s extension facility provides an open-ended mechanism for
adding any number of domain-specific abstractions, the properties are usually
only concerned with a channel’s abstract states. Therefore, the extension allow
us to hide the implementation-level states and not to be exposed in the model
state space. After receive the event, the manager will update the corresponding
component information. Since component has a set of dependencies and resource
requirements, if the destination environment fails to satisfy such requirements,
the manager will not initiate migration activity.

Listing 1.3 illustrates the mobility manager extension. Line 1 defines the name
of the extension (i.e., MobiManager), together with the implementation seman-
tics (i.e., myPackage.MobiManagerModule.java). Line 2 defines a generic non-
primitive type parameterized by ¡’a¿. Line 4-6 defines two expressions. The first
one is a create expression, which takes the set of possible locations and appli-
cation components as the arguments and returns an instance of the mobility
manager. The second one is the channel instantiation expression, by which an
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instance of the communication with the mobility manager can be derived. Since
both of these two expressions have no side effect and have no impact on the
state space, we define them as expressions. The case is similar in Line 8, in
which a guard expression is defined to return a Boolean value based on the mo-
bility request message sent through the channel. Line 7 and 9 define two actions,
i.e., notify and move. The former action mimics the sensor’s detection of mobil-
ity event and report to the mobility manager, while the latter one mimics the
scheduling decision of the manager based on the received message. Obviously
these two behaviors are relevant with the model’s state space, therefore we de-
fine them as actions. In the semantic implementation part, both expression and
action definitions need to be materialized in the form of class member functions.

Listing 1.3. Mobility manager extension constructs

1 ex t en s i on MobiManager f o r myPackage . MobiManagerModule{
2 typede f type<’a>;

3

4 expdef MobiManager . type<’a> c reate <’a>( s e t . type<Location>,

5 s e t . type<component>);

6 expdef channel <’a> getChannel (MobiManager . type<’a>);

7 ac t i onde f no t i f y <’a>(channel <’a>, ’ a ) ;

8 expdef boolean guard<’a>(MobileManager . type<’a>, ’ a ) ;

9 ac t i onde f move<’a>(MobieManager . type<’a>, Location ) ;

10 }

4 Case Study

In this section, we use a scenario to illustrate the aforementioned approach and
present our preliminary performance evaluation. The example is taken from a
popular follow-me like application category widely studied in pervasive environ-
ments [8].

A MVC pattern compliant application consists of three essential components,
i.e., UI (view), Database (Model), and Logic (controller). Database is bounded
with a static container and not movable. UI can migrate with users to provide
seamless service. But UI component needs some resources and has some library

Fig. 1. Scenario illustration
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dependencies which are assumed to be provided by the host container. Logic is
also movable, but the host container should provide authentication module to
guarantee the data access security.

As an initial configuration, we set up three distributed containers with dif-
ferent resource allocations as described by Figure 1. User is free to move across
containers. The latest location can be notified to the mobility manager via a
message channel. The application firstly run in Container A. Except that the
DB component is fixed, the other two are free to move based on the user’s loca-
tion, but each has a separate requirement list of resources and dependencies for
the host container.

Based on the above statements, we model the system using the previously
defined extensions and data structures. Listing 1.4 gives an excerpt of the model.

Listing 1.4. Example modelling excerpt

1 // d e f i n e the app l i c a t i o n component i n s t anc e s , three l o c a t i on s ,
2 //messages and t h e i r member va lue s ;
3 Component UI , Logic , DB;
4 record Message{ s t r i n g use r Id ; s t r i n g locName ;}
5 record Location { s t r i n g l o c Id ; s e t . type<s t r i n g> depLi st ;
6 s e t . type<s t r i n g> r s c L i s t ;}
7 Location containerA , containerB , containerC ;
8 . . .
9

10 se t . type<componet> app l i c a t i o n := se t . c reate<component>(UI , Logic ,DB) ;
11 se t . type<Location> c on ta in e r s :=
12 se t . c reate<Location>(containerA , containerB , containerC ) ;
13 // d e f i n e a c t i v e use r thread ;
14 a c t i v e thread p roc e s s ( ){
15 MobiManager . type<Message> mgr ;
16 Channel . type<Message> chan ;
17 Message msg ;
18 l o c l o c 0 :
19 do{ mgr := MobiManager . c reate<Message>( app l i c a t i on , c on ta in e r s ) ;
20 chan := MobiManager . getChannel<Message>(mgr ) ; }goto l o c 1 ;
21 l o c l o c 1 :
22 do{ msg := {” use r ” , ” containerB ”} ;
23 MobiManager . no t i f y ( chan , msg ) ; } goto l o c 2 ;
24 l o c l o c 2 :
25 when MobiManager . guard (mgr , msg) do{
26 MobiManager .move (mgr , containerB ) ;
27 } re turn ;
28 }
29 . . .

Based on the model, we can conduct fine-grained verifications besides the
normal deadlock detection, assertion violations. For example, one of the inter-
ested properties we want to verify is, given the design, whether it is always
true that wherever the user goes, the UI component will eventually migrate to
the corresponding container. We use R to predicate user’s location container,
and Q to denote the predicate that UI migrates to user’s container. Written
in LTL, the property is the following P1: �(Q � ♦R). We use the above two
property verification to evaluate the performance of our approach compared with
general-purpose model checkers. Specifically, we use Spin as the comparison, and
translate the model to its input language promela. To scale up, we use the num-
ber of containers as the parameter. The experiment is conducted on a PC with
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Table 1. Performance comparison of our approach with Spin based approach (In the
bracket, left is the result of our approach, and right is of Spin-based approach. NA
denotes Not Available, OM denotes Out of Memory.)

(Parameter) States Memory(MB) Time(sec)

3 (216, 329) (23, 65) (2.1, 1.3)

4 (438, 752 ) (39, 127) (3.2, 4.8)

6 (1025, 3162) (46, 638) (16.7, 103)

10 (20438, NA) (125, OM) (153.2, NA)

an Intel i5-2.5GHz CPU with 4GB RAM running Windows XP. The comparison
is summarized in Table 1.

The comparison result above demonstrates the customized approach lever-
aging on domain knowledge can significantly reduce the state space and thus
enhance the verification efficiency. We can also verify other properties, for ex-
ample whether it is always true DB component will not migrate to other con-
tainers. Written in LTL, the property P2 is: �DBatContainerA. But for space
limitations, the performance evaluation is not included.

5 Related Work

Application mobility is an important topic in pervasive computing. Most of work
investigate the problem from the perspective of enabling techniques, especially
focusing on the context-aware mobility. Representative examples include [1,5,12].
In [1], authors proposed a decentralized supporting platform named ”A2M” for
application mobility. Based on the framework, an example application capable of
moving between heterogeneous devices was implemented to provided a seamless
video playing experience. In [5], an agent based mobile application framework
which provides the opportunity for applications to better adapt their interface
tot he new environment was proposed, in which agent functions similar to the
mobility coordinator modeled in our paper. Xu et al. [12], proposed a task mi-
gration mechanism in the OSGi Framework named ScudOSGi which focues on
context-driven migraiton and local facilities rebinding. All these approaches did
not provide direct support for design-phase modeling and analysis.

In [2,3], Baresi et al. illustrates the applicability of graph transformation based
modeling tools to analyze the service oriented systems. In order to exploit graph-
ical notations, the model is first translated into a transition system based on
which the verification is conducted. The translation process per se is non-trivial
and error prone, since there are often cases that no exact equal constructs can
be found in the source and target languages. Moreover, the work did not cover
the application mobility domain. In [16], a graph transformation based model-
ing approach for modeling component migration was proposed. Global topology
styles were modeled as attributed type graphs and speific application deployment
structure as instance graphs. By leveraging third party tools, such as AGG [11],
consistency checking can be automated. Although the approach provides some
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level of formal analysis, the tool itself lacks support for detailed property spec-
ification, thus insufficient to conduct fine-grained analysis. In [9], the authors
proposed a translation based approach to verify layered graph transformation
specification models. Generally left hand side of product rules are translated
into the guards, and the right hand side of product rules are translated into the
actions. The work alleviate the inability of popular graph modelling tools for
verification, but again does not address the application migration domain.

6 Conclusions

In this paper, we presented a novel approach to verify fine-grained application
mobility in pervasive environments. We studied the domain-specific concerns and
embed them into the highly customizable model checker Bogor. These concerns
become the first class primitives to construct the models during design phase.
Developers can not only conduct general validation activities, e.g., deadlock-
free, but also other fine-grained properties specified by LTL. To the best of
our knowledge, this is the first work to leverage domain specific knowledge to
verify design artifacts of mobile applications. The preliminary performance result
demonstrates the feasibility of our approach.

For the current work, we made strong assumptions over the low-level hardware
architectures and cross organizational boundaries. In the future, we would like
to embed the guarantees from the middleware layer and integrated into our ap-
proach, we also plan to incorporate some process scheduling models used by the
application servers and complement our verification framework with extensions
to provide direct modeling support.
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Abstract. The online social network services have been growing rapidly over 
the past few years, and allows user to share location information by the GPS 
enabled mobile device. The information about the location can reflect social 
characteristic and record behaviors tracks of users. For location information has 
an impact on user behavior analysis of location-based social network, this paper 
proposed a new matrix factorization for user behavior analysis in location-based 
social network. The matrix model is based on the information of the user and 
location. Considering that large data sets and the problem of matrix sparsity 
would significantly increase the time and space complexity, matrix factorization 
was introduced to alleviate the effect of data problems, combining with the key 
information about the user in a social network. In order to evaluate the proposed 
method, we crawl live data from the Foursquare social network. The 
experimental results show that the proposed method is effective in solving the 
problem of matrix sparsity which has large data sets, and improving the 
accuracy of user behavior analysis. 

Keywords: Matrix factorization, Location based service, Social network, 
Behavior analysis. 

1 Introduction 

Nowadays, with the development of Web 2.0 technologies, online social network 
services, such as Facebook, Foursquare, Renren, Micro-channel and so on, have had 
its own space in the Internet market rapidly. The user can create personal information, 
share pictures and videos, exchange feelings and experience with others in social 
network by using smart phones and other network approach. Recent research [1] 
shows that the number of visitors of social network has reached 25% of Internet 
traffic and 2/3 users of worldwide web are using social network. Besides, GPS has 
bought new opportunity for online social network services. Users can locate their 
positions by smart phones and other network which with GPS. 

Location-based Social Network integrates the mobile Internet and social network 
services. It supports users to record freely, share location and any other information at 
any time. Users can update their locations synchronously through social network 
services when location information changes, and thus strengthen contact with their 
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friends conveniently. Using social network services, users often hope that the system 
can recommend some friends who have the same hobbies or recommend some places 
they are interested around them. However, social network in China and foreign 
countries seldom involves these services. In order to realize these recommended 
services, they have to analyze user behavior in real location so that they can know the 
hobbies, social attributes and so on by users. As a result, the analysis of user behavior 
plays a key role in realizing these recommended services. 

This thesis is based on matrix factorization to analyze user behavior of Location-
based Social Network. Combining real information with virtual social network 
information of users is to promote the quality of recommended services. The meaning 
of this thesis is as follows: first, establish matrix model according to the user and 
location, and analyze real behaviors of users by using the algorithm of matrix 
factorization. Second, propose that combine real behavior with virtual social network, 
analyze the similarity of behaviors between users simultaneously, recommend some 
users who are similar to present users and places they are interested to present users. 

The rest of this paper is organized as follows. Section 2 introduces some relative 
work. Section 3 gives the relative definition and model. Section 4 describes the 
similarity analysis algorithm of location-based social network services. Section 5 
demonstrates the effectiveness of our approach by carrying out experiments on a data 
set. And section 6 concludes this paper. 

2 Related Work 

Many contributions, which focus on analyzing user behavior, have been made 
recently. Guy et al. [2] figured out a kind of analysis method which based on variety 
of aggregate information between users, but the first thing is that the users have 
known each other already, consequently, it doesn’t adapt to finding new friends in 
social network. Terveen et al. [3] worked out a kind of framework of social matching, 
aimed at analyzing the level of matching between users according to their location. 

Nisgav et al. [4] proposed that they could calculate users’ similarity by using user 
query category. However, the query category didn’t get used widely for Location-
based Social Network mainly depends on smart phone. Besides, they didn’t consider 
the location information. 

With the continuous development of GPS and WI-Fi, the social network can 
provide specific location information of users and analyze the users’ behavioral 
trajectory through GPS log. Chen et al. [5] figured out a raw-GPS route tracking 
method and used GPS route for semantic analysis. Krumm et al. [6] forecasted user’s 
destination in one journey by analyzing statistics of GPS. And a kind of extended 
sequential patterns was proposed by Gonotti et al. [7] to analyze movement locus. 
Literature [8] said to identify User Associations according to access tracks of users. 
Literature [9] said to calculate similarity of user’s behavioral trajectories through GPS 
log. First, figure out the location of the user access point and clustering these location 
points. Then, match the access sequence to calculate the similarity. Location services 
social networking sites, Foursquare, classify location statistics semantically. And 
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study users’ semantic similarity on location by using classified information of 
location was said in [10]. GPS log can track the users’ behavioral trajectory 
continuously while location-based social networking cannot. The reason is that only 
users reach the specific location can they check in and the information could be some 
arbitrariness. 

These analysis methods haven’t combined existing user information on an online 
social network with real user location information. These two parts of information are 
both indispensable and play very important roles in analyzing the similarity of user 
behavior. Considering present situation, this thesis combines virtual network with real 
society of users to analyze user behavior, to get further information about the 
similarity between user behaviors and to recommend according to historical behavior 
and user behavior similarity of users. 

3 Model and Definition 

Currently, online social network is prevailing. A lot of users send their location 
information by registration and fill their basic information, such as Age, Sex, and 
publish content, make comments on others’ content in social website. You can 
abstract key words for this kind of information. This chapter analyzes location-based 
user similarity through establishing social network model at first. Then it analyzes 
social-network-based user similarity. Last, combine real information and virtual social 
network information about users and promote the quality of recommended services.  

3.1 Location-Based Social Network Services Model 

When a user is in location-based social network and reaches a certain geographic 
position in the real world, he can make registration in social website by using mobile 
phone and some other devices. 
 
Definition 1. Registration Tuple: sign once containing the information of users, 
locations and the time of user access locations. It can be expressed by Triples< 
UserId, LocationId,Time >. 
 
Definition 2. Access Matrix: establish matrix R according to the times that user 
collection visit location collection. Each row in the matrix represents a user and each 

column represents a position. Each value ijr  in the matrix is defined as the times of 

the user i visited position j. That is to say, the more value of ijr
 
is, the more times the 

visit is, the more interests user has. On the contrary, the less value of ijr
 
is, the less 

interests user has. 
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Among these, letter i is the number of users and letter j is the number of positions, 

and each value ijr  in the matrix is defined as the times of user i visits position j. 

You should decompose the matrix in order to analyze the feature information of 
user and location. SVD is a common way of matrix factorization. It decomposes a 
matrix R, which is n×m, into three matrices. Among the formula R=U×S×V, U is an 
orthogonal matrix in n×n; the V is an orthogonal matrix in m×m; S is a diagonal 
matrix in n×m. Elements on the diagonal is in descending order from top to bottom, 

that is to say, 1 2( , ,..., )mS diag σ σ σ=  and it must be under the circumstance 

of 1 2 ... 0mσ σ σ≥ ≥ ≥ ≥ , elements which are not on the diagonal are all be 0, and 

all mσ  are in descending order, called singular value. Retain k largest singular value 

and get a new diagonal matrix kS , accordingly, dimensions of U,S,V changes into 

n×k, k×k, k×m, then get a similarity matrix k k k kR U S V= × × , kR R≈
 
of original 

matrix R. The value of k in this method is not easy to select: if k is small, it will be 
easy to lose important information and structures of original data; if big, it can’t reach 
the lower dimension and easy to over-fitting the training data. 

What is different from the traditional method SVD is that this method looks for a 

low-rank matrix X to approximate the original matrix R. And TX P Q= × , users 

characteristic matrix n fP C ×∈ , position characteristic matrix m fQ C ×∈ , f means 

number of features, generally speaking, f<<r, r is the rank of the original matrix R, 

and min( , )r n m≤ . 

 

Definition 3. Location Eigenvector: vector in the number l line of matrix Q means 

eigenvector of position l. It expressed by lq  to measure the extent of these 

characteristics the position l possesses. Value in the vector can be positive or 

negative. 

 

Definition 4. Users Eigenvector: vector in the number u line of matrix P means 

eigenvector of user u. It expressed by up  to measure the degree of likeness of user u 

for the position corresponding feature. 
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Definition 5. Estimated Interest Value: you can figure out estimated interest value of 

user u for position l by the inner product of up and lq ,
 

ˆ T
ul l ur q p= . 

3.2 User Similarity Analysis of Location Services 

According to access matrix of user-location, eigenvector of all the users and locations 

can be got by using decomposition method. Dimension of lq is f, each dimension 

value of lq  measures extent of each characteristic the position l possesses. 

Dimension of up is f, each dimension value of up
 
measures the degree of likeness 

of user u for position corresponding feature. For example, a and b are different users, 

their eigenvectors are ap and bp , and dimensions are both f. Each dimension means 

different likeness of users, a and b, refer to corresponding position characteristic. 
 
Definition 6. Location-based User Similarity: there are two different users, a and b, 
calculate similarity of dimensional space f by using method cosine similarity. 
Calculation of the following formula: 

( , ) cos( , ) a b
a b

a b

p p
simbl a b p p

p p

⋅= =
∗

 

3.3 User Similarity Analysis of Online Social Network Services 

Definition 7. Users Keyword Information Set: abstract related keyword information 
according to information in virtual social network and describe the characteristics of 
the information. A collection of these keywords is called users keyword information 

set. This set is denoted as 1 2 3{ , , ,..., | }nU ch ch ch ch n N= ∈  , and ich
 
is 

keyword of number i. 
Keyword information set of any user a can be expressed by the following 

formula { , ,..., |1 }a i j mU ch ch ch i j m n U= ≤ < < ≤ ⊂ . 

Different keyword information can be discretized by different approaches. (1) For 
basic social network of users’, like sex and age, zero represents male and one female, 
zero means age from zero to ten, one means age from eleven to twenty and so on, 
which ten years is a section. (2) For content in social network which is made by users 
or reviewed by others, filter this information and select keyword. One means users 
hold this keyword and zero means not. Lastly, statistics all critical information and get 
users’ keyword information set. For instance, users’ keyword information set is made 
up of basic information and content information. Basic information includes sex, age 
and major and content information includes going travelling, excising, watching 
movie, reading books, going shopping and eating food. U represents users’ keyword 
information set. If {male, 23, computer, going travelling, watching movie, reading 
books.} is keyword information set of use a, it can be considered as multidimensional 
space and be expressed by vector （0,2,1,1,0,1,1,0,0), each value in the vector 
corresponds to each element in the set U. 
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Definition 8. Users Keyword Vector: discrete users’ keyword information and 
mapped to multidimensional space, and then get vector, that’s the Users Keyword 
Vector. 
 
Definition 9. Users Keyword Information Similarity: similarity of any vector

 
1 2( , ,..., )na a a a and 1 2( , ,..., )nb b b b in n-dimensional space can be got by calculating 

Euclidean distance between corresponding points. That is to say, 
2 2 2

1 1 2 2

max

( ) ( ) ... ( )
( , ) 1 n na b a b a b

simbn a b
Dis

− + − + + −
= − , and maxDis is the maximum 

distance that any two users can produce. The greater the distance is, the smaller the 
similarity is; on the contrary, the smaller the distance is, the greater the similarity is. 

3.4 Users Similarity Analysis of Location-Based Social Network Services 

Location service and social network are two different kinds of aspects which are 
abstracted from characteristics of users. Ways to measure and calculate these 
characteristics are different. Two kinds of consolidation methods need a 
normalization process in order to combine two different measurement methods. For 
any two users a and b, the value of ( , )simbl a b  and ( , )simbn a b  are in the interval 

[0, 1]. The definition, ( , ) ( , ) (1 ) ( , )sim a b t simbl a b t simbn a b= × + − ×  and 

0≤t≤1, is to describe the similarity between a and b. It reflects the likeness of users for 
the location attribute of reality, simultaneously; it reflects keyword information of 
users in virtual social network. At last, recommend resources according to similarity 
of users’ preference. Identify the previous k most similar users and recommend them 
and their locations to the current user. 

4 Users Similarity Algorithm of Location-Based Services Social 
Network 

What we can know from the previous chapter is that we have to find a low-rank 
matrix X to approach to the original matrix R as much as possible if we want to 
decompose access matrix R. 
 
Theorem 1. User feature matrix P multiplied by position feature matrix Q is low-rank 
matrix X, and it can approach to the original matrix R as much as possible. 

Proof: you need to minimize the following loss function for approaching. 
2

( ) ( )ul ulul
L x r x= −    (1) 
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Formula (1) can be changed into the formula (2) according to user eigenvector and 
location eigenvector. 

2
( , ) ( )T

ul l uul
L q p r q p= −      (2) 

Formula (2) should be adding the regularization term in order to prevent small date 
from appearing over fitting, and then you can get formula (3). 

2 2 2( , ) ( ) (|| || || || )T
ul ul l u l uL q p r q p q pλ= − + +   (3) 

λ  is a regularization parameter. Minimize formula (3) by adopting a stochastic 

gradient descent method and figure out partial derivatives of up and lq  respectively. 

Then you’ll get 

( )u u ul l up p e q pγ λ← + ⋅ − ⋅ ,  

( )l l ul u lq q e p qγ λ← + ⋅ − ⋅      (4) 

λ  is a regularization parameter; γ  is the step gradient descent. The error can be 

figured out by using formulas. You can obtain eigenvectors, and get matrix X through 

updating constantly.  

Algorithm steps are as follows: first, initialize all vectors up ,
 lq  and assign f-

dimensional vectors up  and lq at random. For any known access record ulr of the 

training set, calculate ˆ T
ul l ur q p= , and you’ll get ˆul ul ule r r= − . Then update each 

dimension on the basis of a formula (4) until figure out root-mean-square error（RMSE

：
2

( , )
( ) / | |T

ul l uu l TestSet
r q p TestSet

∈
− ）convergence or enough iterations and end iteration. 

 
Algorithm 1. MFBOL（Matrix Factorization Based On Location） 
Input: access matrix R,  number of features f 
Output: user eigenvector, location eigenvector  

Description of the algorithm 
1: Initialize  pu ,ql  = Random (-0.01,0.01)  
2: for  count = 1,…, k  do  
3:    for  u = 1,…,n  do 
4:       for  all  l ∈ S(u) do  

5:           
ˆ T
ul l ur q p=

 

6:           
ˆul ul ule r r= −

 
7:           for  i = 0,1,…,f-1  do  

8:               
( )ui ui ul li uip p e q pγ λ← + ⋅ − ⋅

 

9:               
( )li li ul ui liq q e p qγ λ← + ⋅ − ⋅

 
10: return        
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Algorithm 2. QUS（Query User Similarity） 
Input: inquiry two users a and b 

Output: the similarity between a and b 

Description of the algorithm 

1: Initialize 1 2 3( , , ,..., )na a a a a , 1 2 3( , , ,..., )nb b b b b      

2: 

2 2 2
1 1 2 2

max

( ) ( ) ... ( )
( , ) 1 n na b a b a b

simbn a b
Dis

− + − + + −
= −

 
 

3: ( , ) cos( , ) a b
a b

a b

p p
simbl a b p p

p p

⋅= =
∗

       
4: ( , ) ( , ) (1 ) ( , )sim a b t simbl a b t simbn a b= × + − ×       

5: return        

 
Analysis of Algorithm Complexity  
(1) Algorithm of MFBOL: since the access matrix is a very big and sparse matrix 

model, supposing that the number of users is n, the number of positions is m and the 
number of access record is e in access matrix. Adjacency table storage can be adopted 
because of e<<n*m. It can save space and accelerate the traverse speed. The 
complexity of the initialization vector in the first line is O( f * ( n + m ) ) and the 
complexity of all access records from the third to sixth line traverse again is  
O( n + e ). And k-times loop iteration and updating of f-dimensional vectors make the 
complexity of process from the third to ninth line be O( k * f * (n + e) ). 

In summary, the complexity of algorithm of MFBOL is O( f * ( n + m ) + k * f *  
(n + e) ). 

(2) Algorithm of QUS：when inquire similarity between any two users, keyword 
information set and the complexity of processing eigenvector are both O(1), 
obviously, the complexity of algorithm of QUS is O(1). 

5 Experimental Results and Analysis 

5.1 Experimental Environment and Datasets 

In this paper, experiment analyzes the effectiveness of user similarity calculation to 
testify the quality of recommending the service. The experimental environment of this 
paper is as follows: 
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Table 1. Experimental environment 

Operating System Ubuntu 10.04  
Kernel Version 2.6.32-33 
CPU Intel(R) Xeon(R) CPU  

E5620 2.40GHz 
Memory 12GB 
Hard Disk 250GB  
NIC Intel(R) PRO/1000MT 
Development of Language Java 1.6,Python 2.7 
Development Tools Vim7.2,Eclipse3.3.2 

5.2 Experimental Performance Analysis 

Seven hundred users who sign frequently are selected in this experiment to calculate 
user similarity for most users in social network website are not active. Find out the 
most similar user for each user on the basis of the similarity between two of them. 
Jaccard coefficient is a popular method of computing user similarity and analyzing 
two users’ overlap on common attributes. It is a ratio of the intersection’s and the 
union’s elements’ number on two users’ attributes. Compare precision of method 
Jaccard with the method mentioned in this paper by calculating the basic indicators of 
information retrieval system, like precision, recall and F-measure. The location Top-K 
is selected when calculate.  

Among the formula r

r

f(u) f(u )
Precision =

f(u )

∩
, f(u) is number of species of 

user u in location Top-K; ur is the most similar user of user u. This formula means the 
ratio of user u and ur intersection number of species occupy the ur’s location Top-K of 
number of species; 

( ) ( )

( )
rf u f u

Recall
f u

∩
= , this formula means ratio of user u and ur intersection 

number of species occupies the u’s location Top-K of number of species; 
2* Precision* Recall

F - measure =
Precision+ Recall

, F-Measure is the weighted harmonic 

mean of Precision and Recall 
Experiment 1: in algorithm of MFBOL, selection of number of features f is very 

important. This paper chooses f=30, f=50, f=100, f=200 respectively, and adapts 
RMSE as metrics. Parameter γ = 0.003,λ = 0.04. The results shown in Figure 1: with 
the addition of f, the value of RMSE becomes smaller, however, the consumption of 
time and space increase at the same time. 
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Fig. 1. The number of feature affects on RMSE 

Experiment 2: we can know that a better experimental result can be got when f=50. 

And later experiments can all adapt f=50,γ = 0.003,λ = 0.04. Experiment 2 is focused 

on uncertainty of t in formula ( , ) ( , ) (1 ) ( , )sim a b t simbl a b t simbn a b= × + − × . 

Calculate Precision, Recall and F-measure of 700 users’ Top-10 respectively 

according to the value of t. And then take the average of them, and the results are 

shown in Figure 2. 
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Fig. 2. The performance index of different t at Top-10 locations 

Experimental result shows that the value of Precision, Recall and F-measure are 
the optimal when t is about 0.7. Clearly, location information in reality and key 
information in virtual social network are both fundamental to similarity analysis. 
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(a) The performance index of Top-5 locations 
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(b) The performance index of Top-10 locations 
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(c) The performance index of Top-20 locations 
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(d) The performance index of Top-30 locations 

Fig. 3. The performance index of different Top-K locations 
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Experiment 3: the value of t is 0.7 in fixed similarity calculation. Calculate 
Precision, Recall and F-measure of 700 users’ Top-10 respectively according to the 
value of Top-K, take the average of them and the results are shown in Figure 3. 

Experiment 4: experiment 3 only uses location Top-K to calculate the similarity 
between users. Experiment 4 tells that use Top-K superior to using all access location. 
In order to indicate users visit Top-K occupying the most users’ access record, 
TopKCover(k) can be defined to express the ratio of accessing Top-K. Among the 

formula

( )
( )

( ) u U

TopK u
Total u

TopKCover k
U

∈=


, U is user-selected collection, TopK(u)  

is the times of user u visiting location Top-K and Total(u) is the number of visit of 
user u. 

Figure 4: the coverage of users Top-5 was 34%, users Top-10 46% and users Top-
20 55%. 
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Fig. 4. The rate of coverage of use’s Top-K locations 

Figure 5: three measurement methods begin to decline after location Top-50. The 
results show that use of Top-K is better than using all access records. 

5.3 Experimental Results 

The above experimental analysis shows that this thesis provides a more accurate 
method to calculate similarities between users. It doesn't only take advantage of the 
conditions of users’ access location information in reality, but key information of 
users in virtual social network. Access conditions of users in reality are focused on in 
previous studies; as a result, some other information of users is omitted. In order to 
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Fig. 5. The performance index at different Top-K locations 

testify that key information on virtual social network is also important to user 
similarity analysis by changing coefficient t in similarity formula. The method in this 
thesis is more precise than method Jaccard. Change the value of k in Top-K and get 
Top-K main access locations. And it can completely reflect features of user access 
location and achieve the performance of ignoring secondary information. 

6 Conclusions and Future Work 

This thesis is focused on studying similarity between social network users according 
to characteristic of location-based social network services and proposes a study 
method which combines virtual world and reality. User similarity is measured by 
means of matrix factorization, discrete analysis and normalized. Experiments show 
that the model and algorithm which proposed in this thesis are applicable to users’ 
similarity analysis in location services social network. The future research work is 
mainly focused on how to update the access matrix, eigenvectors and get more critical 
information of users. 
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Abstract. As the popularity of online social networks, the user behav-
ior in cyber-world might probably become a mirror of the user in physical
world. Therefore, understanding online user’s behavior is an interesting
yet challenging task. This paper aims to analyze URLs in Sina tweets,
the largest Chinese Twitter, to facilitate the understanding of the user
behavior. In particular, we first provide some statistics data to show the
global behavior. Then, we take a close look to users who publish similar
URLs frequently to track their abnormal behaviors. By observing the
contents and publishing time of these users, we classify users with com-
mercial purposes into several types, and thus showcase some interesting
cases to validate our classification.

Keywords: Online Social Networks, Chinese Twitter, URL Analysis,
User Behavior.

1 Introduction

Online Social Networks (OSNs) like Twitter, Flickr and YouTube have become
extremely popular, and attracts much more attention [1, 2, 3]. Numerous of
users on those OSNs platform are constantly emerging. Twitter, the world-wide
most influential OSNs platform, has more than 500 million registered users. Sina
Weibo, the Chinese largest OSNs platform, launched by blogging service provider
Sina since August 2009. Through those OSNs platform, users can make friends
with common interests, disseminate information, share pictures and videos, and
many more [4]. However, lots of users might make use of OSNs to attain their
specific purposes, among which a number of users indeed have commercial or
even malicious intents. For example, some users often publish advertisements,
and some users even diffuse links to phishing websites. Therefore, to analyze the
contents published by users in order to understand their behaviors undoubtedly
is an interesting yet challenging issue.
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URL links contained in user contents are a special type of data [5]. Many
users with commercial or even malicious purposes depend on these URL links.
For instance, user contents with advertisement intent might probably contain
URL of online shops, and user contents with phishing or malicious intents often
contain mendacious URL linked to banks or URL for downloading or loading
the malware. In this paper, we focus on analyzing URL links contained in user
contents, and thus attempt to understand user behaviors. In particular, we pro-
vide some statistics data to show global behaviors, and then we take a close look
to users who publish similar URLs frequently to track their abnormal behaviors.
By observing the contents and publishing time of these users, we classify users
with commercial and malicious purposes into several types, and thus showcase
some interesting cases to validate our classification.

The remainder of this paper is organized as follows. In Section 2, We reviews
the related work. In Section 3, we briefly introduce background knowledge about
Sina Tweets and data pre-processing. In Section 4, Some statistical analysis
on the content of URLs, and utilize the classification of URLs in tweets are
conducted. Section 5 make some case studies on user behavior with commercial
intents. We finally present conclude our work in Section Section 6.

2 Related Work

To date, a large number of studies on analyzing micro-bloging have been pro-
posed. As one of the most popular OSNs, Twitter has gained the particular
attention. Kwak et al. conducted a series of studies about the topological char-
acteristics of Twitter and its power as a new medium of information sharing [6].
It is observed that the majority (over 85%) of topics are headline or persistent
news in nature by classifying the trending topics based on the active period and
the tweets. Zubiaga et al. provided an efficient way to immediately and accurately
categorize trending topics without the assistance of external data [7]. They de-
fined a typology to categorize the triggers that caused Twitter’s trending topics
happening: news, current events, memes, and commemorative. For the Chinese
twitter, Yu et al. studied the key topics trending on Sina Weibo and compared
them with the observations on Twitter [8]. They found a vast difference in the
content shared between Sina Weibo and Twitter, for example: jokes, images and
videos sharing and percentage of retweets. Chen et al. also have shown that the
following preference of Sina Weibo users is more concentrated and hierarchical
than Twitter [9].

Recently, more and more research efforts have been devoted to analyze URLs
in tweets due to the special role of URLs in tweets. Antoniades et al. studied
the contents to which short URLs pointed, including the following aspects: how
they are published, their popularity and activity over time, as well as their
potential impact on the performance of the web on Twitter, owly and bitly [10].
Rodrigues et al. analyzed URLs shared on Twitter to show that users who are
geographically close to each other are more likely to share the same URL [11].
Moreover, the malicious URLs in Twitter, particularly including the phishing
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URLs, have been attracted attention, and thus some detection methods beyond
blacklists learning are proposed. Ma et al. used automated URL classification and
statistical methods to discover the tell-tale lexical and host-based properties of
malicious Web site URLs [12]. Chhabra et al. used the blacklisted phishing URLs
from PhishTank, linked these URLs to bit.ly and analyzed phishing shortened
URLs orig-inating from Twitter [13]. Cui et al. explored the features of the
malicious URLs and propose to classify them into four spam categories [14] in
on English (Twitter) and Chinese (Sina Weibo) messages. These studies indeed
shade light in our work to investigate the user behavior reflected by URLs and
the characteristic of users who often publish malicious URLs on Chinese Twitter.

3 Data Collection

Our data collection spans three months of Sina micro-blogging starting on 1st
June and lasting until 1st September 2012. During this time we gathered over
19,760 users and 1,374,657 tweets or retweets, and over 153,781 URLs were issued
by 14,446 users. Note that our data is collected by Sina public APIs, and thus
only part of tweets/retweets rather than all of the data during three months can
be collected.

3.1 Background on Sina Tweets

Sina Microblog (http://weibo.com), the biggest online Twitter in China, was
released by the Sina corporation in August 2009. By the end of 2012, the number
of registered users in Sina Microblog reached over 300 million, and over 1000
tweets were generated per minutes on average. A tweet is a colloquialism which
is limited up to 140 characters. Although the tweet might contain text, pictures,
videos and links, since the focal point of this paper is links, we omit other
media types but only use text in tweets to validate our analysis. To facilitate
the posting of URLs in these length-restricted tweets, URL shortening services
are commonly used. All links posted in tweets are automatically converted to
short URLs. A short URL contains around 20 characters to an arbitrary URL,
and the redirection service in browser is invoked once a short URL is accessed.

A user profile on Sina Microblog is made up of the user’s name, a brief de-
scription of the user, the list of the user’s followers and followees. There are three
types of user accounts on Sina Microblog: regular users, verified users, and expert
(star) users [15]. A verified user typically represents a well known public figure
or organization in China. Besides posting Tweets, there are other two commonly
used methods to release messages. The first one is “retweeting” which means re-
broadcasting some else’s messages to one’s followers. Another one is “comment”
which cannot be rebroadcasted to the user’s followers.

3.2 Data Pre-processing

Almost all of the Microblog systems have employed URL shortening services,
which makes Internet users easy sharing web addresses by providing a short

http://weibo.com
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equivalent one [12]. For example: a URL link http://item.taobao.com/

item.htm?spm=686.1000925.1000774.71&id=16170479963which is submitted
to Sina micro-blogging t.cn will return the following URL to the user:
t.cn/zWN0O5y, and t.cn has been used as Sina Weibo’s official URL shortening
domain name since March 2011. It makes Internet users especially convenient for
various OSNs, such as Twitter and Sina Weibo, which severely limit the length
of characters that can be used in a posted message.

In order to identify user behavior behind short URLs, we collect short URLs
by matching the HTTP header ”http://t.cn/” that were posted on Sina Weibo.
The short URL cannot provide us any semantic information for analysis. Hence
we need to resolve the short URLs to orininal URLs firstly. A tool called S to L

based on the PHP script was designed to resolve it by sending web requests to
target short URLs and recovering the domain of original URLs. The key technol-
ogy behind S to L is the permanent redirection mechanism named “HTTP 301
Moved Permanently”. We set the waiting time to be 60 seconds, which means if
there is no response during the waiting period, redirection fails and thus a null
URL is recorded.

4 Analysis on the Content of URLs

In this section, we conduct a statistical analysis on the content of URLs to show
the popular URLs and their categories. Moreover, by utilizing the classification
of a navigation site, URLs in tweets are automatically classified into several
types, which provides us some interesting observations.

4.1 Statistics on the Frequencies of URLs

In the experimental dataset, we have totally extracted 192,074 short URLs from
tweets, and finally obtain 153,781 long URLs by our S to L tool. We then aggre-
gated different URLs of the same website, for example, URLs ended by sina.com,
sina.cn, and weibo.comwere from Sina, and URLs ended with taobao.com and
tmall.com were from Taobao. By ranking the aggregated URLs, we obtain a list
of popular URLs in tweets, and the top-25 popular websites is tabulated in Ta-
ble 1. As can be seen, tweets in Sina Microblog contain a large number of URLs
linked to itself, and Taobao is ranked second, since lots of online shop own-
ers posted advertisements through the freely-used microblog system. We further
note that links of social websites take up a large percentage, especially video-
sharing social websites such as Youku and Tudou, since people enjoy to share
videos he/she felt interesting. Many all-around portals such as qq, 163, and
Sohu also account for a large share.

Given links of Sina makes up over 40% of all URLs, we then take a close
look at the types of sub-domains in Sina. We manually classify the sub-domains
frequently appearing in Sina into 10 categories. For example, blog.sina.com and
weibo.com fall into the category of social media. Fig. 1 shows the statistic results
on the categories of Sina. We can see that social media holds the overwhelming

http://item.taobao.com/item.htm?spm=686.1000925.1000774.71&id=16170479963
http://item.taobao.com/item.htm?spm=686.1000925.1000774.71&id=16170479963
t.cn
t.cn/zWN0O5y
t.cn
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Table 1. The top-25 popular URLs in Sina tweets

Rank Name #URL Pct. Description
1 sina( ) 66629 43.33% Comprehensive Portal
2 taobao( ) 6283 4.09% C2C E-commerce
3 youku( ) 5991 3.9% A Chinese Video Hosting Service Website
4 tudou( ) 3229 2.1% A Chinese Video Hosting Service Website
5 douban( ) 2568 1.67% A Chinese SNS Website
6 jiepang( ) 2082 1.35% A Chinese SNS Website for Mobile Devices
7 163( ) 1880 1.22% Comprehensive Portal
8 inewscrunch( ) 1225 0.8% News Comprehensive Portal
9 qq( ) 1169 0.76% Comprehensive Portal
10 ifeng( ) 1138 0.74% Comprehensive Portal
11 instagram 957 0.62% An Online Photo-sharing Websites
12 sohu( ) 923 0.62% Comprehensive Portal
13 tuding001( ) 895 0.58% Video-sharing Website
14 xiami( ) 887 0.58% An online music-sharing Website
15 baidu( ) 880 0.57% Search Engine for Websites, Movies, and Images
16 meilishuo( ) 707 0.46% C2C E-commerce
17 renren( ) 703 0.46% Social Medial,The Facebook of China
18 yinyuetai( ) 657 0.43% A MV Sharing Website
19 changba( ) 647 0.42% Mobile Application of KTV Social Network
20 56.com(56 ) 640 0.42% A Chinese Video Hosting Service Website
21 pomoho( ) 615 0.4% A Video Sharing Website
22 itunes 599 0.39% A Media Player and Media Library App
23 weatherweibo( ) 465 0.3% Weather Social Network
24 dianping( ) 374 0.24% A City Life Consumption Guide Website
25 ku6( ) 361 0.23% A Chinese Video Hosting Service Website

quantity, and “Others” means subsidiaries of Sina and its sub-websites except
ones mentioned before.

It is interesting to note that there are quite a lot of URLs about sports shown
in Fig. 1, since London’s 2012 Olympic Games was taking place during the time
period of the data set. To illustrate this, we extracted the contents of tweets
containing URLs on sports, and generated a tag cloud using words in these
tweets, as shown in Fig. 2. Note that since the contents are composed of Chinese
words, we translated them into English in Fig. 2. As we can see, “YangSun”,
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Fig. 2. A tag-cloud for sports category

“DanLin”, “Gold”, “Records” and “Medals” occurred frequently in the URLs
about sports. Chinese weibo users mainly focused on the tags mentioned before
because Yang Sun became the first Chinese man ever to win an Olympic gold
medal in swimming and broke the world record in the 1500 metres freestyle and
also Dan Lin became the first men’s singles player to retain the Olympic gold
medal by winning in 2008 and defending his title in 2012.

We then turn to observe URLs in Taobao and find that all URLs, with-
out exception in the scale of our investigation, are ended by item.taobao.com,
detail.tmall.com, and shopXXX.taobao.com. These URLs link to the descrip-
tion of commodities, online shops, and other advertising campaigns. This implies
that the advertising behavior in tweets cannot be neglected.

4.2 The Categories of URLs

From the Section 4.1, we can get the URLs of which the number exceeds 100.
To automatically classify the URLs into different categories, we mined the label
of category and its URL list from the Web navigation of Baidu1. Then by ag-
gregating sub-domains of the selected URLs, the statistics of the categories can
be found in Fig. 3.

As shown in Fig. 3(a), Social Media was referenced more than four times
Video’s amount which is the second largest category. Also interestingly, SCi. &
Tech. got more numbers than Finan. & Econ. from all URLs, but Comparing
with the Sina’s statistics in Fig. 1, it seems that Weibo users are more likely
to read science and technique articles from other comprehensive portals such as
163 than Finance and Economic articles.

In Fig. 3(b), we can see that Taobao dominates the E-commerce part, because
it is the largest C2C E-commerce company in China. Meanwhile, Meilishuo and

1 http://site.baidu.com.cn/

http://site.baidu.com.cn/
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Bingnvhai took a large proportion in the E-commerce website list, thus we can
infer that female should be the largest group and the prime target of advertise-
ments in the E-commerce Business.

5 Case Study on User Behavior with Commercial Intents

Sina Weibo announced cross-platform strategic partnership with Qihoo 360 in
2012, which provides intelligent malicious URLs detection methods for recogni-
tion of phishing and fraudulent websites2. Therefore, a large number of websites
with phishing and malicious URLs have been filtered by 360. However, there
are still a sea of users, i.e., online shop owners, frequently publishing advertise-
ment URLs. This is largely due to the fact that publishing advertisements in
Sina Weibo is free! Therefore, we here explore several case studies on users with
commercial intents.

Based upon our observations and analysis, we have found two kinds of com-
mercial users that are deserved to be noted, i.e., Advertisers and Water Army.
The characteristics of two types of users are summarized in Table 2. The adver-
tisers tend to post same URLs with same or very similar contents. By observing
their posting time, we found a sub-class of advertisers can post their tweets in
a very-short time span or even at the same time. So we infer this sub-class of
advertisers are “Robots”. Another sub-class of advertisers manually posted their
advertisements in a random time span.

The water army is a special type of users in China, and it is often described as
“paid users inspired by companies to post comments and articles in online com-
munities with the agenda of influencing other users’ opinions toward events, peo-
ple or products [16]”. Apart from paid posters, another type of water army named
reward posters usually provide some opportunities such as traveling abroad or

2 http://ir.360.cn/phoenix.zhtml?c=243376&p=irol-newsArticle&ID=

1655823&highlight=

http://ir.360.cn/phoenix.zhtml?c=243376&p=irol-newsArticle&ID=1655823&highlight=
http://ir.360.cn/phoenix.zhtml?c=243376&p=irol-newsArticle&ID=1655823&highlight=
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Table 2. The characteristics of users with commercial intents

User Category Users Contents URLs Time-span
Robots same same same shortAdvertisers

Manual Posters similar/different same/similar same/similar random
Paid Posters different same/similar same/similar shortWater Army

Reward Posters different different or similar same/similar not very long

sending gifts to attract the attention of users. As can be seen from Table 2,
though there might be big diversities in users, contents, and time-span, URLs
will often be same or similar since the target of the water army is to popularize
products/services of the same company.

5.1 Examples of Advertisers

We first give two examples of advertisers: robots andmanual posters, respectively.
Fig 4 shows an example of robots. In Fig 4, a verified user about Dawei tattoo
of Nanjing in Sina Weibo is referred, and there are same contents about the
address and the telephone of their company with same URLs at the same time.
To make their tweets get more attentions, they just copy and paste existing posts
to increase the total number of posts, which works like a robot doing the same
thing over and over again.

Fig 5 shows the example of manual posters. These posters usually work for
a online shop in C2C e-commerce website or a private enterprise with a entity
shop. As we can see from Fig 5, a wedding photography studio is mentioned, and
similar contents with same URL are posted. It is a clear indication of manual
poster, which attempts to persuade potential customers to purchase or buy a
product or service by posting tweets in Sina Weibo.

Fig. 4. An example of robot
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Fig. 5. An example of manual poster

Fig. 6. An example of paid poster

5.2 Examples of the Water Army

Here, we also showcase two examples of water army, paid posters and reward
posters, respectively. The major characteristic of a paid poster is that different
users tweet same or similar contents with same URLs. Paid poster usually tweet
same or similar contents with same URLs roughly at the same time. Fig 6 are
typical paid posters hired by food company for sales promotion. In order to make
their products more popular, the companies will hire hundreds of paid posters
to tweet their products within a short period of time, and so the posting times
of these tweets are very close to each other.

Reward advertising is a common business strategy, and we define Reward
advertising which is used in OSNs platform as reward poster. As we can see in
Fig 7, each advertisement about Haggen-Dazs claimed buying the product will
win an opportunity for traveling abroad freely. The reward posters tweet different
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Fig. 7. An example of reward poster

contents with same URLs. In this way, Haggen-Dazs company promotes their
products with minimal cost.

6 Conclusion and Future Work

In this paper, we study user behaviors through URL analysis about Sina tweets.
Some statistics about user global behavior are provided. To analyze the users who
often post similar URLs, we classify users into two categories: advertisers and
water army according to their commercial intents, and showcase some interesting
cases. A robustness method for detecting advertisers and water army would be
finished in our future work.
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Abstract. In recent years, most of the research efforts on performance
evaluation of higher education in China are barely based on the financial
data, but lack of considering the non-financial data. However, evaluating
the performance from non-financial perspective will be an interesting
yet challenging task, due in large part to the complexity and qualita-
tive property of the non-financial data. In this paper, we employ the
multiple linear regression model for incorporating the non-financial data
into the performance evaluation. Our results show that institutes of high
education can increase the utilization efficiency of financial capital and
thus improve the performance by controlling the scale of the school as
well as optimizing both human and material resources. Therefore, our
results imply that colleges and universities should pay attention to the
management of human resources, the degree of utilization of material
resources, and the proper control of the scale, in order to construct a
better performance evaluation system at the university level.

Keywords: Non-financial Information, High Education, Performance
Evaluation, Multiple Linear Regression.

1 Introduction

Recent years have witnessed an increasing advance of the strategy of rejuve-
nating the country through science and education. The government continues
to increase the investments on higher education every year. The scale of edu-
cation has extended steadily, and the focus turns from the macro increments
of financial investment in higher education to the efficiency of management of
the universities. To date, a great deal of research has been devoted to theories
and practices of performance evaluation index and system in higher education.
However, these research efforts are mostly based on financial data, but lack of
taking the non-financial data into consideration.

Lots of evidences have shown the non-financial data is the necessary yet im-
portant supplements to the financial data, having the potential to provide more
comprehensive and broader information. Zhou et al. introduced non-financial
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information as a tool to assess value creation, explored the inner workings of an
organization in depth and provided the reference for studying the performance
evaluation system of higher education from the non-financial perspective [1].
Wang et al. investigated the financial early-warning system, combined the fi-
nancial ratio with non-financial information, in order to expand the information
content of early-warning model and improve the accuracy of early warning [2].
At present, non-financial information is widely used for value measurement and
financial early warning, which shades light in our research on evaluating the
performance of higher education from the non-financial perspective.

Along this line, we first propose three hypotheses based on the extensive
survey on current literatures. We then collect data from 85 colleges/universities
in Jiangsu province during 2008 to 2010 as our source data, and thus conduct
the statistical analysis and the multiple linear regression analysis to validate the
proposed hypotheses. Last but not the least, we present several countermeasures
and suggestions for higher schools to enhance their performances.

The remainder of this paper is organized as follows. In Section 2, we present
three hypotheses. In Section 3 and Section 4, we introduce the analysis meth-
ods and results, respectively. Based on our analysis results, several countermea-
sures and suggestions are given in Section 5. We finally conclude this paper in
Section 6.

2 Literature and Hypotheses

Under the background of the continuing improvement of the system evolution
and reform in higher education, the efficiency of university management should
not only be related to teaching quality, but also to social efficiency. This paper
starts from the perspective of non-financial information, chooses the key research
on the feasibility of utilizing scale of university and the utilization of human
and material resources, as the index of performance evaluation system in higher
education. The purpose of this paper is to increase the interest in the utilization
of non-financial information, in addition to the analysis of financial information,
to realize the optimal allocation of resources and produce maximal operational
efficiency in higher education.

2.1 The Impact from the Economies of Scale

In the theory of neoclassical economics, economies of scale is described as: when
the enterprises is at the initial stage of production expansion, operational effi-
ciency is greater with increasing scale; when the production scale has reached
a certain size, declined efficiency will be resulted by continually increasing the
scale, which is called diseconomies of scale [3]. As early as 1920s, Koos discussed
the relationship between cost of higher education and the scale, by applying
economies of scale to the education area [4]. Andrew D.Colegrave (2008)and
Margaret J.Gile used the method of mathematical regression to investigate the
cost of running universities. The regression outcome shows that variation in costs
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is significantly influenced by the university’s scale. According to the factor analy-
sis of economies of scale [5], Wang Rui found it contributing to the enhancement
of publicity and overall comprehensiveness, which increase the core competence
for the university in the world [6]. However, the scale expansion is limited. Fur-
ther increase in scale may leads to a loss in the education function as a result of
diseconomies of scale [7]. Based on the above analysis, this paper proposes the
fowling assumptions:

Hypothesis 1. The performance of higher education tends to be in direct pro-
portion to the mediate scale of universities/colleges.

2.2 The Impact from the Human Resource

In the 1960s, US economics Theodore W.Schults have initially built the frame-
work of human capital theory and education economic theory [8,9]. Human re-
source is the resource that makes university more competitive. He also pointed
to the fact that faculty quality and ability are great contributing factors to the
educational efficiency [10]. If the university is short of high quality faculty, it will
lead to lower operational efficiency and higher finical cost [11], even its hardware
is first-class. Moreover, when human resource is incorporated into the system of
performance evaluation in higher education, it could attract great attention to
the efficiency of human resource utilization, and its dynamic role in determi-
nation of the distribution of funds. In summary, this paper gives a following
hypothesis:

Hypothesis 2. The performance of higher education tends to be in direct pro-
portion to the expenses on human resources of universities/colleges.

2.3 The Impact from the Material Resource

Material resource provides the essential material base for the study, work and
life of college teachers and students, and is the physical form of teaching activity
funds. Only by fully utilizing the material resource for personnel cultivation, can
institutes of higher education convert material resource to financial resource, so
as to improve its efficiency in the use of funds [12]. Bian etc pointed out that
university financial performance evaluation only embodies the financial resource
into the evaluation index system, but neglect the management and use of human
and material resource [13]. This phenomenon has negative influence on the effec-
tive allocation of funds between human, finance and material, which result in the
inefficiency and lower level of higher education performance. In management of
university material resource, it should be scientific, open-sourced and economical
in order to maximize the effective use of financial and material resources. We
therefore come up with the following hypothesis:

Hypothesis 3. The performance of higher education tends to be in direct pro-
portion to the expenses on material resources of universities/colleges.
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3 Data Collection and Model Design

In this section, we describe our experimental data first, and thus present variable
selection as well as the hypotheses testing model.

3.1 Data Collection

We collect data from 85 colleges/universities in Jiangsu province during 2008 to
2010 as our source data. Each record corresponding to a college or university
contains the basic information of this school, the expenditure and income of
this school. In particular, the basic information about the school includes the
number of teachers and students, area, permanent assets, the scale of library,
etc. The expenditure is classified in terms of usage, i.e., construction, wage and
allowance for teachers, all kinds of equipments, etc. The income data consists of
the financial aid from the government, donation, operating income, etc. Among
255 records of 85 colleges/universities in 3 years, we finally obtain 174 records,
since other records have missing values or abnormal data.

3.2 Variable Selection and Hypotheses Testing Model

As the aforementioned three hypotheses, three kinds of variables are presented
for further analysis. The detailed information of variables is shown in Table 1.

1. Variables to be explained. These variables are used to measure the perfor-
mance of higher schools, and thus three different expenses are utilized here,
i.e., the expenses on education, on human resources, and material resources.

2. Explanatory Variables. This kind of variables is used to explain or impact
the performance of higher schools, i.e., variables to be explained. It might
contain the asset size, the scale of teachers and students, and the scale of
library facilities.

3. Control Variable. To eliminate the difference between operating condition
and funding profile of university, we define the control variable to indicate
the nature of university, i.e., academy and vocational school.

To sum up, our task is to estimate the first kind of variables based on the
second kind of variables and under the control of the third kind of variable.
Regression is a predictive modeling technique where the target variable to be
estimated is continuous. Obviously, the expense used for measuring the per-
formance is a continuous variable, which essentially agrees with the regression
model. Meanwhile, the regression has been successfully applied to a wide range
of applications, including predicting a stock market index using other economic
indicators, forecasting the amount of precipitation in a region based on charac-
teristics of the jet stream, projecting the total sales of a company based on the
amount spent for advertising, and estimating the age of a fossil according to the
amount of carbon-14 left in the organic material [14,15].

In light of these applications, we employ the Multivariate Linear Regression
(MLR) technique to estimate the performance of the higher education. First of
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Table 1. The Detailed Description of Variables

Variable name Variable symbol Variable definition

Explained

variable

education

spending

Scale

Housing construction expenditure

+Major repair expenditure

+ capital construction expenditure

+ Wage subsidy expenditure

+ Goods and services expenditure

Human
Salary welfare spending

+ Personal and family aid spending

Material
goods and services

+ Special public spending

Explanatory

variable

asset size

Area School area(square meter)

Asset Fixed assets gross (thousand yuan)

Building Houses and buildings (thousand yuan)

scale of the

teachers and

students

Master The master number

Undergraduate Undergraduate number

Teacher Teacher number

library

facility

expenditure

Book Book number +E-book number

Equipment
Purchase of special equipment

(thousand yuan)

Control

variable

University

nature
Property

Regular college take 1,

non-regular college take 0

all, we have to construct target functions mapping the attribute to be estimated
into the explanatory variables (a.k.a. observations). We define three target func-
tions on Scale S, Human H , and Material M as follows.

Scale = β0 + β1Area+ β2Asset+ β3Building + β4Master (1)

+β5Undergraduate+ β6Teacher + β7Book + β8Property + εS ,

H = β0 + β1Master+ β2Undergraduate+ β3Teacher+ β4Property+ εH , (2)

M = β0 + β1Book + β2Equipment+ β3Property + εM . (3)
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Table 2. Descriptive Statistical Analysis on Variables

Variable symbol Minimum Maximum Mean value Standard deviation

Scale 38493.00 1092651.00 267344.31 1.95E5

Human 24604.00 491634.00 115464.24 1.00E5

Material 8559.00 433650.00 99051.12 88528.46

Area 36155.00 1610516.00 391337.56 2.69E5

Asset 68732.00 3753651.00 831520.11 6.35E5

Building 30126.00 2648001.00 558416.01 4.21E5

Master 0.00 11704.00 838.83 2017.17

Undergraduate 903 2644.70 12541.97 4962.42

Teacher 184 4971 1133.96 985.98

Book 241 766332 151229.86 1.97E5

Equipment 0.00 67914 13776.96 14289.40

The goal of MLR is to find target functions that can fit the input data with
minimum errors.We select squared error as our error function as shown in Equ. 4.

SquaredError =
∑
i

(yi − f(xi))
2. (4)

4 Analysis Results

4.1 Descriptive Statistics Analysis

Here, we show the descriptive statistics analysis on selected variables. The results
are tabulated in Table 2. The first observation is that the operating condition
differs too much among different schools. For instance, the standard deviation
of “Asset” and “Area” reached 635,000 and 269,000, respectively. Another ob-
servation is that the proportions of human and material accounting for scale
expenditure are 43.19% and 37.05%, respectively. This implies it is necessary to
extract human and material factors separately for further analysis. Moreover, it
is worth to pay attention to the proportion of fixed assets expenditure account-
ing for other individual expenditure, which shows its large capital and reflection
in performance system.

4.2 Multivariate Linear Regression Analysis

The analysis results by the MLR model are displayed in Fig. 1. Note that “∗”,
“∗∗”, “∗ ∗ ∗” represent the significance of coefficient at level of 10%, 5%, 1%,
respectively Firstly, the five among seven measures for scale, except “school
building area” and “house”, have significantly positive coefficients with the
overall performance. This roughly validates the Hypothesis 1. Three indexes
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Education 

expenditure 

R2=0.86 

D.W=2.05 

School area 1=0.64 p=-0.025 

Fixed asset total value 2=0.01*** p=0.11 

House and Bindings 3=0.21 p=-0.66 

Postgraduates 4=0.00*** p=35.06 

Undergraduates 5=0.00*** p=7.22 

Book number 7=0.07* p=0.056 

Special device 8=0.00*** p=4.38 

Book and device 

expenditure 

R2=0.79 

D.W=1.54 

Staffs 6=0.01*** p=43.74 

Classmates scale 

R2=0.99 

D.W=1.56 

Fig. 1. Analysis results of MLR model

of postgraduates, undergraduates and staffs measuring human resource are all
through the examination at 1% significance, which obviously illustrates the pos-
itive relationship between human resource and performance, and thus proves the
Hypothesis 2. Hypothesis 3 is also proved by testing the significance of booking
number and special device that are positively at the level of 10% and 1%.

5 Countermeasures and Suggestions

On the basis of our analysis results, here we present several countermeasures and
suggestions for enhancing the performance evaluation systems of high schools
and the performance evaluation in terms of non-financial data.

5.1 Enhancing the Performance Evaluation Systems

Optimize the Scale. Fig. 2 demonstrates great importance attached to the
influence of university scale on performance level of higher education. It proves
the conclusion proposed in [16], that is, university scale’s expansion is beneficial
for the resource utilization as the scale increased and average cost declined,
accordingly generate economic benefit. On the other hand, the phenomenon of
neglect of economic performance will be derived by means of poor management
and inconsistent organization, leading to the waste of education resource. As a
result, the optima point of scale should be explored in order to optimize the
recourse and increase the level of education performance.



116 W. Yao, X. Xu, and W. Chen

Improve the Utilization of Human and Material Resources. The out-
comes of study indicate that taking full advantage of human and material re-
sources could enhance the utilization efficiency of university funds, which sig-
nifies good evaluation criteria for education performance. On one hand, human
resource is the main part of fund use and subjective initiative, can not only
increase the use of funds, but also increase the capital inflow by using scien-
tific achievements. On the other hand, material resource is the physical form of
university monetary capital, reflecting the occupancy and consumption of mate-
rialized labor. Only by fully utilizing every university owned material resources,
can we maximize the efficiency in teaching, research and personal achievements.
If books and devices are under utilized or left unused, the negative result will
cause waste and inefficient utilization of other resources, resulting in the decline
of performance level as an undesired effect.

Level of performance in higher education

Appropriate scale level of performance

Reduction of higher education performance
from excessive scale to appropriate scaleA

Performance level of non scale

Increase of performance level caused
by appropriate scale

Scale

B

Optima point of university scale

B

Fig. 2. Impact of the university scale on the performance of higher education

Construct Accountability Mechanism of Performance. In public higher
education, there is increased attention of the public to universities that perfor-
mance generated by public finance is not clearly defined and measured, leading
to the increasing targeting of universities for accountability. The United States as
one of the countries began to enforce accountability mechanism of performance
in the 1990s, believing monitoring and investigation into university operating
efficiency could improve and advance the development of performance evalua-
tion system in higher education. If the responsibility is not clearly defined, the
first priority would be on how to spend the public funds for education, but not
how to adopt reasonable measures to enhance the efficiency of fund utilization.
Consequently, we must establish responsibility mechanism and carry out univer-
sity accountability, so that the public can not only clearly evaluate the results of
fund usage and judge whether it meets the estimated goals, but also integrate the
results of the evaluation with the responsibility and accountability mechanisms.
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Table 3. Non-financial Evaluation System of the Performance

First index Second index Third index

Teaching performance

evaluation index

Human resource
Student-teacher ratio

Staffs ratio

Material resource

Occupied area

Total fixed assets value

Book number

Financial resource
Revenue growth of education fund

Spending growth of education fund

Research performance

evaluation index

Cultivate talents
Student employment rate

Postgraduate entrance rate

Scientific research

Number of published paper

Number of research award

Conversion rate of research application

Use efficiency of raised

fund indicator

Raise ability
National and local fund

Self-raised fund

Financial ability
Asset-liability ratio

Financial ratio

Benefits of

industry indicator

Ability to social

contribution

Elasticity for financial expenditure

of higher education to GDP

Ability to social

production

Technology transfer income

University-enterprise cooperation

industrial investment yields

Student satisfaction

indicator

Teaching level

Ratio of doctor and postgraduate

in full time teacher Ratio

of profess in full time teacher

Operating condition

Education expenditure per student

Dormitory area per student

Book per student

Experimental occupancy and

sport filed area per student

Quality level of

student

Graduate rate

One-time employment rate

Postgraduate entrance rate
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5.2 Enhancing the Performance Evaluation in Terms of
Non-financial Data

The development of institutions of higher education demands a serious of re-
source integration activities, such as the integration of the finance and education
resources. When estimating education performance, we must pay more attention
on non-financial information in addition to strengthening financial management,
adjust policy in a timely fashion and increase the utilization efficiency of re-
sources as a whole. The factors contributing to education performance in higher
education are both economic and social. How to incorporate the non-financial
indexes into the assessment system and increase its role in the evaluation pro-
cess is a difficult part in the current performance system and requires urgent
attention.

As a result of the above conclusion, this paper puts forward the suggestions
below regarding the performance evaluation system in higher education. As illus-
trated in Table 3, we established five indicators that are: teaching performance
indicator, research performance indicator, utilization efficiency of raised fund in-
dicator, benefits of industry indicator and student satisfaction indicator. They
additionally can be separated to second and third simple index that cover com-
prehensively all the aspects of achievement and outcomes and measure the level
of education performance by integrated comparison.

The purpose of higher education operation is primarily aimed at meeting the
demands of teaching activities, which are the foundation of launching other op-
erational activities. Under the socialism market economy system, it is required
that institutes of higher education have to achieve the best possible operational
effectiveness to accommodate needs of economic development and in the mean-
time create social benefits. The fund utilization efficiency is not only related to
the economic aspect but also to social and cultural aspects. In addition, we pay
close attention to explaining how non-financial indexes get into the evaluation
system and exert influence. Currently, there is a lack of consideration in apply-
ing non-financial index in the performance evaluation system. We proposed that
only by combining the non-financial index with financial index, can we improve
the quality of performance evaluation system, enhance the accuracy of assessed
outcome, and reasonably allocate limited resources in order to promote optimal
operating efficiency in higher education.

6 Concluding Remark

In this paper, we explore how to evaluate the performance of high schools in
terms of non-financial data. Tapping on the extensive survey on current liter-
atures, three hypotheses are sketched out. We then collect sampling data from
85 colleges/universities in Jiangsu province during 2008 to 2010 as our source
data, and thus conduct the statistical analysis and the multiple linear regres-
sion analysis to validate the proposed hypotheses. Last but not the least, we
present several countermeasures and suggestions for higher schools to enhance
their performances.
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Abstract. In order to predict workflow's deadline, and improve the efficiency 
of the entire workflow management, this paper proposes an efficient method to 
dynamically predict the deadline of time-constrained workflows. This method 
improves the lack of the existing method in which all the paths in selection 
structures were assigned the same deadline. We apply LMST-invariant decom-
position to decompose the selection structures of the workflow. With the 
checkpoints which are inserted on selection activities, we propose an efficient 
method to timely predict the workflow's deadline. This method is more suitable 
for the practical application.  

Keywords: Workflow, Time Constrained, Deadline, Critical Path, Dynamically 
Predicting. 

1 Introduction 

Workflow technology commonly used in the management of enterprise business 
processes, Process Modeling Language (PML) is the key component of workflow 
management system. Petri net is the popular model for the formal modeling of 
workflow process [1]. Time management is a crucial part of workflow management 
system. Handling Time and time constraints are very important aspects in business 
processes planning and management. Thus, time management is the important 
function which workflow management system should provide. Huifang Li et al. [2] 
summarized the developing trends of time management in workflow system. The key 
problems of time management in workflow systems are estimating the start time and 
end time of the activities, and checking the satisfaction of temporal constraints. 
Jianqiang Li et al. [3, 4] and Eder et al. [5, 6] proposed methods for define and model 
                                                           
∗ Corresponding author.  
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time-constrained workflow. Marjanovic [7] proposed dynamic verification method for 
time-constrained workflow. The issue of deadline constraint in workflow management 
has been researched by many people. Son et al. [8], [9], [10] proposed a method to 
find out the critical path in a workflow based on the defined workflow control 
structure. Huifang Li et al. [11] proposed a deadline assignment and monitoring 
method based on the critical path for time management in time-constrained 
workflows. 

Most of the above mentioned works are based on static analysis in the modeling 
phase. However, under the run-time environment, the workflow time management 
should put more emphasis on workflow system performance and throughput [9]. Con-
sidering the load of workflow system, there will be some process instances in the 
waiting queue and cannot be executed. So when the waiting process instances are 
executed, and when the running process instances are finished, the prediction of 
workflow’s deadline will become particularly important, since this is an important 
measurement for system throughput. However, due to the existence of selection struc-
ture in the process definition, the process instance deadline cannot be easily predicted. 

In order to predict process instance’s deadline, we should obtain a sequence of ac-
tivities which have longest execution time, and is also called critical path. However, 
the traditional critical path algorithm does not apply to the workflow which has selec-
tion structure. In this paper, we use a novel method to calculate the critical path of the 
workflow which has selection structure. We propose a method based on LMST-
invariant to decompose the selection structures and divides the workflow model into 
several subnets, then calculate each subnet's critical path. Applying the concept of the 
selection activity and adding the checkpoints on the selection activities, we propose an 
efficient method to dynamically predict the workflow's deadline, and make it more 
suitable for practical applications. 

The remainder of the paper is organized as follows: In Section 2, we describe the 
time-constrained workflow. Section 3 proposes the critical path method for workflow 
which has selection structure. Section 4 presents the dynamically predicting Deadline 
of Instance in Runtime. Section 5 gives a case study and analysis. Finally, conclusions 
are drawn in Section 6. 

2 Time Constrained Workflow Model 

In this paper, by adding time parameters to traditional Petri net, we define the time-
constrained workflow nets. 

Definition 1 (Time Constrained Workflow net, abbr. TCWF-net). Time constrained 
workflow net is a 4-tuple = ),,,( FDTP . P is the place set, and T is transition set, and 

)()( PTTPF ×∪×⊆  is the arc set (flow relations). D are the time parameters. 

),,,( FDTPTCWF =  should satisfy the following two conditions: 

(1) ),,( FTP  is a WF-net [1]. 

(2) NTD →: , denotes the anticipated execution time of the transition.      

In time-constrained Petri Net (TCWF-net), the transitions represent the activities of 
workflow process, while the tokens and the places represent the enabled conditions of 
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the process activities. A time-constrained workflow should satisfy soundness [1], 
which is originated by Aalst and viewed as a notion of correctness of workflow 
process model. In this paper, there are three control structures in time-constrained 
workflow, such as sequence structure, selection structure and concurrent structure. 

There is an example of time-constrained workflow net shown in Fig.1, the data be-
hind of transition name represents the anticipated execution time of the transition. 

a,10

d,20

c,25

g,10

b,15
p1

p2

i=p0

p5

p6

o=p8

t*

p3

p4

p7

e,10

f,15

h,15

 

Fig. 1. An example: a time constrained workflow net 

3 The Solution of Workflow’s Critical Path 

Traditional critical path method does not support the selection structure of the 
workflow. However, to predict the business instance’s deadline, we should find a path 
with the longest execution time which is calculated by critical path method. There-
fore, finding the critical path of the workflow is essential. Son et al. [8] proposed 
ICSF (Innermost Control Structure First) algorithm to decompose the selection struc-
tures. Based on the four basic workflow control structures: Sequence, AND, OR and 
LOOP , the algorithm uses a set of reduction rules to calculate the critical path of the 
process, and uses the well-formed workflow structure called nested workflow to 
transform and simplify workflow model and to calculate the execution time of the 
workflow instance. The longest execution path of each control block can be calculated 
as the sub-critical paths of a workflow because a workflow is viewed as a sequence of 
control blocks. Therefore, ICSF can find out the sub-critical path with the longest 
execution time in each control block and then combines these sub-critical paths to 
make the total critical path. The ICSF algorithm includes two steps: 1. if innermost 
control structure is a LOOP, we transform the LOOP into a sequence. 2. If the inner-
most control structure is an AND or an OR, we will calculate its longest execution 
path as the sub-critical path. After applying these steps, we can obtain a workflow 
control structure with n branches composed of only SEQUENCE control structures. 
Because the control structure is corresponding to the control block, the sub-critical 
path of the control block is the longest average execution path of the control structure. 

Son et al. [8] considers that the longest execution path of each control block is to 
the part of the critical path of a workflow because a workflow is a sequence of control 
blocks. However, Son’s method is only suitable to static analysis. In the actual run-
time environment, because the workflow business instance may select different selec-
tion structures, the algorithm is not suitable for run-time environment. 
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When a process instance is running, because of the business requirement, it will 
execute different selection branches. Therefore the execution time of each process 
instance is different. When calculating the critical path of the workflow model that 
has selection structure, firstly, we must decompose the selection structure. So we can 
use a method to decompose a workflow model into a set of subnets which does not 
contain selection structure. Secondly, we calculate the critical path of each subnet. 
The concept of the critical path may be more useful because it can be utilized in run-
time workflow management. 

3.1 Decompose Selection Structure by LMST-Invariant Decomposition  

The selection structures of workflow model are decomposed by LMST-Invariant. An 
LMST-invariant means an actually sound execution branch, and there exists a firing 
sequence from initial state to final state, LMST-invariant can decompose a sound 
workflow net into several subnets, and each subnet does not contain selection struc-
ture. In this section, we will introduce the concept of LMST-Invariant, and give an 
example to show how LMST-invariant can decompose a workflow net into subnets. 
 
Definition 2 (Incidence Matrix, T-invariant). 

(1) A Petri PN=(P, T, F) can be represented by an incidence matrix, 
}1,0,1{)(: −→×TPPN , which is define by 

 FptFtporFpt

Fptif

Ftpif

Ftpif

tpPN ∈∧∈∉








∈
∧∉

∈−
= ),(),(),(

),(1

),(0

),(1

),(  

(2) For the Petri net PN=(P, T, F), A T-invariant of a net PN=(P, T, F)  is a 
rational-valued solution of the equation 0=⋅YPN . The solution set is denoted 
by },...,,{ 21 nJJJJ = . In essence, a T-invariant Jk is a T-vector, as a 

mapping Ζ→TJ k : . A T-invariant Jk is called semi-positive if 0≥kJ  

and 0≠kJ . A T-invariant Jk is called positive if 0)(: >∈∀ tJTt k . |||| kJ  

denotes the set of transitions t satisfying 0)( >tJ k . A Petri net is called 

covered by T-invariants iff there is a positive T-invariant 0>kJ . 

(3) Minimal invariants: A semi-positive T-invariant Jk is minimal if no semi-
positive T-invariant Jk satisfies kx JJ ⊂ . Every semi-positive invariant is the 
sum of minimal invariants. If a net has a positive invariant, then every 
invariant is a linear combination of minimal invariants. 

(4) Fundamental property of T-invariant:  Let ),( 0MPN  be a system, and let Jk 

be a T-invariant of PN, then the Parikh vector σ  is a T-invariant iff 

MM ⎯→⎯σ  (i.e., iff the occurrence of σ  reproduces the marking M).      
For the particularity of invariants of the workflow net and the relations between in-

variants and the liveness and boundedness of Petri net, the soundness [1] property of 
workflow net can be analyzed by invariants. In this paper, according to the particulari-
ty of workflow nets, we propose LMST-invariants. 
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Definition 3 (T-invariants of Workflow net). Let PN=(P, T, F) be a workflow net. 
t* is the additional transition to connect source place i  and sink place o .  

=PN  )})*,(*),,{(*},{,( ittoFtTP ∪∪  is the extended workflow net of PN. Jk is a 

T-invariant of PN . Jk is called legal if 01*)( ≥∧= kk JtJ . Jk is called LMST-

invariant (Legal Minimal Semi-positive T-invariant), if 01*)( ≥∧= kk JtJ  and is 

a minimal T-invariants of PN . An LMST-invariant Jk of PN  means an actually 
sound execution branch, and there is a firing sequence ∧= *)...( 21 tuuu nσ  

)( Tux ∈ , corresponding to Jk such that ⎯→⎯ 1][ ui ⎯→⎯ 2
1

uM ⎯→⎯2M ⎯⎯→⎯ −1... nu  

][1 oM nu
n ⎯→⎯− ][* it⎯→⎯ . Let )(σπ  be a function to record the occurrence times 

of each transitions over the sequence, then kJ=)(σπ . )(),( tJt k=σπ  denotes 

the times of transition t fired in the sequence σ .                  

According to Definition 2, the Incidence Matrix of PN  in Fig.1 is shown in Fig.2. 
The decomposition results by LMST-invariants are J1=[1,1,0,1,1,0,1,1,1], 

J2=[1,0,1,1,0,1,1,1,1], }= *th,g,e,d,b,{a,J1 , }= *th,g,f,d,c,{a,J 2 . 
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Fig. 2. The Incidence Matrix of PN  in Fig.1 

Definition 4 (The Decomposition Based on LMST-invariants [12]). Let PN= (P, 
T, F) be a workflow net. )}),(),,{(},{,( *** ittoFtTPPN ∪∪=  is its extended 

workflow net, and Jk is an LMST-invariant of PN , then the subnet decomposed 
from Jk is denoted ),,(|

kkkk JJJJ FTPPN = , where:   

(1) }{\ *tJT kJk
= ,  

(2) }|{}|{ PpTpPpTpP
kkk JJJ ∈•∈∪∈•∈= , 

(3) }),(|),{(}),(|),{( FptTtPpptFtpTtPptpF
kkkkk JJJJJ ∈∧∈∧∈∪∈∧∈∧∈= .  
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According to the above conclusions, a workflow net which satisfies soundness [1] 
can be decomposed by LMST-Invariant, The decomposition results by LMST-
invariants from Fig.1 are shown in Fig.3. 
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Fig. 3. The decomposition results by LMST-invariants from Fig.1 

Definition 5 (Business Instance). Each subnet decomposed by LMST-invariant 
(removing transition t*) can be considered as the actual process instance which 
running in the workflow environment. Because the choice of selection branch is 
related to the business execution of process, so we define the subnets decomposed 
by LMST-invariants as business instances.        

According to Fig.3, we can obtain two business instances, which are 
}{ hg,f,d,c,a,I1 =  and }{ hg,e,d,b,a,I2 = .The number of business instances depends 

on the number of selection places and selection branches, which are usually not large. 

3.2 The Critical Path and Completion Time of Business Instance 

Since the business instances are decomposed by LMST-invariant, we can use CPM to 
calculate the critical path of each business instance. In traditional CPM, the time pa-
rameters are attached to the arc of model. While in workflow net, the time parameters 
are attached to the transition. Therefore, some changes should be taken to solving this 
problem. Section 5 will give an example to show this new method. 

Definition 6 (Pre-activity and Post-activity). Let t1 and t2 are two transitions in 
the workflow net PN= (P, T, F), FptPp ∈∈ ),(, 1  and Ftp ∈),( 2 , so t1 is the 
pre-activity of t2, and t2 is the post-activity of t1.        

With Definition 6 and the workflow model (see Fig.3), we can get the following 
table from business instance }{ hg,f,d,c,a,I1 =  (see Table 1). 

Table 1. Information about each activity 

Activity a c d f g h 
Duration 10 25 20 15 10 15 
Pre-Activity φ a a c d f, g 

Post-Activity c, d f g h h φ 
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Definition 7 (Earliest Start Time of Activity, Latest Start Time of Activity). 
EST(ai) denotes the Earliest Start Time of Activity, and LST(ai) denotes the Latest 
Start Time of Activity, which are calculated separately by the formula as following:  
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If there is a path from initial place i to final place o, all activities on this path satis-
fy )()(, tLSTtESTTt =∈∀ , then this path is the critical path of the business in-

stance. The completion time of the business instance is the latest start time of end 
activity plus its time parameter.  

With the data of table 1, according to Definition 7, we can get the following table:  

Table 2. The EST(ai) and LST(ai) of each activity for }{ hg,f,d,c,a,I1 =  

ai a c d f g h 
EST(ai) 0 10 10 35 30 50 
LST(ai) 0 10 20 35 40 50 
 
We get EST(a)=LST(a), EST(c)=LST(c), EST(f)=LST(f), EST(h)=LST(h) in table 2. 

Therefore, the critical path of the business instance is {a, c, f, h}.and the execution 
time of the business instance is 65(50+15), the earliest start time of each activity is 
a(0), c(10), f(35), h(50).  

4 Dynamically Predicting Deadline of Instance in Runtime 

In section 3, we can obtain a set of business instances by LMST-invariant decomposi-
tion, and then apply CPM to calculate the critical path and the completion time of 
each instance. But the static analysis of workflow model definition can’t reflect the 
real run-time state of the process. When the process instance is loaded by workflow 
engine, we don’t know which series of selection branch will be executed. So it won’t 
give the administrator effective feedback. We put more emphasis on monitoring the 
runtime instantiation, getting runtime feedback during monitoring. Monitoring 
process needs some additional means. Therefore, we should add checkpoint mechan-
ism to monitor the execution, predict deadline based on the selected process’s execu-
tion branch. For example, Liu and Chen et al. [13], [14], [15] use the checkpoint to 
dynamically monitor and adjust the temporal consistency states of scientific 
workflows in runtime. 

The Checkpoint is added to activity in workflow system in order to administrate 
during run time. In traditional workflow system, checkpoint is a common fault-
tolerant technology. It saves the present running state of system (such as instance 
variable, execution context). When detecting an error, process will go back to 
previous checkpoint and restart tasks. 
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In the QoS management of workflow system, the role of checkpoint is more 
outstanding. Chen et al. [14] has discussed the method about using temporal 
checkpoint to monitor temporal consistency. Analyzing the feedback of checkpoint on 
activity, it is easy to see whether the process violate the temporal consistency or not. 

Therefore, checkpoint is not only a fault-tolerant technology, but also a mean of 
monitoring. Inserting checkpoint on activity can help monitoring the running process 
effectively. This article also introduces checkpoint mechanism, which is used to 
monitoring the running process and to predict the deadline of process instance. 

4.1 Selection Strategy of Checkpoint 

It’s important to select proper checkpoint in applying checkpoint mechanism to 
workflow system. Too many or too few checkpoints all have their own defects. If the 
checkpoints are too many, the execution of checkpoint will be frequent, and will bring 
the system additional consumption. While if the checkpoints is too few, it won’t 
monitor the operation of system effectively, thus can’t give administrator enough 
feedback. 

The checkpoint selection strategy needs thorough consideration. If we set check-
point at every activity, it will better monitor the running state of process instance and 
predict the deadline of instance, but it will also result in more cost. 

Definition 8 (Selection Activity). The selection activities are the post-transitions of 
the selection place, i.e., 2≥•∩•∈ ppt ( •p  is the number of post-transitions of 
place p).              

In Fig.1, the post-activity of selection place p1 are c, b, so according to Definition 8, the 
selection activity of this workflow model are c, b, its selection activity set is. {c, b}. The 
scale of selection activity depends on the number of selection place in business process 
and the number of post-activity of selection place. The selection places in workflow model 
won’t be too much, so the scale of selection activities won’t be too large. 

In the run-time of workflow instance, if there is no selection structure, the deadline 
will be determined when the process instance starts. But when the process instance 
has selection structures, the deadline of process instance becomes uncertain. We don't 
know which serial of selection branches of the process instance will be executed. 

When a workflow model contains selection structure, we can't predict the deadline 
when the process instance starts. But once a branch is executed after selection place, 
other branches which are based on this selection place will not be executed. For ex-
ample, based on the business instances in Fig.3, when the process instance starts at the 
time point t, the deadline of this process instance has two possible values: t+65, t+55, 
while the selection activity c starts, another branch {b, e} will not be executed. There-
fore, even if the process instance does not finish, we can know the deadline of the 
process instance is t+65. 

According to this idea, the selection strategy of checkpoint is arranged on the post-
activities of the selection places. After solving the problem of checkpoint selection, 
we have a problem that how to predict deadline based on the feedback by checkpoint 
monitoring. The principle of prediction is to judge which business instance fits the 
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process instance based on present selection activities and execution log. It’s a match-
ing procedure. But if we compare the activity log with business instance activity one 
by one, it will take long time. So, it’s necessary to optimize the matching process. 

Definition 9 (Combined Selection Activities). The Combined Selection Activities 
are the Selection Activity set of in a business instance, which is a subnet decomposed 
by LMST-invariants (see Definition 5).             

A business instance differs from the other business instances according to its 
combined selection activities. A business instance can be represented by its combined 
selection activities.  

We propose Algorithm 1 which makes a mapping from business instance to com-
bined selection activities. Suppose that the number of business instance decomposed 
by LMST-invariant is m, the activity number of a business instance is n, which equal 
to the activity number of subnet decomposed by LMST-invariant. The number of 
selection activities is k, According to the loop structure of Algorithm 1. The time 
complexity of this algorithm is )( knmO ×× .The number m, n depend on the scale of 

workflow model. In most cases, these three numbers are not large; it won’t take long 
time to run this algorithm. Therefore, the time token by this algorithm won’t affect the 
prediction algorithm. 

Algorithm 1: A mapping from business instance to combined 
selection activities 
Input:  
Setbi: the set of business instances 
Setsa: the set of selection activities 
Output:  
Setcsa: the set of combined selection activities 
Begin 
 Setcsa = ø; /*Initialize an empty set */ 
for instance in Setbi do 
  /*Initialize a combined selection activities*/ 
  csa = ø; 
  for activity in Setsa do   /*whether a selection ac-
tivity is in business instance*/ 
   if activity ⊆  instance then 
 /*add an activity into an combined selection activities*/ 

     csa += activity; 
   end if 

  end for 
  /*add combined selection activities into a set*/ 
  Setcsa += csa; 
end for 
 return Setcsa; 
end 

4.2 Predicting Deadline of Process Instance by its Execution Record 

The workflow engine will save the finished activities of working process instance in the 
logs. For example, a process instance will save {a} after activity a finished, after  
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activity c finished, the log is saved as {a, c}.This execution sequence is called process 
instance execution log. At the same time, the workflow engine will also save present 
running activity, if this activity is a selection activity. The checkpoint attached will be 
activated to execute prediction algorithm, calculate the deadline of this business instance. 
Since not every activity execution will activate prediction algorithm, only selection activ-
ities will activate prediction algorithm so that this mechanism is more effective.  

We will propose the algorithm of deadline prediction (see Algorithm 2). The num-
ber of finished activities of this process instance is l, and the number of selection ac-
tivities is m, according to the loop structure of step 1. The time complexity of this 
algorithm is )( mlO × . In Step2, the number of combined selection activities is l, the 
number of selection activity which contained by combined selection activities is p, 
and the number of selection activity is q. The time complexity of the prediction algo-
rithm is )( qpnO ×× . According to the above analysis, the value of n, p is not very 
large, what’s more, the value of q is less than or equal to p. So the consumption of the 
algorithm does not affect on deadline prediction much. 

Algorithm 2: Prediction Algorithm 
Input:  
curAct: current running selection activity 
log: process instance execution log 
Setsa: the set of selection activities 
ts: the instance start time 
Setcsa: the set of combined selection activities  
map: a map which key is the combined selection activities 
and value is the execution time of this business instance  
Output:  
Setdp: deadline predictions of the instance 
Step1: Extract selection activity from the process in-
stance execution log 
Setact += curAct; 
for activity in log do  
   if activity ⊆  Setsa then 

  /*if an activity belongs to selection activities*/ 
  Setact += activity; 
 end if 
end for 
Step2: According to the selection activities of this 
process instance, matching combined selection activities 
Setdp = ø;/*Initialize an empty deadline prediction set */ 
for csa in Setcsa do 
 if Setact 

⊆  csa then{ 
  deadline = map[csa] + ts; 
  Setdp += deadline; 
 } 
end for 
return Setdp; 
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5 Case Study 

As shown in Fig.4 is a time-constrained workflow net, it can be decomposed into 4 
subnets by LMST-invariant which shown in Fig.5. So this workflow model has 4 
business instances, which are I1={a,c,d,f,e,h}, I2={a,c,d,g,e,h}, I3={a,b,d,f,e,h}, 
I4={a,b,d,g,e,h} respectively. According to the algorithm of critical path in section 
3.2, we can obtain the completion time of four business instance are 100, 95, 97, 92 
respectively. 
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Fig. 4. An example: a time constrained workflow net 

Based on Definition 5, the selection activity set of this workflow model is{c, b, f, 
g}. According to Algorithm 1, the combined selection activities of I1 is },{ fc , of I2 is 

}{ gc, , of I3 is }{ fb, , and of I4 is }{ gb, . With the static analysis of workflow model, 

the results include the business instances of workflow model, selection activity set 
and the set of combined selection activities. 
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Fig. 5. The decomposition results by LMST-invariants from Fig.4 

Suppose the present time is t, process instance is loaded and run by workflow en-
gine. The deadlines of the process instances are four discrete values. They are {92+t, 
95+t, 97+t, 100+t}, which can only predict the minimum and maximum deadline of 
this process instance at most. When activity a is finished, p1 select the execution of 
selection activity c, and the checkpoint attached to selection activity c will activate 
Algorithm 2, i.e., selection activity={c}. The corresponding combined selection activ-
ities are {c, f}, {c, g}. We can obtain two possible deadlines {95+t, 100+t}. After 
activity c is finished, the execution of activity d does not activate prediction  
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algorithm, because activity d is not a selection activity. When activity d is finished, p3 

select selection activity g to execute, and the checkpoint attached to selection activity 
g activate algorithm 2, i.e., selection activity={c, g}. The corresponding combined 
selection activities are only{c, g}, and we obtain the only one deadline {95+t}. Even 
though the whole process instance is not finished, we can calculate the deadline of 
process instance in advance. 

6 Conclusions 

In the related work, Son et al. presented the ICSF algorithm to predict the deadline of a 
Petri-based time-constrained workflow, based on the four basic workflow control struc-
tures: Sequence, AND, OR and LOOP. The ICSF algorithm uses the well-formed 
workflow structure called nested workflow to transform and simplify workflow model 
and calculate the execution time of the workflow instance [8], [9]. However, with regard 
to the selection structure, the algorithm only takes the longest alternative branches to 
calculate the critical path, which cannot adapt to the dynamics and uncertainty of run-
time process instance deadline. In this paper, we use a novel method to calculate the 
critical path of the workflow which has selection structures. By LMST-invariant de-
composition, the method decomposes the selection structure and divides the workflow 
model into several subnets, then, calculates each subnet's critical path. We introduced 
the concept of selection activity. With the checkpoints which are inserted on selection 
activities, we proposed an efficient method to timely predict the workflow's deadline, 
which can be used to improve the utilization of time resource and monitor workflow 
system performance and throughput. This method can improve the efficiency of process 
management for time-constrained workflow management system. 
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Abstract. In personal schedules for workflow systems, a participant may be 
assigned a lot of tasks in a work cycle or work period. However, the cycle may 
not be long enough such that all the assigned tasks can be scheduled within it, 
i.e. there does not exist a task sequence containing all the tasks so that any two 
tasks do not overlap and the makespan does not exceed the work cycle. So we 
can filter out some tasks to make up a task subsequence based on certain 
strategy. The participant executes these selected tasks in the work cycle and 
achieves the best working efficiency. The strategy can be either maximum task 
amount completed in the cycle or maximum working time during the period. 
This paper proposes an algorithm solving this problem with experimental result 
showing good performance. 

Keywords: Personal Schedules, Work Cycle, Task Selecting. 

1 Introduction 

Many scheduling algorithms for workflow systems concentrate on minimizing the 
makespan. They aim at reducing the costs and flow times and increasing the quality of 
service or productivity by information technology [1]. Great effort has been made to 
classic scheduling problems such as job shop, flow shop, open shop, mixed shop, 
permutation flow shop [2],[3], static or dynamic project and resource constrained 
project in single or multiple modes [4],[5],[6]. These effort gave birth to various algo-
rithms either newly proposed or borrowed from other fields including critical path 
method (CPM), program evaluation and review technique (PERT), genetic algorithms 
(GA) [7], simulated annealing (SA) [8],[9], ant colony optimization (ACO)[10], 
[11], etc. 

However, all the algorithms above solve the scheduling problems from the projects’ 
point of view and pay little attention to the participants. In fact, many activities in work 
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flow systems are accomplished by participants. When a participant receives dozens of 
tasks from different work flows, a personal scheduling is needed. Personal scheduling is 
somewhat similar to project scheduling. Eder et al. [12] proposes a personal scheduling 
algorithm making use of statistical data called probabilistic timed graph to generate a 
personal schedule for a participant. When execution durations of tasks overlap, the al-
gorithm delays or brings forward some tasks according to certain strategy to maximize 
the target function. 

But it is not the case that the personal scheduling algorithms always work. When a 
participant is assigned so many tasks in a work cycle that it is not possible to schedule 
all the tasks into a sequence within the cycle, an alternative way is to select some of 
the tasks to make up a subsequence based on some strategy such that the tasks in the 
subsequence do not overlap each other. The strategy can be either maximum working 
time or maximum tasks amount, where the former means that the sum of the execu-
tion duration of the tasks in the subsequence is maximized and the latter the number 
of tasks in the subsequence maximized. In other words, the maximum working time 
makes the participant busiest in the work cycle while the maximum tasks amount re-
quires the participant to accomplish the most tasks during the work duration. 

This paper proposes an algorithm corresponding to the problem mentioned above 
and presents the reader the experimental result showing good performance of the al-
gorithm. The rest of the paper is organized as follows: In section 2, some basic defini-
tions and notations on tasks are given. In section 3, we describe the problem in detail 
using both natural and formalized language. Section 4 analyzes the problem and 
presents the concrete content of the algorithm. Section 5 is the experimental result and 
section 6 the conclusion. 

2 Definitions and Notations 

Definition 1 (Task). A task T consists of two elements: s and e, denoted as ],[ esT = , 

where esNeNs <∧∈∧∈ , N  is the natural numbers set. s and e are the start time 
and finish time of the task, respectively. The execution duration of task T is defined as 

( ) seTED −= . 

Temporal Relations. Temporal relationship between two tasks iT  and jT  must be 

one of the seven expressions displayed in Table 1. It is described by Allen’s interval 
logic [4]. The third case defines overlap, but without loss of generality, we define 
overlap between iT  and jT  as the common part of their execution duration, de-

noted as ji TT ∩ . Specially, when iT  meets jT , we define ∅=∩ ji TT . 
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Table 1. Temporal relations between two tasks 

Temporal Rela-
tion 

Time Relation Graphical Illustra-
tion

Overlap 

iT  before jT  jjii eses <<<  
iT jT ∅=∩ ji TT  

iT  meets jT  jjii eses <=<  
iT

jT
∅=∩ ji TT  

iT  overlaps 

jT  
jiji eess <<<  

iT

jT
],[ ijji esTT =∩

iT  starts jT  jiji eess <<=  
iT

jT
iji TTT =∩  

iT  during jT  jiij eess <<<  
iT

jT
iji TTT =∩  

iT  finishes 

jT  
jiij eess =<<  

iT

jT
iji TTT =∩  

iT  equals jT  jiji eess =<=  
iT

jT
iji TTT =∩  

 
Definition 2 (Time Interval). A time interval is period of time denoted by 

],[ esTI = , where esNeNs <∧∈∧∈ , N  is the natural numbers set. s and e 

represent the start and end of the interval respectively. The length of time interval TI  
is defined as ( ) seTIED −= . 

Definition 3 (Before Relation). Given two tasks iT  and jT , if ji se ≤  (the first 

case in Table 1), we denote it as ji TT  . This means that iT  finished before jT  

starts. 

Definition 4 (Within Relation). Given two tasks iT  and jT , if jiij eess ≤∧≤  

(the fourth, fifth, sixth and seventh cases in Table 1), we denote it as iT ⊂ jT . It 

means that execution duration of iT  is within that of jT . 

Definition 5 (Total Time and Total Number). { }nTTTTS ,...,, 21=  is a set of tasks, 

+∈Nn . Define ( ) ( ) =
=

n

i iTEDTSTT
1

 as the sum of the execution durations of all 

tasks in TS , namely total time of the task set. Define ( ) TSTSTN =  as the total 

number of tasks in TS . 
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3 Description of the Problem 

A participant is assigned n tasks in a work cycle. The amount of tasks is too large for the 
personal scheduling algorithms to schedule them within the cycle, because the partic-
ipant is not able to deal with two or more tasks at the same time and tasks are not al-
lowed to be interrupted while being processed.  

An alternative way is to filter out some of the tasks to make up a subsequence and ex-
ecute them without changing the start time. This means that no selected tasks should be 
delayed or advanced. It is also required that the selected tasks must not overlap each other. 

When selecting tasks, two strategies are available. One is to make the participant 
work for the most time during the cycle while the other one makes the participant 
accomplish as many tasks as possible within the cycle. Take Fig. 1 for example. A 
participant is assigned 9 tasks in the work cycle [0, 60]. If he/she chooses to excecute 
{T6, T7, T5}, he/she will work for (13 - 4) + (44 -16) + (55 - 50) = 42 time units. It’s the 
longest time he/she can work in the cycle because no other subsequence exceeds it in 
term of execution duration. For example, consider the subsequence { }5986 ,,, TTTT , the 

sum of execution duration is (13 - 4) + (34 - 19) + (49 - 37) + (55 - 50) = 41 time units 
which is less than that of the former. And if he/she chooses to execute {T6, T1, T2, T3, 
T5}, he/she will finish the most number of tasks in the work cycle because no other 
subsequence can exceed it in term of task amount. 

1T 2T

0 4 10 13 16 19 25 28 31 34 37 42 4644 50 55 6049

3T

4T 5T

6T 7T

8T 9T

 
Fig. 1. An example for the problem: The vertical lines mark the start or end time of tasks 

In formal language, the problem can be described like follows: Given a task set 
{ }nTTTTS ,...,, 21= , try to find a task set MS such that 

(1) ),,,( ∅=∩≠∈∀∧⊆ jiji TTjiMSTTTSMS , 

(2) ),,,(.(. ''' ∅=∩≠∈∀∧⊆¬∃ jiji TTjiMSTTTSMStsMS  

},{)),()( ' TNTTfMSfMSf ∈>∧  

Condition (1) ensures that the selected tasks do not overlap each other. Condition 
(2) guarantees that MS is the best solution: when f =TT, MS is the longest working 
time set; when f =TN, MS is the most number of task set. 
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4 Problem Analysis and Solution 

We use the branch-and-bound method to solve the problem. Firstly, we sort the tasks 
by the start time in ascending order. Take Fig. 1 for example and we can get the 
sorted tasks as shown in Fig. 2. 

1T

2T

0 4 10 13 16 19 25 28 31 34 37 42 4644 50 55 6049

3T

4T

5T

6T

7T

8T

9T

 

Fig. 2. The result of sorting the tasks in ascending order by their start time 

For special use, all the start and end time (or time points) are collected. And for 
those tasks that have identical start time, we store them in a list. As shown in Fig. 3, 
16 time points are collected and sorted in ascending order. Tasks having identical start 
time are stored in a list, like 1T  and 8T . 

4 10 13 16 19 25 28 31 34 37 42 44 46 49 50 55

6T

4T

7T

1T

8T

2T 9T

3T

5T

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16Index
Time Points

Task Lists

 

Fig. 3. The collected time points and task lists storing tasks with identical start time 

Now, let’s consider how to search two tasks that can be combined to make up a 
subsequence. That means the two tasks must not overlap each other. Take 6T  in Fig. 

2 for example. 187 ,, TTT  can be combined with 6T  because of no overlap, thus 

forming three cases: { }76 ,TT , { }86 ,TT  and { }16 ,TT . 5392 ,,, TTTT  should not be 
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directly combined with 6T  because the combination { }26 ,TT , { }96 ,TT , { }36 ,TT  

and { }56 ,TT  can not be the optimal solution. The reason is following. Between 6T  

and 2T , we have 1T  that does not overlap 6T  or 2T ; so if we insert 1T  into the 

subsequence { }26 ,TT  and get a new subsequence { }216 ,, TTT , then either the ex-

ecution duration sum or the task number of the latter is more than that of the former 
respectively. So for a certain task, we should try to find those tasks that can be direct-
ly combined with it, which can be realized by following: for task iT , we first find an 

earliest task jT  satisfying ji TT  , then all those tasks whose start time is greater 

than or equal to the start time of jT  and overlap jT  are candidates that may be 

combined with iT , including jT  itself. For example, consider again task 6T . The 

earliest task whose start time is greater than or equal to the end time of 6T , is 7T . 

Then candidate tasks are 7T , 8T , 1T , 2T  9T  and 3T  because their start time is 

greater than that of the 6T  and overlap 6T . But, as mentioned before, 5392 ,,, TTTT  

should not be directly combined with 6T . As a result, we should discard those tasks 

that can not generate the optical solution. Just as analyzed before, the reason is that 
there exist tasks “between” the discarded tasks and iT . So the following method can 

help the discarding: at first, find the task with the earliest end time among the candi-
dates; then, all those candidates that do not overlap it should be discarded. Among 

7T , 8T , 1T , 2T  9T  and 3T , 1T  is the task with the earliest end time and 2T , 

9T  and 3T  do not overlap it, indicating that they three should be discarded. 

With the help of the analysis above, we can find the possible subsequences using 
the method below: 

Firstly, use a virtual task ]1,1[0 −−=T  as the initial task. 0T  is contrary to the de-

finition of task, but it is very useful to our algorithm. From 0T , we know that 6T  and 

4T  can be combined with 0T  directly, thus getting two subsequences: { }60 ,TT  and 

{ }40 ,TT . Then for subsequence { }40 ,TT , the latest task is 4T , with which only 2T  

should be combined. So we get { }60 ,TT  and { }240 ,, TTT . For { }240 ,, TTT , whose 

latest task is 2T , 9T  and 3T  can be added to it, hence we get { }60 ,TT , 

{ }9240 ,,, TTTT  and { }3240 ,,, TTTT . For { }3240 ,,, TTTT , 5T  can be added and we 

get { }60 ,TT , { }9240 ,,, TTTT  and { }53240 ,,,, TTTTT . For { }53240 ,,,, TTTTT , no 

tasks can be added. This means that a longest subsequence is found and we should 
compute the total execution time or number of tasks according to the requirement and 
check whether the subsequence is “better” than the best one currently found. The 
process above should be repeated until no new subsequences are found. 

Given a task set { }nTTTTS ,...,, 21= , +∈ Nn , and a strategy target 

},{ TNTTf ∈ , try to find the subsequence TSMTS ⊆  such that )(MTSf  is 

maximum. 
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Let { }mttttTPS ,...,,, 321=  be a time points set, Nti ∈  for i =1, 2, …, m , as 

shown in Fig. 3. No matter when, the elements in TPS  are sorted in ascending or-
der. Or in formal language, if TPStt ji ∈,  and ji < , then ji tt < . Let operator 

)(txTPSGetInde  be the operation of returning the index of time point t  in TPS . 

Let ,...,,{,(}),...,,...,,{,(}),,...,,{,{( 2.1,,22.21,22,12.11,11 21 mmmmm TTtTTTtTTTtTLS = })}, mmmT  

be task lists, it  is a time point and },...,,{
1,2.1, miii TTT  is a task list, as shown in Fig. 

3. TLS stores tasks with identical start time in corresponding list, namely, 
},...,2,1{ mi∈∀ , 

imiiii ssst ,2,1, ... ==== , jis ,  is the start time of task jiT , . No 

matter when, the elements in TLS  is sorted in ascending order by it . Let operator 

)(TTLSAdd  be the operation of adding task T  to the list in which it should be ac-

cording to its start time. Let operator )(iTLSGet  be the operation of returning the 

task list in index i. Let operator )(iisttNonemptyLTLSGetFirs  be the operation of 

returning the first nonempty task list, searching from index i. 
Let Stack  be a stack containing task subsequences. Let operator 

{ }),...,,( 21 nTTTStackPush  be the operation of pushing a task subsequence into the 

stack and )(StackStackPop  returning the subsequence on the top and removing it. 

Let operator { }),...,,( 21 nTTTaskGetRandomT  be the operation of returning a ran-

dom task from the task set { }nTTT ,...,, 21 . Let operator 

{ }),...,,( 21 nTTTinishGetLatestF  be the operation of returning the task with the big-

gest end time and { }),...,,( 21 nTTTtFinishGetEarlies  returning the task with the 

smallest end time. Abstract the process above, the algorithm is shown following: 

Algorithm 1 Maximum Working Time / Task Count (MTT/MTC). 
1    task var: 

nishearliestFi , shlatestFini , aTask  
2    task subsequence var: 

uencecurrentSeq  

3    task set var: 
tptyLisfirstNomem , Taskscombinable  

4    int var: 
index , startIndex , endIndex  

5   ∅←TPS  
6   ∅←TLS  
7   ∅←MTS  
8   { }]}1,1{[ −−←Stack  

9    ∅←Taskscombinable   
10   for each TSTi ∈  do 

11     if TPSsi ∈  then 

12       { }isTPSTPS ∪←  
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13       { }),( ∅∪← isTLSTLS  

14     end if 
15     if TPSei ∈  then 

16       { }ieTPSTPS ∪←  

17       { }),( ∅∪← ieTLSTLS  

18     end if 
19   end for 
20   for each TSTi ∈  do 

21    )( iTTLSAdd  

22   end for 
23   while ∅≠Stack  do 
24     )(StackStackPopuencecurrentSeq ←  

25     )( uencecurrentSeqinishGetLatestFshlatestFini ←  

26     )( shlatestFiniexTPSGetIndeindex ←  

27     )(indexisttNonemptyLTLSGetFirstptyLisfirstNomem ←  

28     if ∅=tptyLisfirstNomem  then 

29       if )()( MTSfuencecurrentSeqf >  then 

30         uencecurrentSeqMTS ←  

31         goto 23 
32       end if 
33     end if 
34     )( tptyLisfirstNomemaskGetRandomTaTask ←  

35     )( aTasksxTPSGetIndestartIndex ←  

36     )( aTaskexTPSGetIndeendIndex ←  

37     for each { }1,2,...,1, −−+∈ endIndexendIndestartIndexstartIndexj  do 

38       )( jTLSGetTaskscombinableTaskscombinable ∪←  

39     end for 
40     )( TaskscombinabletFinishGetEarliesnishearliestFi ←  

41     for each TaskscombinableTi ∈  do 

42       if ∅=∩ iTnishearliestFi  then 

43         { }iTTaskscombinableTaskscombinable \←  

44       end if 
45     end for 
46     for each TaskscombinableTi ∈  do 

47       { }{ })( iTuencecurrentSeqStackPush ∪  

48     end for 
49   end while 
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The codes from Line 10 to Line 19 collect all the time points and sort them, costing 
)log( 2 nnO  time complexity. The codes from Line 20 to Line 22 build the task lists 

in )(nO  time. The rest lines enumerate all possible subsequences, and its time com-

plexity is dependent on how the tasks overlap: The codes from Line 25 to Line 33 
check if any tasks can be added to the current subsequence, if no tasks can be added, 
compare the current subsequence with the current best solution; The codes from Line 
34 to Line 39 find the candidate tasks that may be combined with shlatestFini ; The 
codes from Line 40 to Line 45 remove all the tasks that should not combine with 

shlatestFini  directly; The codes from Line 46 to Line 48 generate new subsequences 
and push them into the stack. 

5 Experimental Result 

The algorithm is implemented in Java programming language in our experiment. It is 
executed on a computer with a CPU of 2.5 GHz and a physical memory of 4 GB. There 
is no doubt that the number of tasks is a significant factor that affects the performance 
of the algorithm. So we consider the task count from 10 to 100, because the number of 
tasks that a participant is assigned is usually much less than 100. We assume a work 
cycle of [0, 1000]. And for full check on the performance of the algorithm, we do not 
generate tasks very arbitrarily. When generating a bat of tasks, a percentage is used. 
The percentage is the ratio of the maximum execution duration to the work cycle. For 
example, if the percentage is 0.2, then the execution duration of any task in this bat 
should not exceed 1000*0.2=200 time units. This is for testing the time and memory 
consumption of the algorithm in different amount of branches. 

Table 2. Experimental result for the algorithm. The percentage in the first column is the ratio of 
the maximum execution duration to the work cycle. For example, if the percentage is 0.2, then the 
execution duration of any task in this bat will not exceed 1000*0.2=200 time units. The numbers 
10, 20, ..., 100 in the second row is the number of tasks. The unit of the value in table body is 
millisecond. 

Percentage 
Task Amount 

10 20 30 40 50 60 70 80 90 100 
0.1 10 8 33 94 144 214 2899 3377 16758 107653 
0.2 4 4 4 5 17 49 119 113 1450 3703 
0.3 3 4 4 4 5 11 22 45 40 375 
0.4 3 4 4 4 5 6 9 16 31 223 
0.5 4 4 3 4 4 4 6 8 8 20 
0.6 4 4 3 4 4 5 4 6 4 14 
0.7 4 3 4 4 3 4 4 5 7 8 
0.8 8 4 4 3 4 4 5 5 5 7 
0.9 3 4 3 4 3 3 4 4 4 5 
1 4 4 3 4 4 4 7 11 7 8 
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The experimental result is shown in Table 2. The result indicates that with the 
increasing of the task amount and the decreasing of the percentage, the time costs 
increases extremely quickly. Intuitively, the smaller the percentage is, the smaller 
possibility two tasks will overlap, leading more branches; also, more tasks bring 
more branches. Meanwhile, Table 2 shows an important conclusion: the percentage 
is the main factor that affects the performance. Only when the percentage is be-
tween 0.1 and 0.3, the influence of the task amount is obvious. Besides, the memory 
consumption keeps between 50 and 300 mega bytes during the whole execution of 
the algorithm, usually about 140 mega bytes. This is due to the use of stack, which 
makes the algorithm run on depth-first search instead of breadth-first search and 
saves memory space. 

6 Conclusions and Future Work 

The experimental result above shows that the MTT/MTC algorithm performs well 
when used to find the task subsequence with the most execution duration sum or task 
amount. This indicates that when a participant is assigned dozens of tasks within a work 
cycle and scheduling algorithms fail to schedule all the tasks within the cycle, the 
MTT/MTC algorithm is able to find a task subsequence for the participant to execute 
according to the requirement, thus improving the working efficiency. 

This paper proposes a new idea in job scheduling: when a bat of tasks is assigned 
to some participant in a work cycle, instead of scheduling all the tasks by delaying  
or advancing some tasks, we turn to selecting some of them for executing because 
scheduling algorithms may not work due to the work cycle limit. 

While finishing this algorithm, we are also thinking about how to improve it. We 
notice that the problem can be divided into some sub-problems recursively and many 
braches in the algorithm are repeatedly used when considering how to combine tasks. 
This means that dynamic programming may be applied to solve this problem and our 
future work is to study the application of it. 
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Abstract. The Web has been rapidly deepened with the prevalence of
databases online. From different Web sources, the records usually use
different representations to refer to the same real world entity. There-
fore, there is a high demand for identifying these entities from multiple
Web databases in many Web application, e.g., comparison shopping. In
this paper, we propose an effective entity identification approach which
is based on a similarity function. Moreover, we develop query-based dy-
namic weight techniques in our approach. Experimental results show that
our approach can effectively discover the records representing the same
entity in the real world.

Keywords: Deep Web, dynamic attribute weight, similarity function,
entity identification.

1 Introduction

The Web has been rapidly deepened with the prevalence of databases online,
which are also called Hidden or Deep Web. Data sources on the Deep Web are
mostly structured with a 3.4 ratio outnumbering unstructured sources and span
well across all subject domains. Today, this high qualified and diverse informa-
tion is playing an important role in our lives. However, Web databases provide
dynamic query-based data access through their query interfaces instead of static
URL links the Web Pages in the Surface Web provide, which makes the tra-
ditional search engine do not work well. It is thus essential to build a system
which can help users to access the information from Web databases effectively
and efficiently as traditional search engine does to the Surface Web.

In brief, the goal of Web database integration is to provide an uniform inter-
face which helps the user to submit his/her queriesand then access the data from
numerous Web databases automatically. While integrating data from different
sources, heterogeneity often occurs when the records use different representations
to refer to the same real-world entity. Therefore, there is a high demand for iden-
tifying these entities from multiple Web databases. For example, a comparison-
shopping system needs to collect the price and other information of the same
product from multiple providers. Such kind of applications requires that the col-
lected data be entity identified so that they can be appropriately organized for
subsequent analysis.

Z. Huang et al. (Eds.): WISE 2013 Workshops 2013, LNCS 8182, pp. 144–152, 2014.
c© Springer-Verlag Berlin Heidelberg 2014
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Example 1 It is a typical scenario that a user wants to purchase a book with
lowest price among book sources. Fig. 1 shows a portion of a sample result
page from three online bookstores, gobookshopping.com, abebooks.com and ama-
zon.com, in response to the same query Stephenie over the Author field. We can
figure out that the 1st record in Fig.1(a) and the 1st record in Fig.1(b) refer to
the same book, because they have the same title and the same author which are
very important for a book, even if these records are not identical.

(a) (b)

Fig. 1. The Example of the Same Entities from Different Web Databases

Therefore, before these query results returned from multiple Web databases
to the user, one of the main task of integration system is to match records rep-
resenting the same entity, although they return from different databases in the
presence of mismatched information. There have been many techniques proposed
for solving the entity identification problem [1]. And developing accurate and ef-
ficient techniques for entity identification has emerged as an important problem.
Accuracy means the correctness of the result, i.e., whether the record represent-
ing the same entity can be identified correctly, which is the basic and main goal
of the entity identification. Efficiency refers to the computation complexity of
the entity identification algorithm which is essential to large-scale data sets. In
Deep Web scenario, these two problems also exist. In particularly, since the data
is large-scale, on-the-fly and query-dependent, these two problems become more
difficult to address.

How to improve the computational efficiency of entity identification algorithms
for the large-scale records from Web databases?

How to define the distance metric for the on-the-fly and query-dependent
recorders from Web databases?

The first is to apply a computationally efficient approach instead of a nested-
loop approach between each pair of records which is the need of O(n2) pairs
of comparison for a data set of records. The second is to combine field-level
similarity metrics with appropriate weights according to user query to determine
overall similarity between two records. In this paper, we mainly focus on the
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second challenge. Our extensive experiments using real data sets show that our
solution has very good accuracy for entity identification.

The rest of this paper is organized as follows. Section 2 reviews previous
related work. Section 3 defines a similarity function based on static attribute
weight. Section 4 explores the dynamic attribute weight based on the user query
for entity identification. In Section 5, we report our experimental results. Section
6 concludes the paper.

2 Related Works

There have been many methods and tools developed for entity resolution (see[2],
[3] for surveys). The presented methods of entity identification can be divided
into two categories: Some approaches rely on training data to learn how to match
the records. Others rely on domain knowledge or on generic distance metrics to
match records.

Probabilistic Matching Models [4], [5]Supervised and Semi-Supervised Learn-
ing [6], [7], Active-Learning-Based Techniques [8],[9],[10] require some training
data or some human effort to create the matching models. In Deep Web scenario,
since the data can only be obtained via query, it is a partial and biased part
of a full dataset. Therefore, the representative data for training is absent. This
makes the supervised, active learning and other techniques which need training
data are not appropriate. One good way of avoiding the need for training data
is to define a similarity metric [11],[12] for records. Using the similarity metric
and an appropriate matching threshold, it is possible to match similar records,
without the need for training.

Some techniques have been applied for similarity metric: Character-based sim-
ilarity metrics [13], Token-based similarity metrics [14], Numeric Similarity Met-
rics [15]. While multiple methods exist for detecting similarities of string-based
data, the methods for capturing similarities in numeric data are rather primitive.

3 Similarity Function

In this section, we firstly describe techniques that will be applied for matching
attribute with string data and numeric data in the entity identification context.
In most real-life situations, the records consist of multiple attributes, making
the entity identification problem much more complicated. In this section, we also
propose the method that is used for matching records with multiple attributes.

3.1 Similarity Metrics of Attribute Value

Consider two relations R and S that share a set of attributes A1, . . . , Ak , Each
attribute has a metric Mi that defines the difference a value of R.Ai and a value of
S.Ai. There are many ways to define the similarity metric at the attribute level.
In this paper, We take two character-based similarity metrics: Edit distance and
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Q-gram distance, and one token-based similarity metric: Atomic strings distance
for textual similarity. Since the methods for capturing similarities in numeric
data are rather primitive, we define a similarity metrics called Range distance
for numeric similarity.

Edit distance: Given two strings s1 and s2, their edit distance is the minimum
number of edit operations (insertions, deletions, and substitutions) of single char-
acters that are needed.

Q-gram distance: Given a string s and an integer q, the set of Q-grams of s,
denote G(s) is obtained by sliding a window of length q over the characters of
string s. The q-gram distance between two strings s1 and s2 is defined as follows:

S(ai) = 1− |G(s1) ∩G(s2)|
|G(s1) ∪G(s2)

(1)

Atomic strings distance: An atomic string is a sequence of alphanumeric char-
acters delimited by punctuation characters. Given two strings s1 and s2, their
atomic strings distance is the number of their matching atomic strings divided
by their average number of atomic strings.

Range distance: Given two numbers n1 and n2, denote R(n1) is the range
from 0 to n1, and denote R(n2) is the range from 0 to n2 , The Range distance
between two numbers n1 and n2 is define as follows:

S(ai) = 1− |R(s1) ∩R(s2)|
|R(s1) ∪R(s2)

(2)

3.2 Similarity Function

Different attribute may have different importance when we decide whether two
records represent the same entity. If we know about this, using a set of pre-defined
basis similarity measures and the weight of each attribute, a single composite
similarity function over one pair of records rj and rk could be identified as
follows.

S(rj , rk) =
∑
i

wi ∗ S(ai) (3)

In which wi denotes the importance of attribute i, S(ai) denotes the value
similarity of attribute i between record rj and rk .

S(rj , rk) =

{≥ δ Yes
< δ No

(4)

If most of their attributes are similar of two records, it is likely that the two
records are duplicate. Therefore, we define that when the composite similarity is
larger than the specified threshold, the pair of records represent the same entity.
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4 Dynamical Attribute Weight

In section 3, we described methods that can be used to match individual fields
of a record. Moreover, we defined a single composite similarity function over
one pair of records to identify the same entity in real world. However, since
all the data of the Web database could not be accessed, the access of weights of
attributes will be much more complicated. In this section, we propose a sampling
method for entity identification with appropriate attribute weights based on the
user query.

4.1 Query-Dependent Sampling

The only way to access the data from Web databases is submitting queries on
the interface. Due to the restricted nature of the interface, it is challenging to
produce samples that are truly uniform.

Example 2 In Academic Papers domain, because the topics that every Author
focuses on are so different, the Attribute Word Distributions of the correspond-
ing results on attribute Title by submitting the query probes on the attribute
Author are usually quite different. So Attribute Correlation of Title and Author
is relatively strong. However, if we submit different values on attribute Year,
the Attribute Word Distributions of the different returned results on attribute
Title are very similar because the topics usually change very slowly each year.
Therefore, the Attribute Correlation of Title and Year is relatively weak.

Consequently, the task is to produce samples that have small skew, i.e., sam-
ples that deviate as little as possible from uniform distribution. In this paper,
we apply attribute-correlation-based sampling approach [16] for approximate
information of the Web Database.

After discovering the least correlative attribute Attri, we submit some query
probes on Attri to the Web databases and collect the returned results on at-
tribute Attru as the attribute-level sample of Attru, which is the approximate
random sample. Then we analyze the distribution of attribute values. More di-
verse the attribute values are, more distinguishing the specific attribute value is.
We adopt standard error to represent the diverse of attribute values.

4.2 Record-Frequency-Based Weight

In information retrieval, we consider idf as an important factor for the term
weight. Here, we view every record as a short document with several phrases,
in which each phrase is a value of one field. More frequent the records contain
different values of a field; less important this field will be in differentiating the
different records.
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Therefore, we compute the weight of the field associated with the record
frequency information.

ifwi = log(N/rf) (5)

where N is the number of all the records in the Web database, rf is the number
of different values of the field. Therefore, in order to compute the appropriate
attribute weight, we need all the record of the Web Database, which can reflect
the true distribution of the attribute values. However, as we mentioned in section
1, usually, we do not know all the information which only be access via the user
query. As mentioned in section 4.1, we can access the better sample on each
attribute by Query-dependent Sampling approach.

4.3 Query-Based Tuning Weight

When we give the queries on different attributes or different attribute combina-
tions, the distribution of attribute values are quietly different. For example, if
the query is on Price attribute, the values on this attribute of every returned
record are the same. Obviously, the value of Price attribute is no longer distin-
guishing for entity identification. Moreover, if an attribute is correlation with
the attribute that the user cares more about and submits the query on, the
distribution of this attribute values will be less diverse. Therefore, the attribute
weight will change according to user query. Correlation of each attribute pair can
be calculated that was introduced in our prior work[16]. Based on the Attribute
Correlation (AC), we adjust the weight as follows.

wi = ifwi ∗
∏
j

(1−AC(aj , ai)) (6)

where aj is the attribute that the user submit their query on. If the query
refers to several attributes, we take every AC between attribute j and attribute
i into consideration.

5 Experiments

In this section, we first describe our experiments as well as the data sets and
then introduce our evaluation. Finally, we report the experimental results.

5.1 Experimental Setup

To evaluate the effectiveness of our approach in identifying the entities, we select
40 Web databases as our data sets which cover four domains: Movies, Books,
Jobs and houses. For each domain, we collect 10 Web databases for integration.
We invite forty users with different professions and different ages to behave as
buyers. Each of them issue 5 queries on the integrated interface of each domain
respectively. For returned results of each query, we use our approach to identify
the same entity pairs from different Web Databases.
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5.2 Experimental Evaluation

We evaluate the entity identification results by three popular measures: precision,
recall and F1-measure, where precision is defined as the proportion of correctly
identified entity pairs, i.e., two records matching the same entity, to candidate
pairs returned from multiple Web databases, recall is the proportion of correctly
identified record pairs to all correct entity pairs, and F1-measure is the harmonic
average of precision and recall. They are defined as follows.

precision =
NC

NA
(7)

recall =
NC

NT
(8)

F1−measure =
2 ∗ precision ∗ recall
precision+ recall

(9)

where NC denotes correctly identified entity pairs, NA denotes all identified
entity pairs, and NA denotes all correct entity pairs.

5.3 Experimental Results

We report the precision, recall and F1-measure using dynamic attribute weight
and static attribute weight for entity identification. Table 1 shows the experi-
mental results when the threshold is equal to 0.85. The accuracy of entity identi-
fication using dynamic attribute weight method is much higher than that using
static attribute weight method.

Table 1. Accuracy Comparison of Dynamic and Static Attribute Weight

Domain weight precision recall F1-measure

Movie Dynamic 0.944 0.907 0.925
Static 0.902 0.862 0.882

Book Dynamic 0.956 0.912 0.933
Static 0.921 0.861 0.89

Job Dynamic 0.912 0.873 0.892
Static 0.877 0.821 0.848

House Dynamic 0.923 0.901 0.912
Static 0.889 0.843 0.865

Different similarity threshold may affect the accuracy of entity identification.
In Figure 2, we investigate the change of the precision, recall and F1-measure.
When the threshold is below 0.8, the precision grows greatly, while the recall de-
creases with the threshold increasing. On the other hand, it can be seen that the
growth of the precision increases gently while the recall decreases quickly when
the threshold is above 8.5. Therefore, in experiments, we select the threshold
between 0.8 and 0.9.
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Fig. 2. Accuracy Sensitivity to Different Threshold

6 Conclusion

In this paper, we studied entity identification problem in Deep Web scenario.
We introduced a novel entity identification approach for return results over Web
database. We firstly gave a similarity function based on static attribute weight.
Then we analyzed the characteristics of Deep Web and take the user query into
consideration. We explored a dynamic attribute weight approach based on user
query. To evaluate the effectiveness of our approach, we performed experiments
over 40 Web databases as our data sets which cover four domains: Movies, Books,
Jobs and houses. The experimental results indicated that the accuracy of our
approach is higher than that of the static attribute weight approach. How to
improve the computational efficiency of entity identification algorithms for the
large-scale records from Web databases is another challenge problem. We will
address it in the future work.
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Abstract. Today, it is a big challenge to support on-demand Web data combi-
nation in accordance with situation changes. This paper proposes a service 
hyperlink model to describe loose data dependencies between data services. 
Service hyperlinks can be automatically discovered using semantic matching 
techniques, and then be utilized via an automatic algorithm to efficiently com-
pose data services to respond situation changes. Analyses and applications show 
the feasibility of our approach. 

Keywords: Data Service; Service Hyperlink; Automatic Composition; Situa-
tional Integration. 

1 Introduction 

Situational applications are essentially "good enough" software, which are developed 
fast, easy-to-use, uncomplicated and serve a unique set of requirements1. As business 
requirements keep changing, situational applications have to evolve to accommodate 
these changes [1] [2]. When it comes to the data integration applications, traditional 
approaches face great challenges [3]. They need to be flexible enough and quickly 
adapted to embrace ever-changing situations.  

Recently, the concept of “data as service” or “data service” is proposed to offer a 
unified access to diverse Web data, provide semantically richer view and advanced 
querying functionality [4]. Composition of such data services is essentially a new way 
to integrate data through combining service interfaces [5]. A key challenge is how to 
quickly and flexibly compose data services to respond situation changes.  

Traditional automatic service composition approaches can be referenced for data 
service composition [6]. However, current approaches still are not flexible enough to 
handle lasting situation changes. For example, many automatic composition ap-
proaches need to pre-define a global ontology, which provides unified and consistent 
semantic descriptions for all services to be composed [7-8]. The biggest obstacle of 
these approaches is how to flexibly adapt global ontology in accordance with situation 
changes. It is very hard and costly, especially in an open environment like Web. 

                                                           
1 Situational application, http://en.wikipedia.org/wiki/Situated_software  
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Inspired by Web hyperlink, on top of our previous data service model [5][9], this 
paper proposes a new abstraction to model linkages between services, called Service 
Hyperlink, and a corresponding approach, named DASA, to automate data service 
composition process. Our main contributions include two parts. First, DASA does not 
require the pre-establishment of a global ontology. With the techniques of P2P seman-
tic matching, the necessary knowledge for each service linkage in a composition 
process is decentralized and recorded in a service hyperlink. Second, DASA can han-
dle situation changes through supporting users to easily express and flexibly update 
their requirements by drawing visualized tables. An automatic algorithm is developed 
to generate subsequent composition plans to reach updated goals. 

2 Running Example and Problem Analysis 

Criminal investigation is a typical scenario of situational data integration across mul-
tiple organizations. When a vicious injury case happens, police officers need to infer 
and determine suspects via available clues. The task, shown in Fig. 1, is to find possi-
ble relations between victims and suspects. With the investigation goes on, more clues 
are discovered. They can help the police narrow down the scope of suspect candi-
dates. However, to make full use of them, data integration approaches need to be flex-
ible enough to adapt to situation changes, which often means updated integration 
requirements and more involved data sources.  

 

Fig. 1. Sample data sources for data service composition  

For example, it is usually a good start to investigate relatives and recent contacts of 
victims because most crimes are done by acquaintances. To get required data, shown 
in part (a) and (b) of Fig. 1, several data sources are involved, which are provided by 
the civil affair agency and a mobile telecommunication company, respectively. Short-
ly after the case happens, police officers discover that there are two related crime 
scenes. The first scene is far from the second one. Therefore, police officers infer that 
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the criminals probably use a vehicle. Then they decide to trace suspicious vehicles 
through investigating surveillance videos and take them as a breakthrough point.  As 
part (c) and (d) of Fig. 1 show, this means two new data sources are involved, which 
are provided by the local transportation management agency. 

The above scenario illustrates the problem this paper tries to solve: how to easily 
and quickly compose data services in accordance with situation changes? The paper 
focuses on how to handle changes of integration requirements. For example, in the 
above scenario, at the beginning, the police wants to integrate the data source (a) and 
(b) in Fig. 1 to mine the social relationships of the victims. Next, after new clues are 
discovered, integration requirements are updated to make vehicle information in-
volved.  It also cause that more data sources like (c) and (d) in Fig. 1 are involved.  

3 Data Service Model 

The paper adopts our previously proposed data service model [4][8]. In this model, 
nested relation [9] is the unified data model for common kinds of data sources, such 
as XML, HTML and relation tables. Nested relation allows relations to have relation-
valued attributes.  

Definition 1 (Nested Relation): A nested relation consists of its schema and instances. 
The attributes and relations are elements of the schema. Let A be the universal set of 
attribute names and relation names.  
• A relation schema is the form of R(S) where R∈A is the relation schema name and 

S is a list of the form (A1, A2, …, Am), where each Ai is (i) either an atomic attribute 
or (ii) a relation schema of a sub-relation. Here, we call (A1, A2, …, Am) as the root 
elements of a relation schema R(S).  

• An instance of schema R(S) is an ordered m-tuple in form of (a1, a2, …, am) such 
that (i) ai is a primary data value if Ai is an atomic attribute, or (ii) ai is an instance 
of Ai if Ai is a relation scheme. 

Definition 2 (Data Service): A data service is a tuple with five elements: ds= <uri, 
name, i_params, o_schema, o_instance_list>, where: 
• uri is the universal identifier of the data service;  
• name is the name of the data service;  
• i_params is the input parameter set of a service;  

Table 1. Visualized Operators Of Nested Tables 

Object Operators Semantics 

Table 
CreateTable create a new table with a unique table name 

RenameTable rename a table 
AddSubTable copy a table and make it a sub-relation of an element in a new table 

Filter filter a table by some pre-defined conditions 

Column 
CreateColumn create a column from a table 

RenameColumn rename a column from a table 
AddColumn copy a column and make it an attribute of an element in a  new table 

DeleteColumn delete a column from a table 
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• o_schema is the data schema of the service’s output represented as the nested rela-
tional schema defined in Def. 1;  

• o_instance_list is the runtime instance list of a data service, which is a list of 
nested relation instances in Def. 1 in accordance with the o_schema.  

Furthermore, a data service is associated and configured with a presentation view, 
which is a nested table. Nested table provides a spreadsheet-like end-user program-
ming environment and is intuitive and easy for users to manipulate and analyze busi-
ness data [8]. A set of operators for visually handling nested tables is also defined in 
our previous work [4]. Table I shows some commonly used operators.  

For example, as shown in Fig. 1, the relational tables of PersonInfo and Phone 
Record data source cover data about the basic information of a person, her mobile 
phone number and her phone records. Across these tables, a data service PhoneRe-
cords queryPhoneRecords(string startTime, string endTime) can be provided. With it, 
users can easily retrieve all phone records by giving a time interval. As Fig. 2 shows, 
the output of queryPhoneRecords service can be transformed and represented as a 
nested relation and a corresponding nested table. 

 

Fig. 2.A sample of nested relations and its corresponding nested table 

4 Data Service Composition Approach 

Rationales of our DASA approach are shown in Fig. 3. Based on the above-mentioned 
data service model, various data sources can be modeled and accessed via a unified 
service interface. All underlying data services are registered into a centralized service 
registry for better management and maintenance.  

With our previously developed tools [5], at the beginning, users need to draw two 
tables to represent the start and the goal respectively. An example can be found in Fig. 
5. These tables can be updated when situation changes. Possible composition plans 
can be automatically computed and recommended with the algorithm 1 in Section 6 
after the goal change each time. 

Note that involved data sources could be very different, even cross several do-
mains. Pre-establishment of global domain ontology is practically impossible. Hence, 
the DASA approach tries to decompose the necessary domain knowledge into small 
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Fig. 3. Rationales of the DASA approach 

pieces, called as service hyperlink, which records data correlations between two data 
services. Service hyperlinks can be automatically detected and generated by analyzing 
and mining semantic relationships between data service schemas. They are locally 
established in a peer-to-peer pattern and can be reused in future service compositions. 

5 Service Hyperlink  

5.1 Service Hyperlink Model 

Given two data services ds1 and ds2, if input or output of a service is fully or partially 
semantically matched with another service, we say there is a data correlation relation 
between them. DASA distinguishes two kinds of data correlations. The first one is 
between output and input of two data services. It can help users compose and invoke 
them in sequence. The second one is between the service outputs. It can help users 
aggregate the outputs in order to combine the corresponding Web data. We define 
data correlation as a set of data mappings in Def. 3 and Def. 4. Based on them, the 
service hyperlink is defined in Def. 5. Fig. 4 gives two service hyperlink examples 
with different kinds of data mappings. 

Definition 3 (Output-Input Data Mapping): Given two data services ds1 and ds2, S 
is the output schema of ds1, I is the input parameters of ds2, an Output-Input data 
mapping between an element e in S and a parameter p in I can be defined as a 4-tuple 
<e, p, rel, confidence>, where: 
• e: an element of output schema of ds1; 
• p: an input parameter of ds2; 
• rel: semantic relationship between e and p, which will be defined in Def. 6; 
• confidence: a confidence value in [0, 1] that e and p have the given relationship. 
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DS1:
getBasicInfo

input output

identityNo name sex indentityNo

DS2: 
getRelativeInfo

input output

indentityNo

link1

name indentityNo relativeType

DS3:
getRelativeInfo

input output

identityNo

DS4: 
getContactsInfo

input output

indentityNo

link2

name indentityNo startTime durationname indentityNo relativeType

 

Fig. 4. Service hyperlink examples 

Definition 4 (Output-Output Data Mapping): Given two data services ds1 and ds2, 
S1 and S2 are the output schema of ds1 and ds2 respectively, an Output-Output data 
mapping between two elements e1 and e2 in S1 and S2 can be defined as a 4-tuple < e1, 
e2, rel, confidence>, where: 
• e1, e2: two elements belong to output schema S1 and S2 respectively; 
• rel: semantic relationship between e1 and e2, which will be defined in Def. 6; 
• confidence: a confidence value in [0, 1] that e and p have the given relationship. 

Definition 5 (Service Hyperlink): A service hyperlink is a 5-tuple: <id, Ss, St, 
oi_mappings, oo_mappings >, where: 
• id: a unique identifier for a service hyperlink; 
• Ss, St: source and target data service; 
• oi_mappings: a set of Output-Input mappings between output of Ss and input of St; 
• oo_mappings: a set of Output-Output mappings between outputs of Ss and St 

5.2 Automatic Generation of Service Hyperlinks 

As analyzed in Section 1, it is usually impractical to pre-establish a global domain 
ontology that suits the needs of all data services. DASA regards involved data servic-
es as independent peers. Each data service organizes related data in accordance with 
its own data schemas. Data mappings between two data services are locally detected 
and recorded as a service hyperlink.  

To specify data mappings in Def. 3 and 4, we define six types of semantic relation-
ships. Here, in a matching process, the input parameters and output schema elements 
of a data service are called in a joint name: entity. The definition of semantic rela-
tionships is based on the comparisons of entity intentional domains, i.e. the set of real 
world objects that they represent [11].   

Definition 6 (Semantic Relationship): Given two entities e1 and e2, Dom(e) 
represents the intentional domain of an entity, the possible semantic relationships are: 
• equivalence( ):    ; 
• subset-subsumption ( ):   ; 
• superset-subsumption: ( ):    ; 
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• overlapping ( ):    and e1 and e2 do not have 
equivalence, subset-subsumption or superset-subsumption relationship; 

• disjointness ( ):    
; 

• incompatibility ( ):    
; 

DASA uses the lexical knowledge to automatically detect data mappings, which is 
the knowledge about the words used in describing entities. A linguistic-based matcher 
is developed to use an electronic lexicon WordNet [12] as common knowledge to 
calculate the terminological relations between entity names. In the thesaurus, terms 
are semantically grouped using terminological relations according to their meanings.  

Table 2. Terminological relations and corresponding Similarity Weight 

Terminological Relation Weight Comments 

Synonym 1 two words are synonym 

Hypernymy/ 
Hyponymy 

0.8 
one word has a broader, more general meaning than the 

other word 

Meronymy/ 
Holonymy 

0.6 one word is part of the other word 

Antonymy 0 two words are antonymy 

Unrecognized 0.4 two words do not have any above-mentioned relations 

 
Similar with the P2P semantic technique in H-Match algorithm [13], we pre-assign a 

weight, shown in Table 2, to each terminological relation in order to calculate the simi-
larity value between two entities. For single terms that can be found in Wordnet, the 
similarity value is the weight based on their terminological relation. For compound 
terms like IDCardNo and IdentityCardNo, which usually cannot be directly found in 
Wordnet, the matcher will first divide them into a set of simple terms, such as {ID, 
Card, No} and {Identity, Card, No}. Then, it tries to find the highest-strength termino-
logical relationships between terms in the different sets by looking them up in thesaurus. 
The product of weights of these discovered terminological relationships will be the 
similarity value between the two compound terms. Based on the similarity value, the 
matcher can discover the semantic relationship between elements. The main idea is to 
divide similarity values into several intervals. By judging which interval the similarity 
value falls into, as Table 3 shows, the semantic relationship can be discovered. 

Table 3. Intervals and corresponding Sematic  relationships 

Similarity Value Intervals Semantic Relationship 

(0.8, 1] equivalence( ) 
(0.6, 0.8] subset/superset subsumption ( ) 

(0.4, 0.6] overlapping ( ) 

(0.2, 0.4] disjointness ( ) 
[0, 0.2] incompatibility ( ) 
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When a new service is added into the registry, the above matching algorithm is in-
voked so that service hyperlinks will be automatically detected. Note that the match-
ing algorithm cannot guarantee 100% correctness of discovered data mappings. 
Therefore, incorrect service hyperlinks might be detected. We allow users to manually 
correct the service hyperlinks before they are used for service composition.  

6 Automatic Data Service Composition with Service Hyperlinks  

6.1 Data Service Composition 

Fig. 5 shows two sample nested tables that are the start and the goal of a service compo-
sition, respectively. These two nested tables are also encapsulated as special data servic-
es, which do not have input parameters and return all contents in the table as outputs.   

    

Fig. 5. A sample of start and goal of a composition process 

Definition 7 (Data Service Composition Plan): Let S be the available data service 
set; H be the underlying service hyperlinks; s and g are two special data services pre-
defined by users, which denote the start and the goal of the composition process re-
spectively; A data service composition plan is defined as a path from s to g which 
satisfy the following predicate logic:  , , , … , , … , , ,, … , , … ,  : , , , ,   ,  

where: 
• opi: a recommended unary/binary operator in Table I for just , or both  and 

; 
•  and  : two data services need to be invoked,  is the follow-up service 

of , in which s0 is the start service s, sn is the goal service g; 
• : a service hyperlink between  and  . 

Def. 7 gives the formal definition of a data service composition in DASA. As this 
definition shows, the goal of whole composition process is to find a path to reach the 
goal defined by users. However, in many cases, it may be too ideal to achieve a  
composite data service which is exactly the same as the goal predefined by users. 
Therefore, we relax this constraint by finding a composite data service which can 
fully cover the users’ goal. For example, shown in Fig. 6, the suspect information in 
part (b) can cover the part (a). The definition about coverage degree can be found in 
Def. 8. If the coverage degree is equal or greater than 1, we say a service can fully 
cover the other service. 
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Fig. 6. Two possible goals about suspect information 

Definition 8 (Coverage Degree): Let S1 and S2 are the output schemas of two data 
service ds1 and ds2, E1 and E2 are their corresponding entity set, the coverage degree 
denotes the degree how much  ds1 will be covered by ds2, which is defined as: , | | | |⁄  ,where: 

• | ∈  ∈  1. . | |  

For example, as Fig 6 shows, the entity set of part (a) is suspect{name, age, gender, 
identityNo}; the entity set of part (b) is suspect{name, age, gender, identityNo, Rela-
tive{identityNo, relation}}. According to Def. 8, we can calculate that the coverage 
degree is 1, which means part (a) is fully covered by part (b). 

6.2 Service Operator Recommendation 

As explained above, proper service operators might be needed to connect services, 
which will be part of service composition plan. So we explain how to recommend 
service operators first. Here, we assume that e1 and e2 are two elements from two 
schemas of current service and its follow-up service. We will introduce the recom-
mendation rule for each possible semantic relationship between them, and discuss 
how to achieve the combination with the help of the rules. 

(1)  
This means e1 and e2 refer to the same real world object set and they should be 

combined into one element. For example, attribute identityNo and identityNumber are 
equivalent although they have different names. In this case, operator RenameColumn 
will be recommended. 

(2)  or  

This means the set of real world objects referred by e1 should be the subset or  
superset of e2. According to the type of e1 and e2, the recommendation rules are: 
• If  , e1 is an attribute and e2 is a sub-relation, then recommend operator 

addColumn(e2, e1); 
• If  , e1 is a sub-relation and e2 is a sub-relation, then recommend operator 

addSubTable(e2, e1); 
• If  , e1 is an attribute and e2 is an attribute, then recommend two sequential 

operators: createColumn(e2, newCol)→addColumn(e2,  newCol , e1); 
• If  , e1 is an sub-relation and e2 is an attribute, then recommend two  

sequential operators: createColumn(e2, newCol)→addSubTable(e2,  newCol , e1); 
(3)  
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This means the set of real world objects, referred by e1 and e2, may have something 
in common but not completely the same. In this case, the recommendation rule is to 
split the element e1 and e2 into three disjoint elements e1-(e1 e2), e1 e2 and e2-(e1 e2). 
Besides, a common parent element will also be defined. 

(4)  
This means e1 should be a sibling of e2. In this case, the recommendation rule is to 

add element e2 to be e1’s sibling. Assume the parent element of e1 is e1’, then operator 
AddColumn(e1’, e1, e2) will be recommended. 

(5)  
This means the set of real world objects, referred by e1 and e2, are completely dis-

jointed. In this case, the recommendation rule can be defined as follows. Assume the 
parent element of e1 and e2 are e1’ and e2’, if e1’ /  e2’, then operator AddCo-
lumn(e1’, e1, e2) will be recommended. 

6.3 Automatic Data Service Composition Algorithm 

We develop an algorithm to automatically get all possible composition plans in Def. 7 
to reach user’s goal. Note that user’s goal can be updated in accordance with situation 
changes. If the goal changed, the following algorithm will be re-invoked to compute 
the updated composition plans and recommend to users. Users can choose and alter 
the resulted plans on their own needs. Our algorithm is designed to be recursive. For 
each iteration, based on the chosen data service in the last iteration, it will infer the 
follow-up data service and decide how to compose them. To be uniform, we also 
define a new operator invoke, which simply means the invoking of a follow-up  
service based on the current service. With the corresponding service hyperlinks, the 
output of current service will be automatically transformed and fill into the corres-
ponding input parameters of the follow-up service. 

Algorithm 1. The automatic data service composition algorithm 
Function: ADSC; 
Input: a start data service (cur_ser), a goal data service (goal_ser); 
Output: a set of possible composition paths from the source to the target; 
1. set outputSet =  
2. get follow-up services FS for the current data service by looking up service hyper-

links; 
3. for each service p_next_ser in FS 
4.       if the corresponding hyperlink is output-output mappings, then recommend 

operators in table I for (cur_ser, p_next_ser), else recommend the operator in-
voke(cur_ser, p_next_ser); 

5.       call operators in step 3 and result in a new data service tmp_ser; 
6.       calculate coverage degree c(goal, tmp_ser); 
7.       if c(goal, tmp_ser)>1, then find a composition plan and add it to outputSet; 
8.      else if  p_next_ser does not have service hyperlinks or its follow-up servic-

es have been already invoked before, return outputSet;  
9.      outputSet = outputSet   ADSC (p_next_ser, goal_ser); 
10. endfor 
11. return outputSet; 
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In Line 1-2, the algorithm initiate the output set and first searches all related servic-
es for the source data service based on service hyperlinks.  

Line 3-10 looks for all possible composition plans defined in Def. 7.  Line 4-5 
tries to generate a new composite data service by composing the current data service 
and its follow-up data service. This new composite service will be taken as the current 
service in the next iteration. Line 6-7 judges whether a possible composition plan has 
been found. In Section 6.1, according to the relaxed constrains about the goal, if we 
find a composite data service which has fully covered the goal, then we think an ap-
proximate solution has been found.  

Line 8 shows one exit conditions for the algorithm. If no more hyperlinks can be 
found or these hyperlinks have been used in prior composition, this algorithm exits 
with the current output set. Or it will recursively call itself with the input parameters 
new composite service and the final goal. 

7 Application  

We illustrate our DASA approach with the scenario described in Section 2, where 
more than 30 data services from 3 different organizations are provided. Some of these 
data services are listed in Table 4. 

Table 4. Invovled Data Service Examples 

Organization Name Function Comments 

Civil Affair Agency 

PersonInfo getBasicPersonInfo 
(String IDCardNo) 

get basic person 
information by his 
identity card No. 

return a set of 
<name, age, gender, 
IDCardNo> 

String getRelation (String 
IDCardNo

1
, String IDCardNo

2
) 

return relative rela-
tion of two people 

return relative 
relation like ”father-
son”, “mother-son” 

List getRelativesInfo(String 
IDCardNo) 

query relative info-
mation of a person 

return a set of 
<name, age, gender, 
IDCardNo> 

Mobile Telecom-
munication Com-

pany 

String getPhoneNumber(String 
IDCardNo) 

query mobile phone 
number of a person 

return the mobile 
phone number 

String getRegisterInfo(String 
phone) 

query registered 
person for a given 
phone number 

return the identity 
card no for a person 

List queryPhoneRecordsByI-
dentityID (String IDCardNo, 
Time start, Time end) 

query call records for 
a person in a given 
time interval 

return a list of 
<phone1, phone2, 
start, duration> 

Local Transporta-
tion Management 

Agency 

List getVehicleRegistry(String 
IDCardNo) 

query registered 
vehicle information 
for a person 

return a list of <id, 
plateNo, type, ow-
nerName, IDCard-
No > 

List getMonitorInfo(String 
crossNo, Time start, Time end) 

query monitor infor-
mation for a vehicle 
in a given time inter-
val 

return a list of 
<time, plateNo> 
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Based on data services listed in Table IV, we will explain how to solve the problem 
in Fig. 5 with Alg. 1.  

(1) First, users draw two nested tables as start and goal of the composition process, 
shown in part (a) and part (b) in Fig 5 respectively. These two nested tables will be 
encapsulated as two special data services: getVictimID and getSuspectRelatives.  

(2) According to the output schema of getVictimID service, several possible links 
can be found: 

 getVictimID→getRelativesInfo (linked by the idCardNo attribute) 

 getVictimID→getRelation (linked by the idCardNo attribute) 

 getVictimID→getPhoneNumber (linked by the idCardNo attribute) 

 getVictimID→getVehicleRegistry (linked by the idCardNo attribute) 

(3) According to Def. 8, we can calculate the coverage degree for each possible 
follow-up service. For example, we will calculate the degree which getRelativesInfo 
service covers the goal service. Note that the entity set of goal service getSuspec-
tRelatives has 11 entities, which are Relative{name, age, gender, identityNo, Ve-
hicle{plateNo, type, MonitorInfo{time, location}}}; the entity set of getRelativesInfo 
have five entities, which are Relative {name, age, gender, IDCardNo}. So its cover 
degree is 5/11. After calculating coverage degrees for all possible follow-up services, 
we can find that the getRelativesInfo service have the maximum degree to cover the 
goal. Therefore, it will be chosen and invoked. 

(4) After invoking getRelativesInfo service, several possible links can also be 
found: 

 getRelativesInfo→getRelation (linked by the idCardNo attribute) 

 getRelativesInfo→getPhoneNumber (linked by the idCardNo attribute) 

 getRelativesInfo→getVehicleRegistry (linked by the idCardNo attribute) 

Like step (3), we can calculate the coverage degree for each possible follow-up 
service and find the service getVehicleRegistry which have the maximum coverage 
degree. Note that these are two kinds of data mappings between these two services, 
which will lead to possible composition paths. For the Ouptut-Output link, according 
to Section 6.2, DASA can recommend renameColumn and serials of AddColumn 
operators to combine output of these two services and result in a new temporal ser-
vice. Then, taken this service as input, the algorithm will enter the next round of itera-
tion until all possible composition plans are found. 

8 Related Work 

8.1 Automatic Service Composition  

Current automatic service composition can be roughly classified into two categories 
[14]. The first one is AI-planning based approaches [15-16]. In these approaches, 
service composition can be seen as a planning problem where each service  
corresponds to actions as well as the initial and goal states are suitably defined to 
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correspond to the composition requirements. The second one is template-based ap-
proaches [17-18]. They try to customize and instantiate outlines of abstract workflows 
(or templates) to obtain an executable workflow for specific requirements.  

The DASA approach belongs to the first category. But it tries to avoid a main 
drawback of such approaches. Most of the above planning approaches assume the 
closed-world assumption wherein the environment is assumed to be unchanged. It is 
usually not the case for an open environment like the Web.  

8.2 Service Link 

In recent years, there has been a few works on service link. For example, Radetzki et 
al. propose adaptors, which are reusable software components developed to realize 
data matching and transformation among resources [19]. Gu et al. propose a service 
data link model, which is a service relationship among schema. It can describe service 
data correlations, which are data mappings among the input and output attributes of 
services [20]. Zhao et al. propose a HyperService approach to provide a much more 
flexible way to link and explore existing services for solving various situational prob-
lems [21]. With the HyperService approach, a group of relevant services are dynami-
cally searched, ranked and recommended for facilitating future navigations. 

The above-mentioned works provide good foundations for our service hyperlink 
model. Different from current works, our service hyperlink tries to model two differ-
ent kinds of data mappings for services, which are Output-Input and Output-Output 
data mappings. These mappings can be used for different purposes. Output-Input 
mappings can help users compose services. Output-Output mappings can help users 
aggregate output schema of data services. Besides, a service hyperlink is designed to 
decentralize and load knowledge fragment that is necessary for service compositions. 
It can be easily reused in many different service compositions. 

9 Conclusion  

Based on our previous data service model, this paper proposes a service hyperlink 
model to describe loose data dependencies between data services as well as a corres-
ponding service composition algorithm. The main contribution is that it is flexible and 
can respond to situation changes. The proposed service hyperlinks are designed to 
load decentralized knowledge fragment for a composition process. They can be easily 
reused in many different data service compositions and decrease the complexities of 
them. In future works, we plan to take more optimization techniques such as selecting 
top-k composition plans during the running of algorithm. Besides, we plan to do more 
experiments for further evaluation of our algorithm. 
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Abstract. Web service composition focuses on combining existing web servic-
es into more sophisticated ones to provide more powerful functionality. Web 
service selection during functionally similar services is a critical issue in web 
service composition. This paper proposes a method for web service selection 
based on content of service. Firstly, content of service is defined formally and 
its property is given. What go after are the content of service initialization and 
its update. Also, a scoring method is established to evaluate each web service 
according to content of service and user requirements and then decide whether 
this web service is reasonable for selection.  At last, an example is given to il-
lustrate the whole idea. 

Keywords: Web service composition, web service selection, service content, 
scoring method. 

1 Introduction 

Web services can be described, published, located, and accessed over a network bas-
ing on open standards. Actually, the functionality of a single web service is limited, so 
a number of single web services are combined together to meet complex application 
level requirements. This process is known as web service composition, which has 
gained a considerable momentum as a means to create and streamline business-to-
business collaborations within and across organizational boundaries [1]. 

When dealing with web service composition, a key issue is how to select web ser-
vices for composition, given a great number of functionally similar web services. 
Current jobs on web service selection mainly considers QoS (quality of service), and 
they tend to build up a scientific way to select web services based on QoS. In [2], the 
authors propose a predictive QoS model to work out workflow QoS automatically. In 
[3], the authors address the problem by maximizing user satisfaction which is pre-
sented using utility functions over QoS items. Paper [4] treats the problem as a multi-
objective global optimization problem, and takes advantage of the combination of the 
modified simplex method and the heuristic enumerate method. In [5], a global optimal 
algorithm based on particle swarm optimization (PSO) is presented to resolve web 
service selection with QoS; it produces a set of optimal Pareto with constraint prin-
ciple by optimizing multi QoS parameters simultaneously.  
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Web service selection is expected to find out the most proper web services for 
composition. Web service selection based on QoS is conspicuously reasonable and 
relative studies on it are fruitful, but it is not enough, especially when users’ require-
ments for the content of service are considered.  

Generally, semantic web technologies, such as OWL-S [6] (Web ontology lan-
guage for services) can be used to describe the detailed content information of web  
services. The work of paper [7] and [8] are based on the OWL-S description of web 
services, where the authors use Service Profiles and Prediction to depict the content of 
services. But there are some problems. We cannot expect that all web services are 
described using OWL-S; moreover, the description is not well-formed and is only for 
a specific web service, but in practice we usually hope that information of a set of 
similar web services can be described uniformly. 

The purpose of this paper is to focus on the content of service, based on which a 
whole idea to address web service selection problem is provided. Firstly, a formally 
definition of CoS (content of service) is given, and its property is discussed to diffe-
rentiate it from QoS. What follows is the initialization and update of CoS; a scoring 
method which makes use of the CoS information for web service selection is estab-
lished afterwards. 

The remainder of this paper is organized as follows: Section 2 defines CoS and its 
properties. Section 3 presents the initialization and update of CoS. Section 4 describes the 
scoring method for web service selection based on CoS. Section 5 illustrates the whole 
idea with an example. Finally, the conclusion and discussion is given in Section 6. 

2 From QoS to CoS 

To simply the discussion, we will first introduce the concept of abstract service class, 
which is proposed in paper [9] as follows:  

Define set Sservice as a union of abstract web service classes. Each abstract service 
class Sj∈Sservice is used to describe a set of functionally-similar web services. Next we 
will distinguish between the following two concepts [9]: 

 
- An abstract web service composition, which can be defined as an abstract repre-

sentation of a composition request CSabstract = {S1, S2… Sn}. CSabstract  describes the 
required abstract service classes. 

-  A concrete web service composition, which can be defined as an instantiation of 
an abstract web service composition. This can be obtained by binding each abstract 
service class in CSabstract to a concrete web service sj, sj∈Sj. 

 
Conspicuously, the process of web service selection is the transportation from ab-

stract web service composition to concrete web service composition. We confine this 
process so that we will only take the content of service into consideration during web 
service selection. 
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2.1 The Definition of CoS 

As shown in [10], a web service S can described as S = {Func, QoS}, where Func is 
the set of functionality of S, and QoS represents the non-functional properties of S. 
Here Func gives an overall description of the function of web service S, but fails to 
provide any detailed information.  

Let us illustrate this with a room-booking web service, ws = {Funcroom, QoSroom}. 
Funcroom tells its consumers something as ‘this web service is used for room-booking’, 
which is a general idea. But what kind rooms can it provide? How about the prices? Is 
there anything special about the rooms? Such questions cannot be answered. 

To address these problems, content of service (CoS) is introduced now to depict 
detailed functional information of a web service by obtaining and keeping some of its 
run-time information. The concept of CoS is defined as follows: 

 
Definition 1 Suppose WS is a web service, the CoS of WS is a 2-tuple: 
 
CoSWS = (Sj, item_list), where Sj is the abstract service class that WS belongs to; 

item_list is a list of items with the following form: 
item_list = (item1, item2…itemN), where N is the total number of items and itemi is 

the ith item in item_list.  
Each item in item_list shows detailed information about certain aspects of the func-

tionality of WS. Still we take a room-booking web service for example. The CoS of 
room-booking web service might have the following form of item_list,  

item_listroom-booking= (room_type, air_conditioner, wakeup_serv, room_price), where 
the first item points out what kind of room it can provide, the last item specifies the 
corresponding price, and the second and third items depict some special information. 

Both the items and the total number N are determined by Sj, so it is not hard to see 
that the form of CoS of a web service is determined by its abstract service class.  

2.2 The Predefined Uniform CoS 

Web services of the same abstract service class share the same form of CoS, we use 
the concept ‘predefined uniform CoS’ to describe the shared form of CoS of web 
services from the same abstract service class. 

For abstract service class Sj, we predefine how many items in item_listj and what 
each item is; thereby we obtain the predefined uniform CoSj for Sj.  

If we eventually decide that there are Nj items in item_listj, then these items can be 
listed in Table 1 as follows: 

Table 1. Item_list of CoSj 

item_name item1 item2 …. item Nj 

value1 v11 v12 …. v1Nj 
value2 v21 v22 …. v2Nj 
value3 v31 v32 …. v3Nj 

….     
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We can see from Table 1 that each item has a number of values. Because items are 
not independent, these values can only be given in the form of value vectors. For ex-
ample, value1 = (v11, v12… v1Nj) is a value vector for item_listj. Generally, each value 
vector has exactly Nj values for all Nj items, respectively.  

For any web service WS form Sj, we use a set, called vector_setWS, to store all its 
vector values. The CoS of WS from Sj can be denoted as CoSj (WS), 

 CoS(i) = (Sj, item_listj(WS)), 

Here item_listj(WS) characterizes item_listj with value vectors from vector_setWS.  
For each item in item_listj, there are only three possible date types: 
(1) String. All items with data type String have enumerable values. 
(2) Boolean. All items with data type Boolean have an alternative of value 0 and 1. 
(3) Decimal. All items with data type Decimal have decimal values. 
Of all items in item_listj, we define item1 as primary_item. The primary_item is the 

most significant item in item_listj, and it serves as an index for each value vector in 
vector_set. 

For simplicity, we arrange items in item_listj in such sequence: what comes first is 
the primary_item; items with Boolean values follow closely; Decimal items are lo-
cated at the end. 

In the predefined uniform CoSj, primary_item and Boolean items are of great im-
portance. The values of primary_item are enumerable and formatted, so other values 
cannot be set to primary_item. Given a primary_item, the value combinations of Boo-
lean items form a classification of value vector modes, with each combination corres-
ponding to a unique mode. Each item_listj can have at most as many value vectors as 
the number of modes; this assumption is essential when we deal with CoS initializa-
tion and its update.  

Take the room-booking web service for example; its predefined uniform CoS has 
item_list as follows: item_listroom-booking= (room_type, air_conditioner, wakeup_serv, 
room_price), with room_type as primary_item, air_conditioner and wakeup_serv 
Boolean items, and room_price Decimal items. Under the primary_item, there are 
totally four value combinations of Boolean items; they are (1, 0), (1, 1), (0, 1), (0, 0), 
respectively. Each combination represents one value vector mode, so there are four 
modes in all, which means that we can store at most four value vectors for 
item_listroom-booking under the given primary_item, with one for each mode. For exam-
ple, given the primary_item ‘single-room’, we might store four value vactors for 
item_listroom-booking as follows when dealing with CoS initialization and update: 

 
item_listroom-booking(1) = (sing-room, 1, 1, 200); 
item_listroom-booking(2) = (sing-room, 1, 0, 200); 
item_listroom-booking(3) = (sing-room, 0, 1, 200); 
item_listroom-booking(4) = (sing-room, 0, 0, 200). 
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2.3 Properties of CoS 

QoS properties are suitable for all kinds of web services. Paper [11] gives a form of 
QoS as qos = (T, C, Rep, R), where T is the response time, C is the cost, Rep is the 
reputation and R is the reliability of a web service. Clearly, this form of QoS can be 
used to describe any kinds of web services; they all response in a finite time, cost the 
users some money, and perform a degree of reputation and reliability. Needless to 
say, all web services share a uniform QoS. 

But things are quite different when we turn to CoS, which does not have a uniform 
description for web services from different abstract service classes. Generally, CoSj, 
for abstract service class Sj, has the following properties: 

(1) abstract-service-class-related. As discussed above, CoSj = (Sj, item_listj). The 
abstract-service-class-related property states that Sj determines the total number of 
items in the item_listj and what each item is.  

(2) item-dependent. For two items in item_listj = (item1, item2…itemN), say, items 
and itemt (s≠t), they are correlated in some way. So the change of one item might 
affect the others.  

(3) incommensurable. We call this incommensurability between items of CoS from 
different abstract service classes. As a matter of incommensurability, the items of CoS 
from different abstract service classes cannot be simply combined together, even if 
they have got the same name. 

(4) changeable. Only web service providers and user feed-backs have got the 
chance to change the item contents in CoS; the change of item contents usually comes 
with the update or improvement of a certain web service. 

With these properties, we know that CoS is abstract-service-class-related, with 
items dependent, incommensurable and changeable. These properties are of great 
significance for web service selection based on CoS.  

3 CoS Initialization and Update 

Given the predefined uniform CoSj for abstract service class Sj, web service providers 
are required to provide information of CoS in forms of value vectors. We will record 
these value vectors for each web service as its initialization of CoS. This happens 
when providers register their web services. Fig. 1 shows this process. 

After initialization, each web service has got its initialized CoS. Something subtle 
will happen, however, if the providers would not like to provide any initialization 
information or if the initialized CoS should be changed. To address this problem, CoS 
update is adopted. 

Fig. 2 shows the update of CoS for a certain web service from abstract service  
class Sj. 

CoS update can be done by both web service providers and authorized web service 
users. To update the CoS information of a certain web service, providers and users are 
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Fig. 1. CoS initialization by web service provider 

 

Fig. 2. Update of CoS by users and providers 

required to provide new value vectors, according to which the update system would 
record new information or renew old information of CoS. Here is how the update 
system works: 

Suppose there are M value vectors stored in vector_setWS, then on a newly coming 
value vector v,  

Step1: get the primary_item of v, say, v.primary_item;  
Step2: get the set of all value vectors, say, setready, with the same primary_item as 

v.primary_item;  
Step3: examine whether the mode of v is contained in setready; if so, go to Step4; if 

not, go to Step5; 
Step4: renew the values in the ith value vector using values in v; go to Step6; 

update system 
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provid-
ers& users 

service class: Sj 
web service: id 
CoSj: new values 

new value vectors

save/update 
service id

register system 

Predefined uniform CoSj 
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CoSj: value1, value2... 

value vectors

save 
service id
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Step5: add the newly coming value vector to vector_setWS; execute M=M+1; go to 
Step6; 

Step6: return the updated vector_setWS and set size M; update complete. 

4 Web Service Selection Based on CoS: A Scoring Method 

So far, we have introduced what CoS is, CoS properties, predefined uniform CoS, 
value vectors, primary_item, and CoS initialization and update. We will now go on 
working with web service selection problem: to establish a scoring method for web 
service selection based on CoS. 

4.1 Detailed Description of Web Service Selection Based on CoS 

Given an abstract service class Sj and its predefined uniform CoSj, suppose that there 
are K web services from Sj. Then the CoS of the ith web service from Sj is denoted as 
CoSj (i), 

 CoS(i) = (Sj, item_listj(i)), 1≤i≤K 

We use user_value_vector to denote users’ requirements for web service contents; 
obviously it is a value vector with the same form as item_listj: 

 user_value_vactor = item_listj (user) 

Here item_listj (user) is a user-characterized value vector; it sufficiently and for-
mally figures out user’s requirements for web service contents.  

Now web service selection based on CoS can be addressed as follows: To find out 
a web service WS where item_listj(WS) has the same or the most similar value as 
compared with user_value_vector. Next, we will discuss how to evaluate the similari-
ty between two vectors of the form item_listj. 

4.2 Evaluation of Similarity between Two Vectors 

For abstract service class Sj and predefined uniform CoSj, suppose there are Nj items 
in item_listj,  

 item_listj = (item1, item2…itemNj) 

Suppose there are two different value vectors of the form item_listj,  

 vector1 = (v11, v12…v1Nj) 

 vector2 = (v21, v22... v2Nj) 

We define item_match_degree(i) to show the similarity of the ith item of two value 
vectors: 

(1) If the date type of the ith item is String, then it has only enumerable values, 
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The vector_match_degree(vector1, vector2) is defined to show the similarity be-
tween vector1 and vector2. It can be computed using the following code: 

vector_match_degree(vector1, vector2) = 0; 
i=1; 
if (item_match_degree(i) == 0) 
 return vector_match_degree(vector1, vector2); 
else { 
 vector_match_degree(vector1, vector2) =1; 
 for (i=2; i<=Nj; i++) { 
  vector_match_degree(vector1, vector2) += 
item_match_degree(i); 
          } 
 vector_match_degree(vector1, vector2)  
= vector_match_degree(vector1, vector2)/Nj; 
 return vector_match_degree(vector1, vector2); 
} 

The vector_match_degree(v1, v2) can be written in formula as follows: 


=
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4.3 Web Service Selection Based on CoS 

Suppose there are N abstract service classes in an abstract web service composition, 
and the jth abstract service class, Sj, has Mj function similar web services. The  
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predefined uniform CoSj has Tj items for its item_listj. For the kth web service from 
Sj, there are Rk value vectors in its vector_set, and the mth vector is vec(j, k, m) 

User’ requirements for content of web services from Sj can be written as vecj(user), 
and it has the same format as vec (j, k, m). The score of a web service composition 
can be defined as follows: 

 
kj

N

j
j RmMkuservecmkjvecreematchvectorCSscore ≤≤≤≤=

=
−− 1,1,))(),,,((deg)(

1

 (2) 

The vector_match_degree(vec(j, k, m), vecj (user)) can be computed by formula 
(1).Here is some explanation about this formula. For abstract service class Sj, if we 
choose the kth web service for composition based on the match degree between 
vecj(user) and the mth value vector vec(j, k, m), we will get a web service composi-
tion with score(CS). 

Our concern on web service selection based on CoS is to maximize the score(CS) 
and determine which web service is best to choose for each abstract service class. 
From the definition of score(CS), it is clear that if we could always select a web ser-
vice with the greatest score for each service class, we will eventually obtain a web 
service composition with the greatest score(CS). 

The following code shows the process of web service selection based on CoS using 
a scoring method: 

score_CS = 0; 
vec_degree = 0; 
serv_degree = 0; 
for (int j=1; j<=N; j++) 
{ 
 for (int k=1; k<=Mj; k++) 
{ 
for (int m=1; m<=Rk; m++) 
{ 
if(m==1) 
vec_degree=vector_match_degree(vec(j, k, m), 

vecj(user)); 
     else 

{ 
     vec_degree=MAX(vec_degree, 
       vector_match_degree(vec(j, k, m), vecj(user))); 

} 
}                                                      
if (k==1) 
{ 
serv_degree=vec_degree; 
id_array[j]=1; 

} 
else 
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{ 
if (serv_degree<vec_degree) 
{ 
serv_degree=vec_degree; 
id_array[j]=k;                                    

     } 
} 

} 
score_CS += serv_degree; 

} 

Here is some explanation about the code above. The ids of web services to be se-
lected are initialized as 1s and stored in an array called id_array. It has N elements, 
each of which represents the selected web service for an abstract service class. The 
vec_degree is used to record the maximum of vector_match_degree of the same web 
service; the serv_degree is used to record the maximum of vec_degree of web servic-
es from the same abstract service class; the score_CS is used to record the score(CS) 
for web service selection. 

The returned array id_array consists of all web services selected, and the corres-
ponding score_CS is the maximum of  score(CS). Thus we have completed web ser-
vice selection based on CoS. In the next section, we will illustrate the whole idea with 
an example. 

5 Example 

Assume that tour_service (abstract web service composition) contains three abstract 
service classes, which are hotel_service, transport_service, and dinning_service, re-
spectively. That is,  

 tour_service = (hotel_service, transport_service, dining_service). 

The item_list of predefined uniform CoS for these three abstract service classes are 
shown in Table 2, Table 3, and Table 4, respectively. 

Table 2. Item_list of CoS for hotel_service 

item_name room_type room_price wakeup_serv air_conditioner 

value1 single-room    

value2 double-room    
value3 standard-room    
value4 deluxe-room    

 
For hotel_service, room_type is the primary_item, and it is enumerable. Initializa-

tion information for room_type has only four choices: single-room, double-room, 
standard-room, and deluxe-room. The room_price item is decimal; wakeup_serv and 
air_conditioner have Boolean data type, and their values can only be 0 or 1. 
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Table 3. Item_list of CoS for transport_service 

item_name tranport_type t_price time_consume 

value1 taxi   

value2 bus   
value3 bicycle   

 
For transport_service, transport_type is the primary_item whose initialization in-

formation can only be selected among taxi, bus, and bicycle. The t_price item and 
time_consume item are decimal. 

Table 4. Item_list of CoS for dinning_service 

item_name dinning_style cost package_support free_tableware 

value1 western-style    

value2 fast-food    
value3 buffet    
value4 local-delicacy    

 
For dinning_service, dinning_style is the primary_item, and it has only four possi-

ble values: western-style, fast-food, buffet, and local-delicacy. The cost item is de-
cimal; package_support and free_tableware have Boolean data type, and their values 
can only be 0 or 1. 

We have got 20 web services for abstract service class hotel_service, 24 for trans-
port_serivce, and 17 for dining_service. The item_list of CoS for each web service 
WS is initialized with value vectors which are stored in vector_set(WS). 

Suppose that users’ requirements for the content of service are given in the follow-
ing three vectors: 

 user_value_vectorhotel = (standard-room, 160, 1, 1) 

 user_value_vectortransport = (taxi, 45, 50) 

 user_value_vectordinning = (local-delicacy, 300, 0, 1) 

Then after running on our system using scoring method, the returned results are as 
follows: 

 id_array = [5, 21, 14], score_WS = 2.08 

That is to say, we select the 5th web service for hotel_service, the 21st for trans-
port_service, and the 14th for dinning_service. The final web service composition 
gets the maximum of score(WS), with value 2.08.  
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6 Conclusion and Discussion 

This paper focuses on the content of web service (CoS) to address web service selec-
tion problem. CoS can be seen as a supplement for the functionality of web services, 
and it has four important properties. Web services from the same abstract service 
class share the same form of CoS, which is called predefined uniform CoS. CoS in-
itialization and update, the evaluation of similarity between two vectors, and even the 
implementation of scoring method are all on basis of predefined uniform CoS. By 
evaluating the similarity between user_value_vector and value vectors of web servic-
es, a scoring method is implemented. The process of scoring is the process of web 
service selection based on CoS.  

Our work mainly considers the content of web services for web service selection, 
and we finally get a web service selection with maximum of score (CS). We are now 
devoted to taking QoS into consideration, and trying to work out an effective method 
for CoS-and-QoS-based web service selection. 
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Abstract. Based on the Petri net description of web service composition, con-
trol structures within web service composition, registration information of web 
services, demand parameters validation, parameters converting among web ser-
vices through reflection mechanism, output parameters checking and conflict 
resolution through reflection mechanism are studied. Afterwards, this paper  
designs and carries out a Petri-net-based execution engine for web service com-
position. Execution engine will invoke atomic web services corresponding to 
transitions selected to fire simultaneously, and it will feed back the dynamic ex-
ecution information to Petri net. Then, execution engine will adjust state of Pe-
tri net according to web services execution, selects transitions to fire again with 
transitions firing rules. Repeating the above process until the execution of web 
service composition is done. All these will push forward the application of Petri 
net in service oriented computing. 

Keywords:  Petri net, web service composition, reflection mechanism, execu-
tion engine. 

1 Introduction 

Web services are designed mainly to share heterogeneous data on the web. Sometimes 
a simple web service can not satisfy complex user demands, so web services should 
be combined to provide more powerful functions. In recent years, many works have 
been done on web services composition, and they mainly base on BPEL (Business 
Process Execution Language) [1], OWL-S (Ontology Web Language for Services) [2], 
and Petri net [3]. BPEL and OWL-S do not provide validation mechanism for compo-
site service model and cannot be analyzed online. Both BPEL and OWL-S supply a 
GUI (graphic user interface) for design, but they cannot validate the whole process of 
web service composition. When designing web services, BPEL rely on large quanti-
ties of primitive activities and structural activities, both of which easily lead to what is 
called the explosion of space. Moreover, BEPL use elements such as If and If_Else to 
choose web services for execution in a selection structure context. However, these 
elements, which can make use of xpath expression, support numeric expression, equa-
tion and comparison computation through imbedded functions yet might be in dilem-
ma when facing complex selection. OWL-S adds intelligence to web services, but it 
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encounters setbacks in actual application, since the semantic web is still not widely 
used. Petri net has a solid mathematical foundation and has a capability to describe 
distributed systems and concurrent systems. Many works have been done to model 
and analyze web service composition with Petri net: [5] utilized a functional valida-
tion to check the seamless connectivity between individual services to be composed 
and to represent services’ interdependency in a Petri Nets with reachability analysis 
and each service’s semantic description; [6] used time Petri net as a formalism to 
simulate and validate web service composition; [7] used the means of dynamic execu-
tion reasoning and data flow analysis of Petri net to construct seamlessly 
Add/Remove recovery behavior for composition transaction.  

However, as we can see, related works mainly focus on web services modeling and 
analyze properties of web service composition with Petri net, but fail to study the 
construction of Petri net for web service composition online and the corresponding 
execution engine. 

Based on Petri net description of web service composition, we design and carry out 
a Petri net based execution engine for it. In our design, Petri net can not only simulate 
the whole process of web service composition with token flows but also provides a 
validation mechanism using reach-ability graph. Moreover, with places used for web 
service parameters, transitions for execution, and tokens for ready-or-not state of pa-
rameters, the complexity of web service composition files is reduced dramatically in 
web services designing. In the context of selection structure, reflection mechanism is 
used for automatic selection of web services; the reflection mechanism allows design-
ers to establish flexible programs for web service selection, thus it is qualified to deal 
with sophisticated user requirements.  

The remainder of this paper is organized as follows: Section 2 describes web ser-
vice composition with Petri net and studies control structures within web service 
composition. Section 3 presents the registration and execution of web services based 
on Petri net. The design and implement of execution engine is given in Section 4. 
Section 5 provides a specific example. Finally, we summarize the whole idea of this 
paper and outlook further works in section 6. 

2 Modeling Web Service with Petri Net 

2.1 Petri Nets 

Definition 1[3]: A triple ( , ; )=N S T F  is a Petri net, if and only if: 

(1) TS ∪ ≠ ∅  

(2) T=S ∩ ∅  

(3) ( ) ( )F S T T S⊆ × ∪ ×  

(4) ( ) ( )dom F cod F S T∪ = ∪  
S  is a set of places; T  is a set of transitions; F  is a set of flow relations between 

places and transitions. 
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Definition 2[3]: Petri net system is ( , ; , )S T F MΣ = .  Mapping: { }: 0,1,2,M S → ⋅⋅ ⋅  is a 

marking of Petri net Σ . 

Definition 3[3]: Firing rule of transitions in Petri net system: 
(1) For transition t T∈ , if : ( ) 1s S s t M s•∀ ∈ ∈ → ≥  , then t can fire, denoted by 

[M t > . 

(2) If [M t > , t can fire in marking M . When t fires, a new marking M ′  is obtained 

(denoted by [M t M ′> ), 

( ) 1, s -

( ) ( ) 1 s - t

( )

• •

• •

 − ∈


′ = + ∈



，  

，

M s if t t

M s M s if t

M s others

 

2.2 Petri net of Web Service Composition 

Definition 4:  A Petri net corresponding to Web service composition is a 6-
tuple ( , ; , , , )=CWS P T F W K M . Where: 

(1) = ∪ ∪W D AP P P P . WP  is a set of places which represents parameters of Web 
services; DP is a set of places which represents demand parameters of users. If mul-
tiple Web services combine into a new service, the input parameters of the new Web 
service are demand parameters; AP is a set of places which assist the process of Web 
service composition. 

(2) T is the set of transitions that represents atomic web services within the web 
service composition. 

(3) F represents the set of the relationships between web services and their input or 
output parameters.  

(4) M, K, W are the same as those defined in P/T system [3].   
 Parameters of web services correspond to place elements of Petri net. The number 

of tokens in a place represents whether the corresponding parameter is ready, with 1 
for ready and 0 for not ready. Atomic web service execution corresponds to the firing 
of transition. The relationship between parameters and services is the flow relations F 
in definition 4. 

We use PNML [8] to describe Petri net. The location of IP address service [9] is 
taken as an example, and its Petri net is shown in figure 1: 

 

Fig. 1. The location of IP address service 

The corresponding PNML is: 

<place id="theIpAddress"> 
 <name><value></value></name> 
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 <initialMarking><value>1</value></initialMarking> 
</place> 
<transition id="getCountryCityByIp"> 
<name><value>67</value></name> 

</transition> 
<arc source="theIpAddress" target="getCountryCityByIp"> 
  <inscription><value>1</value></inscription> 
</arc>  

2.3 Control Structures within Web Service Composition 

Generally there are four control structures within web service composition: they are 
sequence structure, concurrency structure, selection structure, and loop structure, 
respectively. Figure 2 shows the corresponding structures. In sequence structure, the 
relationship between T1 and T2 is sequence; in concurrency structure, the relationship 
between T4 and T5 is concurrency, and the relationship between T8 and T9 is selec-
tion; T11 and T12 are in a loop structure, which can be constructed with selection 
structure. 

 

 

Fig. 2. Control structures 
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3 Registration and Execution of Web Service  

3.1 Registration Information of Web Service 

Atomic web services and web service composition registration information is stored 
and used for the execution of web service composition.  

Table 1 shows key registration information of atomic web services. The Field ID 
stores the unique identification of atomic web services. The Field inputParam stores 
the input parameters of atomic web services, including both names and types. The 
Field outputParam stores the output parameters of atomic Web services, also with 
names and types included. The Field wsdl stores WSDL (Web Services Description 
Language) [10] of atomic web services. The Field namespace stores the namespace of 
atomic web services.  

Table 1. Registration information of atomic web service 

Field name Example of field value 

ID 67 

method getCountryCityByIp 

inputParam [{"name":"theIpAddress","type":"string"}] 

outputParam [{"name":"getCountryCityByIpResult","type":"string"}] 

wsdl 
http://webservice.webxml.com.cn/WebServices/IpAddressSearchWebService.asmx

?wsdl 

namespace http://WebXml.com.cn/ 

Table 2. Registration information of composite web service   

Field name Example of field value 

ID 3 

pnml petriOfWS\Travel.xml 

demandParam 

[{"name":"startCity","type":"string","regularExpression":"","desc":"city of depar-

ture"},{"name":"lastCity","type":"string","regularExpression":"","desc":"destinition"},{

"name":"theDate","type":"string","regularExpression":"","desc":"the date"}] 

outputParam [{"name":"travelResult","type":"string"}] 

convertClassAndMethod 
[{"id":67,"covertClassName":"","convertMethod":""},{{"id":24,"covertClassName

":"covertClass3","convertMethod":"convert24"}] 

selectivePlaces 
[{"place-

Id":"startCity","selectClassName":"selectClass3","selectMethod":"selectStartCity"}] 

Table 2 shows key registration information of web service composition, where the 
Field ID stores the unique identification of web service composition, the Field pnml 
stores the directories of corresponding PNML files, and the Field demandParam 
stores the demand parameters of users, including names, types, regular expressions 
and descriptions. Moreover, the Field outputParam stores the output parameters of 
web service composition, with names and types included. The Field convertClas-
sAndMethod stores information used for converting parameters among atomic  
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services; the information is mainly about names of converting methods and their cor-
responding classes. Finally, the Field selectivePlaces stores information for selecting 
the firing transition in the context of selection structure, and it depicts the names of 
OR-Split places, names selecting methods and those of corresponding classes.  

3.2 Converting Parameters among Atomic Web Services 

In general, a web service composition is created based on business association and 
data association and includes multi-atomic web services. As atomic web services may 
be delivered by different developers and published in different servers, their parame-
ters may diverse. If the web service composition is based on data association, we 
should consider the matching of parameters among different atomic services. Here we 
propose a method for converting parameters among services based on reflection me-
chanism. In order to realize the conversion, we need to do some preparing work as 
follows: 

(1) Create Java codes for converting parameters methods according to actual situa-
tion of web service composition. 

(2) Fill in the field convertClassAndMethod, which is defined in table 2, with con-
verting parameters methods and the corresponding classes. 

For example, suppose that the given field convertClassAndMethod in table 2 is: 
[{"id":67,"covertClassName":"","convertMethod":""},{{"id":24,"covertClassName

":"covertClass2","convertMethod":"convert24"}]. Here the value of "id" serves as the 
unique identification of atomic web service; the value of "covertClassName" is the 
name of converting parameters methods; the value of “convertMethod" is the name of 
corresponding classes. It is not necessary to convert parameters when value of "con-
vertMethod" is empty; otherwise, the parameters should be converted. 

Algorithm 3-1 should be operated early before invoking atomic web services. 
Algorithm 3-1: Parameters Converting Algorithm 
Input: ID of current web service composition; ID of atomic web service; parame-

ters of current atomic service 
Output: parameters converted 
Step0: Get the value of the field convertClassAndMethod in table 2 from data-

base. For the current atomic service, get the name of converting parame-
ters method and its corresponding class; 

Step1:  If    the name of converting parameters method is empty   then 
                Return the parameters of current atomic service directly; 

    Step2:  If  the name of converting parameters method is not empty   then 
Call the converting parameters method through reflection mechanism 
and return the parameters converted. 

3.3 Output Parameters Checking 

Sometimes, the output parameters of a web service might fail to meet user demands 
even if it is successfully invoked. The invoking result of a web service could be listed 
as follows: (1) Fail, when there are no returned output parameters; (2) Succeed, when 
the output parameters meet user demands; (3) Succeed, when the output parameters 
fail to meet user demands.  
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Knowledge frame for web services is introduced to facilitate the out put parameters 
checking, and it has three components which are described as follows: 

Name of knowledge frame: output parameter; 
Items count of output parameter; 
Regular expression of each item of output parameter. 
The knowledge frame should be established when a web service composition is 

created. The second component of knowledge frame, say, the items count of output 
parameter, is represented by an interval. For example, the closed interval [1, 3] means 
that items count of the output parameter is between 1 and 3, with both 1 and 3 in-
cluded. Once a web service is invoked, following steps should be operated: 

Step0: Extract the invoking result of the web service; create the knowledge frame 
according to the invoking result. 

Step1: Decide whether the knowledge frame created in step0 meets the knowledge 
frame that has been established early when the web service is created, that is, whether 
items count of output parameter falls in the interval; decide whether each item of 
output parameter matches the regular expression. 

Step2: If the knowledge frame obtained from step0 and that established at the be-
ginning completely match, the invoking result is accepted. Otherwise, the output pa-
rameters do not meet user demands, thus the exception state of the web service is set. 

3.4 Execution of Atomic Web Service  

According to its Petri net model, when an atomic web service is invoked, its execu-
tion can be described as follows: 

Step0: Get ID of atomic web service from corresponding transition;  
Step1: Get input parameters from input places of corresponding transition; 
Step2: Convert parameters; 
Step3: Set the state of atomic web service to ‘running’, splice SOAP message and 

send it to the server by HTTP POST; wait until the atomic service returns 
SOAP message and then get the output parameters by analyzing received 
SOAP message; 

Step4: Check output parameters; 
Step5: Write output parameters back to the output places of corresponding transi-

tion and add one token to each of its output places. 
If all steps above are finished successfully, the atomic web service has finished; ex-

ception happens otherwise, in which case we set the state of the atomic web service to 
‘exception’. 

4 Petri Net Based Execution Engine for Web Service 
Composition 

Figure3 shows execution engine architecture. Here is how execution engine works. 
Firstly, execution engine validates demand parameters of web service composition 
that users input, and gets initial marking for Pets net of web service composition. 
Secondly, execution engine detects transitions that enabled with transitions firing 
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rules, deletes transitions in the selection structure through conflict resolution algo-
rithm and selects transitions to fire. Execution engine will invoke web services cor-
responding to transitions selected to fire simultaneously and feed back the dynamic 
execution information to Petri net. Execution engine will adjust the state of Petri net 
according to web services execution, and selects transitions to fire according to transi-
tions firing rules. Repeat this procedure until web service composition is finished.  

 

Fig. 3. Execution engine architecture 

4.1 Parameter Validation 

Execution engine requires necessary parameters at the beginning of web service composi-
tion execution. The types and grammars of demand parameters may correspond to specific 
requirements. Web service execution may fail if execution engine dose not validate them. 
Execution engine uses regular expressions to validate grammars. The field demandParam 
in table 2 stores types and regular expressions of demand parameters. For example, the 
parameter telephone number of the query phone number service [9] is: 

{"name":"phoneNum","type":"string","regularExpression":"^(1)\\d{10}$","desc":"t
elephone number "}. The corresponding value of the key "regularExpression" 
represents that phone number starts with 1 and has 11 digits. 

4.2 Conflict Resolution 

All transitions within a selection structure of web service composition may be enabled 
in some state, but only one of these transitions can eventually be fired in practical. 
The competition for firing among enabled transitions triggers conflict, and we can add 
control in the face of conflict. 

In order to realize the control of selection, we extend PNML of web service com-
position by adding a port label to arc elements: 

<arc source="startCity" target="getStation"> 
 <inscription><value>1</value></inscription> 
 <port>1</port> 
</arc> 
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Selection has two modes: artificial selection and automatic selection. Artificial se-
lection needs user participation, and the execution engine requires user to select which 
transition to fire within the selection structure. For automatic selection, execution 
engine will select transition to fire in the selection structure through reflection me-
chanism automatically.  

For automatic selection, the Java codes of selection methods should be clear 
created according to actual demand while web service composition is created. The 
selection methods return an integer whose name is "port”. The returned integer cor-
responds to the value of extended port label of PNML. Execution engine will compare 
the returned integer of selection method with the value of extended port label. In a 
selection structure context, the post-transition of the arc element whose port label is 
matched will be selected and other transitions in the selection structure will be de-
leted. The Field selectivePlaces in table 2 stores information such as OR-split places, 
names of selection methods and corresponding classes, for example, 
[{"placeId":"startCity","selectClassName":"selectClass3","selectMethod":"selectSt
artCity"}]. If the value of key selectMethod is empty, the selection mode is artificial 
selection. Otherwise, the selection is an automatic selection. Execution engine will 
select transitions to fire according to algorithm 4-1.                                   

Algorithm 4-1 conflict resolution 
Input: ID of current composite service; current PNML document; set of transitions 

that are enabled 
Output: Set of transitions to fire 
Step0: Analyze the PNML file; get set P′ of all places with tokens in current 

PNML file. 
Step1: For    each place p in set P′     Do 
                If    p is not an OR-split place    Then 
                     Delete p from collection P′; 
Step2: For     each place p in set P′     Do 
   2.1: Get all the successor transitions of p; put the transitions into a new set T′; 
   2.2: For   each transition t in set T′     Do 
                If    t is not enabled     Do 
                      Delete all the successor transitions of p from the set of transi-

tions that are enabled, delete p from set P, go to step2, break; 
Step3: For each place p in set P′    Do 

     3.1: Determine mode of selection according to field selective places as in table 2; 
  3.2: If selection mode is artificial selection   Then 

                Let user select which transition to be fire: execution engine gets the 
port corresponding to user’s selection, select the transition to fire according 
to the port, and delete other transitions in the selection structure from the set 
of transitions that are enabled;   

  3.3: If selection mode is automatic selection   Then 
                Call the selection method through reflection mechanism, execution 

engine gets result port of selection method, select the transition to fire ac-
cording to the port, delete other transitions in the selection structure from 
the set of transitions that are enabled; 

   Step4: Return current set of transitions that are enabled. 
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4.3 Running of Execution Engine 

Execution engine will run the following steps when a web service composition is 
invoked: 

Step0:  Read the information of the demand parameters from database; send re-
quest to user for the values of demand parameters; get the values of demand parame-
ters after user has input them; 

Step1: Set the state of all atomic Web services to ‘waiting’; read the directory of 
PNML file; load PNML file; write the values of demand parameters to the corres-
ponding places and add one token to the corresponding places; 

Step2: create  set T′ to store the enabled transitions; get all enabled transitions 
from current PNML document according to firing rule of transitions; put the obtained 
transitions into set T′; 

Step3: If set T′ is not empty, resolve Conflict for T′ with algorithm 5-1; 
Step4: If      set T′ is not empty     Then 
   4.1: set the state of the corresponding atomic web services to ‘ready’;    
   4.2: For      transition t in set T′      Do 
                Decrease one token in input places of t; 

 4.3: For      transition t in set T′      Do 
                Create threads to execute the corresponding Web services accord-

ing to set T′ (When the execution of each web service is finished, go to 
step2, find and execute the successor Web services that can execute); 

Step5: While     count of Threads for Web services’ execution not equals 0     
Do 

                Do nothing; 
Step6: Get the results from current PNML document according field outputParam 

of table 2; 

5 Example 

Here we give a web service composition whose main function is to query the informa-
tion of weather and select the pattern of travel according to the obtained weather con-
dition. There are six web services [9] within the web service composition: they are for 
querying the information of weather (getReginProvince, ID=1, no input) for all sup-
ported provinces, the information of all supported cities (getSupportCityString, ID=2) 
according to the code of province, the information of weather according the code of 
city (getWeather, ID=3), the information of flight(getDomesticAirlinesTime, ID=4),  
the information of train (getStationAndTimeByStationName, ID=5) and the informa-
tion of transit(GetTransferInfoByStation, ID=6), respectively.   

Firstly, the developer creates its Petri net model of the web service composition as 
in figure 4, writes the information of web service composition into PNML and upl-
oads the PNML file to server.  

Places corresponding to parameters of services ( wP ) are as follows: place provin-
ceList(list of provinces’ name and code), place cityList(list of cities’ name and code), 
place weather and weather01(weather information), place startCity(start city), place 
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endCity(destination), place theDate(travel date), place travelInfo(travel information), 
place transferInfo(transit information).  

Places corresponding to demand parameters of users ( DP ) are as follows: place 
province (name of province), place startCity, place endCity, place theDate, place 
endStation.  

Place which assists the process of web service composition ( AP ) is place aux-
iliary01. 

Then, developer designs converting parameters methods, selection methods, and 
knowledge frames for web service composition. Write the information of demand 
parameters, PNML directory, and information of output parameters to database in the 
form of table 2. 

We take getSupportCityString service as example to show the method for converting 
parameters. Parameter "provinceList" stores all the names of supported provinces and 
corresponding codes. Parameter "province" stores the name of province that user wants 
to query. The getSupportCityString service needs a code of province for its input para-
meter. So the main function of converting parameters method is to query the code of the 
province from the parameter "provinceList" by the parameter "province". 

 

Fig. 4. The Petri net corresponding to the composite service 

From figure 4, we can see the relationship between “getDomesticAirlinesTime" 
service and "getStationAndTimeByStationName" service is selection. The main  
function of the selection method is to select proper travel pattern by specific weather 
condition. 

The output parameter of getSupportCityString service, which meets demands of 
users, is a one-dimensional array of strings. Each item in the array stores the name 
and code of a province, such as: "Shandong:3119". If too many users call the service, 
the server will return the string of "Non-commercial users cannot access with high 
speed”. The  resulting knowledge frame is: 

Name of knowledge frame:   proper output parameter of getSupportCityString 
Items count of output parameter:   [1, +∞] 
Regular expression of each item of output parameter:  ^\w+:[0-9]+$ 
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If the system starts with following inputs: startCity:Beijing, province:Shandong, 
endCity:Jinan, endStation:University of Jinan, theDate:2013-07-27.  

We get web service execution sequence as follows: getReginProvince, getSupport-
CityStr, getWeather, getStationAndTimeByStationName&GetTransferInfoByStation. 

Finally, we obtain the web service composition results: The weather of Jinan (thun-
derstorms), train information of Beijing to Jinan, transit info of Jinan Station to  
university of Jinan. 

6 Conclusion and Further Work 

We have studied Petri net model of web service, running of web service and imple-
ment of Petri net based execution engine for web service composition. Based on  
parameters validation, parameters converting among atomic web services, output 
parameters checking, and conflict resolution, the execution engine will run according 
to Petri net model of web service  established  on firing rule of transitions, monitor 
web service execution and feed back the dynamic execution information of web  
services to the Petri net. 

Our further work is the system optimization and exception handling during the  
running of execution engine. 
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Abstract. Multi-tenant database is a new cloud computing paradigm that has 
recently attracted attention to deliver database functionalities for multiple data-
base users to create, store, and access their databases over the internet. Howev-
er, such approach raises an issue in database performance, due to the fact that 
the multi-tenant database is shared between multiple tenants. Therefore, this 
contemporary database requires a special query method to optimize different 
query retrievals for multiple tenants who are using the same resources of a sin-
gle multi-tenant database. In this paper, we are proposing a multi-tenant query 
optimization method based on multi-tenant database schema called Elastic  
Extension Tables (EET). This method estimates the cost of different query ex-
ecution plans, to determine the optimal plan. Then uses this plan to execute a 
tenant’s query by using a code base solution that converts multi-tenant queries 
into traditional database queries and executes them by using a query optimizer 
of any Relational Database Management System (RDBMS). 

Keywords: Cloud Computing, Software as a Service, SaaS, Query Optimizer, 
Multi-tenancy, Multi-tenant Database Schema, Elastic Extension Tables. 

1 Introduction 

Organisations often spend large amounts of their time, resources and money manag-
ing and supporting information stored in their on-premises databases, to ensure that 
the right information is available when it is needed. According to statistics, data man-
agement cost is 5 to 10 times more than the data gain cost [1], [10]. Therefore, it is 
widely agreed that this is a significant issue for organisations in general and for small 
and medium size organisations in particular. Subsequently, the multi-tenant database 
is considered the solution for this issue because it provides database features like data 
definition, storage and retrieval which can be accessed from the service providers’ 
premises on a subscription basis over the internet [11].  
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The majority of modern Relational Database Management Systems (RDBMS) like 
Oracle, SQL Server [12], and PostgreSQL [4] have a query optimizer to optimize the 
query execution of a single-user database. Nevertheless, the multi-tenant database 
requires a special query optimizer method which plays a vital role in improving the 
multi-tenant query processing and solves the issues of multi-tenant database, which 
are including isolating tenant’s data statistics, retrieving tenant’s queries in a timely 
and cost efficient manner, and making the best use of multi-tenant database re-
sources. Salesforce [14], [15] states that modern database query optimizers are de-
signed for single-user databases and they are not suitable for multi-tenant database, 
and because they are not taking in consideration the unique characteristics of each 
tenant's data, such as indexes and the gathered statistics for all tenants instead of spe-
cific statistics for a particular tenant, which in return is leading to incorrect assump-
tions and query plans of tenants’ data. Therefore, the multi-tenant database requires a 
special query optimizer with special query execution plans. 

Cost effective scalability is very significant for multi-tenant applications. The max-
imum number of tenants that can be supported by a multi-tenant application can be 
increased as long as the resources increased while keeping the performance metrics of 
each tenant at an acceptable level. In terms of scalability, scale-out approach is more 
efficient than scale-up approach [9], [13]. The same case can be applied for the multi-
tenant database. However, before we can start thinking to scale-out or scale-up multi-
tenant database to optimize its performance, the multi-tenant database performance 
should be optimized in each single server instance by applying a proper multi-tenant 
query optimizer, then any of the scale-out or the scale-up approaches can be applied 
afterwards. Accordingly, we will focus in this paper on how to optimize multi-tenant 
query performance in a single server instance and scalability will be out of this paper 
scope. Nevertheless, we will focus on scalability in the future work. 

There are various models of multi-tenant database designs and techniques, which 
have studied and implemented to overcome multi-tenant database challenges 
[2],[3],[5],[8],[16]. Nevertheless, these techniques are still not overcoming multi-
tenant database challenges [6]. Based on this analysis, we have proposed a novel mul-
ti-tenant database schema design to create and configure multi-tenant applications, by 
introducing an Elastic Extension Tables (EET), which consists of Common Tenant 
Tables (CTT), Virtual Extension Tables (VET), and Extension Tables (ET) [16]. This 
design enables tenants creating and configuring their own virtual database schema 
including a required number of tables and columns, a virtual database relationship 
with any of CTTs or VETs, and assigning suitable data types and constraints for col-
umns during multi-tenant application run-time execution [16]. Also, we have pro-
posed a multi-tenant database proxy service, called EET Proxy Service (EETPS) 
which based on EET multi-tenant database schema. This service combines, generates, 
and executes tenants’ queries by using a code base solution that converts multi-tenant 
queries into traditional database queries and executes them in any RDBMS by using 
its traditional query optimizer [17]. 

The main contribution of this paper is proposing a multi-tenant optimization me-
thod called Elastic Extension Tables Query Optimizer (EETQO). This method opti-
mizes the query access of the proposed Elastic Extension Tables Proxy Service 
(EETPS) through estimating the cost of different query execution plans, and then 
determining the optimal query execution plan based on the estimated cost and the 
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structure of the given query. Moreover, we verified the practicability of applying the 
multi-tenant optimization method on EETPS by executing different types of queries. 

The rest of the paper is organized as follows: section 2 reviews the related work, 
section 3 describes EET, section 4 describes the EETPS, section 5 proposes our opti-
mization method which called EETQO, section 6 describes the single table algorithm 
of EETPS, section 7 gives our experimental results, and Section 8 concludes this  
paper and descries the future work. 

2 Related Work 

Monitoring the performance of executing queries in RDBMS by database administra-
tors is costly and difficult. Therefore, the Query Optimizer module emerged to  
improve manual tuning of queries to automatic query optimization [12]. The Query 
optimizer is a query processing technique which uses statistical properties to select an 
efficient execution query plan [7]. There are a large number of related works, which 
have done on the query optimizer for single-user database including Oracle, SQL 
Server [12], PostgreSQL [4], and others. These query optimizers are suitable for sin-
gle-tenant applications but not for multi-tenant applications. 

Salesforce [15] states that modern databases query optimizers like the ones de-
scribed earlier designed for single-tenant applications. However, these query optimiz-
ers are not suitable for the multi-tenant environment. The Salesforce Query optimizer 
considers accessing data partitions that contain tenants’ data rather than an entire table 
or index, accessing statistics of tenants, and group and user-level for each virtual mul-
ti-tenant object. This query optimizer considers the user who is executing a given 
application function by using related tenant-specific metadata with system pivot 
tables to build and execute optimized database queries. Moreover, Salesforce uses 
other types of statistics to help with any particular queries like custom indexes to 
reveal the total number of not null and unique values in the corresponding field, and 
histograms for pick list fields, which reveal the cardinality of each list value. Howev-
er, when statistics are not helpful to generate optimal query a FallbackIndex pivot 
table is used efficiently to find the requested results as a secondary search mechanism, 
instead of returning a disappointed error message. 

In this related work section, we have listed different single-tenant database query 
optimizer works which are suitable for a single-user database schema, but not for 
multi-tenant database schema. Moreover, we discussed how Salesforce optimizes its 
multi-tenant database which based on a multi-tenant database schema that consists of 
a set of metadata, universal data table, and pivot tables. Salesforce proposed a multi-
tenant optimization method that based on their multi-tenant data storage. Whereas in 
this paper we propose a multi-tenant optimization method, that based on EET multi-
tenant database schema that we proposed in a previous work [16]. 

3 Elastic Extension Tables 

The multi-tenant database schema is a new way of designing and creating a multi-
tenant database which consists of three types of tables. The first type is Common 
Tenant Tables (CTT), which are shared between tenants who are using a single  
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instance of the multi-tenant database. These are physical relational tables, which can 
be applied to any business domain database such as Customer Relationship Manage-
ment (CRM), Accounting, Human Resource (HR), or any other business domain. The 
second type is Virtual Extension Tables (VET), which eligible tenants extending on 
the existing business domain database, or having their own configurable database 
through creating their virtual database structures from scratch by creating (1) virtual 
database tables, (2) virtual database relationships between the virtual tables, and (3) 
other database constraints. The third type is Extension Tables (ET), which consists of 
eight tables that are used to construct VETs [16]. The data architecture details of these 
eight tables are listed below and shown in Fig. 1. 
 

 

Fig. 1. Elastic Extension Tables (EET) [16] 

• The db_Table Extension Table:  This table allows a tenant creating virtual tables 
and giving them unique names. 

• The table_column Extension Table: This table allows a tenant creating virtual 
columns for a virtual table stored in the “db_table” extension table. 

• The table_row Extension Tables: The row extension tables store records of vir-
tual extension columns in three separate tables. These tables are separated in order 
to store small data values in the “table_row” extension table such as NUMBER, 
DATE-and-TIME, BOOLEAN, VARCHAR and other data types. Whereas the 
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large data values stored in two other tables. The first one is the “table_row_blob” 
extension table, which stores a uniform resource locator (URL) for the Binary 
Large Objects (BLOB). The second one is the “table_row_clob” extension table, 
which stores Character Large Objects (CLOB) values for virtual columns with 
TEXT data type. 

• The Table_relationship Extension Table: This table allows tenants creating a 
virtual relationship for their virtual tables with any of CTTs or VETs. 

• The table_index Extension Table:  This table is used to add indexes to virtual 
columns, which reduce the query execution time when a tenant retrieves data from 
database tables. 

• The table_primary_key_column Extension Table:  This table allows tenants 
creating single or composite virtual primary key for virtual extension columns 
which are stored in the “table_column" extension table. 

4 Elastic Extension Tables Proxy Service 

We have proposed a multi-tenant database proxy service to combine, generate, and 
execute tenants’ queries by using a code base solution which converts multi-tenant 
queries into traditional database queries, and execute these traditional database que-
ries in any RDBMS [17]. This service has two objectives, first, to enable tenants' ap-
plications retrieve table rows from CTTs, retrieve combined table rows from two or 
more tables of CTTs and VETs, or retrieve table rows from two or more tables of 
VETs. Second, to spare tenants from spending money and efforts on writing Struc-
tured Query Language (SQL) queries and backend data management codes by simply 
calling functions from this service, which retrieves simple and complex queries in-
cluding join operations, union operations, filtering on multiple properties, and filter-
ing of data based on sub queries results.  

This service gives tenants the opportunity of satisfying their different business 
needs and requirements by choosing from any of the following three database models. 
First, the Multi-tenant relational database: This database model allows tenants using a 
ready relational database structure for a particular business domain database without 
any need of extending on the existing database structure, and this business domain 
database can be shared between multiple tenants and differentiate between them by 
using a Tenant ID. This model can be applied to any business domain database like: 
CRM, Accounting, HR, or any other business domains. Second,  the Combined multi-
tenant relational database and virtual relational database: This database model allows 
tenants using a ready relational database structure of a business domain with the abili-
ty of extending on this relational database, by adding more virtual database tables, and 
creating virtual relationships between them to combine the virtual tables with the 
existing relational database structure. Third, the Multi-tenant virtual relational data-
base: This database model allows tenants using their own configurable database 
through creating their virtual database structures from scratch, by creating virtual 
database tables, virtual database relationships between the virtual tables, and other 
database constraints to satisfy their special business requirements for their business 
domain applications. 
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The EETPS provides functions which allow tenants building their web, mobile, 
and desktop applications without the need of writing SQL queries and backend data 
management codes. Instead, EETPS retrieves their data by simply calling these func-
tions, which return a two dimensional array (Object [n] [m]), where n denotes the 
number of array rows that represents a number of retrieved table rows, and m denotes 
the number of array columns that represents a number of retrieved table columns for a 
particular virtual table. This two dimensional array stores the virtual table row in a 
structure, which is similar to any physical table row structured in any physical data-
base table, and in return will facilitate accessing virtual tuples from any VET. These 
functions designed and built to retrieve tenants’ data from the following tables: 

• One table, either a CTT or a VET. 

• Two tables, which have one-to-one, one-to-many, many-to-many, or self-
referencing virtual relationships. These relationships can be between two VETs, 
two CTTs, or one VET and one CTT. 

• Two tables which may have or not have a relationship between them, by using 
different types of joins including left join, right join, inner join, outer join, left ex-
cluding join, right excluding join, and outer excluding join. The join operation can 
be used between two VETs, two CTTs, or one VET and one CTT. 

• Two tables or more, which may have or not have a relationship between them, by 
using the union operator that combines the result-set of these tables whether they 
are CTTs or VETs. 

• Two or more tables, which have a relationship between them, by using filters on 
multiple tables, or filtering the data based on the results of sub queries. 
 

Moreover, the EETPS functions have the capabilities of retrieving data from CTTs or 
VETs by using the following query options: specifying query SELECT clause, speci-
fying query WHERE clause, specifying query LIMIT, using single or composite  
primary keys, retrieving BLOB and CLOB values, logical operators, arithmetic opera-
tors, aggregate functions, and mathematical functions.  

5 EET Query Optimizer Method 

The overview of the EET Query Optimizer (EETQO) Architecture is shown in Fig.2. 
This query optimizer has four aims: gathering statistics of virtual rows, which a query 
can potentially access, finding the fastest path to execute a query, estimating the cost 
of different query execution plans, and determining the optimal plan for execution. 
Then the determined optimal execution plans will be used in the EETPS [17], which 
constructs and generates multi-tenant queries, and executes them in RDBMS by  
using its traditional query optimizer. The following seven points show the compo-
nents of EET Query Optimizer Architecture and how they are orchestrating with 
EETPS and EET. 
 
 



200 H. Yaish et al. 

 

 

Fig. 2. Overview of EET Query Optimizer Architecture and how it is orchestrated with EETPS 
and EET 

5.1 Query Access Control 

This is the first component that has to be executed in the EETQO, which controls the 
access of multi-tenant data in CTTs and VETs. As long as CTTs and VETs are using 
“tenant_id” to isolate tenant data in EET multi-tenant database and divide it into  
partitions, then each tenant will have his/her own partitions to store their own data. 
Moreover, these partitions can be divided by tenants’ users according to some access 
control permissions which can be granted to these users. These access control permis-
sions are stored in the database, and before executing the users’ queries these permis-
sons will be checked to optimize the query execution by generating the optimal query 
structure, which in return reduces the query execution time.   
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In this component, we applied two methods to control tenants’ users in the multi-
tenant EET, which in return allows EETQO determining the optimal query execution 
plan that reduces the cost of query execution. These methods are listed below: 

Accessing Table Columns. This method allows tenants granting users permissions to 
access some or all columns of a CTT or a VET. These permissions can restrict te-
nants’ users from accessing some or all columns of a table. In addition, they can help 
EETQO to decide the optimal query execution plans, by knowing whether a user can 
access all, some, or none of table columns. In this method, the query optimization 
occurs in two cases. The first one, when a user cannot access any of a table columns, 
in this case the query will not be executed. The second one, when a user can access 
some of the table columns. In this case, the data will be retrieved from some of the 
table columns by generating a query structure which is different from the query struc-
ture that needs extra execution time to retrieve data from all the table columns. 

Accessing Table Rows. This method allows tenants granting users permissions to 
access some or all rows of a CTT or a VET. These permissions can restrict tenants’ 
users from accessing some or all rows of a table. These permissions help the EETQO 
to choose the optimal query execution plan based on the number of rows which can be 
accessed by a user, and generating a query structure to retrieve data from some of the 
table rows, which is different from the query structure that needs extra execution time 
to retrieve all the table rows. 

In summary, the EETQO method allows choosing the optimal execution plan be-
tween different query execution paths based on tenants’ users and the different col-
umns and rows which they can access. This selected plan reduces the overhead on the 
multi-tenant EET and accelerates their query execution time. 

5.2 Index Selection 

This is the second component that has to be executed in the EETQO, which checks 
whether a VET has virtual indexes that estimate the cost and choose the optimal ex-
ecution plan between different query execution paths. These virtual indexes are re-
lated to virtual columns of a VET, and they are typically stored in the “table_index” 
extension table. This extension table stores three types of indexes: 
 
Primary Key Index.  This index is typically created for a single primary key column 
by having a single primary key index, or composite primary key columns by having 
multiple primary key indexes for a VET. 
 
Foreign Key Index. This index is typically created for a single foreign key column, 
or for composite foreign key columns in a VET. 
 
Custom Index. This index can be created for any virtual column of a VET which is 
used often as a selective filter in a tenant query. The virtual column should be other 
than the primary key and the foreign key columns. 
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When tenants create a VET and assign to it any of the three indexes listed above, 
and then this VET can have three cases to retrieve rows. The first case is retrieving 
rows from a VET by specifying primary keys. The second case is retrieving rows 
from a VET by specifying table row IDs which are stored in the “table_row” exten-
sion table. The third case is retrieving VET rows without specifying any primary keys 
or row IDs. These three cases can construct a SELECT clause and a WHERE clause 
in the query to retrieve data from a VET based on the following six execution plans: 

 
Primary Key. This execution plan does not use indexes; instead, it uses the following 
filters to execute a query: tenant ID, user ID, VET ID, and specific Primary Keys. 
 
Row ID. This execution plan does not use indexes; instead, it uses the following fil-
ters to execute the query: tenant ID, user ID, VET ID, and specific Row IDs. 
 
Full Table. This execution plan does not use indexes or any other filters except the 
standard filters which are: tenant ID, user ID, and VET ID.  
 
A Percentage of Custom Index. This execution plan uses a percentage of a custom 
index, tenant ID, user ID, VET ID, and a value belongs to the custom index which 
filters the query.  
 
All of Custom Index. This execution plan uses all the indexes of a custom index, 
tenant ID, user ID, VET ID, and a value belongs to the custom index which filters the 
query. 
 
None of Custom Index. This execution plan uses none of the indexes of Custom 
Index, tenant ID, user ID, VET ID, and a particular value which relates to the custom 
index. 
 

The EET multi-tenant database schema, allows each tenant having a unique data 
structure, tables, columns, and column constraints. These characteristics work side by 
side with the above listed index execution plans to support multi-tenant query execu-
tion strategies of the EETQO. 

5.3 Table Row Selection 

This is the third component that has to be executed in the EETQO. In EET that we 
have proposed [16], there are three row extension tables that store rows of virtual 
extension columns. These tables store three different data types; therefore they are 
separated in order to store small data values in the “table_row” extension table, and 
large data values in the other two tables. The first one is the “table_row_blob” exten-
sion table that stores all BLOB, and the second one is the “table_row_clob” extension 
table that stores CLOB values. More details of these row tables presented in section 3.  
The reason behind separating these three tables is to reduce the impact of BLOB and 
CLOB values from slowing down virtual schema queries [16]. 
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It is not always the case that all the tables in the virtual database will have BLOB 
and CLOB data types. Therefore, this function will eliminate searching in “ta-
ble_row_blob”, and “table_row_clob” extension tables, if a table has not got any 
BLOB or CLOB columns, or if a table has got BLOB or CLOB columns, but these 
columns are not part of the query SELECT clause or WHERE clause. 

The Table Row Selection method helps the EETQO in two aspects. The first aspect 
is checking whether a table has a CLOB or BLOB data types, if any of them exists 
then the query will retrieve rows from "table_row" extension table, and both or either 
“table_row_blob” or “table_row_clob” extension tables. Otherwise, the query will 
retrieve rows from only "table_row" extension table. The UNION operator keyword is 
used to combine the result-set of three SELECT statements of the three row tables if 
the VET only contains BLOB and/or CLOB. However, if the VET does not contain 
BLOB and CLOB then the UNION operator will not be used in the query. This ap-
proach minimizes the runtime optimization overhead on the EETQO by avoiding 
using the UNION operator keyword unless it is necessary. 

The second aspect is separating the data which stored in the three row extension 
tables, by storing small data values in the “table_row” extension table and large data 
values in two others extension tables the “table_row_blob” and the “table_row_clob”. 
This approach minimizes the runtime optimization overhead on the EETQO, by mi-
nimizing the size and the stored content of the “table_row” extension table that stores 
most of the tenants’ data, and by accessing the BLOB and the CLOB data only on 
demand. 

5.4 Statistics 

The concept of statistics in modern RDBMS is gathering the amount and the type of 
data which is stored in the database. These statistics estimate the cost of different 
query execution plans which determine the optimal one. In multi-tenant databases, the 
statistical concept is slightly different from the single-tenant database. In the multi-
tenant database there are two ways of gathering statistics, the first way is by differen-
tiating between tenants’ rows, by gathering statistics for each tenant. The second way 
is by gathering statistics of rows that are accessible by a user who is granted an access 
to view a query result based on groups and/or roles which are assigned to the user. 

5.5 Multi-tenant Database 

The EETQO is based on retrieving data stored in EET multi-tenant database schema 
that consists of three types of tables CTT, VET, and ET that presented in section 3. 

5.6 Generate Query   

After executing the EETQO and finding the best execution plans, the EETPS is in-
voked to generate a virtual multi-tenant query based on the selected query plans 
which decided on the components of the Multi-tenant EETQO.     
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5.7 Execute Query 

The EETPS executes multi-tenant database query according to the best and lowest 
cost execution plan that was selected from the query optimizer components. Then this 
multi-tenant query get converted into a traditional database query and executed in 
RDBMS by using its traditional query optimizer. 

6 Single Table Algorithm of EETPS 

In this section, we are exploring a sample algorithm from EETPS, which retrieves 
data from CTT and VET. This algorithm is used to generate the queries that are added 
in the Appendix section, and these queries are used in the experiments which are pre-
sented in section 7. There are four different cases in this algorithm that retrieve data 
from VETs. The first case is retrieving rows from a VET by specifying some primary 
keys. The second case is retrieving rows from a VET by specifying some table row 
IDs which are stored in ‘table_row’ extension table. The third case is retrieving data 
from a VET by specifying one or more custom indexes. The fourth case is retrieving 
all rows of CTT or VET. In this section, we will explore the main algorithm of  
the Single Table Algorithm, and a sample subsidiary algorithm which represents the 
second case that mentioned in this paragraph. However, the first, the third, and the 
fourth cases details are not listed in this paper due to the space limit. 

6.1 Main Single Table Algorithm 

This main algorithm is outlined in Program Listing 1. The input parameters of this 
algorithm are passed from the tenant by invoking the Single Table function from 
EETPS. One of these algorithm input parameters is used to determine which of the 
above mentioned four cases will be used to retrieve the query statement, and then this 
query statement will be executed in a RDBMS to return SQL query results from "ta-
ble_row", "table_row_blob", and “table_row_clob” extension tables, then store these 
results in a set, and finally, the virtual columns set will be stored in an array.  
 
Definition 1 (Single Table Main Algorithm). T denotes a tenant ID. B denotes a 
table name. λ denotes a set of table row ID values. Ω denotes a set of primary key 
values. S denotes a string of the SELECT clause parameter. W denotes a string of the 
WHERE clause. F denotes the first result number of a query LIMIT. M denotes the 
maximum amount of the query LIMIT which will be retrieved. Q denotes the table 
type whether it is a CTT or a VET. I denotes a set of table_row_id values, which 
represent indexes for a VET, and they are retrieved from the table_index extension 
table. C denotes a set of retrieved rows from a CTT. V denotes a set of retrieved rows 
from a VET. θ denotes a string of the select statement. Φ denotes a two dimensional 
array that stores the retrieved rows.  
 
 
Input.T, B, λ, Ω, S, W, F, M and Q.   
Output. Φ. 
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1. if Q = CTT then  /* Retrieve data from CTT */ 
2.   C ← retrieve rows from B table by using T, Ω, S, W, F, 

and M query filters 
3. else  /* Retrieve data from VET */ 
4.   if Ω ≠ null then  /*  The first case  */ 
5.      V ← retrieve rows from B table by using T, Ω, S, W, F,   

and M query filters 
6.   else if λ ≠ null then    /*  The second case */ 
7.      θ ← tableRowQuery(T, B, λ, S, W, F, M)  /* Program 

Listing 2 */ 
8.      V ← execute θ in DBMS  
9.   else 
10.    I ← retrieve the custom indexes of B table from ta-

ble_index extension table 
11.     if I ≠ null then  /* The third case (Custom Index) */  
12.       θ ← tableRowQuery(T, B, I, S, W, F, M)  /* Program 

Listing 2 */ 
13.       V ← execute θ in DBMS  
14.     else  /*  The fourth case  */ 
15.       V ← retrieve rows from B table by using T, S, W, F, 

and M query filters 
16.     end if 
17.   end if         
18. end if  /* End of retrieving data from VET */ 
19. if Q = CTT then 
20.   Φ ← C 
21. else 
22.   Φ ← V 
23. end if  
24. Return Φ 
1 The program listings of single table algorithm. 
 

6.2 Table Row Query Algorithm 

This subsidiary query algorithm is used to retrieve rows for a tenant from a VET. The 
database query used in this algorithm uses UNION operator keyword to combine the 
result-set of three SELECT statements for three tables: "table_row", "ta-
ble_row_blob", and "table_row_clob". That is if the VET only contains BLOB and/or 
CLOB. However, if the VET does not contain BLOB and CLOB then the UNION 
operator will not be used in the query. This subsidiary algorithm is outlined in Pro-
gram Listing 2. 
 
Definition 2 (Table Row Query Algorithm). T denotes a tenant ID. B denotes a 
table name. λ denotes a set of table row ID values. S denotes a string of the SELECT 
clause parameter. W denotes a string of the WHERE clause. F denotes the first result 
number of the query LIMIT. M denotes the maximum amount of the query LIMIT 
which will be retrieved. θ denotes a string of the select statement. R denotes the data 
types of the VET’s columns. If R equals 1, this means that the VET does not contain 
BLOB or CLOB values. If R equals 2, this means that the VET contains CLOB  
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values. If R equals 3, this means that the VET contains BLOB values. If R equals 4, 
this means that the VET contains BLOB and CLOB values.      
 
Input. T, B, λ, S, W, F, and M.   
Output. θ.  
1. R ← retrieve the columns’ data types of B table from the ta-

ble_column extension table 
2. θ ← SELECT tr.table_column_name, tr.value, tr.table_row_id, 

tr.serial_id FROM table_row tr WHERE tr.tenant_id = T AND 
tr.db_table_id = B AND tr.table_row_id IN (λ) AND ta-
ble_column_id in (S) AND W 

3. if R = 3 ∨ R = 4 then  
4.    θ ← θ ∪ UNION SELECT trb.table_column_name, trb.value, 

trb.table_row_blob_id,trb.serial_id FROM table_row_blob 
trb WHERE trb.tenant_id = T AND trb.db_table_id = B AND 
trb.table_row_blob_id IN (λ) 

5. else if R = 2 ∨ R = 4 then 
6.   θ ← θ ∪ UNION SELECT trc.table_column_name, trc.value, 

trc.table_row_clob_id, trc.serial_id FROM table_row_clob 
trc WHERE trc.tenant_id = T AND trc.db_table_id = B AND 
trc.table_row_clob_id IN (λ) 

7. end if 
8. θ ← θ ∪ ORDER BY 3, 4 LIMIT M OFFSET F 
9. Return θ 

2 The program listings of table row query algorithm. 

7 Performance Evaluation  

After developing the EETPS [17], we applied on this service the EETQO method that 
we present in this paper, and we carried out three types of experiments to verify the 
practicability of applying the EETQO on the EETPS. We have evaluated the response 
time through accessing the EETPS which converts multi-tenant queries into tradition-
al database queries, instead of accessing the database directly, and execute the tradi-
tional database queries in any RDBMS. 

7.1 Experimental Setup 

The EETQO was implemented in Java 1.6.0, Hibernate 4.0, and Spring 3.1.0. The 
database is PostgreSQL 8.4 and the application server is Jboss-5.0.0.CR2. Both of 
database and application server is deployed on the same PC. The operating system is 
Windows 7 Home Premium, CPU is Intel Core i5 2.40GHz, the memory is 8 GB, and 
the hard disk is 500 GB. 
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7.2 Experimental Data Set 

The EETPS has designed and developed to serve multiple tenants on one instance 
application. Nevertheless, in this paper the aim of the experiments is evaluating the 
performance after applying the EETQO method on the EETPS for one tenant. Typi-
cally, multi-tenant databases store massive data volumes across multiple servers to 
optimize the performance of data retrieval. However, before we can start thinking to 
scale-up or scale-out multi-tenant database to optimize its performance, the multi-
tenant database performance should be optimized in each single server instance by 
applying a proper multi-tenant query optimizer, then either of the scale-up or the 
scale-out approaches can be applied afterwards. In this experiment, we used one ma-
chine and invoked the Main Single Table function of the EETPS (presented in section 
6) to retrieve a 100 of rows from the ‘product’ VET, which is shown in Fig. 3. There 
are 200,000 rows stored in this table which belongs to a tenant whose “tenant_id” 
equals 1000, and the “db_table_id” of this table equals 16. All the queries, which are 
implemented in these experiments, are filtered by “tenant_id”, “db_table_id”, and all 
the filters which will be specified in the experiments. We executed our experiments 
for one tenant because, in the multi-tenant database, each tenant’s data is isolated in a 
table partition. Thus, these experiments can evaluate the effectiveness of retrieving 
data for each single tenant from the multi-tenant database by using EETQO. These 
experiments are divided into three types sharing the details of this data set. The que-
ries of these experiments are shown in the Appendix section, and they are structured 
based on the algorithm that we propose in this paper and the proposed EETPS [17]. 
The three experiments are listed below: 
 
Accessing Data from Table Columns Experiment (Exp.1). In this experiment, we 
executed Query 1 (Q1) and Query 2 (Q2) to benchmark the query execution time 
difference between a tenant’s user who can access data from all of the table’s columns 
by executing Q1, and another tenant’s user who can access data from only three out of 
eight columns of the same table by executing Q2. 
 
Accessing Data from Table Rows Experiment (Exp.2). In this experiment, we  
executed Query 1 (Q1) and Query 3 (Q3) to benchmark the query execution time 
difference between a tenant’s user who can access data from all of the table’s rows by 
executing Q1, and the same user  if  he can access 10% of the table’s data, which 
equals approximately 20,000 rows by executing Q3. 
 
Accessing Data from Filters and Indexes Experiment (Exp. 3): This experiment is 
divided into six sub experiments including:  

• None of Custom Index Experiment (Exp. 3.1): In this experiment, the aim is to 
filter a query by having a query filter on the “standard_cost” column of the table. 
This filter contributes in retrieving all the rows which have a standard cost value 
greater than 9000 (“standard_cost”  > 9000).  Also, we assume here that the tenant 
did not create a custom index to tune the query execution, and no any other index 
of the table is used to execute Q1. 
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•  A Percentage of Custom Index Experiment (Exp. 3.2): In this experiment, the 
aim is to have the same assumption of using the standard cost filter which we men-
tioned in Exp. 3.1. However, in this experiment we created a custom index to tune 
the query execution. Accordingly, in this experiment the custom indexes of “stan-
dard_cost” column will be used to execute Q3, and only a particular percentage of 
the table rows, which match the filter criteria will be retrieved.   

• All of Custom Index Experiment (Exp. 3.3): The aim of this experiment is to 
benchmark the effectiveness of using all the table indexes in Query 4 (Q4), by us-
ing the same standard cost filter which we assumed in Exp. 3.1.  

•  Full Table Experiment (Exp. 3.4): The aim of this experiment is to benchmark 
the effectiveness of not using any query filters or indexes filters in Query 5 (Q5).  

• Primary Key Index Experiment (Exp. 3.5): The aim of this experiment is to 
benchmark the effectiveness of filtering Query 6 (Q6) by using three values of the 
primary key “product_id”  including 101, 102  and 103, and without using any in-
dexes or query filters.  

• Row ID Experiment (Exp. 3.6): The aim of this experiment is to benchmark the 
effectiveness of filtering Query 7 (Q7) by using three values of the “table_row_id” 
including 22, 23 and 24, and without using any indexes or query filters.  

We have included Exp. 3.4, Exp. 3.5, and Exp. 3.6 in Exp. 3 to compare the query 
execution time of these experiments with the other experiments (Exp. 3.1, Exp. 3.2, 
and Exp. 3.3) of the Custom Index.  

 

 

Fig. 3. The columns of the ‘product’ table 

7.3 Experimental Results 

Accessing Table Columns Experimental Results. Typically, users are granted 
access to table columns from the application level because in a single-user database 
users are not granted database access on the column level. Whereas, the EETQO me-
thod, is granting users a database access on the column level. This capability reduces 
the query execution time in the multi-tenant database. The experimental study of 
Exp.1 is showing that the execution time of Q1 for a user who can access fewer num-
bers of columns of a table is less than the execution time of Q2 for a user who can 
access all the table columns. The details results of this experiment are shown in Fig. 4 
and Table 1. 

Accessing Table Rows Experiment Result. Typically, users cannot be granted a 
database access to table rows from the database. Whereas, the EETQO method, is 
granting users a database access on the row level. This capability reduces the query 
execution time in the multi-tenant database. The experimental study of Exp. 2 is 
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showing that the execution time of Q3 for a user who can access a percentage of a 
table rows is less than the execution time of Q1 for a user who can access all the table 
rows. The details results of this experiment are shown in Fig. 5 and Table 1. 
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Table 1. The query execution time of Experiment 1 (Exp. 1) and Experiment 2 (Exp2) 

Experiment Query executed Time in seconds 

Exp. 1 Q1 1.35 
Exp. 1 Q2 1.10 
Exp. 2 Q1 1.45 
Exp. 2 Q3 0.48 

Accessing Data from Query Filters and Indexes Experiment. The experimental 
study of Exp. 3 is showing that the average execution time for Q5, Q6, and Q7 equals 
approximately 240 milliseconds. Further, the execution time of Q3 is approximately 
one time greater that Q5, Q6, and Q7. Whereas, the execution time of Q1 is approxi-
mately two times higher than Q5, Q6, and Q7, and finally, the execution time of Q4 is 
the highest one. It is approximately 3 times higher than Q5, Q6, and Q7. Exp. 3.4, 
Exp. 3.5, and Exp. 3.6 verified the practicability and the advancements of EET data-
base structure [16], by executing the query of these experiments in a short time. 
Whereas Exp. 3.1, Exp. 3.2, and Exp. 3.3 compared the difference between three Cus-
tom Index cases including None of Custom Index (Q1), A Percentage of Custom  
Index (Q3), and All of Custom Index (Q4). The interpretation of these three experi-
ments leads to the following conclusions: First, if a tenant wants to filter a query by 
using a column value not indexed, and other than a primary key and a foreign key, 
then the EETQO chooses the execution plan of a None of Custom Index (Q1). Sec-
ond, if a tenant wants to use the same column mentioned in the first point, and this 
column is a Custom Index, then the EETQO chooses the execution plan of the Per-
centage of Custom Index (Q3). The last conclusion is that the EETQO will never 
choose the execution plan of the All of Custom Index (Q4) because the query execu-
tion cost of this query is high in comparison with the execution plan of a None of 
Custom Index (Q1) and the Percentage of Custom Index (Q3). The details results of 
this experiment are shown in Fig. 6 and Table 2. 
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Fig. 6. Accessing Data from Filters and Indexes Experiment (Exp. 3) 

Table 2. The query execution time of Experiment 3 (Exp. 3) 

Experiment Query executed Time in seconds 

Exp. 3.1 Q1 1.45 
Exp. 3.2 Q3 0.48 
Exp. 3.3 Q4 1.99 
Exp. 3.4 Q5 0.25 
Exp. 3.5 Q6 0.29 
Exp. 3.6 Q7 0.18 

8 Conclusion 

In this paper, we have proposed a multi-tenant query optimizer method called Elastic 
Extension Table Query Optimizer (EETQO), which estimates the cost of different 
query execution plans to determine the optimal query execution plan. This query op-
timizer method reduces the query execution time of EETPS, which is accessing data 
from EET multi-tenant database schema. Moreover, we carried out three types of 
experiments and we verified the practicability of applying the EETQO on the EETPS. 

The first experiment verified that the cost of executing a query in a multi-tenant da-
tabase for a user who can access some numbers of columns of a VET is less than the 
cost of executing the same query for a user who can access all the VET columns. The 
second experiment verified that the cost of executing a query in a multi-tenant data-
base for a user who can access a percentage of a VET rows is less than the cost of 
executing the same query for a user who can access all the VET rows. The third expe-
riment verified the practicability and the advancements of the EET database structure. 
Further, it led to a conclusion that the cost of executing a query from a VET by using 
all the indexes of that VET is high in comparison with the cost of executing the same 
query without using any index. Nevertheless, we found that the least cost of the query 
execution is when a query uses a custom index with a percentage of a VET indexes. 
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In our future work will focus on enhancing our EETQO by adding more methods 
to determine the optimal query execution plans. Also, caching the frequently used 
queries effectively to speed up the EETQO processing time, and reduce the consump-
tion of the EET database resources. In addition, we will focus on the scalability of the 
proposed EET, EETPS, and EETQO. 
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A Appendix: Description of the Experiments Queries 

Q1 SELECT tr.table_column_id, tr.value, tr.table_row_id, tr.serial_id FROM table_row tr WHERE 

tr.tenant_id =1000 AND tr.db_table_id = 16 AND tr.table_row_id IN (SELECT distinct 

tr.table_row_id FROM table_row tr WHERE tr.tenant_id = 1000 AND tr.db_table_id = 16 

AND tr.table_column_id = 50 AND (cast (value as numeric) > ‘9000’)) ORDER BY 3, 4 

LIMIT 800 OFFSET 0 

Q2 SELECT tr.table_column_id, tr.value, tr.table_row_id, tr.serial_id FROM table_row tr WHERE 

tr.tenant_id =1000 AND tr.db_table_id = 16 AND tr.table_column_id in (47, 48, 49) AND 

tr.table_row_id IN ( SELECT distinct tr.table_row_id FROM table_row tr WHERE 

tr.tenant_id = 1000 AND tr.db_table_id = 16 AND tr.table_column_id = 50 AND ( cast(value 

as numeric) > '9000' )) ORDER BY 3,4 LIMIT 800 OFFSET 0 

Q3 SELECT tr.table_column_id, tr.value, tr.table_row_id, tr.serial_id FROM table_row tr WHERE 

tr.tenant_id =1000 AND tr.db_table_id = 16 AND tr.table_row_id IN (SELECT distinct 

tr.table_row_id FROM table_index tr WHERE tr.tenant_id = 1000 AND tr.db_table_id = 16 

AND tr.table_column_id = 50 AND (cast (row_value as numeric) > ‘9000’)) ORDER BY 3, 4 

LIMIT 800 OFFSET 0 

Q4 SELECT tr.table_column_id, tr.value, tr.table_row_id, tr.serial_id FROM table_row tr WHERE 

tr.tenant_id =1000 AND tr.db_table_id = 16 AND tr.table_row_id IN (SELECT distinct 

tr.table_row_id FROM table_row tr WHERE tr.tenant_id = 1000 AND tr.db_table_id = 16 AND 

tr.table_column_id = 50 AND (cast (value as numeric) > ‘9000’)) AND tr.table_row_id IN 

(SELECT distinct tr.table_row_id FROM table_index tr WHERE tr.tenant_id = 1000 

AND tr.db_table_id = 16) ORDER BY 3, 4 LIMIT 800 OFFSET 0 

Q5 SELECT tr.table_column_id, tr.value, tr.table_row_id, tr.serial_id FROM table_row tr WHERE 

tr.tenant_id =1000 AND tr.db_table_id = 16 ORDER BY 3, 4 LIMIT 800 OFFSET 0 

Q6  SELECT tr.table_column_id, tr.value, tr.table_row_id, tr.serial_id FROM table_row tr WHERE 

tr.tenant_id =1000 AND tr.db_table_id = 16 AND tr.table_row_id IN (SELECT DISTINCT 

tr.table_row_id FROM table_row tr WHERE tr.tenant_id = 1000 AND tr.db_table_id = 16 AND 

( ( tr.table_column_id =47 AND tr.value ='101' ) OR ( tr.table_column_id =47 AND 

tr.value ='102' ) OR ( tr.table_column_id =47 AND tr.value ='103' ) ) ORDER BY 3,4   

Q7 SELECT tr.table_column_id, tr.value, tr.table_row_id, tr.serial_id FROM table_row tr WHERE 

tr.tenant_id =1000 AND tr.db_table_id = 16 AND tr.table_row_id IN (22, 23, 24) ORDER BY 

3, 4 
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Abstract. With the development of the power systems in China, there is large 
volume of basic electricity consumption data accumulated. Mining these data to 
discover possible consumption patterns and group the users in a more fine-
grained way can help the State Grid Corporation to understand users’ persona-
lized and differentiated requirements. In this work, an algorithm called TMeans 
is proposed to mine the electricity consumption patterns. TMeans improves the 
classical K-Means algorithm by presenting a set of static and dynamical rules 
which can dynamically adjust the clustering process according to the statistical 
features of the clusters, making the process more flexible and practical. Then a 
MapReduce-based implementation of TMeans is proposed to make itself capa-
ble of handling large volume of data efficiently. Through experiment, we first 
demonstrate that the consumption patterns can be effectively discovered and 
can be refined to very small granularity through TMeans, and then we show that 
the MapReduce-based implementation of TMeans can efficiently speed up the 
clustering process. 

Keywords: electricity consumption pattern, cluster, cloud, map-reduce, mas-
sive data. 

1 Introduction 

Smart Grid is a modernized electrical grid that uses information and communication 
technology to gather and act on information, such as information about the behaviors 
of suppliers and consumers, in an automated fashion to improve the efficiency, relia-
bility, economy, and sustainability of the production and distribution of electricity [1]. 
Intelligent electrical information collection and analysis is one of its key tasks. With 
the development of the national power systems in China, there is large volume of 
basic electrical data accumulated, like voltage, load, current, etc. In recent years, the 
data volume takes a sharp increase owning to the refined metering facilities in Smart 
Grid. Qingdao, a city in China with a 7 million populations, can generate the electrical 
data up to 3.1G in a day. These data are not only massive, highly-concurrent and dis-
perse, but also have potential correlations among them, such as users’ electricity con-
sumption habits. Mining these data to discover possible consumption patterns and 
group the users in a more fine-grained way can help the State Grid Corporation to 
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understand users’ personalized and differentiated requirements, and to provide a 
grounded foundation for the electricity delivery patterns and the price policies [2]. To 
this end, this work tries to mine consumption patterns from massive electrical data. It 
has the following challenges: 1) How to develop a mining algorithm that can discover 
electricity consumption patterns effectively? 2) The traditional data mining methods 
have limited capabilities in processing massive data, so how to improve the existing 
methods to make it scalable to large volume of dataset? 

The basic idea is quite straightforward—to use clustering techniques to partition 
the electricity users into different clusters and to make the process paralleled ex-
ecuted. This work is organized as follows: section 2 is the related work, section 3 is 
the mining algorithm, section 4 is the map-reduce-based implementation of TMeans, 
section 5 is the experiments and section 6 is the conclusion.  

2 Related Work  

K-Means is the most classical algorithm, however its two main drawbacks make itself 
limitedly practical, one is the need to define the number of divisions precisely before-
hand and the other is the random selected initial centers, which might lead to different 
results. ISODATA[3] and K-Means++[4] are two algorithms that work on these is-
sues. However, these works are based on a set of data constraints that needs to be 
quantified by the user, which is not flexible or practical. Meanwhile, most of current 
mining methods have efficiency issues when handling large volume of data. So in 
order to reduce the processing time of clustering algorithms or the storage space 
needed, there emerges lots of new approaches, including the sequential methods [5] in 
which data loading and computing are executed at the same time to decrease the de-
mands for memories; sampling methods [6] in which records are selected and clus-
tered to represent the whole data package, and so on. In recent years, the novel cloud 
computing technologies [7,8] have brought new opportunities to speedup clustering 
algorithms. The Hadoop Map-Reduce paradigm [9] can make the algorithms execute 
on multiple distributed processors in a paralleled way to gain considerable speedup.  

Currently, the State Grid is grouping users based some common knowledge of their 
domains, and conducts differentiated management using qualitative analysis. Refined 
consumption pattern discovery and analysis have not been fully studied. In recent 
years, lots of domestic and overseas scholars study on this area. In [10] Beckel tried to 
use classification methods to identify useful properties that are inferable from electric-
ity consumption data, like the size of the house and the number of persons living in, 
so that relevant services can be provided. In [11] Chicco proposed a clustering ap-
proach based on the support vectors and a Gaussian kernel, which is less computa-
tionally intensive and has a good performance especially for identifying the outliers. 
In [12] De Silva identified the voluminous, fast-paced, transient and stream-like prop-
erties of the data generated by electricity meters, which is not able to be handled by 
conventional approaches. So he proposed ISPC framework to incorporate interim 
summarization and incrementally characterizes patterns in stream data and correlates 
them across time.  
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To handle the massive electricity consumption data, lots of researchers use cloud 
computing technologies to improve current power system infrastructures. In [13] Zhu 
proposed a cloud based resource management system CCRMP to increase the re-
source utilization of data recovery center and the efficiency of complex data recovery 
process, with the help of virtualization of server and storage, resource consolidation, 
allocation and modeling. In [14] Mu discussed the feasibility and necessity of adopt-
ing clouding computing to power system applications, it presents that there are five 
layers of clouds needed in the power systems, they are infrastructure cloud, data man-
agement cloud, simulation cloud, cooperation cloud and consulting services cloud, 
Mu also presented the principles for implementing these clouds. In [8] Zhang imple-
mented K-means algorithm in a cloud environment to help to analyze the power us-
ers’ behaviors, and the results showed an apparently speedup.  

The above related works present the needs to mine the consumption patterns and 
category users from the massive data. Existing works do not combine them effective-
ly. In this work, we first propose a refinement of the K-Means algorithm called 
TMeans to improve K-Means by making a set of static and dynamical rules to enable 
the clustering process dynamically adjusted according to the statistical characteristics 
of the clusters. And we also proposed a MapReduce-based implementation to make 
TMeans efficiently executed. 

3 Discovery of Electricity Consumption Pattern  

3.1 Electricity Consumption Model 

The characteristics of electricity consumption can be described using many metrics, 
like voltage, current, load (product of voltage and current), power used, and the peak-
to-valley ratio, etc. Voltage and load are two fundamental and representative dimen-
sions among them. The power systems collect the information at set intervals (often 
once an hour) to form a discrete time-series. To simplify the problem and make it 
conform to the real data format, we model this time-series as a linear multi-
dimensional vector, i.e., the consumption data for a day is modeled as a vector C=<V1, 
W1, V2, W2, … , Vk, Wk>, where Vi and Wi are the voltage and load value for the ith 
interval, 1<=i<=k, and k is the number of intervals within a day. Meanwhile, we are 
concerned about the periodical consumption patterns, which cannot be precisely re-
flected by just using one day’s data, so we use statistical values for voltage and load: 
EVi and EWi, where EVi is the mean value of a particular user’s voltage for every 
same interval i within long-term continuous dates, EWi means that for the load dimen-
sion. So the electricity consumption vector for a user can be represented as EC=<EV1, 
EW1, EV2, EW2, … , EVk, EWk>. If the data are sampled every hour, then k=24, and if 
the sample rate is every 2 hours, then k=12.  

Above vector cannot be directly used in the clustering process, as voltage and load 
are not based on the same scale, which might affect the distance measurements, so we 
use the following equations to normalize the vectors.  
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3.2 Electricity Consumption Pattern Mining Algorithm—TMeans 

K-Means is most classical clustering algorithm, and it has two main drawbacks, one is 
the need to define the number of divisions k precisely beforehand, and in most cases, 
the exact value of k cannot be provided, and even worse, the value of k needs to be 
determined during the clustering process. The other is that the randomly selected ini-
tial centers might lead to different results. ISODATA and K-Means++ are two repre-
sentative algorithms that work on the issues. ISODATA introduced two operations—
merge and split. K-Means++ pre-selected some initial centers. However, these works 
are based on a set of data constraints that needs to be quantified by the user, which is 
not flexible or practical. So we propose the TMeans (Tuning Means) to make some 
improvement on these issues. 

TMeans has the following steps:  
1. For a dataset with N samples, pre-select initial cluster centers of size C: 

z1,z2,…zC, the value of C will be adjusted during the clustering process. This step is 
like in the K-Means++ algorithm, i.e., the initial centers are selected as follows: 

a) Randomly pick one sample as the seeded center; 
b) For each sample xi, compute its nearest seeded center Di, then compute 

the sum of all samples to their centers
1

N

i
i

S D
=

=å .            (eq. 2) 

c) Select next seeded center: let ran be a random value in (0, S), repeat this 
equation ran-= Di, until ran<0, then xi is the next center.  

d) Repeat step b) and c) until C initial centers are found. 
2. TMeans will evaluate current clustering results based on some metrics. If the 

number of samples in a cluster is larger than the upper bound NU, which means there 
are too many samples in the cluster, or the standard deviation of a cluster is larger 
than its upper bound SDU which means the samples in this cluster is too sparse, there 
will be a splitting operation. On the contrary, if the number of samples in a cluster is 
less than the lower bound NL, which means there are too few samples in the cluster 
and the cluster need to be merged into other clusters, or the distance between two 
clusters is smaller than its lower bound DL, which means the clusters are closely re-
lated and they need to be merged. 

3. Splitting Operation: split current center zj into two centers: 

z j j jz SDa- = - *
 
(eq. 3) and z j j jz SDa+ = + * (eq. 4), where 0 1a< £ , and 

2

1

1
( - )

jN

j i j
ij

SD x z
N =

= å  (eq. 5) is the standard deviation of the original cluster, Nj is the 

number of samples in this cluster.  
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4. Merge operation: compute the distance between each cluster center pair, and 
select the smallest one, if it is smaller than the lower bound DL, then merge the two 
clusters. If the number of samples in a cluster zj is smaller than the lower bound NL, 
selected its closest center zi, then merge zj into zi. The new center is 

* ( ) / ( )i i j j i jz N z N z N N= + + (eq. 6). 

5. The above steps will iterate until one of the following conditions are met: 

a) The target function 2

i 1

( )
i

C

C i
p C

E p z
= Î

= -åå (eq. 7), which is the sum of 

the deviation for all the clusters, no longer decreases. 
b) The cluster centers of two iterations are the same, which means the divi-

sions won’t change any more. 
c) The number of iterations has reached its upper bound. 

It can be seen from above steps that the execution of the algorithm relies on the 
bounds of the metrics, including the upper and lower bound of the cluster size NL and 
NU, and the upper bound of the standard deviation of the cluster SDU, and the lower 
bound of the cluster distance DL. For users, it is hard to determine meaningful values 
for these metrics. In this work, we propose a set of rules to dynamically determine the 
value of above metrics and to guide the clustering process. These rules are based on 
the statistical characteristics of the clusters and can be divided into static and dynamic 
rules. The former ones are provided by the global distribution of the samples, regard-
less how the samples are related with clusters, and the latter ones are provided by the 
distribution of samples in clusters, which change a lot during the clustering iterations. 
Specifically, we have: 

Static Rules:  

1. If the standard deviation of all the samples is 2

1

1
( - )

N

i
i

SD x X
N =

= å  (eq. 8), 

where
1

1 N

i
i

X x
N =

= å , then the upper bound of the standard deviation for each cluster is

SD . 
2. If the average distance between all the samples is

1
2
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2
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(eq. 9), then the lower bound of the cluster distance 

is D.  
3. If the number of all the samples is N, then the upper and lower bound of the 

number of samples in each cluster is 
1k N / C*  

and 
2( / ) /N C k , where k1 and k2 are 

tuning indices and 
1 2 1k ,k > (the same hereinafter). 

Dynamic Rules: 

4. If the average standard deviation for all the clusters is 
1

1 C

C j
j

SD SD
C =

= å

,where zj is the center for a cluster and 2

1

1
( - )

jN

j i j
ij

SD x z
N =

= å
 

is the standard 
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|deviation for the cluster, C is the number of clusters and Nj is the number of samples 
in this cluster, then the upper bound of the standard deviation for a cluster is 

Ck SD* , where 1k > . 

5. If the average distance between clusters is 
1

1 1

2

( 1)

C C

C ij
i j i

D D
C C

-

= = +
=

* - åå , 

where zi and zj are two cluster centers, and 2( )ij i jD z z= -  is their distance, then 

the lower bound of the cluster distance is /CD k , where 1k > .  

6. If the average number of samples in all clusters is 
1

1 C

C j
j

N N
C =

= å , where Nj is 

the number of samples in a cluster, then the upper and lower bound of the number of 
samples in a cluster are 1 Ck N*  and 2/CN k , where 1 2 1k ,k > . 

For rules 1 and 2, we did quite a number of experiments to demonstrate that: 

 If the standard deviation for a cluster is larger than the standard deviation of 
all the samples, then find one sample in this cluster that is farthest from its center, we 
can always reposition this sample to other clusters to decrease its standard deviation 
until all clusters met the requirement that rule 1 states. This means for a good cluster-
ing process, the standard deviation for all the samples can be used as the upper bound 
for that of the clusters;  

 If the distance between two clusters is smaller than the average distance be-
tween all the samples, then find one sample in one of cluster that is closest to the oth-
er cluster, we can always reposition this sample to other clusters to increase the dis-
tance between the two clusters until all clusters met the requirement that rule 2 states. 
This means for a good clustering process, the average distance between all the sam-
ples can be used as the lower bound for  
the cluster distances.  

This two empirical findings form the ground for rules 1 and 2. Their proof is left as 
our future work. For static rules 3, we only need to show that the average number of 
samples in all clusters is N / C which is straightforward. The dynamic rules 4~6 are 
based on the idea that one particular value cannot be too far away from the average 
measures. The tuning indices k, k1, k2 determine the strictness of the rules. The larger 
the tuning indices, the less strict the results are, and in practical terms, k=2 is a rea-
sonable value. It is much easier to define the indices than the metrics of NL, NU, SDU, 
DL. Among above rules, the ones based on the standard deviation and cluster dis-
tances have higher priorities than those based on the number of samples, due to possi-
ble unbalanced sample distributions and outliers.  

4 The Implementation of TMeans Based on MapReduce  

To make TMeans efficiently executed, we implement TMeans based on Hadoop Map-
Reduce, which includes three map-reduce phases, i.e., the data compressing phase, the 
cluster center initialization phase and the clustering phase, shown in Figure.1. The 
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input data are partitioned into multiple sets, each of which is sent to each map func-
tion. The first phase compresses the long-term electricity consumption data for a spe-
cific user into a 24-hour data. The map function for this phase takes data for a certain 
period to calculate the number of days, the sum of voltage and load, as described in 
section 2.1, and the reduce function will calculate the average value for the voltage 
and energy. After data normalization, the vectors used as the input for the latter two 
phases are constructed. As the simplicity of this phase, we will not discuss it in de-
tails. The second phase takes the approximate number of clusters and calculates the 
initial cluster centers in an incremental manner. There are a number of iterations be-
fore all the initial centers are selected out. The third is the main clustering phase. 
There also need a few iterations of map and reduce in this phase. The input file keeps 
unchanged for the above phases, as the iterations are about how to tuning the centers 
and related metrics, and do not influent the input data. The involved global variables 
are listed below which can be easily accessed through all the phases: 

 

Fig. 1. The illustration of the MapReduce-based implementation of TMeans  

Centers is the array of cluster centers; SD is the standard deviation of all the records; 
D is the average distance between all the records; Nc is the average size of all clusters; 
SDC is the average standard deviation of all clusters; DC is the average distance between 
all clusters; EC  is the deviation sum for all the clusters. Following are details of the 
phases. 

1. Cluster Center Initialization Phase 
At the beginning of this phase, the global variable Centers contains only one random 
selected element.  

The Map function maps the records onto their closest center. The input takes the 
offset of the record from the start of the input file as the key and the record as the 
value.  



220 M. Chen, M. Cao, and Y. Wen 

 

 
Map Function 
Input: key is the offset of the record, value is the record  
Output: key’: the center which the record is mapped onto, value’: the record and its 
distance to the center 
BEGIN: 

minDistance = MAX;  
center=Centers[0];  
minDistance = min ( , )

ic Centers ivalue cÎ  

key’=center; 
value'=value + minDistance; // string construction 
output<key’, value’> pair 

END 
 

 
The Reduce function takes the output of the map functions and calculates the sum 

of distances from the records to their centers. 
 

 

Reduce Function 
Input: key is the cluster center; value is an array containing all the records in this 
cluster and their distances to the center.  
Output: key’ is the cluster center; value’ contains all the records of this cluster and 
the sum of their distances to the center. 
BEGIN: 

Initialize an array to store the records of the center; 
sum_distance = .

i

i
v value

v distance
Î
å  

key' = key; 
value’ = array + sum_distance 
output <key’, value’> pair.  

END 

After the reduce function there is an additional global Refine function which takes 
the output of reduce functions to generate next center.   

 

Refine Function 
Input: an array containing <key, value> pairs, where key is the center, and value 
contains the records of this center and their sum of distances(sum_distance) to the 
center. 
BEGIN: 

sum = . . _
i

i
p array

p value sum distance
Î
å ; 

ran = random(0, sum); 
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FOR each p in array 
 FOR each r in p.value.records 

     ran -= r.; 
     IF ran<=0 

centers.add(r); 
     END IF 
 END FOR 

END FOR 
END 

 

2. Clustering Phase 
The Map function in this phase is much the same with that in the cluster center initia-
lization phase, except for that there is no need to maintain the distances, so we will 
not discuss it in details here. 

The Reduce function takes the output of the map function to form a cluster. It re-
calculates the clustering centers and other cluster related metrics, and determine the 
conditions for the splitting operation. Because above tasks involve only one cluster, it 
can be executed in the reduce function, while merge operation involves more than one 
clusters, so it will be executed afterwards. 

 

 

Reduce Function 
Input: key is the center; value is an array containing all the records of the center. 
Output: key’ is the same as key; value’ is the same as value. 
BEGIN: 

v value

sum v
Î

= å
  

//sum; 

21
( - )

| | x value

sd x key
value Î

= å
 

 //standard deviation; 

2= ( - )
x value

ds x key
Î
å

 
//deviation sum; 

//splitting 
IF ( |value| >> Nc || sd >> SDc || sd > SD) 
center_1 = key –a *sd;//Equation 
center_2 = key +a *sd;//Equation 
centers.remove(center); 
center.add(center_1); 
center.add(center_2); 
END IF 

 key’ = key;  
 value’ = value + |value| + sd + ds; // string construction 

END 

There is also an additional global Refine function to recalculates the global metrics 
such as the average standard deviation for all the clusters. It also verifies the condi-
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tions for merge operation, and do the merge task if satisfied. Finally it determines 
where the iterations are terminated and if not then starts a new one. 

 

Refine Function 
Input: an array containing <key, value> pairs, where key is the cluster center, and 
value contains the records of the center, the size, the standard deviation(sd), and the 
deviation sum (ds) of the cluster. 
BEGIN: 

Initialize a two dimensional dist to store distances of clusters; 
FOR ( i = 0; i < array.length ; i++) 

 FOR ( j=i; j<array.length) 
     2[ ][ ] [ ][ ]= ( [ ]. [ ]. )dist i j dist j i array i key array j key= -

 
 END FOR 

END FOR 
IF (Ni << NC || Nj << NC)  

 Dij= closest_cluster_distance(i/j); // i/j means i or j, not i divided by j  
 merge = true; //false initially 

END IF 
Dij= min (array); //select the clusters with the smallest distance; 
IF (Dij << DC || Dij < D || merge == true) 

center_m = 

 
centers.remove(array[i].key); 
centers.remove(array[j].key); 
centers.add(center_m); 
update_distance();  

END IF 
//recalculate the global variables, the global standard deviation SD and record 

distance D will stay the same 

SDC = 1
. .

| | a array

a value sd
array Î

å  

DC = 
| | | |

1 1

2
[ ][ ]

| | (| |) 1

array array

i j i

dist i j
array array = = +- å å  

NC = 1
. .

| | a array

a value size
array Î

å  

EC = . .
a array

a value ds
Î
å   

Verify whether the iterations are terminated. 
END 

| [ ]. | * [ ]. | [ ]. | * [ ].

| [ ]. | | [ ]. |

array i value array i key array j value array j key

array i value array j value

+
+
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5 Experiments 

In this section, we conduct two kinds of experiments to evaluate 1) how TMeans per-
forms on clustering the electricity consumption data, 2) the efficiency of the MapRe-
duce-based implementation of TMeans. 

The data source used in this work is from the real electricity consumption data in 
Qingdao State Grid Corporation. The data is sampled every hours in recent six 
months for all the users (2013-6-1~2013-7-1). The data size is 3.1G, including around 
2 million users. Thanks to the advanced electric data metering equipment, the data can 
be specific to single household, or a particular line of a user.  

The experiments were run on a cluster of computers, each of which has two 2.8 
GHz cores and 4GB of memory. Hadoop version 1.2.0 and Java 1.6.23 are used as the 
MapReduce system for all experiments. 

5.1 Clustering of Electricity Consumption Data 

In this experiment, we set the approximate number of clusters to evaluate how 
TMeans helps to find the electricity consumption patterns for all the industrial users, 
and the initial number of clusters is set to 10.  Under the settings, we have the statis-
tical characteristics for each cluster shown in Figure 2 and 3 (The clusters are not 
shown in one figure because of the scaling problem of y-axis). The x-axis represents 
the time intervals, and the y-axis is the mean value of load for each cluster. The clus-
ters correspond to the series. The analysis for the results is shown in Table. 1. We also 
randomly select a number of samples to calculate the clustering accuracy and recall 
rate, and the experiments show that the accuracy can reach to 91.3%, and the recall 
rate can reach to 89.7%. This experiment demonstrates that, through clustering, the 
consumption patterns can be refined to very small granularity, and be used in various 
situations. 

5.2 Paralleled Clustering Algorithm Efficiency 

In this section, we conduct a set of experiments to evaluate the performance of TMeans 
and its MapReduce-based implementation in handling large volume of data. The expe-
riments are based on increasing dataset sizes and number of paralleled nodes, the se-
lected dataset is same as in section 4.1, and we use simple duplicate policy if the size 
needs to expand.  
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Fig. 2. Mean load value for each cluster (1) 

 

Fig. 3. Mean load value for each cluster (2) 

Table 1. The clusters and their characteristics 

Clus-
ters 

User categories in 
the cluster 

Characteristics 

A 
The Iron making 

Industry 
The load keeps very high because this is a very 

intensive consumption industry. 

B 

Refining Oil Indus-
try 

Chemical Materials 
Manufacturing 

The load keeps high and is relatively stable 
during all day; These two kinds of industries can-
not be differentiated as their behaviors are similar 

C Textile Dyeing 
The load is relatively low during the night time. 

In the rest time of the day, the load is significantly 
higher and show regular changes. 

D Water Transport Load is relatively stable. 

E 
Equipment Manu-

facturing Industry 

The load is significantly high at the daytime 
and reaches its peak value in the afternoon which 
is its intensive operating time. 
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Table 1. (continued) 

F 
Commodity 

Wholesale 

The load has a very obvious trend. It’s quite 
high at the work time 8:00--22:00 and quite low 
the rest of the day.  

G  Broadcasting 

The load also has an obvious trend. It is signifi-
cantly higher at 8:00--18:00, during which the 
communications are quite intensive. And in the 
rest time of the day, the load is relative low.  

H Retail 
The load also has an obvious trend. It is quite 

low at night, and start to increase in the morning, 
and reach its peak value at noon.  

 
The result is shown in Figure 5 and Figure 6. Figure 5 shows how the dataset size 

relates with the efficiency when the number of nodes is fixed (1 node vs. 4 nodes), 
and we can see from this figure that when the data size keeps increasing, the unparal-
leled implementation underwent a sharp increase in execution time, while the  
paralleled one is performing quite better. Figure. 6 shows how the combination  
of dataset size and number of nodes relates with efficiency of the paralleled  
implementation. As the result shows, TMeans has a very good speedup  

 

 

Fig. 4. The run time of TMeans and its MapReduce-based implementation 

 

Fig. 5. The speedup ratio of MapReduce-based TMeans implementation 
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performance. Ideally, the speedup ratio and the number of nodes should present a 
linear relationship: a system with m times the number of nodes yields a speedup of m, 
but because of the file access and communication cost, the linear speedup is hard to 
achieve. Through these two experiments, we have shown that the MapReduce-based 
implementation can efficiently speed up the clustering process.  

6 Conclusion 

In this work, to mine electricity consumption patterns and category users from mas-
sive consumption data, we proposed the TMeans algorithm and its MapReduce-based 
implementation. TMeans improves the classical K-Means clustering algorithm and 
presents a set of static and dynamical rules which enable the clustering process dy-
namically adjusted according to the statistical features of the clusters. The MapRe-
duce-based implementation of TMeans can handle large volume of data efficiently. 
Through experiments, we demonstrate the effectiveness of TMeans and the efficiency 
of its MapReduce-based implementation. In the future, we’d like to verify the pro-
posed algorithms theoretically, and to apply the results to production environments.  
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Abstract. Web service personalization is an important research topic
in the area of service-oriented computing which has the potential to
bring more service value to end users that are fit for individual user’s
particular needs. In this paper, we propose Rule nets, which is based on
PrT (Predicate/Transition) nets. Rule nets has the capability to model a
wide spectrum of rules for expressing personalization needs. There rules
then can be woven to a business process to bring flexible personalization
features to this process. The woven process can be expressed as a PrT
net suitable for formal analysis and simulation using existing Petri net
tools.

Keywords: Web service personalization, Petri nets, business rules,
Business process modelling.

1 Introduction

Personalization in the area of service-oriented computing is emerging as an im-
portant topic with the transformation of Internet and Web from traditional link-
ing and sharing of computers and documents (i.e., ”Web of Data”) to current
connecting of people (i.e., ”Web of People”) [1,2] , reflected by the popularity of
social networks such as Facebook and Linkedin.

To implement web service personalization, a major hurdle to cross is to ensure
that personalization features of a service can be well modelled and integrated in
a web services, for example, a BPEL web service process. However, the person-
alization logic encoded in a service processes is often hard-coded and difficult to
change.
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In this paper, we use business rules to model the personalization logic of a
web service process, and then use Predicate/Transition nets (PrT nets) [3], a
kind of widely used high-level Petri nets, to model both business processes and
business rules, and then use an aspect-oriented mechanism to weave them into a
coherent PrT net. The rationale behind our approach is that Petri nets have long
been recognised as a valuable tool for modelling business processes [4], and PrT
nets are suitable for dealing with logic and rules [5]. Our modelling approach
features the following benefits. Firstly, a unified language is used to formally
specify the software design instead of ad-hoc mixing of process specification and
personalization specification. Secondly, in our approach, the modularity of the
personalization logic is well-kept which eases the maintenance and evolution of
the design specification.

The rest of this paper is organised as follows: Section 2 briefly review business
rules and how to use them to express personalization logic.

Some fundamental concepts and definitions that underpin the discussion
throughout the paper. Section 3 defines rule nets and explains how to model
business rules with rule nets. Section 4 specifies the PrT net-based aspect and
the weaving mechanism. Finally, Section 5 discusses and concludes the paper.

2 Business Rules and Personalization

In this section, we briefly review the concepts of business rule and aspect-
orientation. Some example rules and aspects used throughout the paper are
also discussed.

According to the Business Rules Group [6], a business rule is a statement that
defines or constrains some aspect of a business. It is intended to assert business
structure or to control the behaviour of the business. In [9], business rules are
classified into four types as the following:

– A constraint rule is a statement that expresses an unconditional circumstance
that must be true or false.

– An action-enabler rule is a statement that checks conditions and initiates
some actions upon finding the conditions true.

– A computation rule is a statement that checks a condition and when the
result is true, provides an algorithm to calculate the value of a term.

– An inference rule is a statement that tests conditions and establishes the
truth of a new fact upon finding the conditions true.

For instance, a travel-package-requesting scenario could have the following
business rules [7]:

R1(constraint rule): a vacation request must have a departure airport and a
destination airport.

R2(action-enabler rule): if no flight is found, do not look for accommodation.
R3(computation rule): if more than 2 persons travel together, give 10% discount

to the total price.
R4(inference rule): if a customer is frequent customer, he gets a discount of 5%.
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The reason that why R4 is an inference rule is that to resolve what is a frequent
customer, we need another two rules:

R5(constraint rule): if a customer has bought more than 5 travel packages, he
is a frequent customer.

R6(constraint rule): if a customer has bought products for a sum exceeding
4000 euros, he is a frequent customer.

Clearly all the above discussed four types of business rules can be used to
declarative express individual user’s personalization logic.

3 Rule Nets

In this section, we formally define rule nets, and then demonstrate how to use
rule nets to model the four types of rules discussed in Section 2.

3.1 PrT Nets

Since rule nets are a sub-set of PrT nets, here we first give the structural defi-
nition of PrT nets for the self-containness of this paper.

Definition 1 (PrT nets). A PrT net N is a tuple (P, T, F, Σ, L, ϕ, M0) [9],
where:

– P is a finite set of predicates, T is a finite set of transitions (P ∩ T = ∅,
P ∪ T = ∅), and F ⊆ (P × T ) ∪ (T × P ) is the set of arcs. (P, T, F) forms a
directed net.

– Σ is a finite set of constants, operations, and relations.
– L is a labelling function on arcs. Given an arc f ∈ F , the labelling of f, L(f),

is a set of labels, which are n-tuples of individuals and variables where n is
the arity of the predicate connected to the arc.

– ϕ is a formula inscription function on transitions. Given a transition t ∈ T,
ϕ(t) is a logical formula built from variables and the individuals, operations,
and relations in structure Σ, where variables occurring free in a transition
have to occur at an adjacent input arc of the transition.

– M0 =
⋃

p∈P M0(p) is the initial marking, where M0(p) is the set of tokens
residing in predicate p. Each token is a tuple of constants or structured terms
constructed from the constants and operations in Σ.

For the convenience of discussion, we also define the following concepts:

– The preset of an element x is: •x = {y|(y, x) ∈ F}.
– The postset of an element x is: x• = {y|(x, y) ∈ F}.
– The input predicates of a net N is: inP (N) = {p ∈ P |•p = ∅}.
– The input transitions of a net N is: inT (N) = {t ∈ T |•t = ∅}.
– The output predicates of a net N is: outP (N) = {p ∈ P |p• = ∅}.
– The output transitions of a net N is: outT (N) = {t ∈ T |t• = ∅}.
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3.2 Rule Nets

Definition 2 (Rule nets). A PrT net N = (P, T, F, Σ, L, ϕ, M0) is a rule
net if and only if:

– There is one source place i ∈ P such that •i = ∅.
– There is one sink place o ∈ P such that o• = ∅.
– Every node x ∈ P ∪ T is on a path from i to o.

Note that the above definition is adapted from the definition to Workflow
nets [8]. So all the structural analysis approaches for Workflow nets can also be
applied to rule nets.

Syntactically, we classify the transitions in a rule net with three stereotypes:

– An action transition TA represents a business activity, e.g., get flight.
– A computation transition TC represents the specific action of assigning vari-

ables with arithmetic expressions, e.g., assigning price× 90% to the variable
price.

– And a dummy transition TD does nothing.

Transition stereotypes provide additional information to a net at the business
level; they do not change the behavioural semantics of rule nets.

Definition 3 (Constraint nets). A constraint net is a rule net with only one
dummy transition t, and ϕ(t) �= ∅.

To model a constraint rule, we use a dummy transition with its inscription
representing the constraints. For example, R1(A vacation request must have a
departure airport and a destination airport) can be modelled as the constraint
net in Fig. 1.

<req> req.
&& req.

<req>

tD_CheckRequest

Fig. 1. Constraint net R1

Definition 4 (Action-enabler nets). An action-enabler net is a rule net con-
taining at least one action transition t, and ϕ(t) �= ∅.

To model an action-enabler rule, we use an action transition to represent the
business activity, and the inscription of this transition representing the enabling
condition. For example, R2(If no flight is found, do not look for accommodation)
can be modelled as the action-enabler net in Fig. 2.
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flt == null

tA_GetAccommodation

<cust, req, flt, room>

<cust, req, flt, null><cust, req, flt>

<cust, req, flt>

tD

Fig. 2. Constraint net R2

Definition 5 (Computation nets). A computation net is a rule net with only
one computation transition.

For example, R3(If more than 2 persons travel together, give 10% discount to
the total price) can be modelled as the computation net in Fig. 3. Note that the
computation expression is reflected in the name of the transition.

<cust, price>
cust.number >2

<cust, price>

tC_price *=(1-10%)

Fig. 3. Computation net R3

Definition 6 (Inference nets). An inference rule is created by composing two
rule nets with AND-JOIN, OR-JOIN, or SEQ-JOIN1.

Intuitively, if we connect two rule nets with AND-JOIN, then the composed rule
net means the conjunction of the two rules; if we connect two rule nets with
OR-JOIN, then the composed rule net means the disjunction of the two rules.
As shown in Fig 4, supposing o1 and o2 are the sink places (or the consequents)
of two rule nets, then the conjunction of the two rule nets is depicted in Fig 4.a,
which means that the predicate o is determined by o1 AND o2; while the OR-
JOIN of the two rules is depicted in Fig 4.b, which means that the predicate o
is determined by o1 OR o2. Note that AND-JOIN and OR-JOIN are also two
workflow patterns defined in [8].

The sequential join of two rule nets means that the resolve of one rule net
depends on the consequents of the other rule net. The SEQ-JOIN operation fuses
the source place of the dependent net with the sink place of the independent rule
net. Usually, an inference net can be built first by introducing the net represent-
ing the final goal, and then introducing the rules backwards with the SEQ-JOIN

1 For space limitations, here we only informally introduce the three operators of rule
nets.
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o1

o

o2

o1

o2

o

(a) AND-JOIN (a) OR-JOIN

Fig. 4. The AND-JOIN and OR-JOIN of two rule nets

operation based on the cause-effect relations until all the newly introduced rules
are resolvable.

Taking R4(textitif a customer is frequent, he qualifies for a discount of 5%) as
an example, to resolve the meaning of frequent, we need another two rules: R5(if
a customer has bought more than 5 travel packages, he is a frequent customer),
and R6(if a customer has bought products for a sum exceeding 4000 euros, he
is a frequent customer). Fig. 5.a, b and c are the rule nets for R4, R5 and
R6 respectively. Because R4 depends on the consequent of R5 or R6, we use
OR-JOIN to compose them and then use SEQ-JOIN to connect the combined
consequent to the rule net of R4 to form a complete inference rule net as depicted
in Fig. 5.d. Looking closely, we can find that R4 is represented by a computation
net, and R5 and R6 constraint nets. So an inference net is in fact the composition
of other forms of rule nets. With this example, we also demonstrate the power
of PrT nets in modelling complex rules.

<cust>

customer
<cust> cust.pkgBought

>5

<cust>
frequent customer

<cust> cust.sumBought

>4000

<cust>
frequent

R4

R5 R6

(a)

(b) (c)

<cust> cust.pkgBought

>5

<cust>

cust.sumBought

>4000

<cust> <cust>

<cust>

<cust>

<cust>

Tc_cust.price*=(1-5%) discount

OR-join

(d) The inference rule net

<cust>

<cust>

<cust>
<cust>

<cust>

<cust>

Tc_cust.price*=(1-5%)

customer discount

customer

Fig. 5. The inference rule derived from R4, R5, and R6
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4 Weaving Rule Nets into Process Nets

Corresponding to rule nets, we use the term process nets to call the PrT nets
representing business processes. For example, Fig. 6 is the process net N for the
travel package request process described in Section 2.

getFlight getAccommodation
<cust, req, flt> <cust, req, flt>

<cust, req,
flt, room>

ResultcalcPrice<cust, req,
flt, room>

<cust, req,
flt, room, price><cust, req>

Request

Fig. 6. Travel package request process net N

Just like aspect-oriented programming, we use pointcut to select a transition
as join point. Without losing generality, every pointcut can only select one tran-
sition to simplify the definition of weaving. The advices are represented by rule
nets. A rule net can be weaved into a process net either before, after, or around
a pointcut/transition. Another important concept is context net, for exposing
context of the process net to the rule net. It is interesting to note that the process
net and its rule nets could be authored independently, which reflects the modu-
lar feature of aspect-orientation. To weave them smoothly, we use context net to
put them in the same context and mediate possible parameter inconsistencies.
For example, the input parameters for the transition N.getF light is a struc-
ture < Customer,Request >, but its constraint net R1 accepts < Request >
as input. Finally, we can wrap up pointcuts, advices, and context net into an
aspect.

To demonstrate our idea, before formally defining the above concepts, we give
an example on how to weave the rule net R1 before N.getF light. Fig. 7 presents
an aspect asp rule1. The context net is built first by introducing the preset of
the pointcut, i.e. transition N.getF light, as initial context, and then splitting
the request to match the input of the advice net, finally merging the results and
transferring them back to the cutting point. Note that we use round rectangle
to represent the net R1 for simplicity.

Fig. 8 is the resulting net after we weave asp rule1 into N . This net is built
simply by putting the context net and the process net together, and then deleting
the arcs between the cutting point and its preset because it is a before cut.
Note that elements with the same names are merged to reflect the expansion
of context. The formal definitions on weaving business processes and rules, are
given as the following.

Definition 7 (Pointcuts). A pointcut over a PrT net N is a transition in N.
The syntax is: pointcut < N.transition >; For brevity, a pointcut has the same
name as its transition. This transition is called the cutting transition.

Definition 8 (advices). An advice has the form:
advice < adviceName > before|after|around < cutName >:< R >;
Where R is a rule net, which is also called the advice net of this advice. So there
are three types of advice: before advice, after advice, and around advice.
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<req> req.
&& req.

<req>

checkRequestPa1 Pa2

<cust, req>

N.Request

<req>

<cust>

R1
<req>

<cust> N.getFlight
<cust, req>

Aspect asp_rule1{
pointcut N.getFlight;
advice a_checkRequest before N.getFlight: R1;
R1:

context(a_checkRequest): Nc1;
Nc1:

Fig. 7. Aspect asp rule1

getFlight getAccommodation
<cust, req, flt> <cust, req, flt>

<cust, req,
flt, room>

ResultcalcPrice<cust, req,
flt, room>

<cust, req,
flt, room, price>

Request

<cust, req>

<req>

<cust>

R1
<req>

<cust>
<cust, req>

<req>

Fig. 8. Resulting net of weaving N and asp rule1

Definition 9 (contexts). A context has the form:
context(< adviceName >) :< Net >; For brevity, a context has the same name
as its associated net.
Depending on the type of the related advice, a context net has the following
constraints.

– Beforeadvice: •pointcut ⊆ inP (contextNet)&pointcut ∈ outT (contextNet).
– After advice: pointcut ∈ inT (contextNet) & N.t•i ⊆ outP (contextnet).
– Around advice: •pointcut ⊆ inP (contextNet) & pointcut• ⊆

outP (contextNet).

These constraints ensure that the weaving of a process net and a context net
always produces another consistent process net.

Definition 10 (Aspects). A PrT net-based aspect A is a 3-tuple (Pcut, Adv,
Ctx) where Pcut is a set of pointcuts, Adv is a set of advices, and Ctx is a set
of contexts.

Definition 11 (Net weaving). The weaving of a process net N and an aspect
A is defined as2:

2 We use N.x to represent component x of N .
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– For every before advice advi, its cutting transition N.ti, and its context net
Nci, the weaving of advi and N is a new PrT net Nw:
Nw.X = N.X ∪Nci.X, where X ∈ {P, T, L, ϕ,M0},
and Nw.F = N.F ∪Nci.F \N.•ti ×N.{ti}.

– For every after advice advi, its cutting transition N.ti, and its context net
Nci, the weaving of advi is a new PrT net Nw:
Nw.X = N.X ∪Nci.X, where X ∈ {P, T, L, ϕ,M0},
and Nw.F = N.F ∪Nci.F \N.{ti} ×N.•ti.

– For every around advice advi, its cutting transition N.ti, and its context net
Nci, the weaving of advi and N is a new PrT net Nw:
Nw.X = N.X ∪Nci.X, where X ∈ {P,L, ϕ,M0},
and Nw.T = N.T ∪Nci.T \N.{ti}
and Nw.F = N.F ∪Nci.F \N.•ti ×N.{ti} \N.{ti} ×N.•ti.

From Definition 11, we can infer that weaving N with a before advice is to
compose N with the context net of the before advice and deleting the arcs be-
tween the cutting transition and its preset, just as what we did in the example
shown in Fig. 7. Weaving N with an after advice is to compose N with the con-
text net of the after advice and deleting the arcs between the cutting transition
and its postset. Finally, weaving N with an around advice is to compose N with
the context net of the around advice, and deleting the cutting transition and
its arcs. The reason why we let around weaving delete the cutting transition is
that the semantics of the cutting transition will be reiterated in the advice net
if necessary.

The above weaving definition assumes that a process net does not share names
with advice nets. This assumption can be relaxed by either renaming or following
a naming convention [10]. If more than two advices are related to one cutting
transition, a weaving sequence may be necessary. Because around weaving deletes
the cutting transition, it should always be put in the last. And we should prevent
relating more than two around advices to a transition.

5 Discussion and Conclusion

PrT nets are a high-level formalism of Petri nets suitable for modelling, analysing,
and simulating the behaviour of software systems. In [5], the authors proposed
an efficient reachability analysis technique for PrT nets based on the compact
structure of planning graphs. Prod [11] is another tool for reachability analysis.
In [12], PrT nets are translated to Promela, the input language of model checker
Spin, and various temporal properties can be checked automatically. As far as
the graphical editor is concerned, SEA [13] is an integrated environment for vi-
sual modelling and simulating PrT nets that runs on Solaris. Recently, Rock et
al. extend the Petri Net Kernel tool [14] to support the graphical modelling and
invariants computation of PrT nets [15].

The stream of work that is particularly relevant to our work is composing PrT
nets from an aspect-oriented point of view, and weaving rules with processes.
As far as we know, only Xu et al. proposed an aspect-oriented PrT net model
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[14]. In their work, advice nets and the base net are woven in a tightly coupled
fashion: they must share the same variable type at the cutting point. Instead, we
use context nets to allow a flexible weaving. Also their model is not intuitive in
terms of the concept mapping between aspect-oriented programming and aspect-
oriented PrT nets. The important concepts of advice type, i.e. before, after,
and around are lost in their model.

In this paper, we have presented Rule nets, a special PrT nets used to express
the personalization rules of web services. PrT nets as a kind of Petri nets are
suitable for process modelling. Its logic aspect also makes it a good candidate
for modelling rules. We defined a kind of special PrT, the rule nets, to model the
four types of business rules. Corresponding to the principle of aspect oriented
programming, we defined the net-based aspect and the weaving mechanism to
integrate rules nets and process nets. The woven net not only keeps the mod-
ularity of rules, but also is ready for analysis and simulation by various PrT
techniques and tools. We view our work presented in this paper as a first step
towards a formalised model-driven approach of developing flexible personalised
web services. Our future work includes elaborating the composition of rule nets,
providing an integrated graphical environment for the modelling, weaving and
analysis of rule nets, automatic translation from personalization rules to rule
nets.
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Abstract. Business development or renovation is to introduce newer, more 
efficient routines and processes through redesign or re-engineering of 
businesses, which form a set of business patterns. Business patterns encapsulate 
the best solutions for business practices and tasks confirming business strategies 
of the enterprise. Nowadays, services with SOA (Service oriented-Architecture) 
become more and more important in implementing and supporting business 
routines and processes. An enterprise that can encapsulate their SOA solutions 
into patterns will make the business more agile and effective. However, with 
the SOA solutions to automation of locating relevant instance services for its 
business patterns with minimum human intervention one has to look into the 
semantic and operational difference between the description of a business 
pattern and that of an instance service—a gap between the two levels of 
semantic descriptions. In this paper, we propose a conceptual modeling method 
to address how to bridge the gap, by a semantic service description for usage 
contextual approach formalized with the conceptual graphs formalism. 

Keywords: Web Services, service composition, conceptual graphs, business 
process modeling and patterns. 

1 Introduction 

In an enterprise, business routines and processes form a foundation for its businesses. 
Business development within the enterprise relies heavily on its innovation, i.e. 
newer, or further re-designed, and more effective routines and processes. In other 
words, business is a set of routine-based operations and innovation is a move from the 
set of original routines to a set of innovative routines. Business patterns encapsulate 
the best practice solutions for business tasks. They are the best practices within an 
enterprise or across enterprises. Business patterns help an enterprise to run their 
business smoothly and effectively and quicken restructuring process to meet new 
business demands. 

Business patterns under Service Oriented Architecture (SOA) [2] are enterprise-
focused best practice with SOA based solutions. These patterns include the solutions 
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for business under the SOA infrastructure and the technologies for these solutions that 
have been accumulated over the years.  These patterns help an enterprise to 
understand and analyze complex business problems, break them down into smaller 
functions, and modularize them into services for future (re)use. The SOA provides the 
architecture for agile service construction. In other words, it is how an enterprise can 
quickly reconstruct their business to meet the new demands. If an enterprise can 
encapsulate their SOA solutions into patterns, it can make business more agile and 
business solutions more flexible. 

However, under the SOA infrastructure, it is difficult to connect and match an 
instance service (i.e. a concrete, executable web service) into a suitable business 
pattern without a large amount of manual work. One reason is that the description of a 
business pattern and its requirements is entirely different from the description of an 
instance service: the former is at a high level and business oriented whereas the latter 
at low level and technical oriented [12]. Therefore, system developers or business 
process designers are required to work as an in-between to translate the descriptions 
from one level to another in order to locate suitable concrete services to meet business 
demands. Obviously, we need to bridge this gap between the two types of 
descriptions. Currently, once a new business pattern is developed and adopted, a 
manual process is carried out to decompose the pattern into some sub-components, 
create a set of relevant business processes, and connect (embed) relevant instance 
services into the business processes. This process greatly reduces the efficiency of 
business processes reforming. An ideal situation is, when a new business pattern is 
adopted, a set of related instance services will be automatically or semi-automatically 
located and embedded into the pattern with its related business processes. However, 
how to realize this process is a challenge. In the following, we discuss how the 
problems we need to address in order to bridge the gap. 

Service Description Does not Take into Account Business Context. The existing 
Web services description standards, such as WSDL, are technical focused standards. 
They describe the technical details and specifications of Web services’ interfaces so 
that programmers can use them to develop services for applications. However, the 
technical based description is not sufficient and rich in semantics for them to directly 
match with the business requirements specified in a business pattern (where a 
business process is a part) without service developers’ interferences. Because of this 
gap between technical descriptions and abstract business requirements, human’s 
interpretation is required for a service to be linked and embedded into a business 
pattern. 

Inter-service Relationships Are not Sufficiently Addressed. More often than not, a 
service needs to work together with other services to provide a richer functionality for 
a more complex task, and hence services need to interact with one another as a whole 
to supply a better business solution. Moreover, understanding interaction (operational 
relationships) of a service with other services is a better way to understand and 
interpret this service at both conceptual and technical levels. This kind of interactions 
between services is termed as inter-service relationships. Currently, none of the 
existing web services description standards, such as WSDL, addresses this aspect of 
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business semantics for Web services. If inter-service relationships are maintained in 
the service description, it will be much more efficient and effective to correlate 
services in a business pattern or process.  

In this paper, we propose a novel approach to bridging the gap between business 
pattern/process descriptions and the instance service descriptions. In this approach, 
we describe instance services in terms of not only the technical specifications, but 
also their usage contexts. The usage contextual information is like a puzzle from the 
perspective of the existing service description frameworks since it tries to identify 
what kind of business cases, i.e. a usage context, in which an instance service 
typically participates and within which how this instance service is conceptually 
related to other instance services in terms of business processes and situations. 
Therefore to include the usage context information of an instance service in its 
semantic description, it will make it conceptually more convenient and accurate for 
service discovery, composition, and scheduling through giving a business pattern and 
process. A usage context of instance services is defined according to the conceptual 
graphs (CGs) formalism [13], a conceptual modeling system focusing on formal 
representation of concepts, relationships between concepts, and behaviors of concepts 
and relationships. A conceptual graph can conveniently describe an application 
domain of interest and represent it in a logically formal way so that a knowledge base 
can be built to manage, process, and reason about the information gathered. We use 
CGs to represent the semantic meaning of both business patterns and instance 
services. Through the operations and reasoning facilities provided by the CGs 
formalism, such as graph matching, projection, generalization, and specialization 
[13], a given business pattern or process’s requirement can be identified and located, 
and matched to instance services directly. 

The rest of the paper is organized as follows. In the next section, we discuss 
general relationships from business pattern, and business process, to services in order 
to identify why an enterprise expects to shorten the lead time by flexibly integrate 
services, of their own or from other enterprises via the web, into their business pattern 
and how this can be done. Then in section 3, we introduce the concept of contextual 
usage scenario, discuss its conceptual modeling constructs, and define them with 
Sowa’s Concept Graph (CG).  Based these definitions we discuss further how services 
are represented in a simplified version of CG, i.e. S-CG. In section 4, we propose a 
graph match method together with an algorithm used for locating relevant services 
when given a business pattern and a graph similarity computation for refining the 
match of CG and S-CG. It is obvious that this paper can only report a small part of 
our research on Business Patterns-Usage Scenarios-Concept Services and thus in 
section 5, we will conclude the paper in section 5 by pointing out what are out next 
steps of investigation in this direction. 

2 Business Pattern, Business Process and Web Services 

In order to better understand the problem, it should be made clear what the 
relationships between business patterns, business processes, and instance services are 
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and where the problem is. In this section, we discuss how these different aspects are 
related to each other. 

Human beings have been doing business and trading for thousands of years. Most 
of the types of business we are doing today are well tried out and adopted over years. 
A concept of business pattern is introduced to capture and model such best practices 
and successful experiences in businesses [11]. In other words, business patterns are 
built on the business experiences and activities proven successfully in the past. 
Business patterns provide guidelines that can be used to conduct business activities 
such as initialize businesses, decompose large organizations into a number of value-
adding enterprises, and decompose the value-adding enterprises into a number of 
value-adding business processes [11]. 

According to the granularity of business patterns, we can use a hierarchical 
structure to represent business patterns. At the top level of the hierarchy, business 
patterns define the type of businesses. Russell et al. [11] listed some of the top layer 
business patterns, such as Manufacturer, Service Creator, and Reseller. At the middle 
level of the hierarchy, business patterns define how a business is organized, i.e. the 
enterprise structures. Endrei et al. [7] pointed out some patterns at this level, such as 
self-service patterns, extended enterprise patterns, and collaboration patterns. At the 
low level of the hierarchy, business patterns define how business services are 
delivered. The business patterns at this level are also called business processes. 
Typical examples of business patterns at this level include online shopping process, 
credit card validation process, and stock control process. Finally, for a given business 
pattern and business process, a set of instance services need to be identified for an 
actual implementation. That is, at the bottom level of the hierarchy are the instance 
services that implement the business patterns and business processes. The business 
pattern hierarchy also represents a decomposition process, from high-level business 
requirements, to enterprise components, business processes/workflows, and to low 
level instances services that ultimately fulfill and deliver the business services. 

The layered business model, proposed in [12], focuses on the decomposition of 
business tasks to services through analysis of business workflows. The first layer from 
the top is the Business Layer, which describes what types of business an organization 
does. The second layer is the Enterprise Layer, which describes how a business is 
organized into value-adding enterprises and the interactions among them in order to 
achieve business goals. The third layer is the Workflow (Process) Layer, which 
describes workflows/business processes for delivering business services. The fourth 
layer is the Service-flow Layer, which describes how a workflow or process’s 
relevant instance services interact in order to achieve the desired goals. The key 
difference between the above two models lies in that the latter considers workflows to 
be used as service flows. 

The descriptions for the top three layers of the business model are normally 
represented in business terms, such as online shopping orders, ticket booking services, 
and broadband network enabling requests. They are formally defined using 
conceptual modeling (CM) and knowledge representation (KR) methods, such as ER 
model [4], CGs, and OWL [10]. The components (instance services) from the bottom 
layer of the business model, i.e. the Service-flow Layer, are described in technical 
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terms, such as method interfaces, data types, pre-conditions, post-conditions, and etc.  
From the viewpoint of conceptual modeling, this business model can be divided into 
two key layers: a conceptual layer where business requirements and tasks are 
described using business terms, such as business patterns and business processes, and 
a technical layer where components are described using technical specifications, such 
as instance services. Obviously, it is difficult to match one of these two types of 
description into another. That is to say, there is a gap, i.e. a grey area, existing in the 
diagram that we would like to bridge – a set of matching links to be found. Usually, it 
is service developers who are making the matching, e.g. transforming one business 
task into an instance service or mapping a service into a component of business 
workflow. In this paper, we propose a conceptual modeling method that support to 
cover this grey belt by semantically enhancing the conceptual description of both 
business patterns and services by introducing the concept of service usage context and 
applying Concept Graph. 

3 Service Usage Context and Service Conceptual Graphs 

As a function unit, an instance service needs to interact with other (instance) services 
and entities (e.g. organizational components) in order e.g. to take inputting 
parameters, perform its function, and deliver outputs to other functional units. Entities 
that interact with instance services are organizational components such as service 
users or other business components from other enterprises. In a given business 
domain, we instance services together with their interactions with other services can 
be classified into categories (business patterns) in terms of their usage scenarios, with 
which business requirements and tasks are achieved. Each scenario in which a service 
works demonstrates a way of using the service. 

Our research aims to extract, from the contextual usage scenarios of a business, the 
concepts representing services, entities, and the relations representing their 
interactions, and hence to construct the conceptual usage scenario (schema or graph) 
of a concept service implemented by this instance service in a business domain. A 
concept service is a node (conceptual expression of the service) in the service 
ontology, which forms a part of the domain ontology (other parts of the ontology are 
e.g. organizational ontology and personal ontology). Each conceptual usage scenario 
(CUS) of a service (concept service) describes the conceptual relationships between 
this service (implemented by the instance service later) to the other services and 
entities, altogether being used to achieve the business task or provide a business 
service collaboratively. If a business organization possesses a collection of conceptual 
usage scenarios (CUSes) in which an instance service can participate, i.e. the 
schemata of its concept service, we will be able to understand how this service is 
conceptually used in the business domain or how it is conceptually related to other 
concept services and entities. This is called its usage context, denoted to be T-Context. 

Obviously the concepts in a T-Context of a concept service include concept 
services and type definitions that are defined in the domain ontology. There are two 
types of conceptual relations between service concepts in a T-Context: hierarchical 
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conceptual relations generally representing one concept service belongs to another 
concept service, e.g. Bus Travel_Service1, and horizontal conceptual relations 
generally representing a sequential order between the two concept services, e.g. 
requires(Payment_Service, Card_Number_Validation_Service). 

Theoretically, in an extreme case, when a service is applicable in an open domain 
rather than a specific business domain, it may be able to participate in a large or even 
infinite number of business scenarios, i.e. its concept service may theoretically have a 
large or infinite number of conceptual relations with other concept services or entities. 
In this case, the T-Context of this service could be infinitely large. However, in reality 
the T-Context of a service has not to be infinite in order to describe this service. 
According to the schemata definition given in [13], to define the meaning of a concept 
it is not necessary to enumerate all its schemata. Instead we consider its typical 
schemata which are sufficient to be used to define its meaning. For example, even 
though people may use a hammer as a paperweight, it is not the typical function of a 
hammer and without enumerating all the usage cases it is still necessarily clear to 
know the meaning of a hammer (as a concept) by using its typical schemata of its 
functions. In our case of instance services, as long as the T-Context of a concept 
service covers the most typical usages (i.e. use cases) of the service, it is sufficient. In 
an enterprise, services are normally provided in a closed business domain (i.e. the 
local business area) and their capabilities are defined, developed, and manageable by 
the enterprise [14]. In this case, the problem of an infinite T-Context for a concept 
service does not exist. 

As the T-Context of an instance service consists of a collection of conceptual usage 
scenarios, before formally defining T-Context, we first give the definition of a 

conceptual usage scenario. Given a business domain, let  be a domain ontology, c 

Í  be the whole collection of concepts from , R be a set of labels representing the 

conceptual relations among services and entities in the business domain, a conceptual 
usage scenario is defined as follows. 

Definition 1. Given a concept service csÎc, a conceptual usage scenario j(cs) of cs 

is a pair (G, l), where: 
G = (V, E) is a directed labelled graph; and 

l:VÈE →cÈR: is a labelling function that labels each vertex in V with concept 

name, so that V= {vi | vi ∈c, 0<i}, and each edge in E with predefined relations to 

indicate the relationship between concepts. 
Fig. 1 illustrates a simple conceptual usage scenario about “Money Transfer”. In 

the diagram the concept service “Money Transfer” is related to other concept services 
in the domain, including “Financial Service”, “Currency”, “Currency Conversion”, 
and “Bank Service”. This conceptual usage scenario example describes the process of 
how a “Money Transfer” service is performed through a scenario (also called 
conceptual context) in the given business domain. 

                                                           
1 Here we use the symbol from Description Logic [1]. 
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Fig. 1. A fragment of the conceptual usage scenario of a service concept – Money Transfer – 
and its connections to other concept services and entities. 

The T-Context of a service is defined to be a collection of conceptual usage 
scenarios in which the conceptual relations of this concept service with other concept 
services and entities are described. 

Definition 2. Given a concept service csÎc, its T-Context is a set of conceptual 

usage scenarios T(cs)={j1(cs), j2(cs), …, jn(cs)}, whose element satisfies the 

following two conditions: 

csÎ(j1(cs).V1Ç j2(cs).V2Ç … Çjn(cs).Vn); and 

∀ji(cs),jj(cs)ÎT (cs), ji(cs)Ëjj(cs)  jj(cs)Ëji(cs). 

Here cs is called the owner concept service of T (cs) and the instance services of cs 
the owner instance services of T (cs). 

For each instance service in a service repository, its concept service together with 
the conceptual relations between this concept service and the other concept services 
can be seen as a segment (centered on this concept service) of a knowledge base and 
all the services in the repository apparently form this knowledge base of services, 
whereas the T-Context can be seen as a mechanism of partitioning the knowledge base 
and assigning partitions to their relevant services. In an enterprise, its knowledge base 
partitioning is extra useful to the process of creating business services based on the 
enterprise’s existing and potential capabilities and functions. It is the advantage of 
knowledge base partitioning in an enterprise that when a new business pattern or 
business process is introduced, the capabilities and relevant instance services in the 
enterprise required to implement the pattern or process can be located, with 
conceptual ease, by matching the requirements for the new business pattern to the 
concept services defined by T-Context and T-Context is extendable with new business 
services, since we only need to add new conceptual usage scenarios to T-Context of 
the related instance services. 

In the previous definitions of conceptual usage scenarios, we use logic expressions. 
In the actual semantic description for concept and instance services, T-Context is 
represented using service conceptual graphs (S-CG), an extension to and 
simplification of the Concept Graphs (CG) formalism [13] for the reasons that  
CG provides both conceptual, graphical expressions for conceptual modeling and 
logic based, formal expressions for knowledge base implementation and reasoning. 
An S-CG is a simplified CG, which does not contain co-reference links and nested 
context [13]. Similar to the definition of CG, an S-CG is also defined over a support  
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¶ = (TC, TR, ф, t). For further explanation of support, readers are referred to [3]. 

Regarding the definition of S-CGs, TC includes domain concepts and concept 
services; ф includes the individuals of domain concepts and the instance services of 
concept services. In the following, we give a formal definition for S-CGs. 

Definition 3. An S-CG gs, defined over a support ¶, is a binary ((CgsÈRgs, Egs), lgs), 

where, 

(CgsÈRgs, Egs) is a bipartite graph, where, Cgs and Rgs are node sets, respectively of 

concept nodes and relation nodes, and Egs is a set of edges; and 

lgs is a labelling function of nodes and edges. A concept node cgsÎ Cgs is labeled by 

an ordered pair (type(cgs), marker(cgs)), where type(cgs)Î Tc, marker(cgs) Î ф È{*}. A 

relation node rgsÎ Rgs is labeled by type(rgs), where type(rgs) Î TR. The edge labeling 

is omitted in S-CG. 

 

Fig. 2. An example of an S-CG, representing the fragment of the scenario in Fig. 1 

Fig. 2 illustrates an S-CG for the usage scenario of a money transfer service. In this 
S-CG, two concept services are considered: the Money_Transfer Service and the 
Currency_Conversion Service. The other concept services or entities, such as 
“Currency”, “Bank”, and “Country”, in the S-CG, are related to these two concept 
services. For example, the Money_Transfer service is provided by the entity Bank 
(the concrete performer is HSBC) and it requires the entity Currency (its unit is 
Pound). The second service Currency_Conversion, located (LOC) in the entity 
Country (the instance is UK), is also provided by the entity Bank, and it requires 
(REQ) Currency (Dollar) and generates (GEN) Currency (Pound). These relation 
nodes, such as “AGNT”, “REQ”, “GEN”, and “LOC”, describe relationships between 
these concepts. 

A more complicated S-CG that describes a complicated scenario can be either 
created based on a complex business service or generated dynamically by joining 
simple S-CGs. Reader is referred to [6] and [5] for how to embed an S-CG into 
existing service descriptions. 

4 Determination of Relevant Services by S-CGs 

The requirements and specifications of a business pattern or process are usually 
described using business terms in natural language. However, in order to computing 
the matching between a business pattern and an S-CG schema, we need to have both 
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expressed in a formal, logic form. Now, by applying the methods proposed in [15] 
and [8], a natural language description or statement can be converted into CGs. After 
the conversion, the business pattern and process can be directly matched with T-
Context so that the related instance services can be located since the T-Context of a 
service is also represented in S-CG. The T-Context information embedded in S-CGs 
has provided, at a conceptual level, the information of which kind of business 
scenarios an instance service can participate in. By computing the similarity between 
the CGs generated from the business patterns and processes and the S-CGs in the 
instance service descriptions, we can determine which instance services are most 
relevant to the required business patterns. In the following, we discuss how the 
similarity between the S-CGs for services and the CGs for business patterns are 
computed. 

An instance service can be considered to be relevant and irrelevant to a business 
pattern. Recall that a business pattern can be represented as a Concept Graph (CG) and 
a concept service with its instance services can be represented as a Concept Graph for 
Services (S-CGs) in section 3. Now the location of a concept service in a business 
pattern is turned into a graph-match computation, i.e. matching an S-CG into CG.  
Therefore, how a service is relevant to the specification of a business pattern becomes 
how the S-CG of this service matches the CG of the business pattern. There are six 
situations in which an S-CG’s corresponding services can be considered as relevant to 
the specification of a business pattern. 

• Exact match: The CG of a business pattern is exactly matched into one or more 

the S-CGs. That is, for an instance service sÎS-CG, T (s) Í CG. 

• Projection: The CG of a business pattern is a projection on one or more S-CGs. 
Here the projection of a CG on an S-CG represents a mapping of a concept service 
(not an instance service) in the CUS of the pattern to be identified in the S-CG. 

• Composite projection: The CG of a business pattern is a projection on a set of 
joint S-CGs, i.e. a new S-CG that is generated by joining the existing S-CGs. 

• Overlap: The CG of a business pattern overlaps the concepts and/or relations in 
one or more S-CGs. 

• Concept match: The CG of a business pattern has only its concept nodes matched 
to one or more S-CGs’ concept nodes. 

• Relation match: The CG of a business pattern has only its relation nodes matched 
to one or more S-CGs’ relation nodes. 

In the above six situations, the relevance degree of services to business patterns 
decreases gradually from “Exact match” to “Relation match”. For a semi-automatic 
process of graph-match computation for CG and S-CG, we develop an algorithm, 
which can categorize the instance services in the repository into different relevance 
situations. Then, based on each situation, we further refine the results of the graph 
matching through performing the CG similarity computation, which yields an actual 
similarity degree of the instance services in its S-CGs to the business pattern in CGs. 
The algorithm is shown in Listing 1. The relevance degrees are from 1 representing 
“Exact match” to 6 representing “Relation match”. In order to improve performance, 
“Composite projection” is checked in the last step and only on the services that are 
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confirmed as relevant ones because, if a set of S-CGs have no common concepts with 
the query CG, the derived graphs from them will not contain a projection of that CG 
of the business pattern.  

List relevantServices = null; 
CG q = query.CG; 
S = {s1, s2, …, sn}; //the service repository 
for each s∈S do 
{ if projectionCheck(q, s.S-CG) = = true then 
           { if exactMatch(q, s.S-CG) = = true then 
  { s.setRelevanceLevel(1); 
       relevantService.add(s); 
   continue; 
  } 
  else 
                            {                 s.setRelevanceLevel(2); 
                                               relevantService.add(s); 
   continue; 
  }  
          } 
          if overlapCheck(q, s.S-CG) = = true then 
 { s.setRelevanceLevel(4); 
                             relevantService.add(s); 
  continue; 
 } 
 if commonConceptCheck(q, s.S-CG) = = true then 
 { s.setRelevanceLevel(5); 
                             relevantService.add(s); 
  continue; 
 } 
 if commonConceptCheck(q, s.S-CG) = = true then 
 { s.setRelevanceLevel(6); 
                             relevantService.add(s); 
  continue; 
 } 
} 
if compositeProjectionCheck(q, relevantServices.S-CGList) = = true then 
{ List participatedSerivces = compositeProject.getServices() 
          for each s∈participatedSerivces do 
          { if s.getRelevanceLevel() != 1 or s.getRelevanceLevel() != 2 then 
                   s.updateRelevanceLevel(3); 
           } 
} 

Listing 1. Relevance classification algorithm 

The actual similarity degree is then computed between the relevant instance 
services’ S-CGs to determine which one does match in the business pattern the best. 
We use the method to compute the CG similarity proposed by Montes et al. [9]. The 
similarity between two CGs, u and v, consists of a concept similarity Sc and a relation 
similarity Sr. The actual similarity degree formula, having been extended to meet the 
different situations discussed above, is given in the formula (1). 

The first condition in the formula (1) applies when two CGs have only common 
concept nodes, i.e. the “Concept match” situation. The second condition applies when 
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two CGs have only common relation nodes, i.e. the “Relation match” situation. The 
third condition applies when two CGs overlap, i.e. the “Overlap” situation. However, 
the “Projection”, and the “Composite Projection” situations are special cases of 
overlapping, thus the last condition is also applicable in these situations. 
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The ( , )u vc cβ π π  function in the formula (1), calculating the semantic similarity 

between the two concepts 
ucπ  and

vcπ , is defined in the formula (2). 
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The first condition in the formula (2) indicates that the two concepts are exactly the 
same. The second condition indicates that the two concepts have the same type but 
refer to different instances, where depth represents the number of levels in the 
ontology that contains both concepts. The third condition indicates that the two 
concepts have different types, where, dc represents the distance from the least 
common super-type of 

ucπ  and 
vcπ  to the root of the ontology; 

ucdπ  and 
vcdπ

represent the distances from 
ucπ  and 

vcπ  to the root of the ontology. 

5 Conclusion 

Business patterns provide business with agility and reliability to quickly reform in 
order to catch market trends, especially under the SOA infrastructure. However, one 
problem a business has to face is that large amount of manual work is required when 
locating suitable instance services for newly introduced business patterns or reformed 
processes. The reason is that the description of a business pattern is entirely different 
from the description of an instance service. In this paper, we have chosen to address 
this problem and propose a “Pattern-Scenario-Service” method to bridge the gap of the 
description of these different layers in business processes. 

We introduced the relationships between business patterns, business processes, and 
instance services in order to identify the problem and proposed a service description 
approach to tackling the gap. In this approach, each instance service is described with 
not only technical terms, but also the T-Context information that explains how the 
service should be used in terms of business cases. The advantage of T-Context is that it 
adds conceptual semantics into technical description. Through T-Context and its 
representation – S-CGs, a business pattern or processes described using business terms 
can be directly matched with technically described instance services. 
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We have developed a pilot system to test the theory and method. However, a huge 
number of services are available now on the web and enterprises are intending to make 
full use of them. For out next step of study, we aim at the following three aspects of 
this investigation: 1) filtering the web services to make a business oriented 
classification for them so that a semantic richer description framework will be 
developed to meet the needs of different business requirements and patterns; 2) 
assessing the system, in terms of its performance and scalability, when it is applied in a 
relatively larger scale of business cases, for example, an SME, with a dynamic 
adjustment of services on their availability; and 3) optimizing the algorithm (described 
in section 4) for a quick yet semantic retained CG match method that can support direct 
mapping between the users’ requirements (to business patterns) and the enterprises’ 
available services. 
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Abstract. The large-data era has made microblogs important platforms
for propagating and searching for information. Analyzing microblog con-
tent with topic models facilitates the search for users and microblogs of
interest from a vast amount of information. However, traditional topic
model doesn’t work well on microblog because these blogs are short and
have irregular writing patterns. Considering that microblog have obvi-
ously concentration on the field and time they were posted, we propose
a microblog recommender approach called time-field latent Dirichlet al-
location (TF-LDA), which effectively makes topics more discriminative
and thus improves recommender performance. An experiment shows that
user and microblog recommendations based on TF-LDA increases accu-
racy compared with those based on traditional topic models.

Keywords: microblog, topic model, recommendation, field time.

1 Introduction

Microblogs have become a significant platform for users to propagate and search
for information, and it’s also becoming a platform of big data. It’s fatal impor-
tant for microblog users to find interesting information from vast amounts of
information. Microblog users demand system recommendations of more highly
similar microblogs. However the existing microblog platforms primarily make
recommendations based on user social graphs [1] and thus do not meet the
personal requirement of users because such platforms cannot filter information
based on user interest.

To resolve this problem efficiently, we propose an approach based on topic
modeling to analyze microblog content. Traditional topic models cannot be ef-
fectively used for microblogs because microblogs are short (often allowing only
140 words) and exhibit noise-like irregular writing patterns [2]. Therefore, we
propose TF-LDA, an enhanced version of LDA. We make recommendations on
microblogs according to a well-trained TF-LDA model, including recommenda-
tions on users with interests similar to the target user and microblogs which the
target user is interested in.
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The paper is structured as follows: Section 2 reviews related literature on
topic models and microblogs. Section 3 describes the framework for recommend-
ing users and microblogs. Section 4 describes the recommendation problem with
microblogs and proposes our TF-LDA. Section 5 describes the experiments and
analyzes the experimental results. Section 6 concludes the paper with a discus-
sion of future work.

2 Related Work

Topic models have been widely used in data mining and analysis. Before topic
models were developed, the vector space model [3] and language model [4] had
been used to mine and process textual information. To enhance the ability to
express text, Deerwester [5] proposed latent semantic analysis (LSA), a linear
algebra-based dimensionality reduction technique for mining information that
focuses on basic linguistic notions, such as synonymy and polysemy. Utilizing
advances in probability and statistics, Hoffman [6] developed probabilistic LSA
(pLSA), a probabilistic modeling of text. After that, Blei [7] proposed latent
dirichlet distribution (LDA), perhaps the most common topic model currently
in use, as a generalized pLSA and has thereby accelerated the development of
topic models.

Many topic models based on LDA have been proposed. Blei and Lafferty [8]
proposed the correlated topic model, in which topic proportions are correlated
via logistic normal distribution. Griffiths [9] proposed hidden Markov model-
LDA, a generative model that can capture the interaction between short- and
long-range dependencies between words. Other topic models based on LDA in-
clude dynamic topic models [10], supervised topic models [11] and syntactic topic
models [12].

Studies on microblog platforms have primarily analyzed the social and com-
munity structures of microblog users. Java [13] studied the topological and
geographical properties of Twitter social networks and found that people use
microblogging to talk about their daily activities and seek or share information.
Daniel [14] analyzed the influence of tweet topics on user interaction to determine
if the social aspect dominates the topic during interaction. Wu [15] proposed the
XinRank algorithm to identify the influential users of Sina. Naaman [16] classi-
fied Twitter users into two according to the content of their tweets: “informers”,
who post messages that are informational in nature, and “meformers”, who typ-
ically post messages about themselves or their thoughts.

Recommender systems in the microblog field have drawn significant atten-
tion recent years. Chen [17] proposed an algorithm (an extension of PageRank)
that uses user influence to recommend users in Sina microblogs. Li [18] proposed
a hybrid recommender system that combines collaborative and content-based
filtering to determine user preference to make recommendations in Tencent mi-
croblogs. Wu [19] presented a microblog recommendation system to predict the
top K Twitter users who will retweet or mention a focal user in the future.

Studies of topic models in the microblog field remain limited. Hong [20] ap-
plied the topic model to Twitter and proposed three methods (MSG, USER, and



254 C. Chen et al.

TERM) to predict popular Twitter messages and classify Twitter users and mes-
sages. Among these methods, USER is the most effective because it trains LDA
on aggregated user profiles. Ramage [1] presented a scalable implementation of
labeled LDA [21] that maps the content of the Twitter feed onto certain dimen-
sions. Zhou [22] proposed two methods based on LDA to make recommendations
in microblogs.

In this paper, we propose TF-LDA, an LDA enhancement that effectively
makes topics more discriminative and thus improves recommender performance.
Therefore, TF-LDA can be used to make recommendations in microblogs.

Fig. 1. Framework for user and microblog recommendation

3 Framework for Recommending Users and Microblogs

The proposed TF-LDA method can be used to make recommendations in mi-
croblogs, including recommendations of users with interests that match those
of the target user and microblogs which the target user is interested in. The
recommendation process is divided into the following steps:
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Step 1: The crawled microblog data set is divided into training and test data
sets. These data sets are preprocessed by segmenting Chinese words and remov-
ing stop words. The data sets are organized into LDA input documents.

Step 2: A topic modeling method is chosen, the topic and iteration numbers
are set, and Gibbs sampling is used to train the model by using the training
data set.

Step 3: The trained model is used to infer the topic distributions (i.e., interest
distributions) of users and microblogs in the test data set.

Step 4: The similarity in interest distribution between users as well as between
users and microblogs is computed. Users with similar interests and microblogs
which users are interested in are recommended. The recommendation accuracy
is computed.

The framework for user and microblog recommendation is shown in Fig. 1.

4 User and Microblog Recommendation

4.1 Problem Definition

Definition 1: Microblog field. Sina1 microblog divide popular certified users
into different fields, such as entertainment, sports, and military. We define the
microblog field as F = { F1, F2, ..., FL}, where |F i| denotes the number of
users in the i-th microblog field.

We define a microblog set as W = { W1,W2, ...,WN}, where Wi denotes the
i-th microblog. The microblog field is determined by its promulgator. Assuming
that a total of L microblog fields exist, Wi ∈ F j means that the i-th microblog
message is in the j -th microblog field, where i ∈ 1...N, j ∈ 1...L.

Assuming that all microblog users belong to user set U = { U1, U2, ..., UM},
where Ui denotes the i-th user, Ui ∈ F j means that the i-th user is in the j -th
field, where i ∈ 1...M, j ∈ 1...L.

We take the following assumptions when making recommendations in mi-
croblogs:

– Users are interested only in users and microblogs in their own field.
– Every user belongs to only one field.

When user recommendations are made, the input of the recommender system
is the interest distribution of the target user Ui and all other users, and its output
is the users to be recommended to Ui:

Input = {U,Ui}
Output = Model(Input)= { U j , where j �= i, and Uj ∈ Fk , Ui ∈ Fk, k ∈

1...L}
When microblog recommendations are made, the input of the recommender

system is the interest distribution of the target user and all the microblogs, and
its output is the microblogs to be recommended to Ui:

Input = {W,Ui}
Output = Model(Input)= { W j , where Wj ∈ Fk , Ui ∈ Fk, k ∈ 1...L}

1 http://weibo.com/

http://weibo.com/
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4.2 TF-LDA

Because microblogs are very short and exhibit noise, directly applying LDA to
microblog recommendation impairs model performance. Considering microblog
platform users in the same field always focus on the same things and have similar
interests, aggregating user microblogs in the same field reduces the impact of
noise data. Moreover, given that some topics are more popular than others or
a user may be interested in certain things in a certain period, microblogs are
time-dependent.

Fig. 2. Graphic model of TF-LDA

Based on these considerations, we propose time–field topic modeling method,
we call it “TF-LDA”. The graphical model of TF-LDA is shows in Fig. 2, where θ
is the multinomial distribution of the time–field document (described in section
5.2) over topics,∅ is the multinomial distribution of the topic over words, α and β
are the Dirichlet priors of θ and ∅, T is the topic value, D is the number of
time–field documents, N is the number of words in each document, Z is a certain
topic drawn from θ and W is the number of words in each document.

Table 1. Generative process of TF-LDA

Choose N ∼ Poisson(ξ)
For each topic
Draw a distribution over words ∅ ∼ Dir(β)

For each field
For each time slot
Draw a vector of topic proportions θ ∼ Dir(α)
For each word

Draw a topic assignment z ∼ Mult(θ)
Draw a word w ∼ Mult(∅z)

The basic idea is that the time-field documents are represented as random
mixtures over latent topics, where each topic is characterized by a distribution
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over words. TF-LDA posits that each word of both the observed and unseen
time-field documents is generated by a randomly chosen topic which is drawn
from a distribution with a randomly chosen parameter. The generative process
of TF-LDA is shown in Table 1.

4.3 Making Recommendations

To recommend users with interests similar to those of the target user and mi-
croblogs which the target user is interested in, we must know the interest dis-
tribution of all users and microblogs. This can be done by inferring the topic
distribution of users and microblogs from the trained topic model.

Obtaining the interest distributions of users and microblogs enables the for-
mulation of recommendations by computing the similarity of these distributions.
We use the Kullback-Leibler (KL) divergence to compute the similarity in inter-
est distributions:

D (p, q) =

T∑
j=1

pj log
pj
qj

(1)

KL (p, q) =
1

2
[D (p, q) +D(q, p)] (2)

The specific methods for user recommendation are as follows:

– For a specific user A, supposing that his/her interest distribution is p, the
symmetric KL divergence between p and the interest distribution of other
users is computed.

– The symmetric KL diversity is sorted into ascending order, the same order
as the similarity of the interests of other users with those of user A.

The pseudocodes of user recommendation are shown in Table 2.

Table 2. Pseudocodes of user recommendation

For each user
Compute user interest distribution based on the topic model

For each user
For each user
Compute KL divergence

Sort users according to their KL divergences

The specific methods for microblog recommendation are as follows:

– For a specific user A, supposing that his/her interest distribution is p, the
symmetric KL divergence between p and the interest distribution of other
microblogs is computed.

– The symmetric KL diversity is sorted into ascending order, the same order
as that of the degree of interest of user A in all other microblogs.

The pseudocodes of microblog recommendation are shown in Table 3.
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Table 3. Pseudocodes of microblog recommendation

For each user
Compute user interest distribution based on topic model

For each microblog
Compute microblog interest distribution based on topic model

For each user
For each post
Compute KL divergence

Sort microblogs according to their KL divergence

5 Experiment Analysis

5.1 Dataset Description

Our experiment data set is obtained from Sina, the largest microblog platform
in China. We crawl 197,810 microblogs posted by 396 certified users from 11
different fields within 150 d (from November 12, 2011, to April 9, 2012) by using
the application programming interface of Sina2. The user fields are based on the
field classification in Sina. The crawled user fields and user number are shown
in Table 4.

Table 4. Number of users in each field

field user number

sports 44
technology 49
real estate 31
geomancy 40
police 40
stock 35
entertainment 47
Chinese medicine 33
military 26
parenting 29
environment protection 22
total 396

We use open-source software IKAnalyzer to segment Chinese words. To obtain
stable results, we use fivefold cross-validation.

5.2 Model Training and Analysis

The LDA-based modeling is described as follows:

2 http://open.weibo.com/

http://open.weibo.com/
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– The microblogs in the training data set are preprocessed, and the data set
is organized into training documents.

– The LDA model is trained using the training documents.

The USER-based modeling is described as follows:

– The microblogs in the training data set are clustered according to user (form-
ing 396 documents in this experiment), and the documents are then prepro-
cessed and organized into training documents.

– The USER model is trained using these training documents.

The TF-LDA-based modeling is described as follows:

– The microblogs in the training data set are clustered according to field (form-
ing 11 field documents in this experiment).

– These field documents are divided according to period. One day is considered
a period in this experiment, and 150 documents are formed in each field.
These documents are preprocessed, and time–field documents are obtained.

– The TF-LDA model is trained using these time–field documents.

We use a symmetric Dirichlet prior and set the iteration number to 1000
during Gibbs sampling. We set the topic value to [10, 50] and take a value every
5. Topic models achieve the desired performance when α = 50/T and β = 0.01,
where T is the topic value [23].

We use the Jensen-Shannon (JS) divergence [24] to compute the similarity
between two topics, as shown in (3) and (4). The smaller the JS divergence, the
greater the similarity between the two topic distributions.

DJS =
1

2
DKL (P || R) +

1

2
DKL(Q || R) (3)

R
1

2
(P +R) (4)

where DKL (A || B) denotes the KL divergence between vectors A and B.
This divergence is computed according to

DKL (A || B) =
M∑
n=1

βnalog
βna

βnb

(5)

where M is the number of different words and βna denotes the probability of
the occurrence of word n in topic a.

In Table 5, we list the 30 most frequent words in one training data set of
the fivefold cross-validation when T = 20. The order of the word corresponds
to its probability of occurrence, and the higher such probability in a certain
topic, the earlier the occurrence of the word. We can obviously see that this
belongs to the police field, and the order of words varies with the modeling
method. We compare the topic distribution with different topic values in Fig. 3,
which indicates that the topic distribution significantly varies with the modeling
method. In particular, the topic distribution of TF-LDA significantly varies with
the other two methods, indicating the particularity of the proposed method.



260 C. Chen et al.

Table 5. Distribution of high-frequency words with different modeling methods(T=20)

modeling method high-frequency words

LDA time, safe, railway, safety, mobile phone, public security,
three, after, please, police station, phone, police, website,
people’s police, information, network, activity, web, online,
traveler, car, Hangzhou, policeman, work, alert, proceed,

Spring Festival travel, ticket, buy ticket, 12,
USER railway, safe, public security, time, police station, safety,

police, people’s police, traveler, Spring Festival travel, alert,
dont, ticket, buy ticket, after, phone, three, online, Hangzhou,

everyone, alarm, please, police, real name, work, 12, prompt, book
the ticket, train ticket, proceed

TF-LDA railway, safe, public security, time, police station, police,
people’s police, safety, traveler, Spring Festival travel, alert,

ticket, dont, alarm, buy ticket, online, three, phone, Hangzhou,
policeman, real name, train ticket, 12, after, prompt, please,

book the ticket, everyone, community, rail

Fig. 3. Average JS divergence of three modeling methods with different topic values

5.3 Analysis of Recommendation Performance

5.3.1 Evaluation of User Recommendations.
We use accuracy to evaluate user recommendation performance. Supposing

that M users exist in the field of target user A and N users exist in the top
2M-1 users similar to user A, then the accuracy is

user recommendation accuracy =
N

M
(6)
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5.3.2 Comparison of User Recommendations
We use three different topic modeling methods together with term frequency-

inverse document frequency (TF-IDF) to show the user recommendation perfor-
mance improvement produced by our TF-LDA method. The average accuracy
of user recommendation with different topic values is shown in Fig. 4, which in-
dicates that the user recommendation accuracy of TF-LDA is higher than that
of the other two modeling methods. The user recommendation accuracy also be-
comes stable when the topic value exceeds a certain threshold (between 15 and
20). Thus, user recommendation accuracy is mostly determined by the modeling
method rather than the topic value.

Fig. 4. Average accuracy of user recommendation with different topic values

The average accuracy of user recommendation with different methods under
different fields is shown in Table 6. The user recommendation accuracies of
LDA, USER, and TF-IDF under different fields significantly vary, whereas those
of TF-LDA under different fields are stable. The user recommendation accuracies
in 8 of the 11 fields exceed 80%, indicating excellent modeling performance in
user recommendations.

5.3.3 Evaluation of Microblog Recommendations
We also use accuracy to evaluate microblog recommendation performance. Sup-
posing that M microblogs exist in the field of target user A and N microblogs
exist in the top 2M microblogs similar to that of user A, then the accuracy is

microblog recommendation accuracy =
N

M
(7)
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Table 6. Average accuracy of user recommendation with different methods under
different fields

field LDA USER TF-LDA TF-IDF

sports 0.5792 0.7773 0.9738 0.5671
technology 0.6917 0.7733 0.9472 0.4979
real estate 0.4269 0.4643 0.8490 0.5140
geomancy 0.5163 0.5613 0.7462 0.5699
police 0.9524 0.9809 0.7938 0.9415
stock 0.6114 0.6551 0.8128 0.6310

entertainment 0.6241 0.6314 0.8747 0.6445
Chinese medicine 0.6733 0.7053 0.8841 0.7218

military 0.3335 0.3646 0.7074 0.3237
parenting 0.5010 0.5096 0.8648 0.6055

environment protection 0.3835 0.4030 0.8325 0.3161
total 0.5721 0.6206 0.8442 0.5757

Fig. 5. Average accuracy of microblog recommendation with different topic values

5.3.4 Comparison of Microblog Recommendations
We also use the three different topic modeling methods together with TF–IDF
to show the microblog recommendation performance improvement yielded by the
proposed TF-LDA method. The average accuracy of microblog recommendation
with different topic values is shown in Fig. 5. The microblog recommendation
accuracy of TF-LDA is higher than that of the other two topic modeling meth-
ods, but lower than the user recommendation accuracy because microblogs are
short and full of noise. In contrast to the accuracy of user recommendation, that
of microblog recommendation is relatively sensitive to T : microblog recommen-
dation accuracy increases with increasing T but decreases beyond a certain T
threshold. Thus, microblog recommendation accuracy is determined by both the
model and the topic value.

The average accuracy of microblog recommendation with different methods
under different fields is shown in Table 7. The microblog recommendation ac-
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Table 7. Average accuracy of microblog recommendation with different methods under
different fields

field LDA USER TF-LDA TF-IDF

sports 0.2761 0.3678 0.5397 0.2612
technology 0.3199 0.3702 0.5226 0.2388
real estate 0.5081 0.5087 0.6640 0.3094
geomancy 0.4283 0.4791 0.6437 0.2983
police 0.7039 0.7526 0.8090 0.5844
stock 0.4371 0.4493 0.5706 0.1687

entertainment 0.4992 0.5011 0.6812 0.3406
Chinese medicine 0.4788 0.4060 0.6559 0.4330

military 0.3452 0.3747 0.5461 0.2481
parenting 0.4123 0.4533 0.7612 0.1785

environment protection 0.3060 0.2967 0.5349 0.2886
total 0.4263 0.4582 0.6306 0.3045

curacies of LDA, USER, and TF-IDF under different fields significantly vary,
whereas those of TF-LDA are relatively stable in all fields and higher than those
of the other three methods. Therefore, the proposed method also has good mod-
eling performance in microblog recommendation.

6 Conclusions and Future Work

In this paper, we propose TF-LDA, an improvement of LDA, to make recommen-
dations on microblogs, including recommendations on users with interests similar
to those of the target user and microblogs which the target user is interested
in. Experiments show that TF-LDA significantly improves user and microblog
recommendation accuracy relative to those of TF-IDF, LDA, and USER.

Although TF-LDA achieves the desired recommendation performance, it ig-
nores other useful information in microblog platforms, such as social trust net-
works and geographical location information. Our future work will focus on
optimally using the rich information available in microblogs to improve recom-
mendation performance.
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Abstract. The inherent weakness of the data on user ratings collected
from the web, such as sparsity and cold-start, has limited the data anal-
ysis capability and prediction accuracy in recommender systems. To
alleviate this problem, trust has been incorporated in collaborative fil-
tering approaches with encouraging experimental results. In this paper,
we propose a computational model for trust-based CF with three dif-
ferent methods to infer trust in a social network, based on a detailed
data analysis of hotel dataset. We apply these methods on users ratings
of hotels and show its feasibility by comparing the testing results with
conventional CF algorithm using evaluation metrics Mean absolute error
(MAE) and prediction coverage. Our experimental results indicate that
the use of trust can improve prediction accuracy if the definition of trust
is reasonable enough.

Keywords: Trust, Collaborative filtering, Recommender systems.

1 Introduction

Recommender systems are software tools and techniques providing suggestions
for items to be use of a user [1]. Although collaborative filtering has proven
to be one of the most effective techniques to be incorporated into RS, it still
suffers from the inherent weaknesses existed in raw data, such as data sparsity.
For instance, in our case, a large number of ratings on hotels were collected
from registered users of the well-known accommodations reservation website
http://www.booking.com, however, only 5% of users in our datasets rated more
than one hotel, the lack of prior ratings makes it difficult to find enough number
of similar users and make accurate predictions for an individual with conven-
tional CF method.

In this paper we propose a computational model with trust-based CF to alle-
viate the sparsity problem existed in our datasets. First, all hotels (items) were
classified into different clusters based on their attributes with k-means cluster-
ing method and denoted by their cluster id. Secondly, for each testing user, we
find a group of neighbors (k-nearest neighbor) who have similar preference based
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on their commonly rated clusters and prior rating values. Thirdly, predictions
were made by using the data from their neighbors for each test user. At last,
we evaluate and compare the performance of predictions by two metrics: mean
absolute error (MAE) and prediction coverage. The results from our experiments
have indicated that although the improvement of prediction accuracy is not very
significant, the use of trust do really helps to improve the accuracy of predicted
rating values, as long as the definition of trust is rational enough.

The remainder of this paper is organized as follows. Section 2 surveys existing
research work on recommender systems, collaborative filtering and the rising
interest to incorporate trust into CF. Section 3 provides details of descriptions
on conventional collaborative filtering method, weight computation method for
neighbors normally incorporated into CF, as well as our trust-enhanced CF
method. In section 4 we introduce our hotel data sets and the sparsity problem
with it, evaluation metrics and algorithm with regard to implementation steps,
experimental results with detailed analysis. Section 5 provides a conclusion on
our contributions and future work. The rest are our references and appendixes.

2 Related Work

2.1 Recommender Systems

Recommender systems (RS) [7] emerged as an independent research area since
the appearance of collaborative filtering in the mid-1990s [8]. The first recom-
mender system, Tapestry [6], originally designed to improve efficiency of E-mail
filtering by incorporating other users opinions in the process, can be traced back
to 1992. RS normally focused on giving suggestions on items towards individuals
who may lack experiences before. Nowadays it is still a popular area to be de-
veloped, not only because it can address the information overload problem, but
also owing to the far-ranging applications it has brought to us. Examples of such
applications can be found everywhere: helping customers decide which products
to purchase in an E-commerce website (Amazon.com [10]), recommending songs
to music lovers in a radio website (Last.fm [5]), and mobile recommender systems
using spatial data [11].

Usually recommender systems were classified according to techniques that
have been incorporated into them. Based on this, we typically have three different
types of recommender systems: collaborative filtering (CF), content-based and
hybrid system. The main difference between collaborative filtering and content-
based approach is that the former one recommends items that other similar
users have liked by computing similarity values between users. As for content-
based technique, we only recommend items which are similar to the items one
user has liked in the past. One typical hybrid recommender system is Fab [3],
by combining both techniques, it may alleviate some weaknesses found in each
approach. A state-of-the-art introduction of recommender system can be found
in [1].
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2.2 Collaborative Filtering

Many literature reviews have indicated that collaborative filtering is one of the
most well-known, successful and widely implemented techniques [1,4,13,14,19].
The biggest advantage of CF over content-based approach is that it only relies
on opinions on items described by users [19]. Instead content-based systems
require more detailed descriptions of each item, so as to generate similarities
between items. Two general classes of CF algorithms were examined in [12]:
Memory-based algorithm and model-based algorithm. Model-based algorithm
can be viewed as calculating the expected value of a vote from a probabilistic
perspective, based on what we know about the user. Related methods include
cluster models and Bayesian networks. As for the memory-based algorithm, we
will describe it explicitly in subsequent part of this paper.

However, CF approach still suffers from three fundamental challenges [20]:
data sparsity, cold-start and scalability. Data sparsity refers to the situation
that users only rate a small portion of the available items, thus resulted in a
sparse user-item matrix where we can hardly find co-rated items between users.
In cold-start problem, the lack of historical information occurs on new items or
users consequently lead to a dumb state in RS, that the system fails to consider
users with an empty file or items no one has previously rated. Scalability entails a
large amount of computation when there are millions of users and items, which
is usually the case in reality. In this paper we focused on data sparsity and
proposed a model to alleviate this problem.

Several approaches have been adopted in previous work to cope with this
challenge and received moderately good results. As we mentioned before, hybrid
algorithm combing both CF and content-based techniques can alleviate weakness
in both approaches. Dimensionality reduction methods, such as Singular Value
Decomposition (SVD), Latent Semantic Indexing (LSI), reduce the dimensions of
matrix by getting rid of unimportant users or items [22]. Huang et al [21] applied
an associative retrieval framework and spreading activation algorithms to deal
with the sparsity problem. Manos et al [17] used trust inference to alleviate such
kind of problems.

2.3 Trust in RS

A rising interest in trust-enhanced recommender systems was found in recent
research work [1,14,15,17,19]. Trust is a common concept in our daily life and it
can be defined in various ways, B. Noteboom claims that trust is an expectation
that things or people will not fail us, or the neglect or lack of awareness of the
possibility of failure [23]. Another notion of trust was presented by P. Sztompka,
It is a type of bet taken on the issue of uncertain future activities of other
people[24]. For trust in recommender systems, there is no stationary definition
for it. The main strength of applying trust into recommender systems is to
quantify trust into numerical values and build a web of trust (WOT) for each
user, using trust inference and trust propagation. Examples of major algorithms
for building trust network are Moletrust [25] and Tidaltrust [26].
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J. Wang [15] proposed a method to generate trust by incorporating the taste of
users on choosing items. The tastes of users were implied from the classification
of items, based on the intuition that users usually trust those who have similar
taste with them. After that the trust metric is developed from the taste set of
a user in all clusters of items. Then trust was propagated throughout a social
network to include more similar users. Finally ratings were predicted by summing
up all rating values from similar users. Results from experiments have indicated
that the use of trust can decrease MAE and increase Coverage in a sparse dataset
compared with User Similarity-based CF and Item Similarity-based CF.

3 Methodology

3.1 Conventional Method

Normally, the task in CF can be of two forms [13]: prediction and recommenda-
tion. Prediction is a numeric value expressing the predicted rating score on an
item from a particular user (we will denote this user as the active user). Recom-
mendation is to recommend a list of items the active user will like probably. We
choose prediction as our task to implement with the hotel data set, i.e., predict
rating values within the same scale (e.g., from 0 to 10) for the active user on
hotels he or she has no experience before. Collaborative filtering usually follows
two steps [27]: 1) Find neighbors who share the same rating pattern for the ac-
tive user a; 2) Assign a weight for each neighbor found in the first step of user
a and use their ratings to calculate predictions for user a. We use the classical
memory-based CF formula [18] as the basis of our algorithm to normalize the
two steps:

pa,j = r̄a +

n∑
i=1

w(a, i)(ri,j − r̄i)

n∑
i=1

w(a, i)
(1)

where pa,j is the predicted rating of the active user a for item j. r̄a and r̄i is
the mean rating score for user a and user i respectively. In Equation (1), n is
the number of users in the collaborative filtering database with nonzero weights.
w (a, i) is the weights of n similar users and it can be decided by several different
ways, such as K-nearest neighbor, Pearson Correlation Coefficient (PCC) and
Cosine distance. PCC requires user a and user i have at least two co-rated items.
In consideration of actual situation in our case, it is difficult to find more than one
co-rated items between two users, so we choose k-nearest neighbor as weighting
method due to its flexibility in defining neighbors.

To extend the scope of neighbors of users, we use k-means clustering to classify
items into K clusters. K-means clustering is a term within the context of data
mining, which aims to partition n observations into k clusters in which each
observation belongs to the cluster with the nearest mean [28]. Here we partition
the item set I into K clusters according to nine numerical attributes of each
item: star level, number of total votes, average score, rating values corresponding
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to five aspects-clean, comfort, location, service, staff and value for money. We
name this process as Fuzzification of items because all items were fuzzified into K
clusters and users who have co-rated hotels in the same cluster can be correlated
together. In this sense, much more neighbors can be found even when the active
user has voted only one item. According to our data set, the scope of neighbors
for an active user a can be defined as follow:⎧⎪⎨

⎪⎩
||Ca| − |Ci|| ≤ K

θ1|Ca ∩Ci| ≥ min {|Ca| , |Ci|} × θ2∣∣∣−ra − −
r i

∣∣∣ ≤ θ3, |σa − σi| ≤ θ4

yields−−−−−−−−→ i ∈ Na (2)

Here |Ca| is the number of Ca. θ1 is a threshold parameter combined with K.
Ca∩Ci is the intersection set of clusters that Ia and Ii falls in at the same time.
θ2 refers to a percentage parameter, e.g., 50%. θ3 and θ4 are two thresholds for
the distance of mean value and standard deviation between two users.

3.2 Trust-Enhanced Method

After making rating predictions for the items used by users with conventional
method, another question was triggered naturally: Can we make the predicted
results more accurate? The answer is undoubtedly true. Past experiences in
attempting to incorporate the concept of trust into recommender systems have
shown encouraging results. In our case, trust inference is still a problem, because
we just know the rating relations from users to items. Here we need to define
trust value for a user i as trusti and it can be generated from three different
angels based on our data sets:

1)Trust-1: trusti equals to the distance between the mean rating value r̄i
and the total mean rating value t̄i for user i. As can be shown in Equation (3),
we simply define trusti as the reciprocal of the absolute distance between r̄i and
t̄i for user i.

trusti =
1

|r̄i − t̄i| . (3)

The intuition behind this computation is that if user is actual rating value
is nearly the same as the total rating value then user i is more trustworthy,
i.e., trusti is allocated a relatively large value than other users. The total rating
value tj can be considered as the more truthful rating value for an item j. And
the mean total rating value t̄i can be defined as below:

t̄i =
1

|Ii|
∑
j∈Ii

tj. (4)

Trust-2: trusti is determined by the group type of user i, e.g., family with
children or couple usually has higher trust value than group of friends. Stemmed
from this idea, we assigned different values for each user according to their group
type and listed them in Table 1.
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Table 1. Trust value based on different group types and their percentage

Group type Group id trusti Percentage Count

Family with young children FY 70% 6.80% 7686

Family with older children FO 70% 8.70% 9945

Group of friends GF 40% 18.50% 21056

Young couple YC 55% 21.30% 24276

Solo traveler ST 50% 22.20% 25276

Mature couple MC 60% 22.50% 25599

Total - - 100% 113838

From Table 1 we can see that users whose group type is family with children
or mature couple were assigned a relatively big trust value, while group of friends
and solo traveler were allocated a relatively small value. This is on the basis of
our common sense that family with children usually needs to think about the
childrens feelings and will probably give more objective and impartial ratings.
Experienced people like mature couples judgment are also more trustworthy than
young people.

Trust-3: trusti can be evaluated by the number of items that user i has
voted |Ii|. We assume that users who have more experience should be more
trustworthy. Hence we simple define trusti as |Ii|, as indicated in Equation( 5):

trusti = |Ii| . (5)

The next step of out trust-enhanced method is simply to adjust weight com-
putation measure by replacing w(a,i) with trusti in Equation (1). Thus we have
a new Equation (6) which entails the effect of trust:

pa,j = r̄a +

∑n
i=1 trusti

(
ri,j − −

r i

)
∑n

i=1 trusti
. (6)

The intuition behind this computation is that users who have higher trust
value will account for a greater proportion when giving suggestions to the active
user a. In the former situation, w(a,i)=1 is a constant so that each neighbor
account for the same proportion when giving suggestions to the active user a.
Therefore we assume that this adjustment on weight computation will make the
predictions more accurate.

4 Experiment

4.1 Datasets and Tools

The purpose of this section is to implement and compare the conventional
method with trust-enhanced method presented in section 3, based on our hotel
datasets. Our hotel datasets were generated from Booking.com (http://www.

(booking.com). We randomly selected a number of rating records from hotels

(http://www.booking.com)
((http://www.booking.com)
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located in 8 cities in Europe from May, 2011 till July, 2012 to form the origi-
nal dataset. These cities are Barcelona, Berlin, London, Paris, Prague, Rome,
Stockholm and Zrich. After fundamental data analysis and processing, unimpor-
tant columns and duplicated rows were removed from original dataset, totally
123,296 ratings were obtained from 113,838 users and 5,291 hotels, ranging from
2.5 to 10.0. This leads to the sparsity problem that we have mentioned previ-
ously, because most users experience were not enough to generate a reasonably
distributed dataset: 95% of all guests reviewed only one hotel, as indicated in
Fig. 1.
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Fig. 1. Distribution of number of hotels that one user rated

4.2 Evaluation Metrics

For the purpose of evaluating and comparing the performance of each algorithm,
we apply two metrics which are commonly used in the field of recommender
systems to evaluate each algorithm: Mean Absolute Error (MAE) and Coverage
[13, 14, 17, 19]. 1) MAE (Mean Absolute Error) is the average absolute deviation
of the actual rating values to the predicted values. Thus the lower the MAE, the
more accurately the recommender algorithm because the predicted values do
not vary very far from true ratings; 2) Coverage is another important metric to
estimate recommender engines is coverage for rating predictions. Higher coverage
values indicate an algorithm can provide a relatively complete prediction for
users.

4.3 Experimental Results

In this section we present our experimental results of applying both conventional
method and trust-enhanced methods to implement the predictions and evaluate
the results by using MAE and Coverage.
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Performance of Different Prediction Methods. We implement the CF
algorithm based on four different weight computation measures as described in
methodology part. For each prediction method, we use training set to implement
algorithm and predict rating values for hidden ratings in testing set. Parameters
α, θ2, θ3, θ4, K were not varied and a set of MAE values were generated for each
method.
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Fig. 2. Impact of the weight computation measure on collaborative filtering algorithm

It can be concluded from Fig. 2 that although the difference of performance
between each measure is not very significant, the use of trust still affects the
result. Trust-1 and Trust-2 proves to generate more accurate predictions than
conventional method on average with our dataset. However, Trust-3 does not
show advantage in improving prediction accuracy. This result indicates that if
we inference trust value based on the difference between the actual rating value
and total rating value (Trust-1) or based on group type of users (Trust-2), the
prediction might be more accurate than using conventional weight computation
method, although in some cases the conventional method proves to be the best
one (see Table 2 in Appendix).
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Fig. 3. Sensitivity of training ratio α on MAE and Coverage

Fig. 3 illustrates the average value of MAE and Coverage when α equals to
different values. It can be observed from this figure that when α = 0.5, the
prediction result is more accurate on average but the prediction coverage is
comparatively lower than in other conditions, i.e., a smaller proportion of hidden
ratings can be predicted when α is lower. When α is set to 0.9, the Coverage is
higher but this is at the cost of prediction accuracy.
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Sensitivity of Training Ratio α. The first parameter we varied in our ex-
periment is training ratio of experimental ratings α. Totally 15,229 ratings were
selected as experimental data from 123,296 ratings. After that we set training
ratio α as 0.9, 0.7 and 0.5 respectively, with a result of 1,363, 3,798 and 5,882
ratings hidden from experimental data. Then we find neighbors for the hidden
users corresponding to the hidden ratings and make predictions for them using
different methods.

Sensitivity of Threshold Parameters θ2, θ3, θ4. The second parameters we
varied in our experiments are threshold parameters that help to filter neighbors
for testing users. As described in section 3, θ2 represents the degree of similarity
of two users when selecting items to use. Hence if θ2 was set to a larger value, less
neighbors can be found for testing users because it requires that two users should
share a relatively big proportion of common clusters in items, i.e., they have
strongly similar taste in choosing items to use. θ3 and θ4 are threshold parameters
help to measure similarity of two users. θ3 is threshold for the difference of mean
rating values between two users and θ4 is threshold for the difference of standard
deviations of rating values. Hence if θ3 and θ4 were set to a smaller value, more
users will be filtered out.

0.146466 0.130861 

0.093427 0.078095 

0

0.05

0.1

0.15

0.2

(0.4, 0.6, 0.6)

(0.5, 0.5, 0.5)

(0.6, 0.4, 0.4)

(0.7, 0.3, 0.3)

Co
ve

ra
ge

 (A
ve

ra
ge

) 

 

1.398201 
1.422133 

1.354981 

1.316051 

1.25

1.3

1.35

1.4

1.45

(0.4, 0.6, 0.6)

(0.5, 0.5, 0.5)

(0.6, 0.4, 0.4)

(0.7, 0.3, 0.3)

M
AE

 (A
ve

ra
ge

) 

Fig. 4. Sensitivity of threshold parameters (θ2, θ3, θ4) on MAE and Coverage

We can see from Fig. 4 that the average MAE and Coverage are also affected
by this parameter. When we set (θ2, θ3, θ4) as (0.4, 0.6, 0.6), more neighbors can
be found for testing users therefore the Coverage is higher but the prediction
accuracy is lower. On the contrary, if we set (θ2, θ3, θ4) as (0.7, 0.3, 0.3), the
prediction result is more accurate at the cost of high prediction coverage.

Sensitivity of Number of Clusters K. The third parameter we varied in
our experiments is the total number of clusters for items K. Obviously K also
influences the prediction accuracy and coverage as can be seen from Fig. 5. The
Coverage becomes lower as K is set to be higher. This might be due to the reason
that items were partitioned into smaller clusters thus making it difficult to find
similar users who share the same proportion of clusters for items. However, there
is no obvious pattern about how K affects the mean absolute error. When K =
30, MAE proves to be the least one but the Coverage is too low to generate
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reasonable predictions. When K = 10, though MAE = 1.37 is a little higher
than MAE = 1.34 when K = 30, the Coverage = 0.17 is much better than that
in any other conditions. Thus it can be concluded that it is better to set K as a
relatively small number, e.g., K = 10.
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Fig. 5. Sensitivity of total number of clusters for items K on MAE and Coverage

We can see that the use of trust do really influence the prediction accuracy,
though the improvement is not very significant here. Trust-2 proves to perform
better than the other weight computation methods, which means the weight
computation based on group type of users is better than the other weight com-
putation methods. In general, rules from our analysis indicate that there exists
a trade-off between the prediction accuracy and coverage, i.e., prediction accu-
racy is at the cost of prediction coverage and vice versa. However, when we set
number of clusters K as 10, the Coverage (0.167472) is much higher than in any
other conditions and the MAE is also better in Trust-2 (1.371566 < 1.372151).

5 Conclusion

5.1 Contributions

Our contributions in this paper are mainly focused on the following aspects.
Firstly, we collected large amount of real data on hotel ratings and user infor-
mation from a well-known accommodation booking website Booking.com. Sec-
ondly, we proposed a novel computational model incorporated with CF, k-nearest
neighbor, k-means clustering techniques and three different definitions of trust
to make rating predictions of items, and tested it with our hotel data sets to
verify the feasibility of trust. Thirdly, we avoid using the conventional rating
matrix to store data due to large amount of null values, instead we define new
data structures like User, Item and Rating which helps to save memory.

One critical aspect of contributions in this paper is that we use k-means
clustering to assign each hotel a cluster id. This innovation makes it easier for us
to find the relevance of two users on their preference when choosing and rating
items, on the basis of the common clusters of items that two users has voted,
and their rating pattern on these clusters.
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5.2 Future Work

Future work will be focused on the question: What will happen if we apply trust
propagation into our model? What should be noticed here is the complexity of
trust, which was denoted by Elizabeth Chang [16], that trust is composed by
three fuzzy and dynamic characteristics: Implicitness, Asymmetry and Transi-
tivity in trust. However, in our case, asymmetry and transitivity had not been
taken into consideration thus this is something that we can improve in future
work.

Trust propagation is actually the exemplification of the Transitivity charac-
teristic of trust. A good example of trust propagation can be found in [17], in
which trust was propagated according to a weighted sum of plus or minus sign
and numerical values of users similarity. However, it didnt take the Asymmetry
characteristic of trust into consideration. So a more improved way of incorpo-
rating trust propagation should consider both Transitivity and Asymmetry of
trust.
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Appendix

Table 2. Notation and Terminology in this article

Sets:
U = set of all users in dataset denoted by i, i = {1, . . . , M}
I = set of all items in dataset denoted by j, j = {1, . . . , N}
R = set of all ratings in dataset denoted by k, k = {1, . . . , L}
Ii = set of items on which user i has rated
Ci = set of clusters to which Ii belongs
Ni = set of neighbors of user i
Pi = set of predicted items of user i
R′ = set of experimental ratings from users whose |Ii| > 1
R′

t = set of hidden ratings with training ratio α from R’
U ′

t = set of users whose ratings belong to R′
t

Variables:
tj = total rating value of item j
ri,j = rating value of item j by user i
pi,j = predicted rating value of item j by user i
t̄i = mean total rating value for user i
r̄i = mean rating value for user i
σi = standard deviation of rating values for user i
w(a, i) = weight between active user a and user i
P = number of predictions made by one algorithm
N = number of ratings expected to be predicted by one algorithm
Parameters:
K = total number of clusters for items set I
α = training ratio of experimental ratings set R’
θ1, θ2, θ3, θ4 = threshold parameters to filter neighbors for user i in equation (2)
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Table 3. Complete experimental results on MAE and Coverage when choosing different
parameters

Training
ratio α

Threshold
parameters
(θ2, θ3, θ4)

Number
of

cluster
K

MAE
of CM

MAE
of

Trust 1

MAE
of

Trust 2

MAE
of

Trust 3
Coverage

0.9

(0.4, 0.6, 0.6)

10 1.35885 1.3606 1.35972 1.35919 0.23991
20 1.50017 1.49752 1.49961 1.49702 0.146
30 1.47728 1.47516 1.47709 1.48479 0.13353

(0.5, 0.5, 0.5)
10 1.37709 1.37674 1.37782 1.37999 0.21717
20 1.53767 1.53592 1.53734 1.53745 0.12546
30 1.52705 1.52434 1.52665 1.52432 0.11519

(0.6, 0.4, 0.4)
10 1.33374 1.33483 1.33469 1.33434 0.15334
20 1.47678 1.47657 1.47651 1.476 0.08584
30 1.42795 1.42739 1.4285 1.42783 0.0785

(0.7, 0.3, 0.3)
10 1.28044 1.28159 1.28113 1.28131 0.12913
20 1.37302 1.37211 1.37277 1.37163 0.06897
30 1.32126 1.32096 1.32084 1.32246 0.06163

0.7

(0.4, 0.6, 0.6)
10 1.37691 1.37451 1.37537 1.38091 0.21037
20 1.34935 1.34606 1.34654 1.35982 0.11532
30 1.37676 1.37731 1.37537 1.38336 0.10532

(0.5, 0.5, 0.5)
10 1.38256 1.37971 1.38101 1.38703 0.19484
20 1.38783 1.38338 1.38503 1.39552 0.10321
30 1.41474 1.41508 1.41332 1.41958 0.09189

(0.6, 0.4, 0.4)
10 1.36404 1.36296 1.3629 1.36921 0.14797
20 1.3419 1.33821 1.33961 1.34733 0.06925
30 1.29522 1.29565 1.29384 1.29796 0.05977

(0.7, 0.3, 0.3)
10 1.3495 1.3496 1.34949 1.35044 0.12428
20 1.34179 1.3423 1.34154 1.3432 0.05635
30 1.30595 1.30702 1.30572 1.30736 0.0466

0.5

(0.4, 0.6, 0.6)
10 1.42088 1.42178 1.42094 1.4206 0.17919
20 1.42398 1.42334 1.42322 1.42439 0.10337
30 1.29656 1.29741 1.29588 1.29697 0.08518

(0.5, 0.5, 0.5)
10 1.44423 1.44491 1.44411 1.44475 0.16627
20 1.44042 1.44061 1.44018 1.44088 0.09198
30 1.28709 1.288 1.28689 1.28756 0.07174

(0.6, 0.4, 0.4)
10 1.40063 1.40079 1.40049 1.40101 0.13176
20 1.37934 1.37978 1.37932 1.37921 0.06528
30 1.17372 1.17402 1.17354 1.1735 0.04913

(0.7, 0.3, 0.3)
10 1.36532 1.36552 1.3652 1.36579 0.11544
20 1.32714 1.32737 1.327 1.32742 0.05661
30 1.17834 1.17851 1.17825 1.17853 0.04386

Average value 1.372653 1.372154 1.372151 1.374407 0.112212
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Abstract. Solutions to combinatorial optimization, such as p-median problems 
of locating facilities, frequently rely on heuristics to minimize the objective 
function. The minimum is sought iteratively and a criterion is needed to decide 
when the procedure (almost) attains it. However, pre-setting the number of  
iterations dominates in OR applications, which implies that the quality of the 
solution cannot be ascertained. In this paper we compare the methods proposed 
previous literate of estimating minimum, and propose some thought of it.  

Keywords: p-median problem, Simulated Annealing, discrete optimization,  
extreme value theory. 

1 Introduction 

Consider the problem of finding a solution to min Θ  where the large amount of 
data and potential solutions renders analytical solutions infeasible. For example, con-
sider the p-median problem on the network. The problem is to allocate P facilities to a 
population geographically distributed in Q demand points such that the population’s 
average or total distance to its nearest service center is minimized. Hakimi (1964) 
considered the task of locating telephone switching centers and showed later that, in a 
network, the optimal solution of the p-median model existed at the nodes of the  
network [1]. If N is the number of nodes, then the number of possible locations of 
facilities amounts to , making the data set enormously large and rendering an 
enumeration of all possibilities infeasible. 

To overcome that problem, much research try to use efficient (heuristic) algorithms 
to solve the p-median. In this work we will rely on a common heuristic known as 
Simulated Annealing. It is well described by Lenanova and Loresh [2]. The virtue of 
Simulated Annealing as other heuristics is that the algorithm will iterate towards a 
good solution, not necessarily the actual optimum. 
                                                           
* Kenneth Carling is a professor in Statistics and Xiangli Meng is a PhD-student in Micro-data 
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The overall aim of this paper is to provide a discussion of determining when a 
good solution is found and the algorithm may be stopped. While there is an ample 
literature on heuristic algorithms, only a few papers address the stopping criterion. 
Accordingly, the prevailing practice is to run the heuristic algorithm for a pre-
specified number of iterations or until improvements in the solution becomes infre-
quent. Such practice does not lend itself to determine the quality of the solution in a 
specific problem and is therefore unsatisfactory.  

This paper is organized as follows: in section two we review suggested methods 
for statically estimating the minimum of the objective function and add some further 
remarks on the issue. In the third section we compare statistical estimates of mini-
mum. In section four we provide a intended computer experiment. At last, the fifth 
section gives a discussion of potential results.  

2 Review of Previous Attempts 

There have been quite a few researches on finding out the stopping rule when applying 
heuristics. Zhigljavsky and Hamilton [3] estimate the required time of each step for the 
solution to improve, and give the confidence interval. The heuristic process would stop 
when the confidence interval is small enough. The problem with that is the required 
time for getting improvement in the process is a variable, which increase the uncertainty 
of getting decent estimate, and it could not measure the quality of estimates.  

More research goes to another direction, which depends on estimating the mini-
mum and stops the process until it is close enough to the minimum. Before explaining 
them, we introduce the notations used throughout the paper:  z  = feasible solution of locating P facilities in N nods, indexed by p, p1,2, … , NP . 

 = the set of all feasible solutions A z  , z , … , z NP .  g z  = the objective function of solution z . 

 = minA g z . θ = an estimator of .  x  = the heuristic solution in the rth iteration of the sth sample. 

There are mainly two approaches that are proposed for estimating the minimum being 
the Jackknifing approach (hereafter JK) and extreme value theory approach (EVT). 
The JK-estimator is introduced by Quenouille [4]. 

 ∑ 1   
where J is the order,   is the ith smallest value in a random. Dannenbring [5] and 

suggest to use the first order, i.e. 1, for point estimating the minimum. Their argu-
ment is a bias of order  and a mean square error being lower for the first order com-
pared with higher orders as shown by Robson and Whitlock [6]. Nydick and Weiss also 
compare the case using other auxiliary information like heuristic solutions.   

Derigs [7] discusses using EVT to estimate the optimum. In contrast to the JK-
approach of choosing one random sample, he chooses S random samples and considers 
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  of each sample an extreme value assumed to follow the Weibull distribution. The 
EVT-estimator of the minimum is the smallest value of the s extreme values, and Derigs 
[7] also derives a confidence interval for the minimum. Later Wilson, King and Wilson 
[8], referring to others work, employ the idea of substituting the extreme values ob-
tained from a random sample by those produced as best solutions in s runs of a heuris-
tics, i.e. . In that case a 100 1 %  confidence interval is found as min , min , where  is the estimated shape parameter of the Weibull 
distribution. Consequently, the EVT approach offers a measure of uncertainty of its 
estimator in contrast to the JK approach.  

3 Computer Experiment 

We plan to use the problems in OR-lib to estimate the performance. The minimum  
of the 40 problems are known and the problems vary substantially in N and P.   

Table 1. Illustration of the JK and EVT approaches on the 1st OR-lib problem 

 Optimum Estimator St. Dev. 99.99%-CI 

JK 5817 6650 68.26 [6445—6707] 
EVT 5817 6339 157.52 [-1256—6339] 

Table 1 gives an example of the two approaches by means of the first p-median 
problem in the OR-library presented in Beasley (1990). For the illustration we ran-
domly picked  of size 100, computed the corresponding objective functions , 
and obtained 2 . To illustrate the EVT approach, we set 10 
with each one based on a random sample of size 100 from A. The smallest value 
in each of 10 cases is used to estimate the parameters of the Weibull distribu-
tion. In line with Wilson et al. (2004), we used least squares estimation of the Weibull 
parameters with the Nelder-Mead simplex search procedure. For 10, the level of 
the confidence interval is presumed to be 100 1 % 99.99%. 

Neither of the approaches offers an estimate of the standard deviation of the esti-
mator. We suggest the following methods to estimate their standard deviations and the 
99% confidence interval for JK estimator. The bootstrap method is proposed to esti-
mate it for the JK-estimator. Furthermore, we propose as a confidence interval 3 , min , where  is the standard deviation of  ob-
tained from bootstrapping. With the scalar 3, the level corresponds to 99.9% provided 
that the sampling distribution of the estimator being Normal. The quantities drawing 
on bootstrapping are shown in Table 1 as well as the standard deviation of the EVT-
estimator obtained from the s sample-minima, and they are given in italics. 

The JK approach is known to perform poorly, as also evident in this example with 
an estimator 10% off the actual minimum. The problem lays in the required size of 
the random sample. The objective function in p-median problems might be regarded 
as approximately Normal with a truncation in the left tail being the minimum . A 
good estimate of  would require a random sample with some values near to . For 

 far out in the tail, the required sample size to get such values would be huge. We 
show below that for many of the OR-library p-median problems, the minimum is at 
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least some 6 standard deviations away from the mean requiring a sample size of 1/ 6 10  (  is the standard Normal distribution function) to render hope of 
obtaining a random sample containing values close to . Such a computational effort 
is better spent at searching for the minimum by means of an effective heuristic. 

4 Conclusions 

The problems in large data set would increase the difficulty in estimating the mini-
mum, thus the performance of different estimators would be deteriorated. But on the 
whole, EVT approach provides us with better performance in estimating minimum, 
but on the other hand, it will also require large sample size. Thus if we choose a large 
sample and use that sample to estimate the minimum, it will cost us more time. On the 
other hand, strategy like this would require more efficient results for stopping the 
heuristic process. However, if we choose to have a smaller sample to estimate the 
minimum, it will lead to a worse estimate of the minimum, but would save computa-
tional time. The saved time could be distributed to reaching for the minimum.   

We have limited the study to location problems be means of the p-median prob-
lems with  being the average or total distance of the population to its nearest 
facility. Other combinatorial problems may imply objective functions of a more com-
plicated. We are uncertain on how the two methods would work under such circums-
tances and, hence, further investigations are required along such lines. 
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Abstract. The p-median problem is often used to locate P service facilities in a 
geographically distributed population. Important for the performance of such a 
model is the distance measure. The first aim in this study is to analyze how the 
optimal location solutions vary, using the p-median model, when the road net-
work is alternated. It is hard to find an exact optimal solution for p-median 
problems. Therefore, in this study two heuristic solutions are applied, simulat-
ing annealing and a classic heuristic. The secondary aim is to compare the op-
timal location solutions using different algorithms for large p-median problem. 
The investigation is conducted by the means of a case study in a rural region 
with a. asymmetrically distributed population, Dalecarlia. The study shows that 
the use of more accurate road networks gives better solutions for optimal loca-
tion, regardless what algorithm that is used and regardless how many service 
facilities that is opt for. It is also shown that the Simulating annealing algorithm 
not just is much faster than the classic heuristic used here, but also in most cas-
es gives better solutions.  

Keywords: road network effect, p-median problem, simulated annealing heu-
ristics, complex problem. 

1 Introduction 

1.1 Background 

The facility location problem is a well-study problem (Farahani et al. 2012). A lot of 
works have been done in this area but most of them are not based on real road dis-
tances. Francis et al. (2009) gave an explicit summary on facility location problem. 
Among the 40 published articles, about half of them are studied on real data. Almost 
all of the distance measures are Euclidian distance and rectilinear distance. 

The work in this study is followed by Håkansson et al. (2012) who investigated 
the optimal location of emergency hospitals on a network in a rural region, Dalecar-
lia in Sweden, with an asymmetric distributed population. To do so the p-median 
model was applied. It was shown that the use of Euclidean distance instead of other 
network based distance measures led to sub optimal location pattern of emergency 
hospitals.  
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The road network in that study was limited to 1579 nodes. There was no investiga-
tion done of the effects on the suggested solutions by varying the density of the road 
network. However, differences in accuracy of the road networks could also affect the 
distance measures.  Therefore, the primary aim of this paper is to analyze how the 
optimal location solutions vary, using the p-median model, when the road network is 
alternated. The investigation is conducted by the means of a case study in a rural re-
gion, Dalecarlia  

In this study we increase the complexity of the road network that we use to find a 
optimal location in. Both the road networks we elaborate with in this paper are from 
the Swedish digital road system: NVDB (The National Road data Base). NVDB  
consists of the national roads and the local roads/street. The sparse road network is 
defined as the national roads and contains 1579 nodes. The dense road network is 
defined by adding local road/street to the national road network. This road network 
contains about 1.5 million nodes. 

In this study we also increase the number of facilities to opt for.  To do so we not 
only use emergency hospitals but also medical care centers in the region of Dalecar-
lia. The maximum number of facilities to be optimal located in this study is 34.  

Several computer experiments using the p-median model was conducted. The p-
median problem is NP-hard. The complexity depends both on the number of centers 
to be located and the number of demand points and the density of the road network. 
Since the exact optimal solution is difficult to obtain, the two heuristic solutions are 
compared. The experiments are conducted by a simulated annealing algorithm and a 
classical heuristic algorithm. This gives a secondary aim of the study that is to com-
pare the optimal location solutions using different algorithms for large p-median 
problem.  

To evaluate the effects of different road networks on the optimal location solutions 
we compare the results from the experiments with both algorithms in which we have 
alternate both the road networks and the number of facilities that are to be located. To 
evaluate the efficiency of the two algorithms we compare computing time and the 
optimal location solutions based on the same road networks and for the same number 
of located facilities. The best solution is the one that gives the smallest average dis-
tance for the population to travel to the closest service facility.  

2 Literature Review 

This p-median problem was first introduced by Hakimi (1964) The goal is to find p 
service centres which minimize the summed distances between demands and their 
nearest centres.  

The p-median problem is NP-hard Kariv and Hakimi (1979). The complexity de-
pends both on the number of centres to be located and the number of demand points. 
Therefore, for large number problems, the exact optimal solution is difficult to obtain. 
That why we have only a few studies examining the exact solutions (Hakimi, 1965; 
Marsten, 1972; Christofides, 1982; Galvão, 1980 ). More studies regarding p-median 
problem are heuristics and metaheuristics. See Ashayeri et al (2005); Rahman and 
Smith (1991); Kuehn and Hamburger (1963); Maranzana (1964); Crainic et al (2003) 
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and Rolland et al (1996). One sub-class in metaheuristics is simulated annealing me-
thod , which we will examine in this paper. See Chiyoshi and Galvão (2000). 

Although Euclidean distance is most widely used, the network distance is more ac-
curate. The selection of distance measure does not only affect the optimal solution, 
but also affect the computational efficiency. Usually a denser network will also take 
more computing time to create the distance matrix. Peeters and Thomas (1995)  
examined the p-median problem for the different type of networks by changing the 
nature of the links. They only found the difference in optimal solutions but not in 
computational effort. Morris (1978) tested the linear programming algorithm for 600 
random data sets, but the size is small and no real network is applied. Schilling et al 
(2000) examined the Euclidean distance, network distance and randomly generated 
network distance. Their conclusion is that it is much easier for the Euclidean and path 
network to obtain the optimal solution and less computational effort. However, nei-
ther did they make more comparison between the Euclidean network and the path 
network, nor did they provide the effect of network of different level of accuracy. 
When we are dealing with large (e.g. 1.5 million nodes), network approximation is an 
efficient way to decrease the computing speed. None of the previous studies provided 
any analysis of network approximation.  

Therefore, the goal of this project is to handle real and accurate data for facilities 
localisation. Distances will be computed based on the real road network of different 
resolutions and Euclidean measure. Reaching excellent solutions is a challenge due to 
the size and complexity of data, which means both the accuracy of the optimal solu-
tion and computing time are affected by the number of facilities to be located and the 
number of possible locations. The accuracy and computing burden are contradicted to 
each other such that every algorithm aims at improving both of them. This paper, 
however, deals with extremely complex data set and it is very difficult to obtain the 
real optimal solution. Thus, two algorithms are suggested: one is time-consuming for 
huge data whereas the other one is flexible to control the stopping criteria. 

3 Data 

3.1 Road Network 

The road networks are provided by the NVDB (The National Road Data Base). 
NVDB was formed in 1996 on behalf of the government and now operated by Swe-
dish Transport Agency. NVDB is divided into national roads, local road and streets. 
The national roads are owned by the national public authorities, and the construction 
of them funded by a state tax. The local roads or streets are built and owned by pri-
vate persons or companies or by local public authorities.  

For comparison, experiments are executed under the sparse and dense road net-
works. The sparse road network only consists of the national roads, which contains 
1,977 digital road segments and 1,579 nodes. The total road length is 5,437 kilome-
ters. The dense road network is defined by adding local roads and streets to the na-
tional roads. The dense road network contains about 1.5 million nodes and 1,964,801 
segments. The total length is 43431 kilometers. The extensions of the road networks 
used in the study is shown I figure 1a and 1b. 
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Fig. 1. a-c Map of Dalecarlia region showing 1a) the sparse road network (national roads), (1b) 
the dense road network (national and local roads/streets), (1c) and one-by-one kilometer cells 
where the population exceeds 5 inhabitants. 

3.2 Facilities and Demand Points 

In this paper, the emergency hospitals and care centers are considered as the facilities 
to be located. There are 5 hospitals in the region and there are 34 care centers. In the 
experiments we will find the optimal location pattern for 5, 8, 16 and 34 facilities.  

The demand for health care is the population in 2002 in the region. The population 
is registered at squares by the size of 250m×250m. Each square is generalized to a 
point. Each point is weighted by the number of people living in each square. The pop-
ulation is then lives represented by 15,729 weighted points. The population data is 
from Statistics Sweden 2002 (www.scb.se). The total population number is 277,725. 
The distribution of the population is shown in figure 1c. 

4 Algorithms  

In case of a small number of facilities, an exhaustive search can be easily used. We 
have extracted in the Dalarna county the main nodes of the road network (around 
1500 nodes) and we were able in less than 30 minutes to find optimal solution for 1 
and 2 locations. The optimal solution for 3 locations has also been computed in few 
hours on a regular PC. In all cases, the location of each facility is on one the nodes of 
the network. But such approach cannot be used to the complexity of the problem 
when number of nodes or number of locations is much higher.  
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4.1 Classical Algorithm 

A number of heuristic algorithms for p-median have been proposed (see literature 
review). Usually, two classes of such heuristics are suggested (Golden et al., 1980): 
construction algorithms and improvement algorithms. The myopic algorithm is a 
construction algorithm. The neighbourhood search and the exchange are improvement 
algorithm. The classical algorithm implemented in our paper consists of both of the 
two classes of heuristics. The idea is that the solution obtained by construction algo-
rithm will not necessarily optimal; the improvement algorithms always take less com-
putational burden given that the solution from construction algorithm is settled 
(Daskin, 1995).  

4.2 Simulated Annealing 

Since the localization problem is NP-complete, the algorithm proposed is a simulated 
annealing algorithm. This randomized algorithm has been chosen due to its flexibility 
and easiness to implement. 

In our experiments, we are running a simulated annealing which either start from 
random solution either from the current solutions (only for cases with 5 or 34 loca-
tions). 

Even if data are well preprocessed, an efficient algorithm is needed to compute so-
lutions. Different algorithms exist for this kind of problem. In our case, the cost of 
evaluating a solution is rather high therefore we should focus on an algorithm which 
tries to keep the number of evaluated solutions low. This excludes for example algo-
rithms such as genetic algorithm and to some extend Branch and Bound. On the other 
hand, we have or may have good starting point (based on current solutions or solu-
tions pre-computed based on people localization). Therefore one good candidate is 
Simulated Annealing. 

SA is like to cooling down some material from a high energy state to a low energy 
state. During this process, the particles are supposed to move to a steady configura-
tion. The main problem is how to make this process best. If the cooling down speed is 
too fast, it would possibly cause sub-optimal solution. Otherwise, it will increase the 
annealing cost (such as time). Therefore, an appropriate controlling scheme is needed.  

5 Experiment and Results 

To make an explicit comparison, we run these two different algorithms on Euclidean 
distance, sparse network and the dense network. In Table 1 and Table 2, there are 
some results from the computer experiments using different road networks and differ-
ent algorithms. The tables give information on the populations mean distance in the 
network to the closest located facility and the computing time. The results for 5, 8, 16 
and 34 facilities are shown. 
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Table 1. Mean distance between population and nearest facilities for classical algorithm 

centers sparse network dense network 
5 21.97 20.25 
8 14.99 14.62 
16 9.51 9.70 
34 6.11 5.43 

Table 2. Mean distance between population and nearest facilities for simulated annealing 
algorithm 

centers sparse network dense network 
5 20.40 20.25 
8 14.04 13.91 
16 8.69 8.86 
34 5.50 5.31 

Firstly, we turn to the effect of using different road networks. In most cases a dense 
network gives a solution for the objective function that is about 4.54% better. Howev-
er, depending on the number of facilities that have been located it can be more than 
11% (the case with 34 facilities). From the table it could also be seen that the more 
facilities that are to be located the larger is the difference in the objective functions 
between the road networks. A last conclusion that could be drawn from the tables is 
that the improvement rates in the objective function, when the number of facilities to 
be located increases, is higher when a denser road network is used. For instance, the 
improvement when the number of facilities increases from 5 to 34 is 73% when the 
dense network is used, while it is 72% when the sparse network is used (75% to 74% 
for simulated annealing). 

Turning to a comparison of the results produced by the two different algorithms,  
it is obvious that the use of simulating annealing algorithm gives much shorter com-
puting times in general. Due to its structure, the computing time of the simulated  
annealing does not increase significantly when we increase the number of facilities. 
Simulating annealing also produce solutions with lower mean distances to travel to 
the closest facility regardless, network used and the number of facilities that are lo-
cated. Further, it is also obvious that the when the simulating annealing is used to-
gether with an idea of where to begin the optimization process from in the space it can 
give better solutions compared to when the starting point is selected randomly. Lastly, 
for all cases, simulation annealing gets less improvement in the objective function 
when the road networks are alternated. This indicates that the solutions are more  
stable when the simulation annealing is used. 
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Fig. 2. Map of configurations for 8 hospitals: a) classical algorithm; b) simulated annealing 
algorithm 

In Figure 2 the geographical configuration of best solution for 8 facilities are 
shown. When it comes to the configuration it is obvious that the use of different road 
network to opt at matters. For instance in the north western part of the county  
the solutions differ a lot. Another example that the road network has importance for 
the configuration could be seen in the more densely populated parts of the county. 
The visual difference might not be that large, however it involves a large part of the 
population in the county. Comparing Figure 2a with Figure 2b it is obvious that the 
use of different algorithms can give quit different solutions. Since the differences in 
configurations of facilities varies more depending on which road network that have 
been used when the classic algorithm for optimization have been used, it further indi-
cates that classical heuristic of the kind used here is not as stable in its solutions as the 
simulating annealing algorithm. 

6 Conclusion 

This paper aims at examining the effect of road network density when facility location 
problem is studied. A first conclusion to draw from this study is that it is important to 
use as good road network as possible when a solution that gives as low mean distance 
for a population as possible to the closest facility is searched for. In this sense, we 
implement our experiment in a more realistic situation--optimizing the locations by 
travel time distance. We did not get worst solutions we a detailed network is used.  
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A second conclusion is that the use of simulating annealing gives better results 
when it comes to optimization. The results are also more stable and it is much faster, 
something needed when the complexity of the p-median problem increase. 
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Abstract. With the rapid development of information technologies, knowledge 
management systems are facing the problem of how to manage the massive 
volume of data and make an efficient usage for the data. In this paper, we 
analyzed the current challenge of knowledge management system and proposed 
a multi-indexed graph based knowledge storage system to avoid the data 
duplication and optimized for parallel processing. 

Keywords: Index, Storage System, Knowledge Management. 

1 Introduction 

With the development of information technologies, access to datasets from many 
different sources is an important part of any knowledge management process. It is still 
very difficult, however, to extract the exact meaning, or related attribute, of the 
knowledge within the dataset. This paper explores the framework for the management, 
coding, and analysis of large heterogeneous datasets.  

In any knowledge management system, we usually find that the dataset comes from 
different sources with different formats, and varying degrees of structure. Some of the 
datasets are well structured, but there is also a lot of unstructured data arising from 
sources such as, wiki data, web data and social network data. The application of 
multiple sematic meanings to the same dataset, means that different applications may 
interpret or use the dataset in different ways. The objective of the research described in 
this paper was to design a framework of data storage, which would help overcome these 
problems in knowledge management systems. 

2 Motivation 

2.1 The Knowledge Management System Should Be Scalable and Optimized 
for Massive Dataset Analysis 

With the massive explosion of data in knowledge management system, we have to 
handle large volumes of dataset during data analysis. How to avoid the data duplication 
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in different knowledge analysis project and how to optimized for parallel process of the 
data becomes the key challenges in modern knowledge management system. A unified, 
scalable and parallel storage architecture is needed for knowledge management system. 

2.2 Structured, Semi-structured and Unstructured Data Can Be Managed in 
the Same Way 

In most of the knowledge management systems, the datasets will come from 
individuals or organizations. Some of these datasets will be well structured and based 
on the requirements of the originator, but it will not necessarily be very suitable for 
other analysis and processing around a different requirement. Indeed some datasets will 
be semi-structured and even unstructured, such as web data and social network 
datasets. The key is to design a storage and access system, which will work in the same 
way for all different types of dataset irrespective of their source and format. 

2.3 Sematic Description Can Be Easily Added in the Dataset 

In any knowledge management system, it is very difficult to define a proper schema for 
a data set and never change it. In different applications, we may focus on different 
schemas for the same dataset, and we may need to add more sematic meanings to the 
dataset during the process of analysis. For example, when dealing with a customer 
referral system, we may regard the address as a whole sentence but when dealing with a 
logistical application we may need to divide the address into countries, states, streets 
etc., in order to quantify the data. Within the storage system, one dataset may have 
several schemas depending on the application. 

2.4 Sematic Meanings of Knowledge Can Be Easily Added in the Graph Based 
Knowledge Management System 

In a knowledge management system, we will often have different definitions for the 
“knowledge”. Knowledge is usually defined by certain properties and there may also be 
linkages between different parts of the knowledge dataset. In order to describe the 
different sematic meanings of “knowledge”, we will regard a particular knowledge as a 
knowledge node type, atomic knowledge as an instance of a knowledge type node. For 
example, technical publications in a particular field can be regarded as a “knowledge 
node type”; a single publication in this field can be an instance of the node type. The 
“edge” is defined as the linkage between the knowledge nodes. For example, papers 
written by the same author. Thus we can build a heterogeneous graph for knowledge 
management problems. We will import the idea of a knowledge schema to describe the 
heterogeneous graph in the knowledge management system. 

2.5 The Storage System Can Be Scalable and Have Good Performance in 
Knowledge Processing 

With an increasing number of datasets within a knowledge management system, we 
have to think about the scalability, performance, and the processing of the data. 



294 H. Zhu et al. 

 

Distributed storage and processing is a potential solution for this problem. In order to 
get better performance, we do need to add some index in the distributed storage and 
process system. The index needs to be easily scaled. We can add and update an index 
based on graph schema, dataset schema, and the dataset. The index also needs to be 
processed in parallel for better performance. We will import the idea of index and 
delayed loading of a dataset into the knowledge management system.  

3 Design Overview 

The distributed storage system we proposed is based on the Google distributed file 
system GFS [6]. It contains four parts: data nodes, which contains the dataset; data 
schema nodes and graph knowledge schema nodes, which contain the dataset schema 
and graph schema; index nodes, which contain the index for the dataset; graph 
knowledge nodes, which contain the knowledge graph. Figure 1 shows the architecture 
of the proposed multi indexed knowledge management storage system. 

 

Fig. 1. The Logical Architecture of Multi-Indexed Storage System in Knowledge Management 

The dataset is stored as a pure row data in the distributed file system based on 
Hadoop. Hadoop [7] is an open source software framework that supports data intensive 
distributed applications, is designed for big data processing, and supports the running 
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of applications on large clusters of commodity hardware. We add index features in the 
Hadoop system to achieve the knowledge management system. We regard the dataset, 
no matter whether it is a structured data or unstructured data, as files, which will be 
stored in the Hadoop system as row files. During the processing, we also try to delay 
the read loading data of the dataset for better performance. 

The data schema is the description about the dataset and the metadata of data index. 
One dataset may have more than one data schema. Each schema contains the 
self-described dataset structure and the metadata of the index. Since each row of data in 
the dataset has its own sematic meaning, the self-described dataset structure will 
present the position-sensitive or separate-sensitive meaning of the row data. The 
metadata of the index includes the availability of the index in each sematic meaning 
section of the dataset, the name, replicas, position of the index block. With the metadata 
of the index, we can easily find where is the index block. The data schema can be added 
when we import or first load the dataset, but we can also add more schemas after that. 

The data index gives the metadata of the data blocks. With the index system, we can 
locate the exact position of the data blocks, so we can just start the minimal numbers of 
jobs to read the dataset, which reduces the total running jobs in the distributed storage 
and processing system. The data index can be built and updated dynamically, and based 
on the availability of the resource and the statistics of the query, we can choose how 
many indexes we need and update the index during the “off peak” time of the system. 

The knowledge graph schema is very similar to the data schema. It is the description 
about knowledge heterogeneous graph and the metadata of the knowledge index. The 
information of the knowledge graph has three parts: node type, node and edge. Each 
category of the knowledge will be described as a node type; the instance of knowledge 
will be regarded as a knowledge node; and the edge will be the linkage of the two 
knowledge instances. The metadata of the knowledge index indicates whether the 
knowledge is indexed or not. 

The knowledge graph node stores the knowledge graph. We regard knowledge as a 
heterogeneous graph; the knowledge graph node contains the knowledge atomic item 
and the linkage between knowledge atomic items. In order to avoid the duplication of 
data set, the knowledge node will only contains one or several pointers, which point to 
the dataset. 

4 Details of Design 

4.1 Name Node 

The name node in our multi-indexed distributed knowledge management storage 
system is nearly the same as GFS name node. In GFS, the name node contain the 
metadata of the data node, but in our multi-indexed distributed knowledge management 
storage system, the index node contains the block metadata and a hash table of the logic 
block metadata and physical metadata. This means that in the event of hardware failure 
we do not need to update the index node.  
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4.2 Data Schema Node and Data Index Node 

The data schema contains the semantic description of the data set. One dataset can have 
more than one schema. The schema is the description of the sematic meaning of the 
data set. It shows what kinds of the properties are in the data set, the metadata of the 
properties, the availability of index for each property and the metadata information of 
index for each property. A typical data schema file will contain six parts: dataset name, 
dataset description, property names, property description, property separation metadata 
and property index metadata. For the property separation metadata, it will support the 
separators, allies, the prefix and postfix, and the combination and iteration of the three. 
For the property index metadata, if the index is available, it will point to the data index 
block; if it is not available, it will point to the dataset block. 

The data index contains the index information for each property; the index is full text 
index for the property. The value of the full text index is the data blocks for the key. The 
data index will be stored as a B+ tree for better search performance. 

4.3 Knowledge Graph Schema Node 

Nowadays, knowledge is interconnected and interacts, forming numerous, large, 
interconnected and sophisticated networks. We regard it as a heterogeneous graph. In 
our knowledge storage system, we also add the graph schema and graph index into the 
system. 

The knowledge graph schema contains the sematic description of the knowledge. It 
includes the data schema to be used to support the knowledge, the property of the 
knowledge, the linkage between the knowledge and the linkage between the knowledge 
property and dataset property. A typical knowledge schema file will contain eight parts: 
knowledge names, knowledge description, proper names, property description, 
property metadata, linkage name, linkage description and linkage metadata. For the 
property metadata, it will contain the linkage between the knowledge property and  
the data schema property. For the linkage metadata, it will contain on which condition 
the node will have edge between and the direction of the edge. 

4.4 Knowledge Graph Node 

The knowledge graph node contains information about the knowledge schema, the 
knowledge itself and the linkage between them. In order to avoid the duplication of the 
dataset, we will only store the knowledge id, node/edge type and the serious pointers, 
which point to the related info of row data in each related dataset. There is no data 
duplication in the knowledge graph system. If there is a query by graph id, we can go to 
the dataset directly, if not, based on the knowledge graph schema, we will transfer the 
query to a serious data schema query. Since most of the knowledge graph is very 
sparse, we will use adjacency list to store the knowledge graph. 
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5 Query Process Analysis 

Figure 2 shows a query process in multi-indexed storage system in knowledge 
management. 
 

 

Fig. 2. Query Process in Multi-Indexed Storage System in Knowledge Management 

The HDFS (Hadoop Distributed File System) Client first sends an open request to 
the distributed file system (step 1 in fig. 2), then the request goes to the Name Node 
(step 2 in fig. 2), depending on the open request sent to open a dataset or a graph, the 
name node returns the proper schema node based on the file name/graph name. 

The HDFS Client then sends the query to the schema stream (SSData)(step 3 in fig. 
2). The SSData queries the schema node for the block location of the dataset (step 4 in 
fig. 2). If it is a query for a graph, the graph schema node will follow the graph schema 
description; find the data schema node, then go to the data index to find the exact data 
block information. Alternatively it will find the block information directly if it is a 
query of graph node id. The data block information will then be returned to the HDFS 
Client. 

After the HDFS Client gets the data block information, it will send the query to file 
stream (FSData)(step 5 in fig. 2). The FSData then goes to the exact data block to read 
all of the dataset it needs (step 6, 7 in fig. 2). 

6 Performance Optimization 

Distribution issues: the whole multi-indexed storage system is based on the Hadoop 
distributed file system. We add two new types of node, the schema node and index 
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node. They act very similarly with the data node; they all need to report the heart beat to 
the name node. We still keep the Master/Slave architecture for the whole system. 
Different to some Lucene based index systems; we separate the index and schema from 
the original dataset for better scalability and control. Thus we can simply limit the 
volume of the index, also based on the statistical information of the query, we can 
dynamically change how much index we need and separate the update of index from 
the update of the dataset. 

Performance of execution: The purpose of adding an index to the system is to reduce 
the total number of jobs running on the knowledge management system. We try to 
locate the exact block before the map-reduce job is started. We also try to delay the real 
loading of the dataset. A lot of processing such as set join, merge and difference can be 
done at the index level[8]. Compared to the non-indexed Hadoop system, we increase 
the work of building the index and find the block info in the schema-index system. As 
we described before, the building of the index is a separate job now and it can be done 
during the off-peak time of the system. The finding of the index will add data loading 
and process from schema node and index value before map-reduce is started, which 
will add the traffic of the internal network of Hadoop system. This is acceptable since 
the size of the load is small. If we hit in the index, we can reduce a lot of jobs for map 
processing.  

Performance of building the index: We will add a default data schema to all the 
dataset, which marked as no attribute and all the blocks as index value. If we are 
querying an existing data schema with no index for a particular attribute, we will also 
add all the blocks of the dataset as its value. Through these, the index system can be 
work even if there is no index. So we can delay the building of index and based on the 
statistic info, we can build the index dynamically. 

7 Experimental Evaluation 

This new application is based on previous work relating to a transaction fraud detection 
system. In this application data is obtained from an internal transaction record system; 
data is also obtained from social networks and third party organizations that are related 
to the account holder. We then build a heterogeneous knowledge management system 
in order to analyze the historical data and find potential patterns for fraudulent 
transactions. 

In the prototype of this system, we analyzed over 50,000 accounts related to over 
2million transactions, combining the data with data from social network records, ip 
addresses and email addresses. The heterogeneous knowledge analysis was then 
undertaken for three different node types: Create Account, Cash Transaction and Credit 
Transaction. We add index to the transaction dataset and social network dataset. The 
x-axis of figure 3 and figure 4 is the paralleled query numbers; the y-axis is the 
execution time in Second. In figure 3, only 10% attributes are indexed and 80% 
indexed in figure 4. 
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Fig. 3. The end-end execution time for parallelized query (10% indexed) 

 

Fig. 4. The end-end execution time for parallelized query (80% indexed) 

From the end-end execution time for parallelized query, we can see that in figure 3, 
because only 20% indexed, the performance of indexed system is not very different 
from the original Hadoop system. But in figure 4, the performance will be largely 
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increased if the system overall load is not heavy, the heavier system load, the increase 
of the performance gain in not that significant.  

8 Related Work 

The integration of full-text indexing within a relational database is not a new idea; 
Oracle, IBM and Microsoft have done a lot of work along these lines. Jimmy Lin et al. 
[2] from twitter give a full-text index to optimize selection operations on text fields 
within records. M. Cafarella and C. R_e also make a solution for optimizes selection 
operations in Hadoop programs. [9] Hadoop++ [10] also injects trojan indexes into 
Hadoop input splits at data loading time [10]. Haojun Liao [1] et al. also give a R+ 
based full text index solutions on data node.  

Some research is attempting to bridge relational databases and Map-Reduce 
programming models. Examples include an extension of the original Map-Reduce 
model called MapReduceMerge [3] to better support relational operations, 
HadoopDB[4], an architectural hybrid that integrates Hadoop with PostgresSQL, and 
Dremel[5], which takes advantage of columnar compression for large-scale data 
analysis. 

Other research are adding index for graph system. Interval labeling [11] and 2HOP 
labeling [12] are the typical solutions on this field. The interval labeling approaches use 
min-post-labeling or pre-post-labeling on a spanning subtree of the DAG. In the 2HOP 
index, each node determines a set of intermediate nodes it can reach, and a set of 
intermediate nodes that can reach it. 

9 Conclusion and Future Work 

In the multi-indexed knowledge management system we propose, we add sematic 
meaning into the dataset, build heterogeneous knowledge graph and add index to 
optimize for the query performance. 

In the future research, we will focus on performance turning such as how to improve 
the performance of the index building and delayed data load in the storage system; we 
will also focus on how to use the indexed storage system to optimize the knowledge 
management and sharing process. 
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Abstract: The paper presents a novel approach for customer segmentation 
which is the basic issue for an effective CRM（Customer Relationship Man-
agement）. Firstly, the chi-square statistical analysis is applied to choose set of 
attributes and K-means algorithm is employed to quantize the value of each 
attribute. Then DBSCAN algorithm based on density is introduced to classify 
the customers into three groups (the first, the second and the third class). Finally 
biclustering based on FP-tree algorithm is used in the three groups to obtain 
more detailed information. Experimental results on the dataset of an airline 
company show that the biclustering could segment the customers more accu-
rately and meticulously. Compared with biclustering based on Apriori, the Fp-
tree is more efficient on the large dataset. 

Keywords: customer segmentation, biclustering, Chi-square statistics, 
DBSCAN, FP-tree. 

1 Introduction 

In today’s highly competitive business environment, customer relationship manage-
ment (CRM) is a critical success factor for the survival and growth of businesses, 
which has been more widely used in some industries and areas, including tourism, 
catering, retail trade, network marketing, network services and other e-commerce, etc. 
Customer segmentation is the basic issue for an effective CRM due to its role in help-
ing organizations to understand and serve existing customers better, and enabling the 
acquisition of profitable customers. Nowadays, data mining technology plays a more 
important role in the demands of analyzing and utilizing the large scale information 
gathered from customers.  

Many studies in the literature have researched the application of data mining tech-
nology in customer segmentation, and achieved sound effectives. Alex. Berson used 
decision trees and clustering technology for customer segmentation [1]. Guillem Le-
fait presented a data mining architecture based on clustering techniques to help ex-
perts to segment customer based on their purchase behaviors[2]. Jaesoo Kim used 
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neural networks in tourism industry customer classification[3], Meng Xiaolian, Yang 
Yu proposed a customer identifying model based on customer value in commercial 
banks[4]. 

Segmentation aims at to recognize groups of customers who share the same, or 
similar needs [5]. The K-Means clustering algorithm has been often selected [6], [7] 
to make the segmentation because of its simplicity and its efficiency. The use of clus-
tering to automatically provide a segmentation has been done for two main objectives 
: 1) to identify groups of entities that share certain common characteristics and 2) to 
better understand consumer behaviors by identifying homogeneous groups [8]. How-
ever, there are different challenges when using clustering to perform the segmentation 
: which data to select, how many clusters to produce and how to evaluate the cluster-
ing results.  

Thus, the customer segmentation has two main challenges. The first challenge is to 
formalize implicit data. The RFM values that represent respectively the Recency, the 
Frequency and the Monetary score of a customer are an example of derived informa-
tion and is used in [9] and [10] to segment bank customers. A second challenge is to 
select a relevant subset of the available features to perform the clustering.  

The paper proposes a novel approach for customer segmentation. Firstly, the chi-
square statistical analysis is applied to choose set of attributes and K-means algorithm 
is employed to quantize the value of each attribute. Then DBSCAN algorithm based 
on density is introduced to divide the customers into three groups (the first, the second 
and the third class). Finally biclustering based on FP-tree compared with Apriori is 
used in the three groups to obtain more detailed information.   

The rest of this paper is organized as follows. The proposed method is presented in 
Section 2. The results of the experiment are then presented and analyzed in section 3. 
Finally, the conclusion is made in section 6. 

2 Customer Segmentation Architecture 

Our objective is to produce detailed diverse and meaningful customer segmentations. 
These segmentations will be used to help experts to discover specificities in consumer 
behaviors. At first the raw data is preprocessed as following: Designate a attribute 
according to the business strategy, then analyze the correlation between the designat-
ed attribute and the other attributes, after that delete weak correlation and redundancy 
attributes . As far as the value of the attributes is concerned, K-means algorithm is 
applied to each attribute and each value is quantized according to its cluster. Secondly 
the customers are clustered by the DBSCAN algorithm, which are divided into three 
groups : the first class, the second class, the third class. At the third step, biclustering 
algorithm based on FP-tree is introduced for behavior feature clustering, which is 
compared with the algorithm based on Apriori. Finally, the final results are analyzed 
and the corresponding marketing strategy is put forward. 
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Fig. 1. The architecture of customer segmentation 

2.1 Data-Preprocessing: Chi-squared Statistical Analysis and K-means 
Quantization 

2.1.1 Chi-squared Statistical Analysis  
In this paper we utilize the correlation of chi-square statistic[20] to measure the relev-
ance between the arranged attribute and the rest attribute. The attributes are catego-
rized in three levels: the strong correlation, correlation, and weak correlation. Remove 
redundancy attributes and attributes with the weak correlation, so the rest attributes 
are independent to each other. 
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The algorithm is stated as following: 

1 Calculated the Chi-value Ki between the designated attribute C and the other 
attribute Fi. 

2 Rearrange each attribute according to the results of 1. 
3 Divide all the attributes into three categories, namely the strong correlation 

(Strong Relevant) subsets, the relevant subsets, the weak correlation subsets. Deter-
mine the Weakest-of-Strong-Relevant value FWoS and the Strongest-of-Weak-
Relevant value FSoW. 

4 Select the reference attribute Fi from the subset of strong correlation (SSR), ite-
rate the other attributes Fj of the subset and calculate the Chi value Kij between them.. 
If Kij is greater than or equal to FWoS, then delete the attribute Fj, otherwise retain it. 
Put Fi into the subset of Reduction-of-Strong-Relevant (SRSR). If the SSR is not null, 
continue.  

5 Calculate Kij between the attribute Fi of the correlation subset and the attribute Fj 
of the Reduction-of-Strong-Relevant subset SRSR. If Kij is greater than FSoW,  then 
remove Fi; otherwise retain it and put it into the subset of Reduction- of-Relevant( 
SRR). 

6 Delete the subset of the weakest correlation. 

2.1.2 K-means Algorithm 
K-means algorithm[11] is a classical algorithm to solve the clustering problem. The 
idea of specific algorithm is that the k sample points selected randomly are taken as 
the center of initialized cluster and then performing iterative operations. Clustering 
results are affected by the choice of initial point, and therefore the solutions obtained 
are always local optimum, not global optimum. 

K-means algorithm is used to cluster the values of each attribute. The value is 
quantized according to its cluster, which means if it belongs to cluster 1 then its value 
is changed to 1 and if it belongs to cluster 2 then its value is 2, and so on. The Quanti-
zation procedure is shown as Fig2. 

 

Fig. 2. Quantization of the values of attributes 

2.2 DBSCAN 

Density-based clustering algorithms find groups or regions with high densities which 
are separated by low density regions [12]. The density based spatial clustering of 
applications with noise (DBSCAN) algorithm classifies all available points as core 
points, border points, and noise points. Core points are those that have at least Minpts 
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number of points in the Eps distance. Border points can be defined as points that are 
not core points, but are the neighbors of core points. Noise points are those that are 
neither core points nor border points. It has two parameters, a distance parameter Eps 
and a threshold MinPts. DBSCAN searches for clusters by checking the Eps of each 
point in the database. If the Eps of a point P contains more than MinPts, a new cluster 
with P as core object is created. DBSCAN then iteratively collects directly density-
reachable objects from these core objects, which may involve the merge of a few 
density-reachable clusters. The process terminates when no new points can be added 
to any cluster. 

The DBSCAN algorithm is given as following [12]. 

Algorithm: Basic DBSCAN Algorithm 
1: Begin. 
2: Arbitrary select a point p. 
3: Retrieve all points density-reachable from p, set Eps and MinPts. 
4: If p is a core point, a cluster is formed. 
5: If p is a border point, no points are density-reachable from p and DBSCAN vis-

its the next point of the database. 
6: Continue the process until all of the points have been processed. 
7: End. 

In this paper, the customers are divided into three groups (the first, the second and the 
third) through the algorithm. 

2.3 Biclustering Algorithm 

Bicluster is a hot topic in data mining, which plays an important role in applications 
of the gene expression data. A bicluster is a sub-matrix in the given data matrix, 
which has certain consistency between its elements. However, bi-clustering clusters 
both rows and columns which is a NP hard problem. Besides traditional CC (Cheng 
and Church algorithm)[14] algorithm, there are few mature algorithms to solve it. We 
change the biclustering problem completely into mining the frequent patterns based 
on the association rules, so the mature algorithms in association rules can be used for 
biclustering. 

Association rules mining seeks inter-relations hidden between data entries, its gen-
eral objects are transaction databases. Hence we transform the original database into 
the transaction database after the first two steps.(Fig3.) 

 

Fig. 3. The transformation of the original database into the transaction database 
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2.3.1 Apriori  
Frequent pattern mining forms a core component in mining association rules. A lot of 
methods have been proposed and developed for efficient frequent pattern mining. The 
most classical algorithm is Apriori algorithm. Apriori algorithm is a layered search 
iterative method based on frequency set theory ,the core idea is searching for (k+1) 
item sets through the k item sets , finding out the relationship between database 
project, in order to form the rules. This algorithm includes two steps: the first step is 
to identify all the frequent item sets, namely the support degree not less than the min-
imum support degree which the user specifies; The second step is to form rules form 
frequent items, guarantee the confidence not less than the minimum confidence user 
given. 

But in practical applications, Apriori algorithm has many defects, such as: Multiple 
scanning databases makes expenses very large and each scan is executed on the entire 
database, which is very costly when the database is very large; May produce numer-
ous candidate, causing algorithm's adaptability very poor in breadth and depth; When 
scanning databases, it needs to do pattern-matching with the candidate item sets and 
affairs, which wasting a lot of time.  

2.3.2 Frequent Pattern Tree: FP-tree 
Due to the defects of Apriori algorithm, j . Han put forward a frequent mode growing 
algorithm, which is FP-tree algorithm. FP-tree is a special prefix tree [13], it consists 
of a frequent item header table, one root labeled as “NULL”, and a set of item prefix 
subtrees as the children of root. Each node in the item prefix subtree consists of four 
fields: node-name, node count, node-link and node-parent. Each entry in the frequent 
item header table (or Ftable for short) consists of three fields: item-name, item-sup 
and item-head, item-head is a pointer pointing to the first node in the FP-tree carrying 
the node name. Based on this definition, given a transaction database DB and a sup-
port threshold minsup, we have the following FP tree construction steps:  

(1) Scan DB once. Collect L, the set of frequent items, and the support of each fre-
quent item. Sort List in support-descending order as LF, the list of frequent items. 

(2) Scan DB again. Select all frequent items in every transaction, sort them accord-
ing to the order of LF then form the corresponding itemsets by combining the ordered 
frequent items in every transaction, and insert them to FP-tree respectively. 

3 Experimental Results 

The proposed method is validated through a dataset from the website of a domestic 
airline company which has 62988 members and 63 attributes and implemented on the 
computer with Win7 operating  and Matlab7.0 platform whose RAM is 4G and CPU 
is AMD AthlonⅡX4 645 . After data preprocessing, there are 7 attributes left and the 
value of each attribute is quantized as 1 , 2 , 3 representing low, medium and high 
level respectively. The left attributes are shown as table1. 
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Table 1. The explanation of the selected attributes 

   Attribute name Explanation 

EXPENSE_SUM The total ticket price (the first 
year’s ticket price + the second year’s 
ticket price) 

ELITE_POINTS_SUM Sum of the elite points 

FLIGHT_COUNT Count number of flight 

SEG_KM_SUM The total segments distance of the 
flight(Km) 

WEIGHTED_SEG_KM The weighted total distance of the 
flight(Σdiscount×segment distance) 

Points_Sum Sum of the points 

BASE_POINTS_SUM Sum of the base points 

 
DBSCAN algorithm divide the customers into three classes(the first class, the 

second class and the third class ).The following Table2,Table3,Table4 are biclusters 
of each class. 

Table 2. Biclusters of the first class 

Customers’ 
number 

EXPFNS
E_SUM 

SEG_KM
_SUM 

WEIGHT
ED_SEG
_KM 

Points_Su
m 

FLIGHT_
COUNT 

BASE_P
OINTS_S
UM 

ELITE_P
OINTS_S
UM 

42502 1 1 1 1 1 1 1 

43308  1 1 1 1 1 1 

43476 1   1 1 1 1 

42555 1 1 1 1 1   

43631 1 1  1  1 1 

42507 1 1  1 1 1  

 
It could be seen from Table2 that the biclusters that the attributes of the crowd are 

in the low level where the backslash means the corresponding attribute is not taken 
into account. These people are less involved in the flight consumption. The airline 
company need to improve its services to increase airline sales amount. 
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Table 3. Biclusters of the second class 

Customers’ 
number 

EXPENS
E_SUM 

SEG_KM
_SUM 

WEIGHT
ED_SEG
_KM 

Points_Su
m 

FLIGHT_
COUNT 

BASE_P
OINTS_S
UM 

ELITE_P
OINTS_S
UM 

1823 2 2 2 2 2 2 1 

1580 2 2 2 1 2 2 1 

2318 2 2 2 2  2 1 

1817 2 2 2 1  2 1 

… … … … … … … … 

1907 2 2 2 2 2   

963 1 2 2 1   1 

1889 2 2 2 1 2   

4772 2 2 2     

2518 2 2 2 2    

2136 2 2 2 1    

 
This is the middle class customer group(Table 3), who can be regarded as custom-

ers with potential value. Some of them could step to customers with high value.  
Each row represents the behavior with different characteristics. 

For instance , the Points_Sum of the customers in the second row belongs to low 
level while the other attribute such as consumption, flight number, and flight distance 
have reached a good level. 

Table 4. Biclusters of The Third Class 

Custom-
ers’ num-
ber 

EXPENS
E_SUM 

SEG_KM
_SUM 

WEIGHT
ED_SEG
_KM 

Points_Su
m 

FLIGHT_
COUNT 

BASE_P
OINTS_S
UM 

ELITE_P
OINTS_S
UM 

138 2 3 3 2 3 3  

52 2 3 3 2 3 2 2 

48 2 3 3 2 3 2 1 

149 2 3 3 2 3 3  

233 2 3 3 2 3   

235 2 3 3 2    

37 2 3 2     
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The accumulated points are not so important among the people of the class. Cus-
tomers with low points gave much contribution to the air company as customers in the 
last three rows do. Therefore they should not be treated differently. 

The base points of the customers in the third class (Table 4) have reached the high-
est level as well as the flight times and the flight distance. But there is still room for 
improvement considering about the elite points , the level of flight consumption and 
the total points. 

The consumption level of this class should be the highest, while the consumption 
level of 295 customers (among total 331 customers) focused on the value of 2 (me-
dium level). So it is necessary to give more preferential policies to stimulate their 
desire for consumption. 

As the high-end users, most of the BASE_POINTS_SUM (points) are the medium 
level, thus the professional work for the basic point should be strengthened. 

We also compared the biclustering on Apriori with the biclustering on FP-tree al-
gorithm. The results is shown as Table5. 

Table 5. The comparison between the Apriori and the FP-tree algorithm 

            Algorithm  
Time      

Biclustering based on Apri-
ori 

Biclustering based on FP-
tree 

The First Class (331) 1s 1s 
The Second Class (8962) 15s 14s 
The third class (52946) 26mins52s 15mins03s 

  
It could be obviously discerned from Table5 that FP-tree algorithm greatly reduces 

the number of database access and the searching cost as the data getting bigger, which 
greatly improved the efficiency. 

4 Conclusions 

In this paper, a novel approach for customer segmentation is proposed. Firstly, the 
chi-square statistical analysis is applied to choose set of attributes and K-means algo-
rithm is employed to quantize the value of each attribute, then DBSCAN algorithm 
based on density is introduced to divide the customers into three groups (the first, the 
second and the third class), finally biclustering based on FP-tree compared with Apri-
ori is used in the three classes to obtain more detailed information. Results of the 
experiment show that the biclustering could segment the customers more accurately 
and meticulously. A comparison was also made between the biclustering on Apriori 
and biclustering on FP-tree algorithm, which proved that the latter could be more 
preferable than the former.  
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Abstract. Data mining transforms clinical data into a new knowledge, provid-
ing novel highlights to the clinicians and to the patients. The semi-automated 
systematic literature review has been performed, utilizing semantic abstraction 
of MeSH controlled vocabulary. Publications indexed in Medline for the whole 
available period of time has been grouped by PubMed annotated MeSH terms. 
The trends of data mining related publications and public interest trends in the 
Data Mining topic is compared. Conclusions on the prevalence of topics, medi-
cal disciplines, data mining methods are provided and discussed.  

Keywords: data mining applications, medical information systems, medical in-
formatics, automated literature analysis. 

1 Introduction 

Data mining (DM) methods have been applied in different domains already for more 
than 40 years. The healthcare domain is known for its complexity, which is due to a 
variety of medical data standards, growing amounts of unstructured data, and ambi-
guous semantics [1, 2, 3]. Patient privacy constraints, legal regulations and restric-
tions make an effective medical knowledge discovery an evolving subject with a 
growing interest of academics and medical practitioners.  

Currently many countries are on the way of national e-Health projects implementa-
tion [10], which in essence is a promise to benefit from the standardization, aggrega-
tion of patient clinical information and healthcare services by providing an instant 
access to that information. According to the report from the National Center for 
Health Statistics of USA [12], adoption of Electronic Health Record in the USA illu-
strates a linearly raising amount of data, reflecting patients’ clinical data continuity 
together with the treatment and medication being used. It is becoming obvious that we 
are going to the point, where the research community will get a full set of a person’s 
medical history from the moment of birth till he or she passes away. This anticipated 
scenario forecasts tremendous potential for machine learning and in particular for DM 
applications in healthcare. 
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The amount of publications relevant to DM application in healthcare has been in-
creasing since its accountable beginning till today. The relevant publications growth 
trends in Thomson Reuters Web of Science, Google Scholar and PubMed databases 
starting from 1997 to 2011 are shown in Fig. 1.  

 

 

Fig. 1. Trend lines of DM applications in medicine related publications 

It is worth mentioning, that in the early 90’s up to 5 publications have been submit-
ted during one year, and around 726 publications in year 2012. We could suppose DM 
usage penetration in healthcare facilities is increasing accordingly. However, our 
previous study [7] revealed, that a large number of research studies remains theoreti-
cal and has no clinical follow up and rarely goes beyond the institutions which were 
directly involved in the research. In the study we have compared the academic ad-
vances with practical achievements in the field. For the evaluation of the practical 
data mining usage, we have conducted a survey in 7 tertiary hospitals from 5 coun-
tries. The countries from diverse economic development regions were selected to 
cover tertiary hospitals with unlike economic potential. The survey revealed, that 
typically medical communities have either minimal or zero awareness of the DM 
practical usage and its potential possibilities. All the respondents from the largest 
university hospitals confirmed to be familiar with DM applications in healthcare, but 
only 29% were able to provide an example of practical DM usage. 

In a nutshell, we have shown that DM perception and practical applications in 
healthcare are way beyond its continuous growth in the academic research field, and 
the currently applied interdisciplinary approach is not efficient enough. 

Following the study [7], we have continued to explore the topics of DM impact in 
healthcare, its spread, and characteristics. The focus of this paper is an analysis of 
academic publications in the field of medical DM application. 
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There are a few known literature reviews [6, 8, 9] partly covering chosen subset of 
publications, e.g. publications related to predictive diagnosis data mining [6] or publi-
cations restricted to a limited time frame [3]. Additional information on these studies 
is provided in Section 3. 

To our knowledge, there are no systematic literature reviews with semantic classi-
fication of all the publications related to the DM applications in healthcare. Therefore 
we have undertaken a systematic literature classification, aiming to understand which 
research topics are prevalent, which medical domains are more engaged, which DM 
methods are preferable, and hypothetically which medical specialties will benefit 
from DM in the nearest future.  

Aiming to avoid misinterpretations, the generic concept of data mining used in this 
paper is explicitly defined here: data mining is a part of knowledge discovery process, 
using data analysis methods such as statistics, machine learning and artificial intelli-
gence, and aiming to get new non-trivial knowledge, e.g. finding prediction values, 
hidden patterns, and dependencies. 

The rest of the paper is structured as follows. Section 2 briefly summarizes the 
conclusions of our previous study. Section 3 presents our literature review approach 
and discusses other DM literature review studies.  Section 4 describes the method of 
the literature review we had applied. The results of the study are outlined in Section 5. 
Section 6 adds additional perspectives of public interest on the topic of DM. Discus-
sion and conclusions are presented in Section 7. 

2 Data Mining Applications – Theory vs. Practice 

In the study [7], we have combined the quantified results of published publications 
trends with the results of tertiary1 hospitals’ survey on the practical DM usage.  

Thomson Reuters Web of Science, Google Scholar and PubMed databases have 
been used to analyze the number and distribution of scientific publications related to 
DM in medicine in the last decade. Tertiary hospitals were selected as a target au-
dience for the conducted survey. Typically, tertiary hospitals are the first healthcare 
provider organizations which install clinical software systems, enabling to collect 
clinical and demographic patient data needed for DM applications.  

We present certain differences between growing academic interest and practical 
usage of DM in healthcare facilities. Below are the main conclusions of this study: 

o The survey revealed, that the greatest part of medical community of tertiary hospit-
als have either minimal or zero awareness of the DM practical usage and its  
potential possibilities. All the respondents from the largest university hospitals 
confirmed to be familiar with DM applications in healthcare, however only 29% of 
them were able to provide any example of practical DM usage. 

                                                           
1  Tertiary hospital – a major hospital, providing wide range of high level specialized medical 

services. Commonly tertiary hospitals are university hospitals combining medical and aca-
demic activities. 
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o There is a noticeable confusion in differentiating Data Mining and Statistics among 
healthcare professionals. Hence, very rarely DM is treated by them as a practically 
valuable tool for clinical purposes.  

o The respondents from healthcare facilities with a relatively recent adoption of ICT 
in the patient treatment process tend to mix statistical reporting and DM, hospital 
information systems, electronic medical record systems and decision support sys-
tems.  

o The survey identified a considerable potential for a further DM penetration due to 
an increasing amount of patient clinical data collected in HCI and interest declared 
by hospitals’ clinical representatives: 86% of respondents expressed their interest 
in DM and even more would like to participate in international DM research 
projects. 

o Regardless of understanding and experience of DM, 86% of respondents expressed 
their interest in the DM topic and 93% would like to participate in international 
DM research projects as well as to be informed about utilization of DM techniques 
in the future.  

o The process of information digitalization in the developing countries is still in the 
early phases and the lack of electronically available data is a stopping factor for the 
spread of exploratory DM in a poor economic area. 

When considering the potential and benefits of knowledge discovery using DM tools 
in healthcare, it is clear that on the one hand more attention should be paid to the do-
main specific problems of successful DM application in healthcare [3, 5], emphasiz-
ing the usage of DM methods with self-explanatory models [2], and on the other  
hand there is a certain time delay till new methods will be widely applied in common 
practice. 

3 Systematic Literature Analysis. Understanding the Current 
Research Domain 

As it was concluded in the previous section, the real usage of novel technologies 
comes to healthcare organizations with a time lag. Certain time and effort are required 
until the technology becomes widely known and accepted in the community of the 
end users.  

However, it is of great interest to understand, what are the hottest topics of aca-
demic medical data mining research, and how they do evolve. Knowing the answer, 
one can predict the future of DM developments in healthcare sector. 

To tackle this question, we have chosen to analyze academic articles submitted to 
PubMed database. 2135 articles have been published to the date with MeSH [12] 
keyword data mining. Since the number of articles is too big for a manual review, a 
semantic semi-automated articles classification has been applied. Presuming, that 
MeSH tagging of the articles, which is mandatory in PubMed, gives a fair representa-
tion of the main topics covered by the articles, we have applied different hierarchical 
groupings to extract the largest, typical or non-typical groups of relevant publications. 
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3.1 Related Researches 

There are a few known literature review studies highlighting DM usage in healthcare 
[5, 6]. Hian Chye Kob [5] et al. provides a high level overview of data mining appli-
cations in major areas such as predictive data mining, evaluation of treatment effec-
tiveness, management of healthcare, customer relationship management, detection of 
fraud and abuse, identification of risk factors. Additionally, limitations and shortcom-
ings of current DM application have been addressed and a case study example has 
been provided. However, the authors have not provided the reasoning behind: how 
they came to these certain topics, if selected topics have been prevailing in research 
studies, or there was an expressed interest from healthcare provider organizations. 

Recent literature review of DM techniques used in healthcare databases is provided 
by Kocle E. et al. [6]. In the paper the authors presented an overview of the current 
research in the field of disease diagnosis and prognosis. The methodology used for 
this paper was the survey of journals and publications in the fields of computer 
science, engineering and health care. The authors have systematically reviewed 42 
articles. The following most frequent DM algorithms have been identified: Decision 
Trees, Support Vector Machine, Artificial neural networks, Naïve Bayes, Fuzzy 
Rules.  

Likewise to the previous article, the authors have not presented explicit article se-
lection criteria, and hence it is not clear how the 42 articles have been chosen among 
other hundreds dealing with DM for diagnosis and prognosis. 

Another group of articles [2, 4] explore unique problem areas of DM applications 
in healthcare. According to them, the most prominent of them are semantic data inte-
roperability, patient privacy, unstructured data representation, noisy data, and missing 
values.  

4 Methods 

Our research strategy was designed in a way to identify the most relevant publica-
tions, where DM was applied or researched within healthcare domain. PubMed  
database was used, as the biggest medical database, having an explicit hierarchical 
semantic tagging system, called MeSH. Besides, as it was shown in [7], Pubmed has a 
largest number of relevant publications in comparison with Web of Knowledge and 
Google Scholar databases. The Pubmed database is comprised of more than 21 mil-
lion citations for biomedical literature from Medline, life science journals, and online 
books. PubMed is operated by U.S. National Library of Medicine (NLM) and indexes 
all publications classifying its content with the help of MeSH structured vocabulary. 
The Medical Subject Headings (MeSH) is defined by NLM as a controlled vocabulary 
which is used for indexing, cataloging, and searching for biomedical and health-
related information and documents.  

The usage of MeSH vocabulary terms as a search parameter in Pubmed database 
guarantees that not only search wording matching publications will be found, but also 
its matching synonymic wording or previously used terms.  MeSH term, classified as 
MeSH heading "data mining" is mapped to other similar concepts like "text mining". 
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"Data mining" as a term has been appended to the vocabulary only in 2010 and the 
former terms e.g. "Information Storage and Retrieval", previously used for the same 
or similar and related concepts, are mapped to the latest one.  A simple search crite-
rion "data mining" was used to retrieve a number of publications and books within the 
medical domain with assigned MeSH heading "data mining".  

The whole search result data set with available attributes has been saved in XML 
format, and then transferred to a relational database. Complete MeSH controlled vo-
cabulary is freely available and is provided by NLM in XML format. We have trans-
ferred MeSH data and joined with Pubmed search result datasets in the database.  

Having MeSH vocabulary and the exported publications dataset in one database, 
allowed us to use semantic concept aggregation underlying in MeSH and to group 
articles on a higher abstraction layer. 

A simplified hierarchical MeSH terminology structure can be presented as in the 
following entity relationship diagram. 

 

Fig. 2. A simplified MeSH Descriptor-Concept-Term ER diagram 

NLM definitions of the entities are as follows. Descriptors, also known as Main 
Headings, are used to index citations in MEDLINE database, for cataloging of publi-
cations. Most Descriptors indicate the subject of an indexed item, such as a journal 
article, that is, what the article is about. MeSH Descriptors are organized in 16 cate-
gories, each of them is further divided into subcategories. Within each subcategory, 
Descriptors are arrayed hierarchically from most general to most specific in up 
to twelve hierarchical levels.  

A Descriptor is broader than a Concept and consists of a class of concepts. Concepts, 
in turn, correspond to a class of Terms which are synonymous with each other. Thus 
MeSH has a three-level structure: Descriptor → Concept → Term. Every Term is as-
signed to one or more Semantic Types, which assign a broader meaning to a Term. 

The MeSH structure allowed us to extract additional information from the key-
words assigned to the articles. Hierarchical structure of the Descriptors, represented 
in MeSH tree, allows fetching the publication keywords filtered by disease groups, 
anatomy concepts, chemical and drug groups, phenomena and processes group, and 
information science categories.  

The results of our investigations are presented in the next section. 
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5 Results 

2135 publication items have been extracted from the PubMed search engine. The 
article number growth rate is uneven. The first publication is dated 1984, however, 
the second one appears only after 10 year interval in 1994. Since the last decade a 
steadily growing publication number has to be noted. Each publication in the resulting 
search dataset had in average 10 keywords, which we have mapped to Concepts, De-
scriptors and Semantic Types.  

Top 10 of the most frequent publication keywords are presented below. 

Table 1. The list of most popular keywords 

Keyword Number of articles 

Humans 2135 

Artificial Intelligence 699 

Software Engineering 670 

Software 670 

Algorithms 549 

Internet 460 

Bio-Informatics 427 

Computational Biology 427 

Computational Molecular Biology 427 

Gene Expression Profiling 342 

 
By raising the abstraction level of the keywords to the Descriptor level, we have 

identified the following top 10 Descriptors. 

Table 2. The list of most popular descriptors 

Keyword Number of occurrences 

Humans 2708 

Software 2010 

Artificial Intelligence 1631 

Computational Biology 1281 

Reproducibility of Results 1050 

Oligonucleotide Array Sequence Analysis 927 

Information Storage and Retrieval 800 

Databases, Genetic 726 

Internet 690 

Gene Expression Profiling 684 

 



320 O. Niaksu, J. Skinulyte, and H.G. Duhaze 

 

Grouping by semantic type gave the broadest available meaning as shown in Table 3.  

Table 3. The list of most popular semantic types 

Keyword Number of occurrences 

Intellectual Product 8450 

Quantitative Concept 3263 

Machine Activity 2382 

Biomedical Occupation or Discipline 2064 

Research Activity 2030 

Qualitative Concept 1867 

Manufactured Object 1804 

Occupational Activity 1786 

Biologically Active Substance 1685 

Amino Acid, Peptide, or Protein 1667 

More interesting results were obtained, grouping the subject area by specific MeSH 
tree brunches. Most frequent diseases groups being analyzed applying DM are pre-
sented in Table 4. 

Table 4. The list of most popular disease groups 

Disease group Number of occurrences 

Neoplasms  754 

Nervous System Diseases 387 

Pathological Conditions, Signs and Symptoms 233 

Cardiovascular Disease 162 

Substance-Related Disorders 137 

Nutritional and Metabolic Diseases 75 

Digestive System Diseases 53 

Bacterial Infections and Mycoses 49 

Musculoskeletal Diseases 48 

Respiratory Tract Diseases 43 

Wounds and Injuries 42 

Virus Diseases 38 

Hemic and Lymphatic Diseases 30 

Male Urogenital Diseases 27 

Congenital, Hereditary, and Neonatal Diseases and Ab-

normalities 

22 

Skin and Connective Tissue Diseases  19 
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At the end of this list rank Endocrine System Diseases and Disorders of Environ-
mental Origin, which had no related publications, and Occupational Diseases – only 1 
study found, and Animal Diseases - 7 studies found. Each group of diseases in MeSH 
tree is related to hundreds of specific diseases. Below we provide a top 10 list of 
mostly researched diseases in terms of DM application. 

Table 5. The list of most popular diseases 

Disease Number of articles 

Neoplasms 189 

Breast Neoplasms 156 

Alzheimer Disease 78 

Drug Toxicity 76 

Genetic Predisposition to Disease 52 

Substance-Related Disorders 50 

Chronic Disease 45 

Heart Failure 42 

Colorectal Neoplasms 36 

Adenoma 35 

 
Another highly profiled topic is the genetic research. High utilization of DM in the 

following areas has been identified. 

Table 6. The list of most popular investigative techniques in genetics 

Investigative technique (genetics) Number of occurrences 

Oligonucleotide Array Sequence Analysis 927 

Gene Expression Profiling  684 

Sequence Analysis, DNA  268 

Gene Regulatory Networks  210 

Promoter Regions, Genetic 196 

Genetic Association Studies  172 

Molecular Sequence Annotation  162 

Epistasis, Genetic  144 

Genes  138 

Gene Library  108 

 
Finally we provide a grouping from computer science perspective. We have to ac-

knowledge that MeSH has a far from perfect Term set looking from computer science 
perspective, but even this limited information gives useful insights on the actuality 
and popularity of different methods and disciplines. 
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Table 7. The list of most computer science topics 

Computer Science topics 

 

Number of occurrences 

Artificial Intelligence 1631 

Bayes Theorem 325 

Cluster Analysis 250 

Decision Support Techniques 228 

Pattern Recognition, Automated 220 

Natural Language Processing 177 

Neural Networks  104 

Support Vector Machines 41 

Knowledge Bases 29 

Expert Systems 12 

6 The Public Interest in Data Mining Topic 

Another interesting projection is to evaluate the dynamics of internet community inter-
est in DM topic, and to see if it correlates with the trends showed in Fig. 1. A publicly 
available tool Google Trends [11] was used for the purpose. Google Trends analyzes all 
search queries executed in Google search engine worldwide, combining searches in 
different languages coming from around the globe. Google Trends service has been 
collecting and mining data since 2004, and provides us with a summarized time-series 
analysis. To get a better understanding, we have compared the actuality of the data 
mining term to other disciplines: artificial intelligence, and machine learning.  

 

Fig. 3. Google Trends in DM, artificial intelligence and machine learning 

Google trends is not providing absolute numbers of the searches performed, in-
stead, the chart’s data is scaled and normalized by the highest search activity, where 
100 points meaning the peak search interest, in our case  ”data mining” term in year 
2004.  
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As shown in Fig. 3, there is a general correlation among all the concepts analyzed: 
artificial intelligence, machine learning and computer science. A moderate decrease 
of the general public interest is noticeable in scientific topics over years.  

By zooming in the results to the magnitude of one year, a reoccurring decrease of 
interest during summer months can be seen, which is a possible indication of summer 
holidays in the academic society. Hence, we can state, that search interest of these 
topics is arguably related to scholarly activities.  

Summarizing Google Trends results, we can conclude that the peak popularity of 
“data mining" and "artificial intelligence" concepts has ended by year 2007 and af-
terwards it remains more or less stable. Remembering the growth tendency of DM 
related publications (Fig. 1) and combining it with decreasing public interest in the 
DM topic, we would assume, that data mining as a discipline has passed the fashion 
technology stage, and is currently on the way to its maturity.   

7 Discussion and Conclusions 

The main shortcoming of our research is the limited nature of MeSH keywords, which 
were used for the identification of publications topics. Although MeSH represents 
medical domain fairly well, it was not designed for computer science or data engi-
neering. Therefore, in the future we plan to apply Information Retrieval techniques, 
for targeted text annotation and improved article tagging. Due to copyright and intel-
lectual property restrictions, such an exercise, most probably, will be performed in a 
limited scope, using openly available article abstracts.  

The results presented in 4th section are not homogeneous and do not allow to draw 
generic conclusion. Instead, we provide a few atomic conclusions.  

1. Oncology diseases. Though it is not surprising that oncology diseases are on the 
top of the list, cardiovascular diseases are only on the third place after nervous sys-
tem diseases (we are not counting pathological conditions ranking 3rd place in Ta-
ble  4, as it represent a collection of different syndromes).  

2. Chronic diseases. Noticeably, too little attention is paid to chronic diseases, which 
are believed to be the biggest challenge of modern healthcare systems because of 
the aging population (only 45 articles found, see Table 5).  

3. Genetics. There are an outstanding number of keywords referencing to the topics 
in the field of genetic analysis, which reconfirms what is known in another do-
mains, DM provides powerful arsenal of techniques for high volume data analysis. 

4. DM methods. Interestingly, as presented in Table 7, methods based on Bayes 
theorem are 3 times more frequently used than Neural Networks and 5 times more 
frequent than Support Vector Machines. Regretfully, MeSH does not provide a 
comprehensive list of DM methods for a broader comparison. Therefore this aspect 
of analysis shall be continued using other methods, i.e. automated text annotation.  
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Abstract. Academic social network sites (ASNSs) have experienced rapid 
growth in recent years. Large amounts of users hope to make friends with other 
users for potential academic collaborations in ASNSs. Though there are many 
scholar recommendation systems, they mainly consider the content similarity of 
users’ profiles. In fact, the communities of ASNSs can offer rich networking  
information to make recommendations. In this paper, we propose a community-
based scholar recommendation model in ASNSs. We firstly construct research-
fields-based graphs, detect communities in the graphs by Louvain method and 
then make scholar recommendation by calculating friendship scores. We also 
implement the model on a real world dataset from an academic social network 
site called SCHOLAT. And the experimental results demonstrate that our  
approach improves the recommendations of core network members and  
outperforms the content-based user recommendation method. 

Keywords: recommendation systems, academic social networks, community 
detection. 

1 Introduction  

In recent years social networking sites (SNSs) have experienced an unprecedented 
rapid development. Many popular social networking sites such as Facebook, QQ and 
Twitter have become increasingly popular. In addition, academic social network sites 
(ASNSs) have emerged to meet the need of researchers, such as ResearchGate, Sci-
weavers, CiteLike, Academia.edu and SCHOLAT [1]. These ASNSs are platforms to 
help users organize their research, collaborate with others online, discover the latest 
researches and build the complex academic relations [2]. 

In ASNSs, users are often faced with an information overload and it is tough for 
them to find other users with similar research interests. Thus recommendation sys-
tems play an important role in ASNSs. Most of these systems are based on the content 
similarity of users to make scholar recommendation. And it is neglected that the con-
nection information of nodes in academic social networks[3].In fact, some users may-
be have similar research interests but have less content similarity. At the same time, 
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they always are the core network members in ASNSs. The core network members 
often have detailed profiles, make many friends and provide the information of their 
latest papers and projects. Other users always pay attention to them and like to make 
friends with them. It is a fact that these content similarity-based systems often forget 
to recommend these users. Consequently, in this paper, we propose a novel method to 
solve the problem. We construct a networking based on users’ research fields, and 
then we detect communities in social network. A community in social network is 
defined as a group of people with common characteristics. In communities, we can 
calculate the similarities of users for recommending.  

The rest of the paper is organized as follows. In Section 2, we briefly introduce the 
related work. In Section 3, we describe the dataset used in the experiments and com-
munity-based scholar recommendation modeling in ASNSs. In Section 4, we describe 
our experiments and analyze the results. Finally, we conclude in Section 5. 

2 Related Work 

A great variety of recommendation systems have been proposed since SNSs are hot 
research topics in recent years. Typically these systems can be divided into two types: 
the content-based filtering approach [4] [5] and the collaborative filtering approach 
[4]. Collaborative Filtering (CF) [6] has become one of the most popular techniques 
of personalized recommendation. It is based on the assumption that similar users 
share the same interest.  

In ASNSs, a few systems use the communities. Lopes [7] presented an effective 
approach to recommend new partners to researchers for joint research based on the 
context of academic social network. TamaraHeck [6] combined social information to 
build networks of researchers and to recommend similar researchers to each other. Xu 
[8] proposed a two-layer network model to combine semantic and social network 
information together for recommendation. Nocera and Ursino [9] used information 
about user friendships and semantic information of tags for their recommendations. 
Sahebi [3] proposed community-Based recommendations to resolve the cold start 
problem. Liu Ji [10] improved the effects of collaborative recommendation by net-
work cloud communities.  

Additionally, scholars’ research fields are distributed, always changing and cross-
ing. Communities have often been linked to common characteristics of the communi-
ty members. The aim of community detection is to find subgroups that the amount of 
interaction within group is more than the interaction outside of it [11]. Recently the 
community detection adopts multiple statistical and graph-based methods. The mod-
ularity-based method is a popular method in community detection [12].So in our work 
we construct users’ networking with common research fields, detect communities by 
the modularity and recommend users by calculating their friendship scores in the 
same community. 
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3 Community-Based Scholar Recommendation Modeling 

3.1 Background of SCHOLAT 

SCHOLAT is an academic social network for professional scholars to share their 
research, which is developed by our research team in 2011. Since publishing 
SCHOLAT, the number of registered users with real names has risen to more than 
two thousand [13]. SCHOLAT contains many aspects of a social network, including 
friendships, groups, and publications. The registered users need to fill in some basic 
personal information, such as names, emails, research fields and biographies. In this 
paper, we mainly use the dataset that includes the research fields and profiles of users 
of SCHOLAT.  

3.2 User Research Fields Modeling 

Generally, we can extract users’ information from their profiles, homepages and so 
on. But homepages of researchers do not always exist. Moreover, it would increase 
computational overhead. In this work, we utilize the users’ research fields. Users in 
SCHOLAT must provide their research interests when they register. They can select 
the item contents from a list to fill in the field of research contents. These item con-
tents are the statistics result of research fields from different universities and institu-
tions. At a practical level, it can bring two benefits. Firstly, we are sure to obtain the 
information of users’ interests that reflects the current and even the future research 
directions. Secondly, it is more convenient for us to build research-fields-based social 
networking.  

Let G = (U,E,W) be an undirected weighted user-graph representing the academic 
social network, where U is the set of users and ui ∈ U represents the i-th user. E is 
the set of edges. e(ui,uj)∈E represents the edge between ui and uj . The edge reflects 
that ui and uj have common research fields. W is the set of weight of edges, w(ui,uj) 
∈ W  represents the number of the same research fields between ui and uj. 

We define the set of users { } 1

I

i i
U u

=
=  and the set of tags of research fields

{ } 1

K

k k
F t

=
= . In order to facilitate discussions in the following sections, we define a 

formula as follows: 

T (ui) = {tj | tj is a tag of research fields belonged to ui, jt F∈ }              

We use WordNet to measure the similarities of tags. WordNet is a freely available 
lexical database for English whose design is inspired by current psycholinguistic theo-

ries of human lexical memory [15]. If ( )m it T u∈ and
( )n jt T u∈

 have a semantic simi-
larity, we consider that ui and uj have the common research fields. Table 1 shows an 
example of research fields of users. For example, Ub have two tags and Ud have three 
tags. Obviously, Ua and Uc have a common research field that is social network analy-
sis. In contrast, there is not any common research field between Ua and Ub. 



328 J. Chen et al. 

 

Table 1. sample tags of four users 

Name  Tags of research fields 

Ua Database, Computer Supported Cooperative Work, 
Cloud computing ,social network analysis 

Ub Artificial intelligence, Logic Programming 

Uc social network analysis 

Ud Database, CSCW, social network analysis 

3.3 Research-Fields-Based Graph Construction 

We generate an undirected weighted Research-fields-based graph G = (U, E, W). The 
nodes in the graph are users; the edge represents that two users have the common 
research interests; the weight of edge represents the number of common interests. 
Algorithm 1 shows the pseudo code of our method for generating a graph based on 
common research fields. 

Algorithm1 Generate a research-fields-based graph. 
 Procedure Research-fields-based graph(user,edge,weight) 
Input: U = {u1,…ui ,…,un}, ui denotes the i-th user 
       T(ui),the set of research fields belonged to ui 

           F, the set of research fields 
Output: Research-fields-based G(U,E,W)  
for each name∈NameList 
  add the node representing users’ name to the graph G.  
end for  
for all ui∈U do 
 for all ui+1 ∈U do 
  for all tm∈ T(ui)do 
       for all tn∈T(uj)do 
    if tm∈ T(ui) and tn∈ T(uj)is semantic similarity then  
     if e(ui,uj) not exists in G 
     add the edge with ui and uj to the graph G 
     w(ui,uj) = 1  
       else 
      w(ui,uj) = w(ui,uj)+1 
    end if 
    end if 
        end for 
   end for 
 end for 
end for 
Return G(U,E,W) 
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The high values of the modularity correspond to good divisions of a network into 
communities.  

3.5 Community-Based Scholar Recommendation 

After detecting communities, we further propose a method to perform research-
interest-based scholar recommendation. There is a classical method for calculating 
similarity between users: Vector Space Model (VSM) based TF/IDF method. TF/IDF 
method is a kind of basic method to calculate the similarity between two documents. 
Many users’ profiles are simple and the core network members’ profiles are rich in 
content. If we only depend on the content similarities of users’ profiles, some core 
network members will be ignored. These members always play importance roles in 
research fields. So we propose the friendship score which is combined the classical 
method with features of communities to calculate users’ similarities. Generally, the 
user’s profile includes names, genders, the fields of scientific research, email, aca-
demic positions and so on. Firstly, we can calculate the content similarities of users’ 
profiles using the Vector Space Model (VSM). A vector space represents a document 
or documents by the terms occurring in the document with a weight for each term. It 
can be defined as Eq. (4): 

         
, ,

l o g
i j i j

i

N
W f

n
= ⋅

                       
(4) 

where fi,j is the term frequency of term T in document d (a local parameter), N is the 
total number of documents and ni is the number of documents containing the term 
[19]. Wi,j represents the weight of i-th term in document j.  

Secondly, the similarity between ui and uj can be calculated by employing the co-
sine similarity [20]. The equation for calculating the similarity is as follows: 

| |
, ,

1

| | | |2 2
, ,

1 1

( ) ( , )

T
k i k j

k
i j i j T T

k i k j
k k

w w
Sim u ,u cos u u

w w

=

= =

×
= =

×


                 (5) 

where sim(ui,uj) ∈[0,1], the resulting similarity ranges from 0 to 1. If sim(ui,uj) =0 
we denote two users are independent. And 1 means exactly the same. 

Additionally, the degree of nodes and the weight of edges can play an important 
role in recommendation. Thus, we propose the friendship score FS (ui,uj). The formu-
la to calculate the similarity of two users is defined in Eq.(6): 

( ) * ( , ) * ( ) * ( , )i j i j j i jFS u ,u Sim u u D u W u uα β γ= + +
                

(6) 
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Fig. 3. An example community from Fig 2 

We randomly choose two communities to make user recommendation. In the com-
munity a, we recommend scholars to user 203. The result is shown in Fig 4(a). User 
17 has a great influence in the community a. The similarity between user 203 and user 
17 is improved by calculating friendship score. We can see that the proposed model 
can improve the recommendation of the core network members. In Fig 4(b), it is im-
proved that the similarity between user 245 and the core user 66. Although the core 
network members might have similar research interests, they always are poor at con-
tent similarity. We also test our method with the content-based recommendation me-
thod in communities. Generally speaking, our approach works better and is good at 
recommending the core scholars to users. 

   

(a)                                    (b) 

Fig. 4. (a) User Id, Similarity for community a, (b) User Id, Similarity for community b 

5 Conclusion and Future Work 

In this paper, we propose a novel approach for the scholar recommendations based  
on community detection. In this approach, we construct the graph based on users’ 
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research fields, detect the research- fields-based communities by Louvain method and 
implement scholar recommendation by calculating friendship scores. We implement 
the model on a real world dataset from SCHOLAT and get encouraging results. In 
future work, we would like to extract more useful research information from scholars, 
for example keywords from their papers, to improve the quality of recommendation. 
With the increasing number of nodes and edges in the social networks, it is necessary 
to extend our methods in large networks and improve the computing performance in 
the future. 
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Abstract. In order to strengthen users’ confidence to upload the private data to 
cloud platform, existing ways stressed too much on the security. However, 
cloud computing was an open and distributed environment, and it should 
provide highly robust, security and quality service to users. So it was necessary 
to balance the performance and security in cloud platforms, and one hybrid 
privacy protection solution was proposed with KP-ABE and CP-ABE. This way 
chosen different way to encrypt the privacy information based on user 
attributions according to cloud service business type. Finally, this hybrid 
solution was verified by the case of campus cloud environment. 

Index Terms: Cloud Computing, ABE (Attribute-Based Encryption), Data 
Security, Privacy Protection. 

1 Introduction 

Cloud computing could help enterprises saving their costs in the fields of hardwires, 
platform and software services [1, 2]. However, security issues became more and 
more important when users or enterprises shared and stored theirs services relying on 
the third party cloud computing service providers, and privacy protection was the key 
issue [3, 4]. On one hand, user’s identification should be verified and ensured the 
validation of its identification. On the other hand, the user privacy data stored at cloud 
platform should be ensured their security, so that cloud platform service providers or 
other customers could not get user’s privacy data. Cloud service providers should take 
charge of the cloud data security and protect its validation and completeness of the 
privacy data, so that these data could not be destroyed and lost. Currently, the privacy 
data security could be protected with some technologies, and governments also made 
some rules and laws to restrict cloud service providers’ behavior and obligation. 

The technologies about privacy protection have been researched by many scholars. 
Ref. [5] proposed one public key encryption to authenticate user’s identification. Ref. 
                                                           
* This work was supported by Projects of Jiangsu Industry Supporting (BE2010057), Jiangsu 

High School Natural Science Research (11KJB520013).  
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[6, 7] proposed the homomorphism encryption to ensure that cloud service providers 
could not read the contents of data when they executed the data computation for users. 
There was a fuzzy way to protect user’s data [8], and user could code the data and 
then upload the handled data to cloud server. During the whole process, the server 
ender did not know user’s real data. 

Above researches stressed the data security and did not care the performance of the 
service provided and user’s experience. So it needed a balance between the security 
and performance. Sahai and Waters proposed the conception of ABE (Attribute-Based 
Encryption) [9]. ABE made the cipher text and private key with relevance of one 
group of attributions, and user could decrypt the cipher text when user’s private key 
matched the attributions of cipher text. This way could satisfy the balance between 
the platform performance and privacy protection. Based on ABE, KP-ABE(Key 
Policy ABE) and CP-ABE(Cipher Policy ABE) were proposed continuously, and 
these two ways could classify the attributions of user’s sensitive data. One access 
control tree (ACT) would be created based on the classification levels [10]. In the 
following section, one solution would be given by combining the KP-ABE with 
CP-ABE for the balance. 

2 Related Works 

Goyal and its cooperators proposed KP-ABE solution based on ABE [11], and 
CP-ABE was given based on KP-ABE and ABE [12]. KP-ABE had the correlation 
among the same attribution set, and ABE could encrypt the attribution set. However, 
ABE could not decide who might access the data files encrypted. In KP-ABE, user key 
was connected with the ACT constructed by the same attributions tightly. Users could 
or not have the right to access and read the data files with relying on the third party key 
authority, and the right could not be decided by encrypted actor. On the contrary, in 
CP-ABE the data owner could encrypt the data by creating corresponding ACT and 
decide who could access the cipher text. Therefore, the accessing and controlling right 
lay on the data owner. The process of CP-ABE solution was as Fig.1 shown. 

: ,Setup PK MK

( , , ) :uK eyG en P K M K A S K

( , , ) :C CPEncrypt PK M A C−

C CPA −

1uA
C C PA −

1 :{ , ,
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2 : { , ,

log }
uA master analyze

crypt y

C CPA −

uA

2uA
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Fig. 1. The encryption and decryption process of CP-ABE 
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In Fig.1, AC CP meant the access policy of the cipher text and was described with 
the tree structure. A  meant the set of attributes the number(i) customer’s privacy 
data. Private Key was shortened to PK. Main Key was shortened to MK. And Session 
Key was shortened to SK. C meant the cipher text. There were four steps in the 
encryption and decryption process of CP-ABE, and they were <Set up>, <Key Gen>, 
<Encrypt>, and <Decrypt>. And there were three roles in CP-ABE system, which 
were customer, provider and authority. The detail work of each phase in Fig.1 would 
be introduced as following. 

Phase 1 <Set up>: In this phase, PK and MK were created by authority firstly after 
customer requested and submitted A to the authority. 

Phase 2 <Key Gen>: Authority generated the SK according to A , PK and MK. 
After this, authority would send the PK and SK to customer. 

Phase 3 <Encrypt>: Provider used PK and AC CP to encrypt the customer data and 
generated cipher text C. And this phase could be marked as the 
expression , , : . Then provider sent the C and AC CP to the 
customer. 

Phase 4 <Decrypt>: When customer received the C and AC CP, and then first judge 
if the A  satisfied the policy of . If the condition was satisfied, customer could 
decrypt the cipher text. Otherwise, the customer could not decrypt the cipher text. 

In order to describe the protection policy of cipher text more flexible and express 
more complex logical relationship, CP-ABE and KP-ABE would be integrated in the 
following solution for the balance of platform performance and privacy protection. In 
this solution, cloud customer’s data would be shared more flexibly, and cloud 
platform would be more flexible, reliable and usable. 

3 The Relationship of User Attributions and Access Control 
Policies 

User privacy data in cloud could be classified into different levels according to 
different security requirements, so that the access control policy (ACP) based on the 
attributions would be designed according to different levels. The privacy data would 
be encrypted and then stored, and ensured user to open different level privacy data. 
Some data would be shared to other customers who had the rights, and some data 
would be owned by the owner. Therefore, this individual classification solution 
according to different security levels was more flexible and applicable. The mapping 
of access control policy and user privacy data level was shown as Fig.2. 

The most important and difficult problem was to construct the ACT in Fig.2, and 
the leaf nodes in ACT were the privacy attributions. The parent nodes were logical 
operator, such as ‘AND’ and ‘OR’ operators. The sensitive data could be encrypted 
by ACT, and the encrypted data could be decrypted when the user’s attributions 
satisfied with ACP. And there were three types of ACT in Fig.2, which were high 
secret level, middle secret level and low secret level. 
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Fig. 2. The mapping between ACP and the level of customer privacy data 

 First type: High secret level 

To customer, the data with high secret level was the most sensitive and private 
information in cloud environment, such as user mailbox id and key, address, bank 
card id and key, and so on. These data could not be known by others. If someone 
satisfied with ACT as Fig.3., these sensitive and privacy data would be encrypted and 
read. In Fig.3, the user had to own the real name, department and member id, or own 
the real ID and KEY, and could decrypt the secret data. Otherwise, cloud platform 
would reject user’s requirement. In this case, only valid user could access the data. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Strict ACT structure sample 
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 Second type: Middle secret level 

In this case, some users could access the same data, and they were considered to 
own the same right. Take an example of enterprise user, cloud service provider could 
set the ACT for the enterprise shown as Fig.4. Fig.4 showed that the manager of 
researcher, or business sales, or enterprise president could decrypt the encrypted data 
with middle secret level ACT. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Middle level ACT structure sample 

 Third type: Low secret level 

If the user data could be shared by most other users, such as the books, favorite 
videos, and etc, these type data should be shared in cloud platform and enhanced their 
usability. Then the service provider could set ACT to most users, and give them the 
rights to read and browser these data. This solution fit some different groups. Fig.5 
was an example of this solution, which meant that in Beijing and age more than 16 
years old, or teacher or office could visit the data. This type character was the data 
which was not the sensitive information. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Low level ACT structure sample 
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4 The Case of Privacy Protection and Its Implement 

A. The hybrid solution for the balance of privacy protection in cloud computing 

In order to balance the performance and security, a hybrid solution was proposed 
here, but this solution was different from Reference [13]. The dual solution in paper 
[13] used KP-ABE with user subjective attributions, and used CP-ABE with user 
objective attributions. Here the hybrid solution would choose CP-ABE or KP-ABE 
according to user customized business and balance the performance and security. If 
customers hoped that the business would response rapidly, KP-ABE would be chosen. 
Otherwise, CP-ABE would be used. In cloud computing, access control business 
needed high security and used CP-ABE, and query business needed high response 
performance and used KP-ABE [14], this idea called hybrid solution process as 
Fig.6(1) shown. The implement process of encryption and decryption in Fig.6(2). 

    
(1) Hybrid solution               (2) Encryption and Decryption process 

Fig. 6. The hybrid solution for balancing the performance and security in cloud 

B. The case of privacy protection in cloud computing 

In order to verify the solution, one private cloud environment and platform was built 
and deployed in the campus. In the case, there were five roles in the private cloud 
environment, shown as Fig.7. They were cloud service provider, user, UDDI  
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(Universal Description, Discovery and Integration), key published center and key 
distributed center. After user uploaded the data, and got the key from the key 
distributed center. Cloud service provider both received user data and encrypted the 
privacy information with ACP. Cipher text C could be read or written when user 
could decrypt the privacy data with the private key. 

 

Fig. 7. The case of privacy protection structure in cloud computing 

A CRM (Customer Relationship Management) cloud service oriented to Telecom 
was developed and deployed to the cloud environment as Fig.7 shown. User 
submitted personnel information which was encapsulated into messages, and these 
messages were sent to attribute based key distribution center. Then cloud environment 
fed back public Key and ACP to user, and then the cloud computing platform and 
cloud storage platform would utilized the CP-ABE and KP-ABE to encrypt user 
privacy data. The detailed interaction process between users and cloud platform was 
shown as Fig.8. 
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Fig. 8. The interaction process between users and cloud platform 
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C. The performance analyses of privacy protection solution in cloud computing 

CP-ABE toolkit has been realized in reference [15], and KP-ABE toolkit was 
published in reference [16]. The innovation in the hybrid solution was to differentiate 
the cloud business service and choose KP-ABE or CP-ABE to encrypt privacy data 
with user attribution ACT. In order to discuss the performance of the hybrid solution, 
one CRM cloud service named customer lost analyzed was designed and developed as 
a product in cloud computing portal shown as Fig.9.  

 

Fig. 9. Cloud service platform portal 

The customer information could be accessed by those who had the right according 
to their attributions. In this case, the performance and security were both considered 
and implemented the hybrid solution, and this cloud service performance and security 
index was improved and balanced shown as Fig.10. Here performance index was 
counted with open cloud platform named Hadoop. 
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Fig. 10. Performance and security analyze with hybrid solution 

The performance and security analyze shown as Fig.10 were realized by the CPABE 
toolkit. And cpabe-keygen, cpabe-en and cpabe-dec in CPABE toolkit had the line 
relationship with the number of attributions when they were deployed and run. 

5 Conclusion 

Although the hybrid solution looked like a rational way to balance the performance 
and security in cloud computing, the larger and more quantity of data were needed to 
verify the hybrid solution. The next work would focus on the big data in cloud 
computing, and continued to verify and optimize the hybrid solution. 
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Abstract. Discovering communities is crucial for studying the structure
and dynamics of networks. Groups of related nodes in the community of-
ten correspond to functional subunits such as protein complexes or social
spheres. The modularity optimization method is typically an effective
algorithm with global objective function. In this paper, we attempt to
further enhance the quality of modularity optimization by mining local
close-knit structures. First, both periphery and core close-knit struc-
tures are defined, and several fast mining and merging algorithms are
presented. Second, a novel Fast Newman (FN) algorithm named NFN
incorporating local structures into global optimization is proposed. Ex-
perimental results in terms of both internal and external on six real-world
social networks have demonstrated the effectiveness of NFN on commu-
nity detection.

Keywords: Community Detection, Modularity Optimization, Fast New-
man Algorithm, Close-knit Structures.

1 Introduction

Recent years, the theory and application of complex networks have attracted
much attention, since many complex systems can be modeled as networks or
graphs such as the World-Wide-Web, social and biological systems, and so on.
Discovering community structures is crucial to understand the structural and
functional properties of the networks [1]. Formally, this task can be formulated
as a network community mining problem (NCMP), which aims to discover all
communities from a given network [2].

To date, the existing methods addressing NCMP roughly fall into two cate-
gories, in terms of whether or not explicit optimization objectives are being used.
The methods with explicit optimization objectives solve the NCMP by trans-
forming it into an optimization problem and trying to find an optimal solution
for different kinds of predefined objective functions, among which modularity
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c© Springer-Verlag Berlin Heidelberg 2014



Enhancing Modularity Optimization via Local Close-Knit Structures 347

(a.k.a. Q function [3]) is the most popular one. On the other hand, the meth-
ods without using explicit optimization objectives solve the NCMP based upon
predefined properties of a node, a pair of nodes, or a group of nodes in a same
community, a.k.a. local close-knit structures.

Local close-knit structures can give clear pictures about genuine communities,
whereas the optimization for global objectives can easily obtain the partitions
of all nodes in the network. In this paper, we aims to combine both local and
global methods, that is, utilizing local close-knit structures for enhancing the
effectiveness of the global optimization. Particularly, we first define periphery and
core close-knit structures, and thus propose mining and merging algorithms for
them to obtain all of local close-knit structures. We then take Fast Newman (FN)
algorithm, a Q optimization method, as the baseline. Local close-knit structures
are seamlessly incorporated into FN to finally obtain a novel algorithm named
New Fast Newman (NFN). Experimental studies on six real-life social networks
demonstrate that NFN outperforms FN in terms of both internal and external
measures.

In the next section, we describe the related work. In section 3, we present
the definition, mining and merging algorithms of periphery and core close-knit
structures. In section 4, we introduce the algorithmic details of NFN and illus-
trate the difference FN and NFN by an example. Experimental results are given
in section 5.

2 Related Work

Community detection can be traced back to graph partitioning methods, and
it aims to minimize the number of edges cut to optimize the objective func-
tion, which is proven to be NP hard. On the basis of this objective function
scholars propose a series of heuristic algorithms, such as Kernighan-Lin algo-
rithm, spectral averaging method, maximal flow and minimal cut method and
so on. Girvan and Newman put forward Q function as optimization objective
function in 2004 [4], and then proposed Fast Newman algorithm as a efficient Q
optimization method [3].

Being different from the top-down style adopted by the optimization meth-
ods, a bottom-up strategy without global objective was also proposed. They of-
ten start by defining local close-knit structures, and then search within a whole
network for the communities that hold the proposed definitions [5]. A network’s
global community structure is detected by considering the ensemble of commu-
nities obtained by looping over all of these local structures. For example, the
method of k -clique percolation [6] is based on the concept of k -clique. Besides
k -clique, a community could be regarded as a clique, a k -clan, a k -plex, an equiv-
alent structures [5, 7]. Due to the limited space, it is difficult to include all the
community detection methods in this paper, and we hope the cited review and
book [1, 5] can point to some of those missing references.
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3 Local Close-Knit Structure Mining and Merging

In this section, we classify the local close-knit structures into periphery and core
close-knit structures, and thus present the mining methods for both two kinds of
structures. Since connections naturally exist between two kinds of structures, we
also explore several merging strategies to obtain disjoint close-knit structures.

3.1 Periphery Close-Knit Structure

In the literature, two kinds of special nodes, i.e., hub and outlier, have attracted
more attention [8, 9, 10]. The hub node acts like a bridge which connecting
different communities, whereas the outlier is often situated at the periphery of
the network and connects to only one community with a single link. In other
words, the communities of the outliers is fixed, and also lots of outliers might
be connected to form the periphery close-knit structure. Formally, we define the
outlier as follows.

Definition 1 (Outlier). Given a graph G = (V,E), v ∈ V is an outlier, iff one
of the following three cases is satisfied: (1) degG(v) = 1; (2) if there exists a
path P = {v1, · · · , vf , w} where degG(vj) = 2(1 ≤ j ≤ f) and degG(w) ≥ 2, v =
vj(1 ≤ j ≤ f); (3) degG(v) = 2, ∃w ∈ Nv, degG(w) = 2, Nv ∩Nw �= ∅.

Outlier

Hub
remaining
network Community

Hub
remaining
network

Outlier

(a) (b) (c) (d)

Outlier

Hub
remaining
network

Hub

Outlier

remaining
network

Fig. 1. Illustration of periphery close-knit structures.

Figs. 1(a)-(c) depicts three cases in the Definition 1. To be specific, case (1)
represents the periphery isolated nodes, case (2) describes a outlier link, and case
(3) corresponds to a outlier triangle. If the outliers are not a isolated part of the
network, it will ultimately connected to a hub. Meanwhile, three outlier cases
might probably be combined to form a more complex outlier case, as shown
in Fig. 1(d). Therefore, four cases in Fig. 1 actually sketch out the periphery
close-knit structures.

Definition 2 (Periphery Close-knit Structure). A connected subgraph con-
sists of a hub and several outliers.

Next, our task is to mine all the periphery close-knit structures in the network.
To this end, we put forward the PSMiner algorithm as shown in Algorithm 1.
Case (1) can be regarded as the special case of (2), that is, if the path P in case
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(2) contains only two nodes v and w, case (2) is altered to case (1). PSMiner
traces back the path from the node with only one neighbor until discovering the
hub, as shown in lines 4-15 of Algorithm 1. Then, lines 16-23 are responsible
for mining case (3). Note that to mine the combination of three cases, an array
Line[n] is defined to record the sequence number in Sp of each node, and thus
if the hub has been included by Sp, we put all outliers connected to this hub
into the same line of this hub. Obviously, we can mine all periphery close-knit
structures by traversing all nodes once, so the complexity of PSMiner is O(|V |).

Algorithm 1. Mining Periphery Close-knit Structures of Graphs

1: procedure PSMiner(G)
2: curline ← 0;
3: for v ← 1 : n do
4: if degG(v) = 1 then
5: T = {v}, w = Nv ;
6: while degG(w) = 2 do
7: T = T ∪ w,w = Nw/T ;
8: end while
9: if Line[w] 	= 0 then
10: Sp ← AddNodesToLine(T,Line[w]);
11: else
12: Sp ← AddNewLine({w} ∪ T );
13: curline ++,∀k ∈ T, Line[k] = curline;
14: end if
15: end if
16: if degG(v) = 2&&∃u ∈ Nv, degG(u) = 2, (w = Nv ∩Nu), w 	= ∅ then
17: if Line[w] 	= 0 then
18: Sp ← AddNodesToLine({u, v}, Line[w]));
19: else
20: Sp ← AddNewLine({w, v, u});
21: curline ++, Line[i] ← curline, i = u, v, w;
22: end if
23: end if
24: end for
25: return Sp;
26: end procedure

3.2 Core Close-Knit Structure

Core close-knit structure is a cohesive subgroup in which nodes are interacting
more frequently with each other. An ideal cohesive subgroup is a clique [5]. In
fact, community is strictly defined as a subgroup in which each pair of users has
friendship [11]. This implies that nodes in the cohesive subgroup (e.g. clique)
shall not be separated. In this paper, a clique containing k nodes is named k-
clique. However, k-clique is a very strict definition, and it can rarely be observed
in a huge size in real-life networks. This structure is very unstable as the removal
of any edge in it will render it an invalid clique. Therefore, a number of cohesive
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subgroups relaxing clique have been proposed such as k -clan, k -plex, k -core, and
so on. We then select k -clique, k -clan, k -plex as our core close-knit structures.
Formally, we have following definitions.

Definition 3 (k-clique). Given a graph G = (V,E), if the subset V ′ ⊆ V with
k nodes satisfying ∀v ∈ V ′degG[V ′](v) = k − 1, V ′ is a k-clique.

Definition 4 (k-clan). Given a graph G = (V,E), if the subset V ′ with k nodes
satisfying ∀u, v ∈ V ′, disG[V ′](u, v) ≤ k, V ′ is a k-clan.

Definition 5 (k-plex). Given a graph G = (V,E), if the subset V ′ with k nodes
satisfying ∀v ∈ V ′, degG[V ′](v) ≥ |S| − k, V ′ is a k-plex.

In Definitions 3-5, G[V ′] denotes the extracted subgraph of G on V ′, i.e.,
G[V ′] = (S,E ∩ V ′ × V ′), and disG[V ′](u, v) denotes the length of the shortest
part between u and v in G[V ′]. The search for the maximum cliques in a graph
is typically a NP hard problem. Since k -clan and k -plex are relaxed from k -
clique, to mine both two structures might be even difficult. Therefore, mining
core close-knit structures from large-scale networks might be infeasible, while
the core close-knit structure can indeed improve the performance on community
detection, which will be shown in section 5.

3.3 The Merging Strategy

Our task is to discover disjoint communities in the networks as similar as the
most work in the realm of community detection [4, 3, 1]. However, the core
close-knit structures defined by k -clique, k -clan or k -plex are often nested. For
instance, every subgraph of k -clique is also a clique. Therefore, to obtain the
close-knit structures as seeds, we have to handle the nested structures. To this
end, we here present two strategies, i.e., Long-Structure-First(LSF) and Short-
Structure-First(SSF). Taking LSF as an example, LSF first sorts the core close-
knit structures in length-DESCENDING order, and then examines the structure
one by one. If all of nodes in current structure are not selected, this structure
is selected as a seed. Otherwise, the structure will be dropped. SSF is similar
to LSF, but it sorts the core close-knit structures in length-ASCENDING order.
Essentially, LSF assumes the larger structures are of much more interest, whereas
SSF the smaller structures are of much more valuable.

After obtaining disjoint core close-knit structures, the following task is to
merge the periphery and core structures. Note that since the case (3) of the
Definition 1 is actually a 3-clique, we have to remove these 3-cliques from the set
of core close-knit structures when it is defined as k -clique. Moreover, there is only
one hub in each periphery structure, and this hub might be contained by at most
one core structure. So the merging strategy is to consider the periphery and core
structures that have intersecting hub node. Algorithm 2 shows the pseudocodes
of the merging strategy.

Algorithm 2 first uses LSF or SSF to get the disjoint core close-knit struc-
tures, and then traverses the periphery close-knit structures set Sp.In line 4,
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ExtractHub(Sp[i]) is responsible for extracting hub node w in current periphery
structure.Then, if w is contained by a core structure DSc[j], Sp[i] and DSc[j]
are merged. Finally, the structures that are not merged in Sp and DSc are added
into S to keep the completeness.

Algorithm 2. Merge Structures of Periphery and Core

1: procedure Merge(Sp,Sc)
2: DSc ← LSF(Sc);
3: for i ← 1 : |Sp| do
4: w ← ExtractHub(Sp[i]);
5: for j ← 1 : |DSc| do
6: if (w ∈ DSc[j]) then
7: S ← S ∪ (DSc[j] ∪ (Sp[i]/{w})), DSc ← DSc/{DSc[j]};
8: break;
9: end if
10: end for
11: S ← S ∪ Sp[i];
12: end for
13: S ← S ∪DSc;
14: return S;
15: end procedure

4 Modularity Optimization via Close-Knit Structures

In this section, we incorporate close-knit structures into the traditional FN algo-
rithm to enhance its performance. The proposed algorithm is named New Fast
Newman(NFN for short). We first introduce the algorithm details, and then give
an example on Karate dataset to show the difference between NFN and FN.

4.1 The Algorithm Design

Generally, FN [3] is a modularity optimization method, which adopts an ag-
glomerative hierarchical clustering strategy. FN starts by taking each node as a
community, and then at each step merges two communities that contributes the
largest increase of Q. The merging process will not stop until K communities are
obtained. Now, we have mined close-knit structures, and we argue that taking
these close-knit structures as seeds, i.e., communities at the beginning, will be
better than taking every node as a community, because nodes in the close-knit
structure essentially belong to the same community.

Along this line, the key part of NFN is to compute and update the Q function,
which is determined by inner and inter edges among communities. Let E be a
matrix, of which each element eij is the number of edges between community i
and j. So, if i = j, eij denotes the number of inner edges in community i, and
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if i �= j, eij denotes the number of inter edges between i and j. Based on E , Q
can be computed as follows.

Q =
∑
i

(eii − a2i ), (1)

where ai denotes the sum of edges between i and other communities, i.e., ai =∑
i,i�=j eij . To find the largest �Q, we need to compute �Qij for all community

pairs. The advantage of NFN is that computing �Qij , as shown in Eq. (2) only
depends on community i and j.

�Qij = eij + eji − 2aiaj . (2)

Algorithm 3. New Fast Newman Algorithm

1: procedure NFN(G,S,K)
2: C ← ConnectedComp(G,L);
3: if K � C then
4: return L;
5: end if
6: l ← Initialization(L, E);
7: while l > K do
8: ΔQmax

ij ← Max(ΔQ);
9: for p ← 1 : n do
10: if L[p] = j then
11: L[p] ← i;
12: end if
13: end for
14: l −−,Update(E); 	 update Matrix E by using Eq.(1) and Eq.(2)
15: end while
16: return L;
17: end procedure

If the graph is undirected, �Qij=2(eij−aiaj), since eij=eji. NFN only needs
to maintain the matrix E for modularity optimization. In particular, E is initial-
ized according to the set of close-knit structures S, and then is updated as two
communities are merged. To understand the updating details, assuming commu-
nities i and j are merged, i < j, the new community is labeled i, i.e., the smaller
number. So we need to update the number of inner edges in i, the number of
inter edges for i, and then delete the j -th line of E. Eqs. (3) and (4) show both
inner and inter edges update for i.

e
′
ii = eii + ejj + 2eij, (3)

e
′
ir = eir + ejr(i, j �= r). (4)

Based upon the aforementioned computational details, the pseudocodes of NFN
are depicted in Algorithm 3. As can be seen, lines 2-5 are to handle a special case
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Table 1. Experimental network data sets

Datasets |V | |E| < k > C K
Karate 34 78 4.588 0.571 2
School 69 227 6.580 0.468 6

Polbooks 105 441 8.400 0.488 3
Football 115 614 10.678 0.402 11
CMC05 23133 186878 16.157 0.633 -
Enron 1133 10902 19.244 0.220 -

of NFN. That is, if the graph is composed of C connected components and the
number of communities set by userK ≤ C, NFN will return C communities each
of which is a connected component. If K > C, NFN initializes the matrix E and
label vector L, where L[i], 1 ≤ i ≤ n, denotes the community ID for i-th node.
Note that the variable l = n−|S| indicates the number of seed communities. Lines
7-16 show the merging process of which the number of iteration is l−K. Although
updating E as shown in Eqs. (3) and (4), it still traverse all nodes in the worst
case. Therefore, the time complexity of NFN is O(n(l−K)) = O(n(n−|S|−K)).

4.2 An Example

Here we apply both FN and NFN on a small social network with ground truth.
The purpose is to gain a direct comparison between FN and NFN both on pro-
cess and performance. Karate [12] is a classic social network with 34 members in
a Karate club of some university in USA. This club splits into two parties follow-
ing a disagreement between an instructor(node #1) and an administrator(node
#34), and constitutes two real communities. We apply NFN with k-clique as
the definition of core close-knit structures and LSF as the overlapping removal
strategy on Karate. Fig. 2 shows the ground truth of Karate, as well as two
dendrograms obtained by FN and NFN, respectively. As can be seen, two den-
drograms differed too much, and node #10 was misclassified by FN. However,
the result of NFN perfectly matched the ground truth. Note that in the den-
drogram of NFN the blue bold lines indicated the merging led by close-knit
structures.

(b) FN Dendrogram

(c) NFN Dendrogram

(a) Karate Ground Truth

Fig. 2. Comparison between FN and NFN on Karate network
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5 Experimental Results

In our experiments we utilized six network data sets: Karate, School, Polbooks,
Football, CMC05 and Enron. Some characteristics of these data sets are shown in
Table 1, where |V | and |E| indicate the numbers of nodes and edges respectively
in the network, < k >= 2|E|/|V | indicates the average degree, C indicates the
average clustering coefficient, and K is the number of communities indicated by
the ground truth. Note that two somewhat big data sets CMC05 and Enron do
not have ground truth, and thus “-” are marked in K column.

Table 2. Results of periphery and core close-knit structures

Datasets Karate School Polbooks Football CMC05 Enron

Periphery 1/2 1/2 0/0 0/0 1876/4925 129/282

k-clique
All 25/81 66/241 181/719 185/760 7576/31413 2045/7470
LSF 4/15 11/44 14/59 18/110 1734/7772 121/492
SSF 5/15 10/31 19/60 24/76 1988/6841 48/503

k-clan
All 8/87 58/540 145/2844 152/1737 7543/97962 1665/31054
LSF 2/24 3/37 2/53 5/67 910/7361 35/419
SSF 2/14 5/25 4/28 6/42 1133/5820 64/327

k-plex
ALL 273/926 589/2097 1809/7243 2465/8655 - -
LSF 4/17 10/48 18/76 16/109 - -
SSF 6/18 17/51 25/75 33/99 - -

Note: x/y denotes there are y nodes in x structures.

Karate has been introduced in section 4.2. School [13]is a network of rela-
tionships which formed from students coming from six grades of some school in
USA between 1994 and 1995. Every grade is a community, and friend relation-
ships were obtained from student’s self-reporting. Polbooks [14] contains 105
nodes representing books about US politics sold by Amazon.com, in which the
edge indicates the pair of books were frequently bought together. Football [15]
depicts a relationships graph of football games which are hold among different
universities in USA in the 2000 season. In the graph there are 115 nodes, each
of which represents a different team. Each edge of the graph means there is a
contest between two teams, and eleven clubs compose eleven different communi-
ties. CMC05 [16] is a co-authorship network including all preprints posted between
Jan.1, 1995 and Mar.31, 2005 on Cornell University Library. Each node of the
graph is a author, and each edge of the graph means that two authors have
co-authored at least one paper. Enron [17] is a communication network, nodes
of the network are email addresses, if an address i sends at least one email to
address j, there will be an undirected edge from i to j, and vice versa.

We use UCINET to mine three kinds of core close-knit structures [18],
and use C++ language to implement PSMiner, LSF, SSF and merging
algorithms. We develop the NFN based upon the open-source algorithm
FN(http://cs.unm.edu/~aaron/research/fastmodularity.htm) which is
also coded in C++.

First of all, we show the results of periphery and core close-knit structures
on six data sets in Table 2. Note that a k -clique includes at least 3 nodes,
while k -clan and k -plex contain at least 2 nodes. There are few periphery close-
knit structures in small-scale networks, but indeed a great many in large-scale

http://cs.unm.edu/~aaron/research/fastmodularity.htm
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networks. For instance, there are 1876 periphery close-knit structures covering
4925 nodes in CMC05. Although each network includes lots of core close-knit
structures, the number disjoint structures obtained by LSF or SSF are not too
much. Due to the loose definition of k -plex, UCINET failed to mine them in two
large networks, which leads to the missing data in Table 2.

5.1 Performance in Terms of the Internal Measure

Here, we investigate the improvement on the quality of discovered communities.
Q is selected as the internal measure. Table 3 gives the overall results on k -clique,
k -clan and k -plex, respectively. During the merging process of FN and NFN, the
maximum Q value and its step were recorded. If the steps of maximum Q are
different between FN and NFN, we also recorded the Q value of NFN as FN
reached the maximum at this step. Meanwhile, it is easy to compute the number
of discovered communities at each step, that is, K = n−#Step. Note that the
best one in each line is boldly marked.

(a) CMC05 (b) E-commerce URLs category

Fig. 3. Q values along with the number of communities K

As can be seen, NFN outperforms FN in most cases, except selecting k -clan
as core structures on School and Football. By comparing three definitions of
three kinds of core structures, we find the k -clique achieved the best perfor-
mance. Moreover, comparing LSF and SSF implies the LSF is better than SSF.
Therefore, employing k -clique for defining core structures and LSF for removing
overlapping nodes will be the best settings for NFN.

We then take a close look at the increasing of Q during each iteration. Fig. 3
shows the Q value along with K on CMC05 and Enron. The observations on Fig. 3
is similar to that on Table 3. That is, the performance of NFN is better regardless
of settings, and also NFN with k -clique and LSF achieves the best performance.

5.2 Performance in Terms of the External Measure

In our experiment, four small data sets do have ground truth, which facilitates
us to evaluate the performance on external measures. Many recent studies use
the external measure: Normalized Mutual Information(NMI), to evaluate the
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Table 3. Performance improvement on Q
(a) k-clique

Datasets
FN NFN(k-clique, LSF) NFN(k-clique, SSF)

MaxQ/Step MaxQ/Step Q/Step MaxQ/Step Q/Step
Karate 0.3807/31 0.4313/30 0.4130/31 0.3787/31 -
School 0.5840/64 0.6015/63 0.6014/64 0.5566/63 0.5551/64

Polbooks 0.5020/101 0.5364/100 0.5364/101 0.5349/101 -
Football 0.5695/109 0.6331/105 0.6212/109 0.5206/109 -
CMC05 0.7818/15353 0.8452/15451 0.8441/15353 0.8194/15440 0.8185/15353
Enron 0.5130/1120 0.5759/1122 0.5757/1120 0.5724/1120 -

(b) k-clan

Datasets
FN NFN(k-clan, LSF) NFN(k-clan, SSF)

MaxQ/Step MaxQ/Step Q/Step MaxQ/Step Q/Step
Karate 0.3807/31 0.5409/31 0.4133/32 0.4133/32 0.4091/31
School 0.5840/64 0.5707/64 - 0.4883/64 -

Polbooks 0.5020/101 0.5610/100 0.5607/101 0.4826/102 0.4820/101
Football 0.5695/109 0.5230/110 0.5143/109 0.4541/109 -
CMC05 0.7818/15353 0.8467/15471 0.8449/15353 0.8142/15451 0.8129/15353
Enron 0.5130/1120 0.5187/1122 0.5187/1120 0.5187/1122 0.5187/1120

(c) k-plex

Datasets
FN NFN(k-plex, LSF) NFN(k-plex, SSF)

MaxQ/Step MaxQ/Step Q/Step MaxQ/Step Q/Step
Karate 0.3807/31 0.4290/31 - 0.4326/31 -
School 0.5840/64 0.6240/64 - 0.5770/65 0.5712/64

Polbooks 0.5020/101 0.5634/100 0.5622/101 0.5075/101 -
Football 0.5695/109 0.6347/105 0.6163/109 0.4207/111 0.4179/109

clustering performance [19]. we also use NMI in our experiments, which is com-
puted as: NMI = I(G,L)/

√
H(G)H(L), where the random variables G and L

denote the cluster and class sizes, respectively, I(G,L) is the mutual informa-
tion between G and L, and H(G) and H(L) are the Shannon entropies of G and
L, respectively. The value of NMI is in the interval: [0,1], and a larger value
indicates a better clustering result.

As can be seen from Fig. 4, although FN has advantage over NFN with some
settings, NFN with k -clique and LSF shows consistently higher quality than FN.
However, other settings of NFN are not useful in all data sets. For example, NFN
with k -plex and LSF obtained the best partitions on School and performed close
to NFN with k -clique and LSF on Football.

Karate School Polbooks Football
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Fig. 4. The performance comparison on NMI
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6 Conclusion

In this paper, we put forward a kind of community detection method based on
modularity optimization and merging local close-knit structures. Firstly, based
on definitions of hub and outlier, we give a definition of periphery close-knit
structure, then propose a linear algorithm to mine the periphery close-knit struc-
tures. Secondly, a novel Fast Newman algorithm named NFN incorporating local
structures into global optimization is proposed. Finally, experiments on six real-
world social networks have demonstrated the effectiveness of NFN on community
detection.
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Abstract. Most digital information resources for readers of the medical library 
exist in the form of unstructured free text (journal papers). Therefore it has 
become the new direction of data mining research to extract keywords in the 
collection of medical literature and turn them into structured knowledge that is 
easily accessible and analyzable. MetaMap, a mapping tool from free text to the 
UMLS Metathesaurus developed by the U.S. National Library of Medicine, 
maps keywords to the normative UMLS thesaurus, and provides a rating for the 
mapping degree of every word. The present study extracts keywords from the 
English language literature of insulin-like growth factors 1 research, assigns 
weights to the keywords using the BM25F model, screens out groups of 
important keywords, carries out a cluster analysis of these keywords.  

Keywords: Medical Data Mining, MetaMap, insulin-like growth factors 1, 
hotspot detection. 

1 Introduction 

Academic journals are publications that reflect latest academic developments. With 
every university or research institute being a subscriber to dozens of journal 
databanks, a researcher needs to go through the databanks one after one to obtain the 
information they need. Before a medical researcher decides on a research topic, they 
need to spend enormous time and effort to search for relevant literature, and induce 
hotspot research topics from them. For the time being, most of the digital information 
resources to which readers of medical libraries have access exist in the form of 
unstructured free text. Knowledge extraction[1] in its narrow sense means extracting 
keywords through analysis of free text, then transforming them into structured 
knowledge through statistical analysis for the purpose of further analysis and 
application. Therefore, the focus of the present study shall be how to extract hotspot 
keywords from collections of insulin-like growth factors 1 research, cluster those 
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important keywords to theme areas which are independent of each other and find 
emerging trends from those theme areas. 

MetaMap is a mapping tool from free text to the Unified Medical Language 
System (UMLS) Metathesaurus developed by the U.S. National Library of Medicine. 
It carries out segmentation and semantic analysis of the free text, maps keywords to 
the normative UMLS thesaurus, and provides a rating for the mapping degree of 
every word. A higher rating suggests a higher degree in mapping accuracy and vise 
versa. The present study attempts to extract keywords from collections of insulin-like 
growth factors 1 literature (from Pubmed databank etc.) with the help of MetaMap. It 
will carry out a cluster analysis of these keywords, and display these keywords in 
graphical format to give a presentation of the hotspot keywords and their close 
relationships with other related keywords. 

The rest of the paper is organized as follows: Section 2 summarizes the current 
major technical approaches in medical data mining; Section 3 presents methods and 
procedures of our analysis of insulin-like growth factors 1 research trends; Section 4 
discusses the results of the analysis and the prospects of future research. 

2 Major Technical Approaches in Medical Data Mining 

The first successful attempt at detecting hotspots through data mining based on the 
Medline/Pubmed databank was made in 1986. Don R. Swanson from University of 
Chicago proposed the non-literature related knowledge discovery methods, and 
extracted two “hidden connections” successfully [2]. A survey of data mining systems 
used in the bio-medical research field within and without China was carried out in the 
present study. The following is a summary of the technical approaches adopted in 
medical data mining up to present. 

Specific Term Extraction and Co-occurrence Analysis: For example, automated 
extraction of explicit and implicit biomedical knowledge from publicly available gene 
and text databases was carried out to create a gene-to-gene co-citation network of 13, 
712 named human genes. The titles and abstracts in over 10 million Medline articles 
are processed with computer analysis to construct such a network. The undertakings 
are collectively known as “PubGene” [3]. Large-scale experiments also demonstrate 
that co-occurrence reflects biologically meaningful relationships, thus providing an 
approach to extract and structure known biology. 

Natural Language Processing Technology: The Medstract [4] project of Brandeis 
University adopts UMLS as its normative thesaurus, and uses natural language 
processing technology to carry out parsing analysis, semantic type identification, re-
rendering of semantic ontologies in analyzing specific terms in Medline literature. 
Named entities recognition and relation identification are realized through this 
approach. 

Data Mining Methods: The knowledge discovery process consists of several key 
steps. (U. Fayyad, 1996)[5] These steps compose the basic procedure followed by most 
of the data mining software at present. 
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• Gaining familiarity with the application domain and identifying the ultimate 
goal of the application. 

• Creating a target data set. 
• Data cleaning and preprocessing. 
• Data reduction and transformation: identifying useful features, standardization 

of the data, and reducing dimensionality of the data. 
• Identifying which particular method (such as classification, clustering or 

association) is the most suitable to our goal. 
• Choosing the mining algorithm(s) appropriate for the method chosen in the 

previous step. 
• Data mining: search for patterns of interest, classification, clustering, etc. 
• Evaluation of results and knowledge presentation: visualization, 

transformation, removing redundant patterns, etc. 
• Use of discovered knowledge (U. Fayyad, 1996) [5].  

Visualized Information Software Based on Scientific Literature Hotspots 
Detection: CiteSpace[6] is a visualized information software based on scientific 
literature hotspots detection. It was developed by the College of Information Science 
and Technology of Drexel University in the U.S. from 2003 to 2005. Its developers 
used this software for the analysis of two research fields: mass extinction (1981-2004) 
and terrorism (1990-2003). Through monitoring trends in visualized networks and 
combining it with consultations with domain experts, as well as discussions on 
practical application, Citespace is able to predict research challenges and opportunities 
in the future. 

3 Methods and Procedures of Insulin-Like Growth Factors 1 
Research Analysis 

3.1 Data Set 

The data set of the present study is obtained through searching the MeSH (Medical 
Subject Headings) headings “Insulin-Like Growth Factor I OR Insulin Like Growth 
Factor I” in the 1966-2012 data collections of Medline, Derwent Innovations Index 
(DII) and SciFinder Scholar. Documents from the three databanks are then matched. 
Articles with the same titles and authors are counted as one. The data set is comprised 
of 1085 articles altogether. The purpose of gathering data from Medline, DII, and SCI 
is to combine the document entry information resources of those databanks. For 
example, Medline keeps record of an article’s MeSH headings and research fund 
number, while SCI records an article’s frequency of being cited. Combining 
document information from those databanks will have their respective advantages 
integrated for the present research, and provide solid basis for further analysis. 

3.2 Extracting Keywords 

“MetaMap is a widely available program providing access to the concepts in the 
unified medical language system (UMLS) Metathesaurus from biomedical text.”[7] It 
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was developed by Dr. Alan Aronson at the National Library of Medicine (NLM). 
MetaMap uses a knowledge intensive approach based on symbolic, natural language 
processing (NLP) and computational linguistic techniques. It carries out segmentation 
and semantic analysis of the free text, maps keywords to the normative UMLS 
thesaurus, and provides a rating for the mapping degree of every word. A higher 
rating suggests a higher degree in mapping accuracy and vise versa. The present study 
attempts to extract keywords from collections of insulin-like growth factors 1 
literature using the MetaMap tools. We collected the titles and abstracts of all the 
qualified documents and used these as input data for MetaMap (According to the 
requirements of MMTx, the data were put in text format, as is shown in figure 1.). 
 
 
 
 

 

Fig. 1. Format of input data for MetaMap 

MetaMap processes the input data sentence by sentence, produces results in 
sentence units which mark the identification number of a concept word, the location 
of its source segment, the identification number of its source sentence, its semantic 
type etc. The figure 2 shows the results of applying MetaMap (the results shown here 
are for one search phrase). 

The number before every concept word represents a score of rating based on the 
matching degree when the original phrase is mapped to a MeSH heading. It varies 
between 0 and 1000, with 1000 being an indicator of complete match. The phrase in the 
parenthesis is an alternative form of the concept word. The present study selects keywords 
according to the scores and the semantic types of the concept words. A set of keywords for 
every article is thus obtained and their location in the article is also recorded. 

TI  - Exogenous insulin-like growth factor 1 enhances thymopoiesis 
predominantly through thymic epithelial cell expansion. 

AB  - Insulin-like growth factor 1 (IGF-1) enhances thymopoiesis but given 
the broad distribution of IGF-1 receptors (IGF-1Rs), its mechanism of action has 
remained unclear. To identify points of thymic regulation by IGF-1, we 
examined its effects on T-cell precursors, thymocytes, and thymic epithelial cells 
(TECs) in normal and genetically altered mice. In thymus-intact but not 
thymectomized mice, IGF-1 administration increased peripheral naive and recent 
thymic emigrant (RTE) populations, demonstrating its effect on T-cell 
production, not peripheral expansion. IGF-1 administration increased bone 
marrow LSK (lineage(-), Sca-1(+), c-kit(+)) precursor proliferation and 
peripheral LSK populations, increased thymocyte populations in a sequential 
wave of expansion, and proportionately expanded TEC subpopulations and 
enhanced their chemokine expression. To separate IGF-1's effects on thymocytes 
and TECs, we generated mice lacking IGF-1R on thymocytes and T cells. 
Thymocyte and RTE numbers were decreased in these mice, but IGF-1 
treatment produced comparable thymocyte numbers to similarly treated wild-
type mice. We additionally separated thymic- from LSK-specific effects by 
demonstrating that IGF-1 increased thymocyte numbers despite impaired early 
thymic progenitor (ETP) importation in PSGL-1KO mice. These results indicate 
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Fig. 2. The results of applying MetaMap (the results shown here are for one search phrase) 

The results from MetaMap need to be further screened according to their ratings 
and semantic types. In order to get the main concept words or phrases which can well 
express the main ideas of one paper, and also obtain newly appeared terms (words and 
word groups) which are not currently contained in UMLS, we developed a set of 
filtering rules as follows:  
（1）The semantic units or subunits are kept as key words (or key word groups) if 

they got a score above 1000. 
（2）If a semantic unit does not have exact correspondence in MeSH, and all its 

subunits have a score above 500, and the semantic unit does not include mathematical 
operators “=,>,<” in the original texts, then all MMTx-generated keywords or word 
groups will be kept.  

(3) If a semantic unit contains mathematical operators “=,>,<”, only the semantic 
unit from the original text will be kept, leaving out the MMTx-generated units.  
（4）If a semantic unit does not have exact correspondence in MeSH, and the 

semantic type of its subunits (word or word groups) is “Age group”, these subunits 
will be kept as key word or word groups. 
（5）If a semantic unit does not have exact correspondence in MeSH, and its 

subunits (words or word groups) also do not have correspondence, the semantic unit 
will be segmented according to spaces in the original text. Only words with real 
meanings with will be kept as key words leaving out stop words and punctuations. 
（6）Words or word groups that do not meet the above requirements are left out. 

Processing 00000000.ti.1: Exogenous insulin-like growth factor 

1 enhances thymopoiesis predominantly through thymic epithelial 

cell expansion. 

 

Phrase: "Exogenous insulin-like growth factor 1" 

Meta Mapping (892) 

   795 Exogenous [Functional Concept] 

   913 Insulin-like growth factor 1 (Insulin-Like Growth Factor 

I) [Amino Acid, Peptide, or Protein,Biologically Active 

Substance] 

 

Phrase: "enhances" 

Meta Candidates (0): <none> 

Meta Mappings: <none> 

 

Phrase: "thymopoiesis predominantly" 

Meta Candidates (0): <none> 

Meta Mappings: <none> 

 

Phrase: "through thymic epithelial cell expansion." 

Meta Mapping (861) 
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By using the MetaMap tools and the rules above, we get 188416 keywords from 
the title and abstact fields which come from the data sets. 

3.3 Selection of Major Keywords 

Although some words appear with high frequencies in the literature, they are not  
the focus of a research’s discussion. To distinguish the keywords that truly reflect the 
focus of a research, and to eliminate the disturbance of pan-meaning words, the 
present study calculates weighted frequencies of the keywords using the BM25F 
model [8] proposed by Robertson et al. Major keywords are selected according to the 
weighted frequencies. The following is the BM25F model, as in (1). 
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Wherein, ft ′ refers to the frequency of the j-th weighted query words in 

documentd ; ld ′ refers to the length of the weighted document; lavd ′ refers to the 

average document length of the weighted documents; 
1
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parameter. 
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Wherein, V represents the collection of all indexable words in the collection. 

Let the word frequency coefficients for each domain be
f

W , the corresponding 

parameters in the the BM25F model are calculated as follows: 
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This study carries out the screening of the collection of theme words to select the 
hidden subset of keywords that best reflects the main research content. The 
measurement of the weights of search terms in information retrieval and the 



 Detecting Hotspots in Insulin-Like Growth Factors 1 Research 365 

 

measurement of the weights of keywords in literature keywords extraction are 
different applications of the same problem. From our analysis of the requirements of 
keyword selection and the weighted word frequency formula BM25F, it is believed 
that the BM25F probability model is suitable for weighted word frequency calculation 
based on source location (such as Title and abstracts, etc.). Firstly, the BM25F model 
guarantees that word frequency is not the only criterion in measuring the importance 
of a keyword in a document. Secondly, the model takes quite a few important factors 
into consideration, including word frequency, document frequency, document length, 
the average length of the document collection, etc. Moreover, added to the model are 
parameters that give different weights to keywords in different domains, which 
further ensures that the weighted word frequency of a keyword truly reflects its 
degree of contribution to the main content of the document. 

The present study tested the effectiveness of the BM25F model through an 
experiment on a biological paper. After comparing the result of applying the formula 
in a weighted frequency analysis and the result of keywords extraction through 
manual reading, it’s found that the two results are nearly identical. We take the 
following paper as an example to illustrated how keywords are extracted, “Locally 
produced insulin-like growth factor-1 by orbital fibroblasts as implicative pathogenic 
factor rather than systemically circulated IGF-1 for patients with thyroid-associated 
ophthalmopathy”. 176 keywords are extracted from this paper, part of which are listed 
in the following table (in the order of weighted frequency). 

Table 1. Keywords and the corresponding weighted frequencies in one document 

keyword weighted term frequency in one article 
Troleandomycin 2199.46 
IGF-1 1612.38 
Orbital 899.72 
OCT 894.29 
Patients 784.32 
Circulating 776.33 
Fibroblasts 543.92 
Ophthalmopathies, Thyroid 

Associated 527.47 
somatostatin analogue 518.74 
Secretion 494.74 
…… …… 
tissue 93.07 
methods 69.33 
KIT -134.19 

 
Examining this ordering closely, we find that the important keywords that can 

reflect the main content of the paper have all been given rather high weighted 
frequency values, while the more general keywords have been given a lower value or 
even a negative value. As is shown through the example, with this weighted word 
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frequency filtering method, the important keywords reflecting the main content of the 
target literature can be rather accurately extracted.  

The values of coefficients in the formula are based on the Okapi[8] routine, the 
value of K1 equals 2, the value of b equals 0.75. As to the values of term frequencies 
in different fields, wf | title, abstract, MJME, MIME |, the weight values are assigned 
according to the importance level of these fields in describing the focus of the 
research. wf | title, abstract, MJME, MIME | = {100, 60, 30, 10}。 

Through the calculations above, the weighted term frequency values of every 
keyword in the data collection are obtained. The higher the value, the more significance 
the keyword bears in that data collection and the more representative it is of the research 
focus. Although the quantity of keywords extracted from the data set is enormous, it’s 
neither plausible nor necessary to conduct analysis on every keyword. To reveal the 
hidden research hotspots in the data set, we only need to select major keywords 
according to the weighted term frequency values and carry out subsequent analysis. 

By using BM25F model, We select 100 main keywords from 14516 keywords. The 
weighted term frequency values of 100 main keywords are more than 14059.The table 
2 shows the top 20 main keywords and their weighted term frequency values. 

Table 2. the top 20 main keywords and their weighted term frequency values 

No. Main keywords weighted term frequency values 
1 IGF1 105854.3 

2 IGFI 98162.37 

3 INSULIN-LIKE GROWTH FACTOR 61435.82 

4 HUMAN 37915.99 
5 MAMMAL 36632.26 

6 INSULIN 36389.16 

7 STEM CELLS 33720.13 

8 BONE 30370.27 
9 DIABETES 28610.45 

10 APOPTOSIS 28413.28 

11 POLYMER 25569.48 
12 ANIMAL 25161.05 

13 POLYNUCLEOTIDE 25018.02 

14 MRNA 23067.11 

15 BREAST CANCER 22521.03 

16 OBESITY 22019.09 

17 IGFBP3 21951.09 
18 IGFBP1 21382.05 

19 ANGIOGENESIS 21350.64 

20 PROGENITOR CELLS 21311.71 
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3.4 Cluster Analysis of Keywords 

Keywords are clustered according to their degrees of co-occurrence in the data set, 
thus forming a certain number of topic areas. The basic assumption about co-
occurrence is that if two keywords are co-mentioned in the same document, there is a 
certain underlying relationship between them. The greater number of documents in 
which they both appear, the stronger the underlying relationship. As is known, a 
single keyword can not reflect the complete picture of a new trend in research. On the 
basis of the many keywords extracted from a data set, clustering of closely-related 
keywords needs to be conducted to form topic areas to represent new directions of 
research trends. Therefore, the clustering approach based on word co-occurrence 
enables us to identify close relationships among keywords within a topic area, while 
helps us to draw clear lines to separate independent topic areas. 

Clustering means grouping data objects into classes or clusters. A number of 
approaches for clustering analysis exist at present. To meet the demand of the present 
study, which conducts clustering on the basis of degree of co-occurrence, the 
Partitioning Method is more suitable for the purpose here. The basic idea is to 
randomly select k centroids, one for each cluster. The next step is to associate each 
keyword to the nearest centroid. When no keyword is left, the first step is completed 
and an early groupage is done. At this point we need to re-calculate k new centroids 
as centers of the clusters resulting from the fist step. After we have these k new 
centroids, a new binding has to be done between the same keywords and the nearest 
new centroid. A loop has been generated. As a result of this loop the k centroids 
change their location step by step until no more changes take place. The present study 
adopts a quite typical algorithm in the Partitioning Method – K-means clustering 
algorithm. To measure the distances among keywords from the semantic perspective, 
the Salton Index of co-occurrence is used to indicate the closeness of relationships 
among the keywords. "S index can make two closely related keywords appear more 
closely, and two estranged keywords appear even more alienated "[9]. According to 
the definition of Salton Index, the following formula, as in (7), is developed to 
calculate the distance between keyword i and keyword j, or distance (i, j): 
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n
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                     (7) 

Wherein, ni and nj respectively denote the frequencies of keyword i and keyword j; 
nij represents the co-occurrence frequency of keywords i and j. When keywords i and j 
do not co-occur at all, the value of 10000 is assigned to indicate the farthest distance. 

With the above clustering approach, we took all the eight clustering results with the 
value of k ranging from 3 and 15, and submitted these eight different clustering 
results to one professional researcher studying IGF and one subject librarian studying 
IGF for evaluation. After careful examination, their conclusion is that when the k 
value is 5 the clustering effect is the best, but if two approximate classes are merged, 
the results would be more in line with the real situation of present IGF study. Each of 
5 clusters representing a hotspot research topic. Table 3 shows the 5 topic areas and 
main keywords. 
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The analysis of the 5 topic areas in researches on insulin-like growth factors 1is as 
follows: 

(1)the role of the IGF and IGF receptor in apoptosis and carcinogenesis (Topic 
Area 1and Topic Area 4) 

The keywords in Topic Area 1 represent the signaling molecules, cytokines, 
kinases etc, which are involved in apoptosis and carcinogenesis. The keywords in 
Topic Area 4 represent the IGF and IGF receptor. Through a multidimensional scaling 
matrix analysis, we found the keywords of Topic Area 4 are dispersed in the graph. 
That indicates a lower degree of cohesion within Topic Area 4. The keywords of 
Topic Area 1 are relatively concentrated, which indicates a higher degree of in-group 
similarity and cohesion. We also found a high co-occurrence rate between Topic Area 
1 and Topic Area 4, therefore they are combined into one topic area in the analysis. 
Together, they represent the role of the IGF and IGF receptor in apoptosis and 
carcinogenesis.  

(2) IGF-related immune system diseases, cardiovascular system diseases and 
neoplastic diseases (Topic Area 2) 

The keywords of Topic Area 2 represent the IGF-related immune system diseases, 
cardiovascular system diseases and neoplastic diseases. Through a multidimensional 
scaling matrix analysis, we found the keywords of Topic Area 2 are relatively 
concentrated, which indicates a higher degree of similarity and cohesion within the 
group. The clustering results have higher reliability. The high frequency keywords in 
this topic are are breast cancer, prostate cancer, atherosclerosis, inflammatory diseases 
etc. 

(3) Through conjoining with specific cytokines and receptor, IGF affects bone cell 
metabolism, growth and development (Topic Area 3) 

The keywords of Topic Area 3 reflect the phenomenon of IGF affecting bone cell 
metabolism and growth and development through conjoining with specific cytokines 
and receptor. High frequency keywords of Topic Area 3 include granulocyte colony 
stimulating factor, insulin-like growth factor 1, insulin-like growth factor binding 
protein, growth hormone etc. 

(4) The role of IGF in the cloning project and the nervous system diseases (Topic 
Area 5) 

The keywords of Topic Area 5 reflect the role of IGF in the cloning project and the 
nervous system diseases. In the multidimensional scaling graph, the high frequency 
keywords include liver cells, progenitor cells, bone marrow, Parkinson's disease, 
regeneration. All the keywords of Topic Area 5 have a high rate of in-group co-
occurrence. The clustering results have good reliability. 

3.6 The Fluctuation in the Number of Articles in Each Topic Area  

The present study extracts 5 topic areas from 1085 articles on insulin-like growth 
factor 1. The number of articles in each topic area in each of the years from 2006 to 
2012 is calculated to make it possible to have a clear view of the emerging trends in 
insulin-like growth factor 1 research. Figure 4 shows the result of the calculation. 
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From Table 4 we can see the following trends: The percentage rate of Topic Area 3 
articles stays above 50% for seven years on end. However, the peak value didn’t 
appear in the last two years. Based on these findings, it’s claimed that Topic Area 3 is 
the most prominent topic area which has attracted the most articles in the area. 
Although it shows a tendency of decline in the recent two years, the number of 
articles in this topic area still forms the bulk part of the whole collection. Therefore, it 
is classified into the category of mature topic areas.  

The percentage rate of Topic Area 2 articles shows a tendency of augmentation 
year on year. Furthermore, the annual growth rate stays above 10% unfailingly every 
year. Although articles in this topic area do not occupy a prominent position in the 
total collection, its tendency of growth is too strong to be dismissed as unimportant. 
Based on the above analysis, Topic Area 2 is classified into the category of emerging 
research hot spots. 

The percentage rate of Topic Area 1 and 4 articles is below 10% in all seven years. 
However, it also shows a tendency of year on year growth. It is advisable to warn 
researchers in the related areas to be aware of this topic area.  

The percentage rate of Topic Area 5 articles is relatively small. It awaits further 
monitoring in the future.  

4 Conclusion 

Through computer-based analysis of the research literature in the field of insulin-like 
growth factors 1 from 1966 to 2012, it’s found that researches in this field concentrate 
into five topic areas. Topic Area 3 which research the role of IGF in bone cell 
metabolism and growth and development is the mature topic area. And Topic Area 2 
which research IGF-related immune system diseases and cardiovascular system 
diseases and neoplastic diseases is the emerging trend. The keywords of each topic 
are valuable references for doctors and researchers as well in the field. 

Through data mining on the English language literature of insulin-like growth 
factors 1 research, the present study is able to extract significant research topics to 
provide convenient information service for doctors and researchers in the field. 

The limitations of this study are: 
(1)The characteristics of the trends in medicine research are manifold. The 

techniques proposed by this study should be combined with a variety of information 
resources for comprehensive judgment. Due to time and access constraints, the paper 
only examined English medical publications for detecting IGF research trends. 

(2) As in many other researches, the treatment of synonyms and polysemy still 
needs improvement.  

(3) The interpretation of the semantics of the keywords largely relies on the UMLS. 
(4) Several key procedures in the study heavily involve human judgment, such as 

the number of clusters, the amount of keywords to be selected, the filtering of general 
words. Although these are done by or under the guide of professional IGF researchers, 
a certain degree of subjectivity is still unavoidable. 
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Based on the research findings, it is proposed that further research in detecting IGF 
research trends can be pursued in the following directions: 

(1) Compare more results from computer analysis and from evaluation done by 
professionals, find problems and inspirations through the differences and make 
corresponding improvement to the technique.  

(2) Find more medical experts to help correct the parameters that need human 
judgment, so that the results of computer analysis will come closer to the results of 
expert evaluation after enormous amount of medical literature reading. 

(3) Expand the data sources for analysis. Information resources on the Internet and 
other related medicine professional databases can also be included.  

(4) Further explore all kinds of technical applications in key parts of the analysis, 
draw lessons from feasible technical solutions in other related fields, and come up 
with better schemes for practice on the basis of what we have found.  
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Abstract. In investigating relevant ontology mapping methods, this study 
focuses on the integration method of ontology mapping. Many resources such 
as PubMed and UMLS are used for designing the multi-dimensional calculation 
parameters of ontology mapping, with consideration for morphology, 
semantics, attributes, and background knowledge. Furthermore, we develop a 
study on biomedical ontology mapping methods based on multiple strategies, as 
well as experimentally validate the proposed ontology mapping framework. 

1 Introduction 

Along with the study and practice of ontology techniques, the identification of various 
types of domain knowledge ontologies that are application oriented has been 
undertaken by IT researchers. Despite the breadth of effort devoted to such studies, 
ontological heterogeneity remains a challenging problem, especially among the vast 
ontological resources in the biomedical field. This heterogeneity is due to the 
differences in coding formats, cognitive differences (i.e., knowledge base) between 
institutions and programmers, semantic granularity, languages, terms, and other 
similar factors. These heterogeneous resources should be mapped and integrated 
because biomedicine is characterized by a knowledge hierarchy of close internal 
relations. Ontology mapping is the basis of semantic interoperability, and the mapping 
relation between ontologies facilitates across-dataset inquiry submission, data 
conversion, and knowledge inference for multiple heterogeneous resources.  

Focusing on the characteristics and status quo of ontological resources in the 
biomedical field, this paper consolidates ontology mapping concepts and methods, 
and puts forward an approach that is suitable for the biomedical field. The proposed 
method can support most biomedically related ontology mapping tasks and serves as 
basis for the integration of biochemical resources, the semantic interoperability of 
heterogeneous resources, and the sharing and application of distributed resources. The 
method also serves as technical support for large-scale biochemical knowledge 
sharing, integration, release, and semantic research on knowledge organization 
systems and other upper-level biomedical applications. These requirements reflect the 
considerable significance of studying biomedical ontology mapping. 
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2 Related Work  

2.1 Current Ontology Mapping Techniques 

As summarized by Euzenat and Shvaiko, who expressed form in accordance with 
method granularity or input data, current ontology mapping techniques comprise 
mainly two methods: element- and structure-level methods. The former is divided into 
syntactic- and external-base methods, whereas the latter is classified into structure 
rule-, external structure-, and semantic-based methods (Fig.1).  

 

Fig. 1. Classification of current ontology mapping techniques [1] 

From the perspective of input data type, ontology mapping techniques can also be 
divided into term (linguistics)-, structural information-, ontology extension 
information-, and semantic information-based methods. 

2.2 Research Progress for Ontology Mapping Methods 

The directions adopted by researchers in studying ontology mapping are described as 
follows. 

(1) Through the concept similarity calculation method, the similarity between 
mapping objects is determined to identify the relation between heterogeneous 
ontologies. Rodriguez et al. [2], for example, developed a concept similarity 
calculation method on the basis of concept definition, in which ontological concepts 
are classified into the synset of presentation concepts, feature set of characterization 
concepts, and semantic relationship set of concepts. Using these three components for 
similarity calculation enables the determination of the mapping relation between 
concepts.  
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(2) The structural similarity between heterogeneous ontologies is analyzed, and the 
mapping relation is identified through the compilation of mapping rules. Sunna et al. 
[3] proposed the ontology mapping method, which uses an ontology structure chart as 
contextual information. Aside from referring to node information, father, child, and 
grandchild nodes, as well as and other multi-level information, are also considered in 
the analysis. 

(3) With ontological examples, machine learning and other techniques are 
implemented to determine the mapping relation between ontologies. A typical 
example is the GLUE system proposed by Doan et al. [4] at the University of 
Washington. This method comprehensively considers various heterogeneity issues of 
ontology and classifies concept examples through machine learning. The joint 
distribution probability of concept examples is used to calculate the similarity 
between concepts. The mapping relation is then determined through the combination 
of domain constraints and heuristic knowledge.  

(4) Ontology mapping is achieved by integrating various methods. Shailendra et al. 
[5] developed a mixed ontology mapping engine, which combines syntactic-, 
background knowledge-, and structure-based ontology mapping algorithms. The 
engine also executes mapping in multiple aspects and dimensions. Maximizing the 
advantages of various methods compensates for their disadvantages. 

The achievements discussed above not only indicate the tremendous significance of 
studying ontology mapping, but also serve as useful reference for research 
conceptualization and technique selection. However, various factors influence 
ontology mapping and adopting only one analytical method may be restricted by 
algorithm angle, incomplete calculation information, and other similar issues. These 
result in imbalanced mapping. To minimize the limitations of various methods, we 
compensate with such disadvantages with multiple strategies to achieve a more 
satisfactory mapping effect. Given the complexity of ontological structures and the 
complex heterogeneity between ontologies, current studies on ontology mapping 
remain inadequate, especially those on the integration of mapping similarity indices. 
The commonly used similarity integration algorithm is based on the weighted linear 
combination algorithm or support vector machine (SVM) algorithm. These algorithms 
are easy to implement but suffer from the following problems:   

(1) The weight of each similarity index is difficult to determine—an important issue 
because the systematicity with which weight is established directly influences the 
final effect of an integration algorithm. 

(2) An integration algorithm can only be implemented as each similarity index is 
calculated. Some similarity indices can basically determine the establishment of term 
semantic similarity. The calculation of other indices increases computational cost. 
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3 Design of Multi-strategy-Based Biomedical Ontology 
Mapping Techniques 

3.1 System Framework 

On the basis of the investigation on ontology mapping theories, methods, and tools, as 
well as on the analysis of biomedical ontology, we design a system framework for 
multi-strategy-based biomedical ontology mapping techniques (Fig. 2). 

 

Fig. 2. System framework of multi-strategy-based biomedical ontology mapping 

The basic idea of multi-strategy-based biomedical ontology mapping is discussed 
as follows.  

(1) Extraction of the elements used in ontology mapping.The concepts in 
ontologies A and B are taken as input, and the calculation of the mapping relation 
between the concepts in a heterogeneous ontology is calculated.  

(2) Selection and calculation of a single mapping method.Useful external resources 
are collected during mapping calculation; various strategies and methods are selected 
on the basis of concept name, background knowledge, ontology attribute, and 
ontology structure. Various resources are then used to calculate the similarity between 
concepts.  
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(3) Similarity integration.For multiple single-similarity values, the rule based 
algorithm is adopted. The rule evaluation method is used to calculate the overall 
similarity and provide the integrated mapping results in accordance with the 
individual calculation parameters. 

3.2 Core Technology Solutions 

3.2.1 Selection of Candidate Concept Pair 
Small samples of FMA and NCI provided by OAEI are selected for testing. Out of 
these samples, 3,696 FMA concepts, 6,488 NCI concepts, and 23.97 million pairwise 
mapping concepts are derived. If the calculation indicates near-synonyms, 
hypernyms, hyponyms, and other factors, more concept pairs are involved in the 
calculation, translating to huge time costs. To effectively select candidate concepts for 
the calculation, we use semantic types in the semantic network of the Unified Medical 
Language System (UMLS) to screen concepts. 

UMLS was developed by the National Library of Medicine (NLM) in 1986. It 
mainly includes three components: Metathesaurus, Semantic Network, and 
SPECIALIST Lexicon and Lexical Tools. The semantic network is an important 
component of UMLS, which is composed of semantic types and semantic relations. 
Currently, UMLS has 133 semantic types and 54 semantic relations. Semantic 
network classifies all the concepts in the UMLS super thesaurus and clearly presents 
their relations. Semantic types are the nodes in the semantic network, and their 
relations are combined to form the semantic network. Semantic types are grouped into 
organisms, anatomic structures, physiological functions, chemical substances, events, 
physical objects, and concepts. UMLS features an extensive coverage of semantic 
types, thereby enabling the semantic classification of terms in multiple fields. Each 
concept in the super thesaurus has at least one semantic type, usually the one that 
most accurately fits a concept in the semantic type level. For example, the semantic 
type of concept Macaca is Mammal. In the UMLS semantic network, the granularity 
of semantic types changes in accordance with specific conditions—a feature that is 
considerably significant for the understanding of the concept of the super thesaurus. 

In calculation during ontology mapping, the concepts in different general classes or 
categories should never have the same or similar concepts. In calculation during 
concept matching, we adopt UMLS semantic types to filter the candidate concepts 
involved in the calculation. Concepts a and b are derived from Vocabularies A and B, 
respectively. If they belong to the same UMLS type, then they are involved in the 
calculation of concept similarity; otherwise, they are set aside for the identification of 
relevant relations at a later stage. 

3.2.2 Word- and Phrase-Based Mapping Strategies 
The concept name-based mapping strategy starts from a linguistics aspect, in which 
the morphology, and semantics of concept names in two ontologies are analyzed. The 
mapping strategy for concepts is implemented. The mapping method is detailed as 
follows. 
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(1) Mapping method based on string matching  
The mapping method based on string matching is the first step in the preliminary 

mapping of concepts. This method hypothesizes that mapping objects belong to the 
same subject area and that homonymy rarely occurs. The selected mapping objects, 
namely, FMA and NCI, are biomedical constructs. We therefore hypothesize that the 
words with the same font are characterized by the same connotation. Therefore, this 
method matches only the concepts with the same font and considers that such 
concepts can be preliminarily evaluated with the same concept.   

However, some ontology concepts with mapping relations are synonyms and near-
synonyms with different fonts. These characteristics increase the likelihood of failure 
in calculating the similarity between concepts when the pure string matching 
algorithm is used. In genetic mutation and genetic variation, for example, “mutation” 
and “variation” are synonyms, but have different fonts. Thus, accurate calculation 
results cannot be obtained by the font matching algorithm. In the implementation 
process, lead-in terms and synonyms of concepts are included in matching, aside from 
the string matching of concept names. The mapping results are scored at different 
levels, falling in the range [0, 1]. For the pair input (a, b) of the input candidate 
concept, the scoring of the parameter value of string matching, string_sim(a,b), is 
described thus: 

 If concepts a and b completely match, then string_sim(a,b)=1. 
 If the lead-in terms of concepts a and b or the lead-in terms of concepts b and a 

completely match, then string_sim(a,b)=0.9. 
 If the synonyms of concepts a and b or those of concepts b and a completely 

match, then string_sim(a,b)=0.8. 
 If neither concepts a and b match of if neither their lead-in terms and synonyms 

are mutual, then string_sim(a,b)=0 

Except for concept names, lead-in terms, and synonyms, no other corpora 
resources are required by the mapping method based on string matching. It also 
presents a direct and convenient calculation. Although it suffers from a certain loss 
rate, its accuracy is relatively high, making it a widely applied method. 

(2) Mapping method based on lexical analysis 
The mapping method based on lexical analysis adopts the two-layer lexicon-

similarity algorithm of letter-based edit distance similarity and head-word-and-
modifier-based word matching similarity. This method performs similarity calculation 
on the candidate concepts of pairwise-ontology combination. The results are regarded 
as the bases for evaluating concept mapping in ontology. The results of the algorithm 
are also taken as the standard similarity that indicates involvement in the mapping 
strategy based on the ontology structure discussed in the succeeding section. 

The principle of the mapping strategy is that the closer a modifier is to the head 
word of a concept, the more the weight contributes to the similarity calculation. Thus, 
the levels of similarity between concepts can be more objectively embodied. The 
formula below is the distribution function of similarity weight, which derives the 
uniform weight distribution of the head words and modifiers of concepts. In this 



 An Integrated Biomedical Ontology Mapping Strategy 379 

 

manner, we can obtain the similarity calculation formula on the basis of lexical 
analysis as follows: 
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where t1 and t2 represent the concept pair of similarity calculation, and 

1 2( , )t i t jsim w w represents the similarity value (edit distance) between word i in 

concept t1 and word j in concept t2. The Porter Stemmer algorithm can be used to 
obtain the stem representation of words. The edit distance between words is derived 

using the Jaro-Winkler distance algorithm. 1 2( , )t i t jWeight w w  represents the 

distributed similarity weight of wt1i and wt2j, acquired according to the distance 

between the head words of concepts. The value range of l  in the denominator falls in 
the range [0, max (|t1|, |t2|)]. That is, the lower limit is 0 and the upper limit is the 
maximum of the word number of concepts t1 and t2.  

3.2.3 Background Knowledge-Based Mapping Strategy 
The background knowledge-based mapping strategy starts from the context of 
concepts, in which the language environment and knowledge background of concepts 
in two ontologies are analyzed. The mapping strategy is then applied to the concepts. 
This method usually requires external corpus resources. Considering that PubMed is 
an open-access database and contains authoritative resources on the biomedical field, 
we use it as the external resource for concept mapping. The detailed mapping method 
is described below. 

(1) Mapping method for PubMed distance 
The mapping method for PubMed distance implements calculations in accordance 

with the recorded number of retrieval hits in the PubMed library based on concepts. 
We refer to Google Distance [6] as the calculation method for the retrieval term 
semantic similarity and introduce it into biomedical application. Given that PubMed 
is a specialty literature database and Google is a universal search engine, the 
calculation for PubMed presents more convergence and better effect than do that for 
Google in the similarity calculation of concepts in semantic information. 

The reformulated mapping method for PubMed distance uses the hit record number 
of PubMed retrieval to calculate the semantic distance between concepts. The smaller 
the distance, the closer the semantic relation between two concepts. The concepts in 
the ontology are retrieved as the retrieval term. As an example, for concepts X and Y 
from two ontologies, the PubMed distance NPD (x, y) between X and Y can be 
expressed as  
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where f(x) represents the PubMed hit number of retrieval term x; f(y) represents the 
PubMed hit number of retrieval term y; f(x, y) denotes the PubMed hit number of 
retrieval pair term x and y; and M is the total literature in PubMed. 

(2) Mapping method of PubMed co-occurrence double checking  
Aside from the calculation based on retrieval record number, some concept 

similarity algorithms are based on search result summary. Hsin-Hsi [7] proposed the 
CODC method in the comprehensive phraseology similarity calculation method based 
on search engines. 

We propose the use of the PubMed CODC method for analyzing PubMed 
biomedical literature. A literature summary is a text segment of the condense 
description of hit literature in the process of retrieval. This summary provides the 
local context of retrieval terms. We introduce the context of concepts into calculation: 
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where f(P@Q) represents the frequency of occurrence of concept P in a high-
ranking text segment (composed of title, keywords, and abstract) of concept Q in 
PubMed. H (P) denotes the record number of retrieval P; a represents a constant 
value in the model, usually set as 0.015. The output results of PubMed CODC fall 
between interval [0, 1]. Under the extreme condition that f(Y@X)=0 OR f(X@Y)=0, 
then PubMed CODC(X,Y)=0; f(Y@X)=f(X) and f(X@Y)=f(Y), then PubMed 
CODC(X,Y)=1. The ranking of retrieval results in PubMed follows relevancy, time, 
and other similar factors. To balance effect and complexity, we select the top 100 
PubMed studies as the high-ranking text segment inquiry.  

3.2.4 Attribute-Based Mapping Strategy 
The more adequate the description of concept attributes in ontology, the more helpful 
it is to the evaluation of concept similarity. The strong coincidence between the 
attribute values of two concepts indicates that these concepts are similar. The concept 
similarity, obtained by assessing the similarity level of the corresponding attributes of 
concepts, is important information provided by ontology. The basic principle of 
concept similarity calculation through attribute information is as follows. If the 
attributes of two concepts are the same, then these concepts are similar; if the 
attributes of two concepts are similar, then these concepts are also similar.   

Using the obtained attribute information as basis, we adopt the description 
attributes of concepts in the concept mapping process, and propose a mapping 
strategy based on ontology attributes.  
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Cosine similarity is adopted to calculate the similarity of concept description text. 
This calculation reflects the similarity between two concepts with the value of text 
similarity. The cosine similarity [8] algorithm reflects the level of similarity between 
vectors, with a cosine-included angle between two n-dimensional vectors. For two 
given attribute vectors W1 and W2, cosine similarity θ can be expressed as    
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where W1k and W2k, represent the weights of feature item K of text D1 and D2, 
respectively; 1<=k<=N [9]. 

In text matching, the attributes of vectors W1 and W2 are usually the frequencies of 
concept occurrence in documents. Cosine similarity calculation results fall in the 
interval [-1, 1], where –1 indicates that the two vectors are completely opposing; 0 
indicates that the two vectors are mutually independent; and 1 shows that the two 
vectors completely consistent. The frequency of word occurrence cannot be a 
negative number; thus, the cosine similarity value falls in the interval [0, 1] and the 
included angle between term frequency vectors does not exceed 90°. 

3.2.5 Structure-Based Mapping Strategy 
Ontology is usually expressed in a tree-like structure, reflecting the generalized, 
narrow, and allele relations between concepts. The combination of the hypernym and 
hyponym concepts and the allele concept into ontology mapping contributes to the 
deep semantic relation between concepts. The ontology structure-based mapping 
strategy proposed in this paper requires the inclusion of a standard similarity in the 
calculation. We refer to the descendant’s similarity inheritance (DSI) algorithm and 
the sibling’s similarity contribution (SSC) algorithm [10] proposed by Sunna and 
Cruz, who regarded the similarity value of lexical analysis as the standard similarity.  

(1) DSI mapping method  

The DSI method involves the generalized structure (father node and superior node) 
information of concepts in the calculation based on lexical analysis. A premise of this 
method is that concept similarity is influenced by the similarity of the father node, as 
well as that of the grandfather and other superior nodes. The more similar the superior 
nodes of a and b, the larger the possibility of concept similarity between concepts a 
and b. This influence contributes partial values to concept similarity. The specific 
calculation is 
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in which word_sim(a,b) represents the concept similarity based on lexical analysis. 
Mcp usually takes the empirical value 0.75.  

(2) SSC mapping method  

The SSC method involves the allele structure information (brother node) of the 
concept calculation based on lexical analysis. A premise of this method is that 
concept similarity is influenced by the similarity of the brother node. The more 
similar the brother nodes of a and b, the larger the possibility of concept similarity 
between concepts a and b. This influence contributes partial values to concept 
similarity. The specific calculation is 
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The value of Mcp is the same as in the DSI mapping method. 

3.2.6 Similarity Integration  
The above-mentioned seven methods begin from the perspectives of morphology, 
semantics, attributes, and background. They are also initiated with consideration for 
their advantages and disadvantages. If the advantages of these algorithms can be 
integrated, the evaluation of ontology mapping can generate ideal results. To this end, 
we validate the following multiple integration schemes: the weighted average method, 
SVM-based machine learning method, and rule-based judgment method. After 
comparing and analyzing the effects of the methods, we found that 

(1) The weight of the weighted average method should be set by an expert because 
subjectivity may considerably influence results. 

(2) The automatic classification method of SVM-based machine learning method 
substantially depends on the quality of training sets and the integrity of test data. 
However, the calculation results of this technique do not correspond with data results. 
Not all concepts, for example, have description attributes; thus, the similarity 
calculation based on description attributes is characterized by null results. Using 
machine learning to resolve these null objects is inconvenient and may easily cause 
errors. 

(3) The rule-based judgment method in this paper causes optimal effects. 
Therefore, this method can directly reflect the effective relation of concepts.  

The basic procedure and pseudo-code of the rule-based similarity integration is 
shown in Fig. 3. 
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Fig. 3. Process of rule-based similarity integration algorithm 

4 Experiment and Results 

We include the small version of ontology, NCI and FMA, in the 2012 Biomedicine 
Group Competition in Ontology Alignment Evaluation Initiative as the test data for 
carrying out system development. We use OAEI and the NCI-FMA mapping results 
in UMLS as the standards of comparison; we also combine these standards with the 
expert verification mode for validating and evaluating the effects.   

4.1 Data Pre-processing  

The factors in the extraction process of ontology mapping are the premise of the 
imputing-specific mapping algorithm. The ontology factors included in the algorithm 
calculation are concept name, attribute, and hypernym and hyponym structure 
information. Those factors have been extracted in the pre-processing stage and 
calculated as the input parameter or condition of the next step. 
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According to the UMLS semantic types, the concepts are filtered and the candidate 
concept pair that is most likely to generate a mapping relationship that enables 
inclusion in the calculation is selected. Through analysis and experimentation, we 
come up with 3,696 FMA concepts, 6,488 NCI concepts, and 23.97 million pairwise 
mapping concepts. Among these, 4,634,082 concepts are consistent with the UMLS 
semantic types, which are regarded as the input set of system calculation.  

4.2 Experimental Analysis and Evaluation 

For the ontology mapping algorithm and consistency assessment of the system, one 
reference standard is compared with UMLS and the quality of the calculation results 
is assessed. To develop benchmarking, we adopt the mapping results of UMLS as the 
comparison standard. Because UMLS contains only the mapping results of exact 
matching, we choose these findings for comparison with the calculation results of 
UMLS. Consistency measurement is carried out: A represents the similarity 
calculation results and R represents the mapping results of UMLS. 
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Here, α was allocated with value 0.5. The evaluation of our individual method and 
integrated method is shown in Table 1.  

Table 1. Comparation with UMLS standard 

Methods Precision Recall F-measure 
String matching 0.991 0.491 0.657 

Word and phrase analysis 0.666 0.864 0.752 

Similarity of concept 
description 

0.354 0.203 0.504 

DSI 0.998 0.447 0.617 

SSC 0.550 0.370 0.442 

PubMed CODC 0.538 0.259 0.349 

PubMed distance 0.559 0.430 0.485 

Rule based integrated 
similarity  

0.759 0.619 0.682 
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The F-score values obtained in rule based integrated method up to 68%, precision 
and recall values achieve a relative better balance than just evaluate any one of other 
methods.In all these methods, PubMed CODC and PubMed distance cost much in 
time complexity, for the reason that it need submit many query to access PubMed 
database. Furthermore, the performance of PubMed CODC and PubMed distance is 
not very good and this indicates the complexity has not brought ideal precision and 
recall. Therefore, these methods are not good for use in seperately view, but they are 
help for judge from different mensions in integrated view. 

5 Conclusion 

Focusing on the characteristics and status quo of ontological resources in the 
biomedical field, we consolidate ontology mapping concepts and methods, as well as 
propose a method suitable for biomedical applications. This method can support most 
ontology mapping tasks in the biomedical field. From the perspectives of 
morphology, semantics, attributes, and background resources, we select measurement 
indices and combine them with beneficial resources, PubMed and UMLS, to improve 
the analysis. Finally, we realize comprehensive ontology mapping from multiple 
aspects. FMA and NCI are selected as experiment ontologies for the testing and 
evaluation of the algorithm. The extensive investigations and experiments confirm the 
validity of the proposed method. Nevertheless, certain limitations should be noted. 
For example, the semantic analysis method based on WordNet exhibits weak 
accuracy. The accuracy of the PubMed-based mapping method should also be 
improved. The hypothesis of UMLS-based filtering and the reference mechanism 
cannot be established even though these methods are characterized by strong 
operability. If medical ontology cannot be found in UMLS, the screening scheme for 
candidate words cannot be used. At the same time, the concept mapped by UMLS 
also presents the possibility of semantic conflicts. These problems should be the focal 
points of future research. 
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Abstract. Rational use of antibiotics has become an important issue in
medical practice and health care. Clinical guidelines are one of the most
useful knowledge resources for rational use of antibiotics. As the monitor-
ing of rational use of antibiotics involves complex knowledge of guidelines
analysis and management process, traditional way of human interven-
tion is not sufficient to monitor rational use of antibiotics effectively.
Therefore, we introduce the semantic technology to semi-automatically
transform the knowledge contained in the clinical guidelines and get the
semantic data. In this paper, we firstly investigate how to obtain the
semantic data from the guidelines knowledge which are described in nat-
ural language, then propose an approach to transformation of guide-
lines knowledge into semantic data, which can be loaded into SeSRUA, a
Semantically-Enabled System for Rational Use of Antibiotics. Finally we
report how to implement the proposed approach in SToGRUA, a system
of Semantic Transformer of guidelines for Rational Use of Antibiotics, as
a tool of SeSRUA.

Keywords: Semantic Technology, Antibiotics, Rational use of drug,
Knowledge Acquisition.

1 Introduction

Rational use of antibiotics is an important issue in medical practice and health
care. However, only relying on human intervention is not sufficient to monitor
rational use of antibiotics effectively. Therefore, in the monitoring process, a
semantically-enabled system for knowledge management can be adopted to gen-
erate the monitoring knowledge with the semantic data format. Then the mon-
itoring knowledge will be used in the management of the medical information
systems to realize the automatic monitoring of the rational use of antibiotics.

The medical authorities have published the guidelines for rational use of an-
tibiotics. In China, the main medical professional organizations(i.e. The Chinese
Medical Association, Pharmacy Administration Commission of Chinese Hospital
Association, and Hospital Pharmacy Committee of Chinese Pharmaceutical As-
sociation) have promulgated the clinical guidelines for rational use of antibiotics
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in 2008[1]. The guidelines have become one of the most important knowledge
resources for rational use of antibiotics. Therefore, the key issue here is how to
transform the guidelines in natural language into semantic knowledge, so that
they can be used in a semantically-enabled system.

Computerized Clinical guidelines, alternatively called Computer-Interpretable
guidelines (CIGs), implement the guidelines in computer-based decision support
systems. Although several formalisms of computer-interpretable guidelines, such
as PROforma[2], Asbru[3], EON[4], and GLIF[5], have been proposed to formal-
ize clinical guidelines. Those CIGs rely on an independent system of reasoning
and processing. In this paper, we are more interested in a lightweight approach
to accommodating guidelines knowledges. Taking into account of the descrip-
tion format of the guidelines being transformed is relatively fixed and the scale
of the guidelines knowledge being preprocessed is not so large, we can prepro-
cess the knowledge contained in the guidelines manually to obtain a set of rules
with the pattern ”if ..., then ...”, so that they can be processed by using DCG
(Definite Clause Grammar)1 in the logic programming language Prolog. DCG
is a lightweight tool to parse natural language text. With DCG, we can obtain
semantic data, without relying on complex natural language processing tools.

In order to get the semantic knowledge contained in the guidelines that can
be used in a semantic-enabled system for rational use of antibiotics, a series of
work have been done, which include: i) distinguishing three levels of knowledge
rules, ii) transforming rules at different levels, and iii) use the semantic data of
guidelines in the Semantically-enabled System for Rational Use of Antibiotics
system SeSRUA[6].

The rest of this paper is organized as follows: Section2 analyzes the guidelines.
Section3 proposes the transformation methods between different levels rules in
guidelines and presents the System of Transformer guidelines for Rational Use of
Antibiotics(SToGRUA). Section4 evaluates the transformation results. Section5
make the conclusions.

2 Analysis of Knowledge in the Guidelines

Since the diseases caused by bacterial infections are found in various clinical
sections, antibiotics become one of the most commonly used drugs in clinical
application. While universal use of antibiotics save the lives of many patients, the
adverse reactions caused by the abuse of antibiotics appear gradually. Therefore,
main medical professional organizations have promulgated the clinical guidelines
to manage and monitor the rational use of antibiotics.

In this paper, we will focus on the guidelines for rational use of antibiotics in
China[1]. The guidelines in Chinese consist of four parts. Part I mainly describes
the basic principles of clinical use of antibiotics in therapeutic application, pro-
phylactic application and special pathology or patient physiological conditions
application. Part II enacts the management rules of clinical use of antibiotics.
Part III emphasizes the corresponding indications and precautions on concrete

1 http://en.wikipedia.org/wiki/Definite_clause_grammar

http://en.wikipedia.org/wiki/Definite_clause_grammar
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antibiotic drugs. Part IV elaborates the treatment principles and pathogen treat-
ment of various types of antibiotic infections.

Those four parts describe the main functions of clinical guidelines for rational
use of antibiotics, which include on what kinds of condition a medical profes-
sional should use what kinds of antibiotics, on what kinds of clinical indications
an antibiotic drug can be used and how to use. These relatively simple knowl-
edge of clinical guidelines are relatively fixed and well structured. For example,
the following statement excerpted from the clinical guidelines points out the
diagnosis indications for deciding whether or not to use an antibiotic drug.

Example 1: According to the patient’s symptoms, signs, and blood,

urine and other laboratory examination results, the patient is

preliminarily

diagnosed as bacterial infections and through the pathogen examination

the patient was preliminarily diagnosed as bacterial infections with

indications for use of antibiotics.

It is rather easy for a human to understand the meaning of the guidelines in
natural language text, like those in Example 1. However, it is rather difficult
for computers to understand those guidelines. Considering the fact that those
guidelines are quite limited, we can convert those knowledge contained in the
guidelines into a format so that they can be handled by computer systems more
easily. Thus, an easy and simple solution is to generate a set of rules with the
pattern ”if ..., then ...” by manual. For example, the text in Example 1 can be
transformed into the rules, which are shown in Example 2.

Example 2: According to the patient’s symptoms, signs, and blood,

urine and other laboratory examination results, the patient is

preliminarily diagnosed as suspected bacterial infections, then

do the followings.

1.If the patient has blood laboratory test results and has been

preliminary diagnosed as bacterial infections and pathogenic

diagnosed as bacterial infections, then he indeed has indication

to use antibiotics.

2.If the patient has urine laboratory test results and has been

preliminary diagnosed as bacterial infections and pathogenic

diagnosed as bacterial infections, then he indeed has indication

to use antibiotics.

The description format of Example 2 represents the logical relationship clearly.
However, in the specific diagnosis process, without the specific indication values
which can be checked in patient data, those knowledge are insufficient for a judg-
ment whether or not an antibiotic should be used. So we do further processing to
transform the knowledge in Example 2 into one with concrete values in patient
data, like those shown in Example 3.
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Example 3: According to the patient’s symptoms, signs, and blood,

urine and other laboratory examination results, the patient is

preliminarily diagnosed as suspected bacterial infections, then

do as follows:

1.If the patient has blood laboratory test, according to concrete

item and its value(which refer to the patient examination report),

and has been preliminary diagnosed as bacterial infections and

pathogenic inspection report show that item and its value (with

refer to the patient examination report), then he indeed has

indication to use antibiotics.

2.If the patient has urine laboratory test, according to concrete

item and its value(which refer to the patient examination report),

and has been preliminary diagnosed as bacterial infections and

pathogenic inspection report show that item and its value (with

refer to the patient examination report), then he indeed has

indication to use antibiotics.

The work converting the rules from Example 1 into Example 3 is called the
preprocessing of the guidelines. The main purpose of this preprocessing is to
convert the guidelines knowledge into a set of concrete rules which can be used
to check the patient data directly. After that preprocessing, we can finally get
the fixed format of ”if...then...” to describe the clinical guidelines knowledge,
just like those with the format of Example 3. After we obtain a set of concrete
rules with the pattern ”if ..., then ...” in natural language text, we can use DCG
in the logic programming language Prolog to parse the preprocessed guidelines
knowledge to obtain their semantic data.

In order to distinguish the guidelines rules in every preprocessing stage, we
classify the guidelines rules into three different levels of rules, i.e., abstract rules,
concrete rules, and semantic rules. The task of the SToGRUA system is to gen-
erate the semantic rules that can be used in SeSRUA, a semantically-enabled
system for raitonal use of antibiotics.

Abstract Rules. Knowledge in the guidelines provides the rules to guide the
rational use of antibiotics, so the knowledge in the guidelines that cannot be used
to guide our actions directly are called abstract rules. In the guidelines, the guide-
makers made those abstract rules for professionals only. For this, knowledge
in the guidelines described by natural language requires extracting and form-
transformation into concrete rules.

By screening the contents of the guidelines, we extract the knowledge and
preliminary transform them into ”if ...then ...” form, which can be dealt by a
computer. We define the ”if ... then ...” form of knowledge as Abstract Rules.
Example 1 is an example of abstract rules. First, make sure knowledge can be
converted into the ”if ... then ...” form.
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Concrete Rules. Concrete rules are relative to abstract rules. It means to make
abstract rules in the guidelines more concrete so that hyponymy, entailment and
other logical relationship between the knowledge will become more clear. The
extracted abstract rules include No-doing rules, How-to-do rules and Experience-
based rules. It is obvious that the first two rules are instructive, while the third
one is not so instructive, namely, the concrete index values are not clearly stated
in the rules. In such kind conditions, the participation of medical experts will be
needed to make the rules more concrete so that they can be used for a checking
with computers. The concrete processed rules are called concrete rules.

With the participation of medical professionals, based on the values in hospital
examination reports and the relationship between the values (such as ”and” or
”or” relationship), the abstract rules can be specified. Concrete rules are basic
for the description of logical relationship.

Semantic Rules. Semantic web technology provides a common framework for
data sharing and reusing. The experience of antibiotics selection need be shared.
There are enormous amount of accumulated medical and experiential data in
antibiotic selection. These scattered information resources in different hospital
system are beyond practitioners’ learning ability and it is impossible for prac-
titioners to fully acquire them. Thus, hospitals have to rely on computera to
process the data. In order to help the computer to understand the knowledge,
semantic web technology can be used to deal with the representation of those
knowledge and data.

The community of the semantic technology has developed several international
standards for the knowledge representation language of semantic data, such as
RDF (Resource Description Framework) and OWL (Web Ontology Language),
which have been found many applications in biomedical domains. Therefore,
in order to achieve automatic monitoring of rational use of antibiotics, those
standards (e.g. RDF/RDFS) will be used to describe pharmacological knowl-
edge and pharmacokinetics-based rational antibiotic-use method. The natural
language description in documents and guidelines that related to rational use
of antibiotics can be transformed into their semantic description. By transform-
ing, hyponymy, entailment and other logical relationship between the semantic
knowledge will become so clear that they can be mapped to corresponding on-
tology knowledge graph[7].

Semantic rules are knowledge description that transformed from concrete
rules. Knowledge described in nature language will be transformed into semantic
technology-based descriptions that can be handled by computer directly.

3 Semantic Transformer of Guidelines for Rational Use
of Antibiotics (SToGRUA)

SToGRUA is the system of semantic transformer of guidelines for rational use
of antibiotics. Through the SToGRUA system, we get the semantic rules of the
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knowledge in the guidelines of rational use of antibiotics. Of course, it is not the
case that all of the guidelines knowledge can be represented as a RDF/OWL
data. Some of those knowledge may need a higher level of knowledge represen-
tation language, like those in rule-based language. In this paper, we will focus
on the knowledge which can be represented in those lightweight languages, i.e.,
RDF/RDFS/OWL. We leave the rule-based formalisms of the guidelines knowl-
edge in the future work.

In order to get those semantic data (i.e., semantic rules of the guidelines),
firstly, we transform the abstract rules into concrete rules. Then we transform
the concrete rules into semantic rules.

3.1 Transformation from Abstract Rules to Concrete Rules

Abstract rules in the guidelines contain many instructional rules for using antibi-
otics rationally and the rules expression form is in the ”if...then...” format. With
the help of medical experts, this form of knowledge can be further transformed
into concrete rules in following two steps:

Some of the abstract rules are specified while some are not. The specified
abstract rules are concrete rules. Therefore, the first step is to distinguish the
concrete rules from abstract rules. For instance, if we extract the indication
knowledge in the guidelines, the abstract rules will be specified and do not need
transformation. However, as Example 2, we need the participation of medical
experts since they can turn the abstract medical test results into concrete medical
rules. Based on corresponding values on the medical examination reports, we can
then transform the abstract rules into the concrete rules in the format of ”if ...
then ...”.

3.2 Design for Semantic Transformation of Concrete Rules

A considerable part of the knowledge in the guidelines involves indications and
contraindications in the antibacterial instructions. For instance, ”If infection
caused by hemolytic streptococcus, then penicillin should be used” and ”If in-
fection caused by Streptococcus pneumoniae, then penicillin should be used”.
These knowledge can be used directly in detecting the data on the electronic
medical records. There exist some well-known pharmacological and pharmaceu-
tical semantic data set, such as Drugbank2, which are usually represented as the
RDF Ntriple format. For example, the description of a drug’s indications uses
a predicate (e.g. Indication) followed by the indication descriptions in natural
language as follows:

<http://www4.wiwiss.fu-berlin.de/drugbank/resource/drugs/DB00007>

<http://www4.wiwiss.fu-berlin.de/drugbank/resource/drugbank/indication>

"For treatment of prostate cancer, endometriosis, uterine

fibroids and premature puberty" .

2 http://www.drugbank.ca/

http://www.drugbank.ca/
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Obviously, we need more fine-grained knowledge about indications, because
the indication knowledge in a text cannot be used directly in the system. We
have to transform them into the semantic data. Hence, a particular predicate
”indications” is introduced to represent the set of all the indications.

Meanwhile, for each disease symptom description involves its causes descrip-
tion, we introduce the predicate ’CausedBy’ and the additional parameters
predicate ’Modifier’ in the Indication description to cover various conditions.
Therefore, a complete indication of semantic rules should be like the followings:

<http://ontoweb.wust.edu.cn/medicine#ZSH121216D6369005>

<http://www.w3.org/1999/02/22-rdf-syntax-ns#type>

<http://ontoweb.wust.edu.cn/medicine#DrugBook>.

# The above triple description set an internal concept

# identifie for certain drug (e.g. penicillin)

<http://ontoweb.wust.edu.cn/medicine#ZSH121216D6369005>

<http://wasp.cs.vu.nl/apdg#Concept>

<http://www.ihtsdo.org/SCT_6369005>.

# The above triples map the concept into the medical ontology SNOMED

<http://ontoweb.wust.edu.cn/medicine#ZSH121216D6369005>

<http://ontoweb.wust.edu.cn/medicine#Indications>

<http://ontoweb.wust.edu.cn/medicine#id_hzs121216g6369005>.

# The above triples define a collection of indications

<http://ontoweb.wust.edu.cn/medicine#id_hzs121216g6369005>

<http://ontoweb.wust.edu.cn/medicine#Indication>

<http://ontoweb.wust.edu.cn/medicine#id_hzs121216g6369005_1>.

#The above triples define the first indication description

<http://ontoweb.wust.edu.cn/medicine#id_hzs121216g6369005_1>

<http://ontoweb.wust.edu.cn/medicine#Symptom> "infection" .

<http://ontoweb.wust.edu.cn/medicine#id_hzs121216g6369005_1>

<http://ontoweb.wust.edu.cn/medicine#CausedBy> "Hemolytic streptococcus".

Of course, some concrete rules, especially those involving multiple steps de-
tections of antibiotics clinical rational use, cannot be simply described in RDF
Ntriples. We need to put the knowledge into a clinical diagnosis decision support
system and describe them in higher-level rules (such as rules description about
time and event). Because RDF is not expressive enough to represent the tempo-
ral knowledge and the event knowledge, more powerful and expressive formalism
should be used to formalize that kind of higher-level rules. The workflows built
on the LarKC Platform [8] can be used to solve the problem partially.

3.3 Rules Parsing through DCG in The SToGRUA System

The concrete rules have a unified ”If ... then ...” format. That is a fixed format
of ”premise and conclusion” and can be defined into a template easily. Hence,
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based on the templates they can be automatically transformed into semantic
rules without relying on a complex natural language processing tool.

The reasons why we are using the logic programming language Prolog for
the processing are based on its distinguished features. Prolog is a rule-based
language. It can be used to describe and generate knowledge representation for
rules[9,10]. Prolog provides DCG support and then it can be used as a convenient
syntactic parsing tool. Comparing with the natural language processing system,
parse of DCG is relatively simple, it works quite well to deal with the concrete
rules with a fixed format rules paring. Using Prolog, we implement the SToGRUA
system (Semantic Transformer of guidelines for Rational Use of Antibiotics).
First, we load the specified guide knowledge as a text file into the Prolog system,
then it will be parsed by the SToGRUA system with DCG. Finally, corresponding
semantic triples are generated. The main process is just as follows:

start :- initial_id_number(N),

working_on_drug(Drug),

working_on_ontology(Ontology),

file_name(File), open(File, read, In),

output_file_init(Drug, Ontology, Out),

set_stream(In, encoding(utf8)),

rules_processing(In, Out, N, M),

close(In), close(Out),

format(’~w rules have been processed.~n’,[M]).

The predicate rules processing realizes the DCG processing, i.e. Using the fol-
lowing rules to get the corresponding information of cause-result-state-drugname.
The corresponding triples are generated by the predicate write ntriples.

rule_processing(Line, Out, N):-

phrase(rule(Cause Result, Status, Drug), Line, Rest),

atom_codes(Cause1, Cause),

atom_codes(Result1, Result),

atom_codes(Drug1, Drug),

atom_codes(Rest1, Rest),

write_ntriples(Out, N, Cause1, Result1, Status, Drug1, Rest1).

The DCG rule parsing process is as follows: the corresponding parameters are
obtained by matching condition and result in concrete rules. We get the causes
and symptoms from the condition and get the status and drug name parameter
from the result.

rule(Cause, Result, Status, Drug) -->

condition(Cause, Result),

separators,

conclusion(Status, Drug).



Generation of Semantic Data from Guidelines for Rational Use of Antibiotics 395

We use the following DCG rules to parse conditions of different concrete rules:

condition(Cause, Result) -->

causal_condition_header,

cause(Cause),

lead_to,

result(Result).

condition(Cause, Result) -->

condition_header,

goal_operator(Goal),

result(Result),

goal_end,

{Cause = [goal(Goal)]}.

condition(Cause, Disease) -->

condition_header,

disease(Disease),

patient_operator,

goal_operator(Goal),

{Cause =[goal(Goal)]}

We use the following DCG rules to parse results of different concrete rules:

conclusion(indication, Drug) -->

conclusion_header,

indication_operator,

drug(Drug).

......

conclusion(operation(Operation), Disease) -->

conclusion_header,

disease(Disease),

patient_operator,

operation(Operation).

.....

conclusion(drug_property(sameas), Drug) -->

conclusion_header,

drug_pointer,

drug(Drug).

4 Implementation and Experiments

4.1 A Semantically-Enabled System for Rational Use of Antibiotics

SeSRUA is a semantically-enable system for rational use of antibiotics[6]. It
is built on the top of the LarKC[8], a platform for scalable semantic data
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Fig. 1. Architecture of the SeSRUA system

processing3. LarKC uses OWLIM to store and manage semantic data and pro-
vides many plug-ins to handle semantic data processing and reasoning. Users can
use a Web browser to access the data in the JSON format, which return from
the SPARQL endpoint. The user interface of SeSRUA[6] transforms these JSON
data into the corresponding visual data and displays them in a user-friendly
interface. Therefore, any SeSRUA user will be able to use it even if he/she has
no any background knowledge of the semantic technology. We use the APDG
(Advanced Patient Data Generator)[11] to generate ten thousand patient data of
chronic bronchial in Hubei Province. Those virtual patient data are loaded into
the SeSRUA system for the test. APDG uses the domain knowledge to generate
virtual patient data, so that the generated patient data look like real ones.

The architecture of SeSRUA is shown in Figure 2.
We have implemented the proposed approach in this paper in the system

SToGRUA. STOGRUA is designed to be a tool of SeSRUA for its data in-
tegration. Semantic rules generated by SToGRUA are used in SeSRUA. The
relationship between SToGURA and SeSRUAas is shown in Figure 2.

The right frame in Figure 2 is the SToGRUA system. The management com-
ponent in SToGRUA calls the logic programming language SWI-Prolog to gen-
erate semantic rules. The concrete rules are loaded into SToGRUA in the form
of text. DCG rules called by the SWI-Prolog system are used to parse concrete
rules. Semantic rules of guidelines knowledge which are generated by SToGRUA
are loaded into the SeSRUA system, through matching the semantic guidelines
data and the patient data to realize the monitoring of rational use of antibiotics.

3 http://www.larkc.eu

http://www.larkc.eu
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Fig. 2. the Relationship Between SToGURA and SeSRUA

4.2 Experiments and Evaluation

In the first experiment, we focus on the generation of the semantic data of the
guidelines for rational use of antibiotics[1]. We have converted the knowledge of
Part I and Part IV of the knowledge in the guidelines into a set of rules. We
would not deal with Part II of the guidelines, because that part of the guide-
lines concerns only the procedure of hospital management for using antibiotics,
which is not the focus of our system. We have not yet converted Part III of the
guidelines, because most content of Part III has been covered by the drug man-
uals of antibiotics, for which its semantic data has been available, by converting
the XML-based files into RDF NTriples. Furthermore, some of them have been
available at DrugBank. We have used the system SToGRUA to generate the
semantic data from those concrete rules.

For the evaluation of the experiment, we firstly assess the quality of trans-
formed abstract rules and concrete rules. We count how many rules have been
obtained and how much of the content have been covered by the transformed
rules, which is called the coverage ratio (CR), for the assessment of the rule ex-
traction process. We consider a single sentence of the guidelines as the basic unit
of the coverage measurement. Thus, the coverage ratio (CR) is the percentage of
that transformed rules (TR) with respect to the total number of the sentences
number (SN) in the corresponding contents. Namely,

CR = TR/SN.

The precision of the semantic rules is measured through the amount of the
integrated properties in RDF Ntriples. A summary of the experiment is shown
in table Table1.

The evaluation results are shown in Table1.
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Table 1. The exprement results and further optimized contents. TR: Transformed
Rule (pieces); NTR: Not Transformed Rule(pieces); CR:Covering Ratio(%); TN:Triple
Number (triples); TIR:Triples Integrity Ratio(%); PR: Precision Ratio;

guidelines Abstract Rules Concrete Rules Semantic Rules
contents TR NTR CR TR NTR CR TN TIR PR

Part I 147 0 100% 247 0 100% 988 100 100%

Part IV 889 19 98% 1351 19 98% 5340 98.80% 92%

Comprehensive
experimental data 1036 19 98.80% 1598 19 98.80% 6328 98.80% 92%

Table 1 shows the experimental results from abstract rules, concrete rules and
semantic rules. The precision ratio of transformed semantic rules in Part I and
Part IV is 100% and 92% respectively. This initial evaluation of the experiment
shows that the guidelines knowledge can be formalized and transformed into
its semantic data. Those generated semantic data are useful for the SeSRUA
system. The experiments of the SeSRUA system show that it can judge the 78%
percent of the cases for rational use of antibiotics, and 55% percent of the cases
for correctly selecting what kinds of antibiotics should be used[6]. A screenshot
of the monitoring of rational use of antibiotics in the SeSRUA system is shown
in Figure 3.

Fig. 3. the Screenshot of Monitoring in SeSRUA

5 Conclusions

In this paper, a systematic approach to transforming the guidelines for ratio-
nal use of antibiotics in natural language into corresponding semantic data has
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been proposed. In this transforming process, we convert the text into a set of
rules in natural language text, then use the DCG tool in Prolog to generate
the corresponding semantic data automatically. These two-step transformation
approaches make the system able to handle the vast majority of knowledge in
the guidelines and provides basic semantic data for SeSRUA.

These generated semantic data are actually structured knowledge that can
be used in the monitoring system of rational use of antibiotics. Using inference
engine and workflow management process provided by a semantic platform (e.g.
LarKC), the knowledge make it possible to judge and monitor the rational use
of antibiotics in terms of various patient data in electronic medical records.
Hence, processing and managing the knowledge of rational use of antibiotics
automatically and semi-automatically by using the semantic technology.

Based on the existing work, the next work that we will do is to use some
new methods to reduce the degree of human intervention in the process of rules’
transformation. Currently, the transformation from natural language text to
rule is done by the manual works. In the future, we will use the tools of natural
language processing for semantic annotation of the guidelines text and develop a
system so that we can obtain concrete rules automatically or semi-automatically.

Acknowledgments. Thisworkwaspartially supportedby the followingprojects:
The projects ofNatural ScienceFoundation ofChina under grant number 61272110
and 61100133, the key projects of National Social Science Foundation of China
under grant number 11ZD&189 and the project of the State Key Lab of Software
Engineering Open Foundation of Wuhan University under grant number
SKLSE2012-09-07.

References

1. Chinese Medical Association, Pharmacy Administration Commission of Chinese
Hospital Association, Hospital Pharmacy Committee of Chinese Pharmaceutical
Association: Clinical guidelines for rational use of antibiotics. Technical report
(2008)

2. Fox, J., Johns, N., Rahmanzadeh, A., Thomson, R.: Proforma, approaches for cre-
ating computer-interpretable guidelines that facilitate decision support. In: Pro-
ceedings of Medical Informatics Europe, Amsterdam (1996)

3. Shahar, Y., Miksch, S., Johnson, P.: The asgaard project: a task specific framework
for the application and critiquing of time oriented clinical guidelines. Artif. Intell.
Med. 14, 29–51 (1998)

4. Tu, S., Musen, M.: A flexible approach to guideline modeling. In: Proceeding of
1999 AMIA Symposium, pp. 420–424 (1999)

5. Peleg, M., Boxwala, A., Ogunyemi, O., et al.: Glif3: The evolution of a guideline
representation format. In: Proceedings of AMIA Annu. Fall Symp., pp. 645–649
(2000)

6. Hua, X., Chen, C., Huang, Z., Hu, Q.: Intelligent monitoring on use of antibacterial
agents based on semantic technology. Journal of China Digital Medicine 8, 12–15
(2013)



400 Q. Hu, Z. Huang, and J. Gu

7. Cheptsov, A., Huang, Z.: Making web-scale semantic reasoning more service-
oriented: The large knowledge collide. In: Proceedings of the 2012 Workshop on
Advanced Reasoning Technology for e-Science (ART 2012) (2012)

8. Fensel, D., van Harmelen, F., Andersson, B., Brennan, P., Cunningham, H., Della
Valle, E., Fischer, F., Huang, Z., Kiryakov, A., Lee, T., School, L., Tresp, V., Wes-
ner, S., Witbrock, M., Zhong, N.: Towards LarKC: a platform for web-scale reason-
ing. In: Proceedings of the IEEE International Conference on Semantic Computing
(ICSC 2008). IEEE Computer Society Press, CA (2008)

9. Wielemaker, J., Huang, Z., van der Meij, L.: SWI-Prolog and the web. Journal of
Theory and Practice of Logic Programming 8(3), 363–392 (2008)

10. Wielemaker, J., Schrijvers, T., Triska, M., Lager, T.: Swi-prolog. Journal of Theory
and Practice of Logic Programming 12(1-2), 67–96 (2012)

11. Huang, Z., van Harmelen, F., ten Teije, A., Dentler, K.: Knowledge-based pa-
tient data generation. In: Riaño, D., Lenz, R., Miksch, S., Peleg, M., Reichert, M.,
ten Teije, A. (eds.) KGC 2013 and ProHealth 2013. LNCS, vol. 8268, pp. 83–96.
Springer, Heidelberg (2013)



Design and Implementation of Visualization

Tools for Advanced Patient Data Generator

Minghui Zhang1,2, Zhisheng Huang3, and Jinguang Gu1,2

1 Computer Science and Technology, Wuhan University of Science and Technology,
Wuhan 430065, China

2 Hubei Province Key Laboratory of Intelligent Information Processing and
Real-time Industrial System, Wuhan 430065, China

3 Department of Computer Science, VU University Amsterdam, Amsterdam 1081hv,
The Netherlands

Abstract. APDG (Adanced Patient Data Generator) is a tool for
knowledge-based patient data generation. However, the existing APDG
has not yet provided any visualization tool to define patient data. This
paper proposes a visualization approach to make the APDG system
more feasible to developers and end-users of medical information sys-
tems. This paper investigates the design of the visualization interface
tool for APDG, and discusses how the proposed approach is implemented
by using the C# in the dot NET platform.

Keywords: Semantic Technology, Advanced Patient Data Generator,
Electronic Medical Records, Visual Interface.

1 Introduction

During the research and development of medical information system, a lot of
patient data are needed for system validation, performance evaluation and other
major processing. However, due to legal and many other reasons, access of those
patient data is strictly restricted, even within a hospital. As to the medical
information system companies, to get the authorization is extremely hard. How-
ever, without those patient data, it is quite difficult for the developers to make
experiments with the medical information systems for the evaluation and others.

In order to solve that problem, the Advanced Patient Data Generator
(APDG)[5] is designed to provide an effective solution. While a variety of scien-
tific evidence collected from the group of patients, the APDG system can auto-
matically generate patient data by using those collected knowledge or evidences.
Those knowledge can be collected from medical literature (such as PubMed,
medical textbook, etc.), and web resources (such as Wikipedia and medical web-
sites). The APDG system can generate virtual patient data efficiently, which
looks exactly realistic as real ones, and avoid the problem of the access restric-
tion of real patient data.

The APDG system uses the Patient Data Definition Language(PDDL), an
XML-based language, to define the patient data format, the relation of a vari-
ety of relevant scientific evidence to generate virtual Electronic Health Records

Z. Huang et al. (Eds.): WISE 2013 Workshops 2013, LNCS 8182, pp. 401–414, 2014.
c© Springer-Verlag Berlin Heidelberg 2014
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(patient data) or Clinical records (CRs). Currently, APDG has not yet provided
any visual user interface. Thus, it is still inconvenience to most users, who have
very limited knowledge to use an XML file. To benefit APDG users, in this pa-
per, the visual interface with a user-friendly PDDL editor is designed for APDG.
We have implemented the visual tool for the APDG system by using .Net plat-
form. We have used the visual tool of the APDG system to generate large scale
patient data and used those generated patient data in the System SeSRUA, a
semantically-enable system for Rational Use of Antibiotics[4].

The rest of this paper is organized as follows: Section 2 provides a brief in-
troduction to the APDG system. Section 3 presents the design of the visual tool
for the APDG system. Section 4 reportes the experiments with the visual tool
for the APDG system, Section 5 makes a conclusion of the paper.

2 The APDG System

2.1 The Architecture of the APDG System

The major function of APDG system is to generate virtual patient data, which
should meet the medical statistics requirements and can be used as test datasets
in the developing process of medical systems. In particular, we are interested in
the generation of semantic patient data, i.e., those patient data with the format
of RDF Ntriple or others, because they can be used in a triple store, a platform
for semantic data processing by using semantic technology.

The APDG system consists of the editing system of the Patient Data Defini-
tion Language (PDDL), and the patient data generating system. The architec-
ture of the APDG system is shown in Figure 1. The PDDL editing system is
used to define the patient data, based on the collected medical knowledge. The
patient data generating system is used to generate the corresponding virtual
patient data.

Fig. 1. The architecture of the APDG system

2.2 Patient Data Description File

To initiate APDG system, the patient data description file is the firstly con-
structed in accordance with the characteristics of a variety of medical records.
In order to standardize the patient data description file, a PDDL language had
been designed to define it.
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2.2.1 The PDDL Language
The PDDL language is designed to be an XML-based language, which defines the
patient data format. The APDG system introduces the archetype-based patient
data structures, like those have been used in Openpatient data[2]. The general
structure of patient data in PDDL consists of the hierarchy of session-archetype-
slot. To ease the design of the visual editing interface, the PDDL language labels
are properly refined. The XML Schema structure of PDDL is shown in Figure 2.
Namely we define the four labels of PDDL, i.e., Archetype, Slot, Condition and
Distribution.

– Archetype: used to describe a medical model, the basic archetype consists of
several slots or archetypes.

– Slot: used to describe a data value of the patient, such as age, blood pressure,
etc. Archetypes and slots can be further combined to form a new archetype.

– Condition: used to describe the distribution of Slot values under certain
conditions. Its attribute expression is used to describe the corresponding
condition. A condition may contain a number of Distributions.

– Distribution: describing specific distribution of the attributes and their val-
ues

In order to facilitate the querying and reasoning support of the semantic data
which are associated with some ontologies, such as SNOMED[6], The attributes
“ontology” and “conceptid” are introduced to be additional ones for Archetypes,
Slot and Distribution. These two attributes are associated with the specified
value of the name and the identifier of the corresponding ontology.

2.2.2 Construction of the Archetype
Through the PDDL language, we can build an archetype according to the needs
of medical records. For example, for the systolic and diastolic blood pressure in a
patient record, we can use the following PDDL statement to define an archetype
of blood pressure.

<Archetype concept="BloodPressure">

<Slot name="Systolic" type="integer"/>

<Slot name="Diastolic" type="integer"/>

</Archetype>

Archetypes and slots can be further combined to build a new archetype. For
example, we can integrate temperature, pulse, blood pressure to build a new
archetype as follows:

<Archetype concept="Examination">

<Slot name="BodyTempature" type="decimal" decimaldigits="1"/>

<Slot name="Pulse" type="integer"/>

<Archetype concept="BloodPressure">

<Slot name="Systolic" type="integer"/>

<Slot name="Diastolic" type="integer"/>

</Archetype>

</Archetype>
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Fig. 2. PDDL XML Schema diagram

In order to construct a re-usable archetype that can be referred in the other
PDDL file, we introduce the attribute “from” in an archetype. For example, the
archetype “examination” can be saved in a file named “Examination.xml”, then
through the “from” attribute in archetype, we can build a new archetype, which
is shown below:

<Archetype concept="Patient">

<Slot name="name" type="string"/>

<Slot name="Gender" type="string"/>

<Archetype concept="Examination" from="Examination.xml">

</Archetype>

2.2.3 Slots
The label Slots are used to describe the value in a domain. The attribute “type”
in a Distribution defines the way of getting value. PDDL provides a rich varieties
of distributions, such as prescribed value, the arithmetic expression, uniform
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distribution within a set, normal distribution within a set, uniform distribution
on the interval, normal distribution on the interval,etc. The attribute “source”
in a Distribution defines the way of getting data which can be described in the
form of single value, a set, an interval, and an expression.

– Prescribed value
If in the generated data,the percentage of male is 50% and the female has
the same percentage,then we can define the domain of gender as follows:

<Slot name="Gender" type="string">
<Condition>

<Distribution type="PrescribedValue" source="male" percent="0.5"/>
<Distribution type="PrescribedValue" source="female" percent="0.5"/>

</Condition>
</Slot>

– Uniform distribution within a set
In the above example,the percentage of male and female are the same, so it
can also be described as follows:

<Slot name="Gender" type="string">
<Condition>

<Distribution type="SetUniform" source="male,female" percent="1"/>
</Condition>

</Slot>

– Uniform distribution on the interval
If the generated data for the age from 10 to 60 years old is uniform distri-
bution, then it can be defined as follows:

<Slot name="Age" type="integer">
<Condition>

<Distribution type="IntervalUniform" source="10~60" percent="1"/>
</Condition>

</Slot>

– Normal distribution on the interval
In the above example, if the data of age meets the (0,1) normal distribution,
then it can be defined as follows:

<Slot name="Age" type="integer">

<Condition>

<Distribution type="IntervalNormal" source="10~60" percent="1"/>

</Condition>

</Slot>

2.2.4 Relationship between the Slots
Betweendifferent slots, there exist a variety of relationshipswhich canbe expressed
by a condition. For example, as the statistics of the examination data of one unit
shows that the percentage of having Hypertension is 2.84% when the age is be-
tween 20 and 30, while the percentage is 4.32%when the age is between 30 and 40.
If the normal value of systolic is rangedbetween 110 and 140, and that of diastolic is
ranged between 60 and 90. The value of systolic in Hypertension is ranged between
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110 and 140, and that of diastolic is ranged between 90 and 100.Based on the above
data, the archetype can be built as follows:

<Archetype concept="Patient">

<Slot value="Age" type="integer">

<Condition>

<Distribution type="IntervalUniform" source="20~30"

percent="0.5"/>

<Distribution type="IntervalUniform" source="30~40"

percent="0.5"/>

</Condition>

</Slot>

<Archetype concept="BloodPressure">

<Slot value="Systolic" type="integer">

<Condition expression="$Age &gt;= 20 AND $Age &lt; 30">

<Distribution type="IntervalUniform" source="110~140"

percent="0.9716"/>

<Distribution type="IntervalUniform" source="140~160"

percent="0.0284"/>

</Condition>

<Condition expression="$Age &gt;= 30 AND $Age &lt; 40">

<Distribution type="IntervalUniform" source="110~140"

percent="0.9568"/>

<Distribution type="IntervalUniform" source="140~160"

percent="0.0432"/>

</Condition>

</Slot>

<Slot value="Diastolic" type="integer">

<Condition expression="$Age &gt;= 20 AND $Age &lt; 30">

<Distribution type="IntervalUniform" source="60~90"

percent="0.9716"/>

<Distribution type="IntervalUniform" source="90~100"

percent="0.0284"/>

</Condition>

<Condition expression="$Age &gt;= 30 AND $Age &lt; 40">

<Distribution type="IntervalUniform" source="60~90"

percent="0.9568"/>

<Distribution type="IntervalUniform" source="90~100"

percent="0.0432"/>

</Condition>

</Slot>

</Archetype>

</Archetype>

As showed in the above example, using the method of adding a prefix “$”
at the slot name to define a variable. We introduce the operators (such as
‘AND’,‘&lt;’(less than), ‘&gt;’(greater than)) to describe the relationship.
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2.3 Virtual Patient Data

After defining the patient data description file by using PDDL, the APDG system
can generate the virtual medical data. The format of the output data can be
selected to be RDF Ntriple/Turtle. For example, part of generated patient data
in the format of RDF Turtle are shown following.

@prefix apdg: <http://wasp.cs.vu.nl/apdg#>

@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

@prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#>

apdg:VMRBP_MHZ100000 rdf:type adpg:VirtualMedicalRecord.

apdg:VMRBP_MHZ100000 apdg:has Archetype apdg:VMRBP_MHZ100000_A1.

apdg:VMRBP_MHZ100000_A1 rdfs:label "Patient".

apdg:VMRBP_MHZ100000_A1 apdg:hasSlot apdg:VMRBP_MHZ100000_A1S1.

apdg:VMRBP_MHZ100000_A1S1 rdfs:label "Age".

apdg:VMRBP_MHZ100000_A1S1 apdg:value

"36"^^<http://www.w3.org/2001/XMLSchema#integer>.

apdg:VMRBP_MHZ100000_A1 apdg:has Archetype apdg:VMRBP_MHZ100000_A1A1.

apdg:VMRBP_MHZ100000_A1A1 rdfs:label "BloodPressure".

apdg:VMRBP_MHZ100000_A1A1 apdg:hasSlot apdg:VMRBP_MHZ100000_A1A1S1.

apdg: VMRBP_MHZ100000_A1A1S1 rdfs:label "Systolic".

apdg: VMRBP_MHZ100000_A1A1S1 apdg:value

"116"^^<http://www.w3.org/2001/XMLSchema#integer>.

apdg:VMRBP_MHZ100000_A1A1 apdg:hasSlot apdg:VMRBP_MHZ100000_A1A1S2.

apdg:VMRBP_MHZ100000_A1A1S2 rdfs:label "Diastolic".

apdg:VMRBP_MHZ100000_A1A1S2 apdg:value

"77"^^<http://www.w3.org/2001/XMLSchema#integer>.

By the way of generating patient data automatically, enough electronic med-
ical records data can be generated and can be provided as test data sets in a
semantically-enabled medical information system.

3 Visual APDG System

3.1 Editing Patient Data Description File

On the .NET platform, the visual APDG system is implemented through C#
language. The interface of patient data description files is shown in Figure 3.
With the visual interface, for the users who are not familiar with the XML
language, they can complete the patient data description file easily.

3.1.1 The Editing Interface
The patient data description file has actually a tree structure, .NET TreeView
control is used to present the tree structure. As shown in Figure 3, the left panel
(TreeView control) displays the entire structure of the patient data descrip-
tion file. Each node represent a label, as described in the previous section,i.e.,
Archetype, Slot, Condition and Distribution. The right panel (ProertyGrid con-
trol) displays specific attribute values belong to these four kind of labels, for
which the users can modify the attribute values for each labels as they want.
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The toolbar at top of the interface provides two kind specific functions; The
first kind is for patient data description files, “Open”, “New” and “Save” oper-
ation. Second kind used to edit labels, “Add”, “Remove” operation.

In order to facilitate the users who want to check the generated XML codes
of the patient data description file, also provides the description file in XML,
users can view it by clicking “XML Source Code” tab. The interface is shown in
Figure 4.

Fig. 3. Describes the document editing interface patient data

3.1.2 Patient Data Editing
The patient data editing functions mainly provide the two operations.One is
to add and remove labels by calling the add and remove method of TreeView
control. Another editing function is to edit label attributes, this function is
achieved through ProertyGrid control. In order to edit attribute values of these
labels, a class is defined for each defined label. For example, Archetype, the label
has concept, ontology and conceptid three attributes, which is defined as follows:

class ArcheTypeProperty {

private string _concept, _form _ontology, _conceptid,;

public string concept {

get { return _concept; } set { _concept = value;}}

public string form {

get { return _from; } set { _from =from;}}

public string ontology {

get{return _ontology;} set {_ontology = value;}}

public string conceptid {

get{return _conceptid;} set{_conceptid = value;}}}
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Fig. 4. Describes patient data XML source file

While a class established, we just need to assign the instances of the class
to “SelectedObject” attribute of ProertyGrid controls then instance attribute
values can be edited.

In the same way, we can establish Slot, Condition and Distribution of the
three labels class SlotProperty, ConditonProperty and DistributionProperty.

While a node in the TreeView control express the four defined label, for easy
data processing, we define the node data class NodeData, which is defined as
follows:

class NodeData {

public string nodeType;

public ArcheTypeProperty archeTypeProperty;

public SlotProperty slotProperty;

public ConditionProperty conditionsProperty;

public DistributionProperty distributionProperty;}

In the NodeData class, nodeType mainly used to indicate the dedicate node
type, whose value is the “archetype”, “slot”, “condition” and “distribution” of
four. So that when the user clicks on the different nodes,”AfterSelect” event of
the TreeView control is triggered. The “AfterSelect” event coded is defined as
follows:

private void treeView1_AfterSelect(object sender, TreeViewEventArgs e){

string nodeType = ((NodeData)treeView1.SelectedNode.Tag).nodeType;

switch (nodeType) {

case "archetype":

propertyGrid1.SelectedObject =

((NodeData)treeView1.SelectedNode.Tag).archeTypeProperty;

break;
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case "slot":

propertyGrid1.SelectedObject =

((NodeData)treeView1.SelectedNode.Tag).slotProperty;

break;

case "condition":

propertyGrid1.SelectedObject =

((NodeData)treeView1.SelectedNode.Tag).conditionProperty;

break;

case "distribution":

propertyGrid1.SelectedObject =

((NodeData)treeView1.SelectedNode.Tag).distributionProperty;

break;}}

Through these methods, when the user clicks on a different node then the node
corresponding instance attribute label is passed to ProertyGrid controls, thus
completing the label attribute value editing.

3.1.3 Processing Conditional Expressions
Within patient data description file Condition label, “expression” attribute de-
scribes Slot value distribution under certain conditions, to facilitate the user to
set the condition, the condition expression editor designed and shown in Figure
5. The user can select the name from the slot list and the value under this slot
and operators(>,>=,=, <,<= and AND) to compose a variety of conditions.

Fig. 5. Conditional expression editor
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3.1.4 TreeView and XML Conversion
While patient data description file is composed in XML language, so the com-
pleted results should be convert into XML language. Briefly, the data presented
in the TreeView control need to be translated into XML format expression. Re-
versely, the editing system needs to parse the XML language to convert it to
TreeView control data to present to the user when open a patient data descrip-
tion file.

Because the patient data description file is defined as a nested structure, in
the TreeView with XML mutual conversion can easily accomplish by recursive
method.Two recursive method are defined in the implementation to accomplish
this process.

3.2 Generation of Virtual Patient Data

When the patient data description file editing is complete, you can generate
virtual patient data according to the definition, virtual data generation interface
is shown in Figure 6. To avoid duplicated data generated by different users, the
system through user input DiseaseID (disease identification), CreatorID (creator
logo) and the SessionID (generation time identification) to build virtual data.
To generate valid virtual data, the first step is to detect fault in the file, and the
second step is to generate correct data against defined rule.

Fig. 6. Patient data virtual data generation interface

3.2.1 Detecting Patient Data Description Files
For fault detecting in a patient data description file, mainly from the following
aspects will be dealt with:

1)determine the legality of the conditional expression, is mainly detected
match between operators and operands, and whether to use a slot while un-
defined.



412 M. Zhang, Z. Huang, and J. Gu

2)Verify total ratio of the same conditions, the ratio accounted for a variety
of distribution should be 1. This test can traverses Distribution tab “percent”
attribute value of the Condition label to complete. Until these tests passed, data
can be generated.

3.2.2 Patient Data Generation
In order to facilitate the generation of virtual data, take advantage of TreeView
control to generate the data, and avoid directly deal with the obscure XML code.
In the implementation, through the following two steps to complete the task:

1) First, the value generated gradually for each Slot. Specific generate Slot
value algorithm is as follows :

For each Condition in Slot

If (Condition.expression is True)

R=Random(0,1) //Get (0,1] random number between

P=0

For each Distribution in Condition

P=P+Distribution.percent

IF(R<=P)

Result=GetValue(Distribution.type,Distribution.source)

End if

End For

End If

End For

By the above algorithm , we can gradually generate a value for each Slot, which
constitutes the patient data.

2) Convert the patient data generated in previous step into the format of RDF
Ntriple. In addition, APDG system also provides the functionality to storage the
data in CSV format.

4 Experiments

We use the APDG system to generate 10,000 chronic bronchial patients data and
use them in the system SeSRUA,a Semantically-enabled System for Rational Use
of Antibiotics[4]. The system interface of SeSRUA is shown in Figure 7.

SeSRUA has been integrated with various semantic data. The integrated data
sources includes: i) Drugbank[1], ii) Semantic rules converted from the clinical
guideline for rational use of antibiotics[7], iii) the semantic data converted from
the drug manuals of antibiotics, iv) the semantic patient data generated by
APDG. The total number of triples is up to 4 millions in the existing SeSRUA
system.

SeSRUA is built on the top of LarKC (Large Knowledge Collider)1, a platform
for scalable semantic data processing[3,8]. With the built-in reasoning support
for large-scale RDF/OWL data of LarKC, SeSRUA is able to provide various rea-
soning and data processing services for rational use of antibiotics, which include

1 http://www.larkc.eu

http://www.larkc.eu
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Fig. 7. The system interface of SeSRUA

antibiotics query and the usage recommendation for patient against correspond-
ing personal information.

According these practice experience and results, the APDG tool is a valuable
one, which makes the generated data have no difference with real data, and avoid
the access restriction for real patient data.

5 Conclusion

In this paper, we have presented the visual APDG system, which defines the
patient data description file, then generates the corresponding patient data. The
main feature of the visual ADPG system are:

– Flexible patient data definition. The patient data description file in XML lan-
guage, with strong representation capabilities to define the archetype. During
the design, Archetype label support the nested label. Also, expression, value
range, and else features enable users to easily build flexible structures to
describe the various diseases.

– Integration of semantic data set. The APDG system can generate the triples
data, and associate the concepts in an ontology. It provides a foundation for
further semantic data processing and reasoning/querying by using a semantic
platform (e.g. the LarKC Platform).

– Friendly user interface. The visual APDG system provides a user-friendly
interface and the detection system to find various pre-defined errors, with
those tools, users, even for those who have no any XML knowledge, can
define patient data description files easily.

Currently the APDG system is still being optimized. The followings are future
work for the visual APDG system:

– More operators of the conditional expression representation. The current
system only supports the AND operator. Further work will provide the OR,
and NOT operators.
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– Value definition. In the current system, the way of getting value includes
prescribed value, the arithmetic expression, specified ranges value. Further
work will provide more value ways, such as regular expression for values
setting, etc.

– Improved ontology association. In the current system, associated concept
names in an ontology are done by manual. Further work will include an
automatic or semi-automatic search over an ontology for a candidate concept
name and concept identification.
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Abstract. Antibiotic abuse has potentially serious effects on health. Ra-
tional use of antibiotics has become a basic principle in medical practice.
In this paper we propose a semantic approach for rational use of antibi-
otics, by introducing the semantic technology into the monitoring on the
use of antibiotic agents. In particular, we investigate the problem from
the perspective of clinical research. The proposed approach has been
implemented in a prototype system named SeSRUA, a Semantically-
enabled System for Rational Use of Antibiotics. This semantic system
with the support of data interoperability provides a basic infrastructure
for the intelligent monitoring on the use of antibiotics.

Keywords: semantic technology, antibiotics, rational use, intelligent
monitoring.

1 Introduction

In recent years, antibiotics abuse leads to the high-rate of bacterial resistance to
antibiotics and the world widespread of “super bacteria”[1]. The development of
new antibiotics requires longer cycle and higher cost. All these will threaten the
human health, and even the survival. Antibiotics abuse in China has been in-
creasingly fierce. Faced with severe situation, the Chinese Ministry of Health with
other four healthcare authorities jointly launched a national campaign against
the antibiotics abuse in 2011.

Using the semantic technology to solve the problem in biomedical area is a hot
topic in recent years. The semantic technology provides a common framework
for network data sharing, reuse and interoperability. Linked Life Data (LLD)
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and Bio-medical data in Linked Open Data (LOD)[2], such as Drugbank[3] and
SNOMED-CT (Systematized Nomenclature of Medicine-Clinical Terms)[4], pro-
vide rich data resources for the data interoperability to solve the problem of
heterogeneous medical data in the existing medical information systems.

In this paper, we will investigate the problem of the development of a system
for rational use of antibiotics from the perspective of clinical research. Further-
more, we will propose a semantic approach for rational use of antibiotics, by
introducing the semantic technology into the monitoring on the use of antibi-
otics. We have implemented a prototype named SeSRUA (Semantically-enabled
System for Rational Use of Antibiotics). This semantic system with the sup-
port of data interoperability provides a basic infrastructure for the intelligent
monitoring on the use of antibiotics.

The contributions of this paper are:

– We analyze the present situation of the information management for antibi-
otics. The key points for antibiotics management and the difficulties of its
hospital management are also discussed.

– We propose a semantic approach for rational use of antibiotics by introducing
the semantic technology, which has been widely used in the Semantic Web
and Ontology Engineering.

– We present the system of SeSRUA and discuss the initial implementation of
the system.

2 Rational Use of Antibiotics and Semantic Technology

2.1 Research Problem and Analysis

The health authorities have published the guidelines for rational use of antibi-
otics. It aims at further strengthening the management of clinical rational use
of antibiotics, effectively controlling antibiotic resistance and ensuring medical
quality and safety.

However, the status of antibiotics application in China is still not optimistic.
The irrational use of antibiotics is still a serious problem[5,6]. All the data sug-
gested that the use of antibiotics in China is still far away from the rational
level. Due to the limit time and heavy task caused by domestic strained medical
resources, along with all kinds of medical information exploding and long-term
drug habit, medication errors maybe easily occurred.

Antibiotics have the following characteristics:

1. Particularity. Antibiotics acts on pathogen, rather than the human tissues
and organs. The relationship among infected body, antibiotics and pathogens,
as shown in Figure 1, which requires multiple knowledge containing not only
clinical pharmacy but also microbiology and diagnosis on infectious diseases

2. Universality. Infectious diseases, especially the bacterial infections are the
most common diseases in clinical, so that the antibiotics is one of the drugs
most widely applied in clinical.
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Fig. 1. Schematic diagram of antibiotics- pathogens - body relation-
ship.PD:pharmacodynamics ;PK:pharmacokinetic; ADR:adverse drug reaction

Fig. 2. Schematic diagram of factors affecting the rational use of antibiotics in clinical
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3. Complexity. As shown in Figure 2, there are so many factors effecting rational
use of antibiotics in all aspects of clinical.

For example, it is necessary to exercise caution for the risk of kidney dam-
age from antibiotics as shown in Figure 2. According to dispensatory, when
using antibiotics, it should be paid more attention for dose and renal function
monitoring, such as renal insufficiency patients, children (renal function not yet
mature), senile patients (renal function decline) and other special groups. There
are different kinds of damage for kidney:

1. Basic diseases such as hypertension, diabetes, hyperlipidemia and systemic
lupus erythematosus often complicated with nephropathy;

2. Some drugs have renal toxicity themselves, such as cyclosporine, tacrolimus,
aminoglycosides, vancomycin, non-steroidal anti-inflammatory drugs;

3. Some drugs cleared by the kidney. While taking these drugs combined with
kidney-harmful drugs, then the probability of renal injury will increased
along with the higher blood concentration in kidney.

Some laboratory parameters are closely related to the renal function and
valuable to determine whether renal injury. Once the parameters fluctuating
abnormally, the clinician should adjust the dosage regimen in time.

Common laboratory parameters for renal impairment are as follows:

1. Blood uric acid : uric acid is an independent risk factor for renal dysfunction.
The risk is even higher than the urine protein volume. Rise of serum uric acid
is closely related to renal disease, which involve acute uric acid nephropa-
thy, uric acid nephrolithiasis and chronic uric acid nephropathy, etc. Normal
serum uric acid values are 149∼417μmol/L (male) and 89∼357μmol/L (fe-
male) for the adults; 250∼476μmol/L (male), 190∼434μmol/L (female) for
elderly (>60 years old). The value above 420μmol/L(7.0 mg/dl)for male or
360μmol/L(6.0 mg/dl) for female are diagnosed as hyperuricemia.

2. Proteinuria: normal urine protein is <40mg/24h, adult ceiling 150mg/24h.
Pathological proteinuria is common in all types of kidney diseases, such
as primary and secondary glomerular disease, renal disease and interstitial
nephritis, etc.

3. Hematuria: It is common in acute or chronic glomerulonephritis, acute cys-
titis, pyelonephritis and renal calculi, etc.

4. Blood urea nitrogen (BUN): BUN is mainly filtrated through glomerular
with urine. When the kidney function is impaired, glomerular filtration rate
will reduced along with serum urea nitrogen increased. BUN has a certain
reference value in reflecting the filtration function of glomerular. Normal
reference value is 3.2∼7.5mmol/L for adult; 1.8∼6.5mmol/L for infants and
children.

5. Serum phosphorus (Pi): normal reference value is 0.97∼1.62mmol/L for
adult, 1.29∼1.94mmol/L for children. Elevated Pi is common in chronic kid-
ney disease, multiple myeloma.
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6. Serum creatinine (Scr): Normal reference value is 53∼106 μmol/L for male,
44∼97 μmol/L for female, and 44∼70μmol/L for the elderly (>60 years old).
Reduced glomerular filtration function caused by kinds of factors can lead
to a rise in Scr, which is more sensitive than BUN to reflect the situation of
the renal function. Endogenous creatinine clearance rate (Ccr) is a sensitive
parameter for glomerular damage. The normal value is 90pm10 ml/min. The
clinical significance of Ccr as follows:

– below the reference value of 80% or less implies glomerular filtration
hypofunction;

– 50∼70 ml/min value means mild renal function damage;
– 31∼50 ml/min value implies moderate renal damage;
– below 30 ml/min value means severe renal damage;
– 11∼20 ml/min value means early renal inadequacy;
– 6∼10 ml/min value means advanced renal inadequacy;
– below 5 ml/min value means end-stage renal failure.

In addition, imageological examination is another common method for the diag-
nosis of renal function, including:

1. Ultrasound imaging of the urinary tract, which is helpful to rule out possi-
bilities of urinary tract obstruction and chronic renal inadequacy;

2. CT examination, which shows the existence of stress-related expansion. If
there is sufficient reason to doubt the obstruction, then retrograde or de-
scending pyelography could discover some recurrent urinary tract infection
factors such as urinary tract stones, obstruction, reflux or deformities;

3. CT angiography, MRI or radionuclide examination, which are helpful to
determine the presence of occlusive vascular disease;

4. Renal angiography, which help make a definitive diagnosis of renal inade-
quacy.

In summary, in the application of antibiotics treatment, when faced with
complex disease, just for renal function, there are many things need for caution.
Doctors must make a thoughtful therapeutic schedule considering all informa-
tion, such as contraindication, drug interaction, various laboratory parameters
and examination reports etc. In addition to this, close monitoring of kidney
function and real-time adjust regimen are necessary. Doctors exercise extreme
caution as mild negligence may cause serious consequences, for which the doctor
and the patient have to pay a terrible price. In clinical, far more than antibiotics
or renal function should be cautious about. All these brought great pressure for
doctors. So it is urgent to effectively reduce the professional burden on doctors
and avoid medication risk.

Compared with general drugs, the supervision of antibiotics is more difficult
and the situation is more urgent as its irrational use may do greater harm to
humans. So it is not enough for clinical antibiotics management only depending
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on rules, regulations and manual intervention of Medical Management[7,8]. Net-
work management based on advanced information technology becomes the in-
evitable choice for rational use of antibiotics. The information technology which
able to integrate and interoperate all kinds of information flow will enable mon-
itoring of antibiotics more intelligent and more suitable for clinical practice
requirements.

To reduce the risk of the patient’s medication and make up the lack of profes-
sional knowledge structure, both clinicians and clinical pharmacists are in urgent
need of specialized system solutions for technical and resource support[9,10]. For-
eign software for the rational use of drugs has many restrictions in the domestic
large-scale hospital application due to the difference of language habits, number
of patients and medical model. In nearly a decade, the rational drug use system
embedded in HIS system is developing rapidly in China. With the application
in some hospitals, the software achieved good clinical effect in rational drug use
and provided valuable experience and ideas for the use of information means to
control the clinical medication.

But the existing system of rational drug use still has some drawbacks:

1. The collected information is poor, which only covered drug information but
no the important clinical information, such as “medical indications”, “diag-
nosis” and so on (see the gray part of Figure 2).

2. What the system checked and warned real time mainly covered the irrational
use between drug and drug, such as interaction, incompatibility, repeated
use, etc.But the irrational use between drug and disease are omitted.

3. Some systems can warn for some irrational drug use such as allergies, Patho-
physiology changes, but require doctors filling out online, which cost lots of
time but obtain limited information.

This situation brought problems for the management of rational drug use:

1. We can only rely on software to realize partial but not overall control for
clinical rational drug use.

2. To judge whether clinical factors like medication indications was reasonable
or not, we couldnt obtain the real-time warning results by linkage analy-
sis from massive information, but need input the medical record number
for inquiries in different information systems, such as PACS (medical im-
age storage and transmission system), LIS (inspection information system),
EMR (electronic medical record system), etc.

Seen from Figure 3, when the irrational drug use occurred, current domestic
antibiotics supervision software unable automatically extract patients clinical
information or provide optional dosage regimen for physician, but only requiring
physician’s manual input (left) or artificial distinction(right), which may increase
the burden on doctors.
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Fig. 3. Common interface diagram of current domestic antibiotics supervision software

In short, there are many areas in need of improvement to achieve efficient
and intelligent network management. Confront the complex clinical condition,
current system failed to achieve real time monitoring of rational drug use for
actual individuals.

One reason is that the process monitoring methods of existing rational drug
use systems are based on the structured document. But lots of important clinical
information is a semi-structured or non-structured data form, such as electronic
medical records (text), imaging results like X ray (picture). In result, clinical
data among different disciplines, such as clinical medicine, pharmacy, labora-
tory science and medical imaging, could not be combined analysis. For example,
any name of drug or dis-ease should only be input or query in a unique code,
even if their names are synonymous. So it is necessary to introduce semantic
technologies to change the current situation.

2.2 Semantic Approach

In fact, all experience of antibiotics use should be shared. In the Semantic Web,
web content can not only be understood, but also be easily processed or inferred
by machines. Due to the application of antibiotics has accumulated huge amount
of information and valuable empirical data which distributed in kinds of systems,
it is impossible to fully grasp for practitioners. Only by recombining and pro-
cessing upon the computer technology, can these scattered, isomeric, numerous,
inconsistent and dynamic resources be understood by computer. This exceeds
the traditional information-process systems function and must rely on the new
semantic technology.

The community of the semantic technology has developed several interna-
tional standards for data representation language based on semantics, such as
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resource description framework (RDF) and the Web Ontology Language (OWL),
so that data can be independent from the specific system. Pharmaceutical knowl-
edge was described with the technology of ontology. The rational use of antibi-
otics related management documents and application guidelines are converted
from natural language to semantic description, which has more clear relationship
mapped to the corresponding ontology graph in order to realize intelligent mon-
itoring and knowledge management. With the help of semantic web technology,
knowledge management for the large amounts of data generated by traditional
information system will become easy, while redundancy or incomplete knowledge
would be effectively overcome. As a result, quality and effectiveness of rational
use system for antibiotics would be further improved.

3 Implementation of SeSRUA

Based on the analysis above, we propose the approach of semantic technology
to realize intelligent monitoring on rational use of antibiotics. We have imple-
mented SeSRUA, a Semantically-enabled System for Rational Use of Antibiotics.
The architecture of SeSRUA is shown in Figure 4. SeSRUA is built on the top of
LarKC[11], a platform for scalable semantic data processing1. OWLIM is used to
be the basic data layer of LarKC. The platform has a pluggable architecture in
which it is possible to exploit techniques and heuristics from diverse areas such
as databases, machine learning, cognitive science, the Semantic Web, and others.
LarKC provides a number of pluggable components: retrieval, abstraction, se-
lection, reasoning and deciding. In LarKC, massive, distributed and necessarily
incomplete reasoning is performed over Web-scale knowledge sources.

3.1 Knowledge and Semantic Patient Data

At present, there exist several pharmaceutical data sets, such as DrugBank[3],
which is developed by University of Alberta, and RxNorm[12], which is devel-
oped by US National Library of Medicine. Those data sets provide the basic
knowledge of drugs and become basic data sources for the application of se-
mantic technology in medical pharmacy. However, many of drug properties have
still not yet been refined to meet comprehensive needs of knowledge for applica-
tions. For example,in Drugbank, multiple indications of a drug are described in a
natural language text, which is not easy to be processed directly in a medical in-
formation system, because they are not structured data. So we should make the
design of semantic data, so that they are suitable for the practice for monitoring
antibiotic use.

We use APDG (Advanced Patient Data Generator)[13], a knowledge-based
patient data generator, to generate ten thousand of virtual patients of chronic

1 http://www.larkc.eu

http://www.larkc.eu
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Fig. 4. The Architecture of SeSRUA

bronchial in Hubei Province, China. Those virtual patient data are loaded into
the SeSRUA system for the test. APDG uses domain knowledge to generate
virtual patient data, so that the generated patient data look like real ones.

Table 1 shows the integrated data sets in SeSRUA, which include drug data
sets, patient data, and generated data sets of the Chinese guidelines for rational
use of antibiotics.

Table 1. The number of triples in the SeSRUA system

Group Numbers Triple number for each Triple Numbe

Guidelines 247 rules 4 988
Patient Data 10,000 patients 350 3,500,000
Antibiotics 88 drugs 31 2,728
DrugBank 6,689 drugs 79 528,431

Total 4,032,147

3.2 Guidelines and Rules

Clinical guideline are one of the most useful knowledge resources for ratio-
nal use of antibiotics. As the monitoring of rational use of antibiotics involves
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complex knowledge of guideline analysis andmanagement process, traditional way
of human intervention is not sufficient to monitor rational use of antibiotics ef-
fectively. Therefore, we introduce the semantic technology to semi-automatically
transform the knowledge contained in the clinical guideline and get the semantic
data with the following steps[14]:

1. Preprocessing of the guidelines. We transfer the guideline in natural language
style to “if ..., then ...” style, we call these guidelines abstract rules.

2. Then we transfer the abstract rules to concrete rules with pattern based nat-
ural language processing technology. Concrete rules are relative to abstract
rules. It means to make abstract rules in the guideline more concrete so that
hyponymy, entailment and other logical relationship between the knowledge
will become more clear.

3. Last, we use Prolog to convert some knowledge in the guidelines for rational
use of antibiotics into the semantic data. The logic programming language
Prolog is a rule-based language for knowledge representation. It is also conve-
nient to be used to formalize the dynamic workflow, a distinguish feature to
realize the automatic monitoring and dynamic management for the rational
use of antibiotics.

3.3 User Interface

Figure 5 shows the graphic user interface of SeSRUA. The figure shows the result
of monitoring over a patient on her routine blood test. Users can use web browser
to visit the data in JSON form, which return from the SPARQL server. The user
interface of SeSRUA transforms these JSON data into corresponding visual data
and displays them in a user-friendly interface. Therefore, any SeSRUA user will
be able to use it even if he/she has no any knowledge of the semantic technology.
The SPARQL server returns the data in the JSON format, which can be accessed
by the users. Because the JSON format data is accessed by the user through
user-friendly interface of the SeSRUA system.

The SeSRUA system is expected to make effectively use of the mass clinical
information. This semantic data interoperability platform can finely reduce clin-
ical doctors?professional burden and finally realize the intelligent supervision of
antibiotics.

4 Evaluation

Currently we have developed SeSRUA system framework for the initial study,
and obtained preliminary results:

1. Integrated DrugBank and Chinese semantic data of nearly 100 kinds of
present antibiotics used in China hospitals;
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Fig. 5. The SeSRUA system frame diagram

2. Integrated semantic patient data of ten thousand virtual patients with chronic
bronchitis;

3. Transformed the knowledge of the guidelines of clinical use of antibiotics,
which are expressed in natural language, into one in a semantic language,
namely, to generate the corresponding semantic data of the guidelines.

4. Evaluated the clinical application effects of the experimental system of SeS-
RUA.

Table 2. Clinical Evaluation of Overall Results

Projects of evaluation Correct Medical Records Total Ratio

Whether to Use Antibiotics 93 93%
What Antibiotics to Use 55 55%

Total Evaluation 55 55%

Clinicians and clinical pharmacists together selected the first 100 copies of
medical records and estimated the automatic results of SeSRUA which contain
“Whether to use antibiotics” and “What antibiotics to use” (see Tab. 2). The
medical records are divided into five groups based on their common character
evaluated, the detailed results see Figure 6, which is also mentioned in Table 3.



426 X. Hua et al.

 

Group 

Number 

of Medical 

records 

Indications of  

drug use 

Whether to use antibiotics What antibiotics to use 
Overall 

evaluation 

Main problems for 

improvement* 
Systematic 

Review 

Whether 

correct 
Systematic Review 

Whether 

correct 

1 38 
Fever, Abnormal 

blood test results 

No enough 

reason to use 
Yes 

No, did not find any 

bacterial infection 
No No 2 (1,3)  

2 24 None 
No enough 

reason to use 
Yes 

No, did not find any 

bacterial infection 
Yes Yes (1,3) 

3 14 

Fever, Abnormal 

blood test results, 

etiology check for 

bacterial infection 

Probably 

should use 
Yes 

Bacterial test positive, 

recommend using certain 

types of antibiotics 

Yes Yes 4,5(1,3) 

4 17 
etiology check for 

bacterial infection 

Probably 

should use 
Yes 

Bacterial test positive, 

recommend using certain 

types of antibiotics 

Yes Yes 5(1,3) 

5 7 Fever 
No enough 

reason to use 
No 

No, did not find any 

bacterial infection 
No No 2(1,3) 

Total 100 

*The details see Table 3. 

Fig. 6. Groups of Medical records

Table 3. Groups of SeSRUA for Improvement

Group Main problems for improvement

1* The present history description should be improved. It will be perfect if the
content of diagnostic description be more accurate. For example, the out-
patients’ chest radiograph should include variety of situations such as chest
infection and pulmonary thicker texture without infection etc. It is necessary
to increase cases of chronic bronchitis in relieving stages besides acute stages
appropriately.

2 For patients with acute exacerbation of chronic bronchitis (AECB), if there are
any signs of infection, such as symptoms or examination results, then there is a
possibility to choose antimicrobial drugs for prophylaxis based on experience.
Even though the bacteriological examination report did not find any bacterial
infection, as inspection reports may be false-negative results.

3* Further expand the content to cover more medication indications, such as
sputum color (yellow-green represents infection), antimicrobial susceptibility
test results, erythrocyte sedimentation rate (ESR), C-reactive protein (CRP)
and other indicators.

4 The pathogens of acute exacerbation of chronic bronchitis (AECB) cover-
age should be: Haemophilus influenzae, Streptococcus pneumoniae, Moraxelle
catarrhalis, Mycoplasma pneumoniae, Chlamydia pneumoniae and Klebsiella
pneumoniae etc. The variety of Pathogens in SeSRUA should be increased.

5 The dose schedule provided should be more accurate and comprehensive. For
example?What specific drugs is the third-generation cephalosporin? Is there
any alternative medicine to choice in addition to the preferred drugs?

* Group 1 and 3 happens highly in all the medical records
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5 Conclusion and Future Work

5.1 Conclusion

In this paper, the problems and necessities in antibiotics management were ana-
lyzed. A noted technical method using semantic technology to monitor rational
use of antibiotics was put forward. We designed the system framework of the
rational use of antibiotics of semantic technology system based on SeSRUA, in-
troduces the basic technology of module of SeSRUA system, including the use
of LarKC massive se-mantic data processing platform as the basis of the data
processing core, and adopts the logic programming language Prolog as the rules
for dynamic language data work-flow description language, the realization of the
basic functions of SeSRUA system. Experimental system of SeSRUA realized
linkage analysis of electronic medical records, routine blood tests and pathogens
inspection reports. It directly search drug indications for doctors and offer dose
regimen with a comprehensive analysis based on advanced semantic technology.
It has solved the “Why” and “How” questions of using antibiotics, which is more
intelligent than the existing other systems, which have been used in China hospi-
tals. However, due to SeSRUA is still in its prototype, there is still much future
work for improvement.

5.2 Future Work

1. Improvement of the system. Due to SeSRUA is still in its prototype, there
are still lots of work needed for improvement. According to the existing
evaluation results, Improvement for SeSRUA are expected to be done in five
groups (see Tab.3).

2. Tests of SeSRUA in a medical practice. We will test the system in some
small clinics in China for one year. After that, we will exploy SeSRUA in
some medium-sized hospitals in China for further improvement.
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Abstract. Road signs play an important role in traffic. The transportation au-
thorities have published some guidelines and regulations about the design and 
implementation of road signs. However, along with rapid development of road 
networks, existing road sign system faces with the problem of constantly revision 
and update. In the paper we propose a semantic approach to check if existing road 
signs abide the guidelines. The main advantage of the semantic technology is that 
the verification of road signs can be achieved by automatic reasoning and data 
processing services provided by a semantic system. We have integrated mul-
ti-source geographic data and developed a semantically-enabled road sign 
management system, which is built on the top of the LarKC, a platform for 
scalable semantic data processing. The experiments show that our system can 
successfully find the road signs which are set improperly. 

Keywords: Semantic technology, Intelligent transport system, National guide-
lines, Road sign management. 

1 Introduction 

With the rapid development of the economy, China’s vehicle amount ascends 20% 
annually. In large cities like Shanghai and Beijing, where are densely populated, ve-
hicles are comparably concentrated. The traffic flow is heavy and complicated, which 
results in traffic problems of congestion and unsafety in the urban [1,2]. 

Besides the factor that rapid increment of vehicle amount, road sign is another  
key factor for traffic. Road signs are used to regulate traffic, warn drivers, and  
provide useful information to help make driving safe and convenient [3,4]. National 
guidelines set the detailed rules about the classification, appearance of road signs and 
where and how to install. The China national guideline of road traffic signs and 
markings was first released in 1986 [5]. Along with the development of traffic, the 
revisions were implemented in 1999 and 2009 [6,7]. The guidelines are the foundation 
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of road sign setting and our main work is to verify whether the existing road signs obey 
the guidelines. 

One challenge for road sign management is that road network and POI (point of 
interest) of China change frequently, which leads to the modification of road signs 
correspondingly [2]. Nowadays, management and maintenance of traffic sign system 
are mainly dependent on manual record and checking, which is a complex work for 
traffic management departments [8]. Human beings tend to make mistake in such 
repeated and heavy task. Therefore, it is necessary to develop a road sign management 
to maintain and update road signs automatically [9]. 

We are constructing a semantically-enabled system of road sign management called 
SeRSM which includes verification of road signs, examination of road sign consis-
tency, automated sign generation and routing planning. In this paper, we present our 
efforts toward the first part of the system, i.e. verifying whether the existing road signs 
conform to the national guidelines [7]. Some existing data such as Open Street Map 
(OSM), Point of interest (POI) data and road sign data are integrated by mediation 
ontologies in the system [10]. Then LarKC platform1  is used for semantic data 
processing and reasoning in our road sign management system [11,12]. In addition, 
the guidelines should be first extracted and then expressed with SPARQL query which 
can be supported by the SPARQL endpoint in the LarkC platform. The overview of our 
work is shown in Fig.1. 

Contributions. The contributions of our paper include: 1) A semantic management 
system of road signs is proposed, 2) road sign guidelines of China are expressed by 
SPARQL queries, 3) an ontology of road sign is built for the system. 

The paper is organized as follows: Section 2 analyses existing problems of road 
signs. Section 3 describes the proposed method in detail. The implementation and 
results are given in Section 4, and conclusions are given in Section 5. 

 

Fig. 1. Overview of our system 

                                                           
1  http://www.larkc.eu 
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2 Motivation 

As we know, Chinese cities grow and evolve much faster than many other cities in the 
world. POIs may move, new roads may be built, and road signs may be changed ac-
cordingly [13]. There may be some road signs don’t be changed timely. In addition, 
many signs don’t follow the national regulation and are set at liberty. 
 

 

Fig. 2. Information overloading 

There are four kinds of problems in road signs setting. The first one is information 
overloading. As shown in Fig.2, there are fifteen and nine destinations in two guide 
posts respectively. However, the guideline requires that the number of destinations in a 
single road plate should not be more than six. 

 

   

(a)                                       (b) 

Fig. 3. Unsuitability apposition 

The second kind of problems is about apposition of several signs. As shown in Fig.3 
(a), eight signs are set in the same place. The number should be less than four according 
to the guideline. Fig.3 (b) shows another example of improperly apposition, where 
stop sign should be set alone. 
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       (a)                            (b) 

Fig. 4. (a) Inconsistency of guide signs, (b) Irregular signs 

The third one is inconsistency of guide signs. As shown in Fig.4 (a), there are two 
indications to international trade city, however, one to right (marked by red circle) and 
another to forward (marked by blue circle). The last one is irregular signs, as shown in 
Fig.4 (b), the yield sign should be inverted triangular rather than circular. 

In the paper, we focus on the first three kinds of problems only, because the fourth 
one concerns the shape or color of the signs may be checked by more complicated 
pattern recognition technologies. There have been several researches which investi-
gate the problems of road sign management by using the semantic technology. In [14], 
semantic technology is used to check the consistency of the guide signs in Seoul. Our 
system is different from the one of Seoul in that we concern about all kinds of road 
signs (warning, prohibition, indicative and guide) and verify whether they are set 
according to national regulations. To the best of our knowledge, there is no similar 
research about road sign verification. 

3 Approach 

3.1 Data Integration 

Data used in the system includes road network data from Open Street Map (OSM, 
http://www.openstreetmap.org), Point of Interest (POI) data from Baidu map and the 
road sign data collected by our group. All the data are integrated by several mediation 
ontologies [15]. Ontologies related to the consistency checking of guide signs are 
same with the ones used in Seoul road sign management system, including Node 
Element (POIs and road signs), Link Element, Way Element and Road Element [14]. In 
our system, we consider not only guide signs but also warning, prohibition and indic-
ative signs. Therefore, we introduce more concepts about road sign classification and 
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Fig. 5. Ontology of road sign 

description in the ontology, as shown in Fig.5. Due to space limitations, color and 
pictogram are not described in detail in the figure.  

There are four kinds of main road signs, prohibition signs, warning signs, indicative 
signs and guide signs. Every road sign can be described by color, shape and the pic-
togram of the sign. Take sign “attention to children” for example, the sign consists of 
triangle shape, yellow and black color and children pictogram. 

In addition, the setting of the road signs associate with the grade of the road. For 
example, the regulation “when a branch road intersecting vertically with a primary 
road, a yield sign should be set in the branch road” describes the relationship between 
road grades and sign setting. Our road network data is acquired from OSM, whose 
grades of way are different from the ones in China. It is necessary to create ontology to 
express the mapping between them, as shown in Fig.6. 

 

Fig. 6. Concept mapping between OSM and China road grades 
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3.2 Regulation Extraction and Expression 

Regulation Extraction. The current regulation of traffic sign of China is national 
standard of road traffic signs and markings--part 2: road traffic signs (GB 5768.2-2009) 
[7]. We have extracted more than 60 rules about the setting of the road signs, and these 
rules can be classified into 5 categories. 

(1) Rules about the location of the road signs. Some examples are listed as follows: 

a. There should be signs of attention to children near kindergartens. 
b. There should be crossing yield signs in one end of the narrow roads where diffi-

cult to pass for cars. 
c. There should be walking signs in both ends of pedestrian streets. 

(2) Rules about the relationship between signs. 

a. Release of no passing sign should appear with no passing sign in pairs. 
b. Minimum speed limit sign should not be used alone and always co-occurs with 

speed limit sign. 

(3) Rules about the content of the road signs.  

 a. The total number of destinations of a guide sign should not be more than six. 
 b. The value of a speed limit sign should not be less than 20km/h. 

(4) Regulations when more than one signs are set in the same place. 

 a. There should not be more than four signs in a road sign plate. 
 b. If more than one warning signs are needed, only the most important one is re-

served. 

(5) Regulations about the distance between signs and places they refer to. 

 a. The prediction signs of junctions should be set 300 to 500 meters before the 
junctions. 

 b. The distances between warning signs and the dangers are dependent on designed 
speed of the road. 

Regulation Expression. Due to space limitations, we only show some examples of 
SPARQL query, as shown in Fig.7. (a) is the SPARQL query of the rule of “there 
should be signs of attention to children near kindergartens”. In the query, we find the 
“attention to children” signs nearby the “Dadi kindergarten”, the rule is not obeyed if 
the result is null. (b) is the SPARQL expression of the rule of “minimum speed limit 
sign should not be used alone and always co-occurs with speed limit sign”. We find all 
the road sign plates with minimum speed limit and speed limit separately and compare 
whether they are set together. (c) is the query of “yield sign should be set alone”. We 
first select all the yield signs, then for every yield sign we judge whether there are other 
signs in the same place. (d) is the expression of “number of all the destinations of a 
guide sign should not be more than six”. In the first step, all the guide signs are selected, 
and then destinations of every sign are computed. If the counting function is provided 
by the LarKC platform, the expression of the rule will be much easier.  
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Fig. 7. SPARQL query of guidelines  

 
(a)                              (b) 

 
(c)                               (d) 
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4 Implementations and Results 

We choose the city of Zhenjiang which is growing and evolving like other Chinese 
cities as our experimental sample. The data set contains about five million triples. 1 
million triples describe the streets, and are directly extracted from OSM. 3 million 
triples describe POIs related to road signs and come from Baidu map. 0.3 million triples 
describe road signs and collected by our group2. 

The architecture of the system is shown in Fig.8. All the triples are imported into 
Dataload Server of the LarKC platform. National guidelines are expressed by SPARQL 
language which can be processed by the query endpoint of the LarKC. ITS-JUST is our 
application program which is built on the Jetty Server and users can visit the application 
by web browser. 

 

 

Fig. 8. Architecture of our system 

During experiment, four roads are considered: Xuefu road, Zhengdong road, 
Mengxi road and Tianqiao road, in which Xuefu road and Tianqiao road were con-
structed a few years ago and Zhengdong and Mengxi road are old roads more than ten 
years. There are 215 road sign plates include 384 road signs in these roads, among 
which 46 plates are set inappropriately. As shown in Tab.1, our system successfully 
finds 42 problematic plates and misses 4 of them. The missing plates include signs with 
irregular shape or color which can’t be verified by our system, or signs involve in the 
height information which absent in the existing data. Tab.2 shows the different kinds of 
problems and the corresponding plate number.  

                                                           
2  Ntriple data of Zhenjiang can be obtained from website 

http://jisuanji.just.edu.cn/iit. 
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The code to implement the system is java and the simulation platform is 2.59GHZ 
Pentium machine. The whole system is expected to satisfy real-time practice with the 
average response time of 1.3s. 

Table 1. Results of our system 

Number of plates Problematic plates  Successfully detected Missing 

215 46 42 4 

Table 2. Kinds of problems and the corresponding plate number 

Problems Number  

Information overloading 8 

Unsuitability apposition 26 

Inconsistency of guide signs   8 

Irregular signs 4 

5 Conclusions and Future Work 

In the paper, we propose a method for road sign verification based on semantic tech-
nology. Firstly, road network data from OSM, POI data from Baidu map and road sign 
data collected by our group are integrated by median ontologies. Secondly, national 
guidelines of road signs are classified into five categories and expressed by SPARQL 
query. Finally, the LarKC platform is used for semantic data processing and reasoning. 
We have tested our system in some roads of Zhenjiang and the results show that our 
method can successfully detect three kinds of problematic road signs. 

There are several related works along our research. In [14], semantic technology is 
used to develop road sign management for Seoul, the system pays attention on valida-
tion checking of guide signs. In [16], a route planning service in mobile environments is 
provided for city of Milano. The system employs history traffic data and real data from 
Linked Open Data Cloud to predict traffic flow and plan the best route. 

The novelty of our system is: it can verify the existing road signs according  
to China national guidelines by using a semantic platform (e.g., the LarKC platform). 
In future work, we will construct more comprehensive ontology which would cover 
not only various road signs, but also various concepts concerning the transportation 
and traffic. In addition, we will develop more reasoning support for our road sign 
management system. 
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Abstract. The road sign is an important facility which manages the road traffic 
safety and eases the road traffic congestion. This paper proposes a 
Semantically-enabled System for Road Sign Management (SeRSM). The 
SeRSM system is built based on LarKC, which is a platform for scalable 
semantic data processing. In the SeRSM system, the users can select the 
corresponding operations through the interface integrated with a map service. 
These operations are sent to Jetty server for corresponding processing. They 
include sending some SPARQL query to invoke the corresponding workflow in 
the LarKC platform and to retrieve and reason the massive data stored in the data 
layer of LarKC and to return the result to the Jetty server. The paper made a full 
description of technical points such as the design objective, data sources, data 
integration, noisy data processing, detection of road consistency effectiveness. It 
also describes the system’s user interface and basic functions in the end. The 
SeRSM has great value and social significance for improving traffic efficiency 
and traffic safety through successful applications in Zhenjiang and Yiwu in 
China. 

Keywords: Semantic technology, Road sign management, LarKC. 

1 Introduction 

The road sign is the marker which is set to warn, prohibit, limit or indicating the road 
user in most countries. It passes the clear, intuitive, easy to understand and the standard 
visual information to the traffic participants to meet the fast and convenient travel 
requirements. The road sign is an important facility which manages the road traffic 
safety and eases the road traffic congestion. The information of road sign guides the 
direction of the traffic flow. Clear and accurate road sign information plays an 
important role in reducing traffic congestion and improving traffic safety. However, 
with the continuous expansion of the city size and the continuous development of urban 
construction, road sign system is also facing the problem of constantly revised and 
updated. Many problems existed in road sign system such as inconsistencies, 
out-of-date, non-standardization and lack of road sign information and so on. When the 
system needs to be extended and redesigned, developers will spend more manpower 
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and resources in order to fully research the original data format. Therefore, the 
traditional information system development methods are not suitable for the expansion 
of the system’s function and the interoperability and reuse of existed data between the 
different systems. There are also a lot of other problems such as the lack of automation 
and reasoning ability, insufficient capability of mass data processing in traditional 
system [1]. 

With the development and maturity of the semantic technology in recent years, it 
provides an effective technical means to solve such problems. We are able to use the 
international standardized description of the data through semantic technology so that 
data are independent of specific application. So a road sign system is easy to be updated 
and expanded, and also easy to integrate of existing public semantic data source. The 
Semantic technology provides an easy expansion platform of the reasoning knowledge 
integration for the road sign management system. Our system adopts B/S design mode 
based on the LarKC platform and solves the problem such as wrong road sign 
indication or inconsistent and lack of reach information or nonstandard road sign in 
traditional road sign management system. This system base semantic multi-source data 
to avoid data duplication and thus has a high application value and social 
significance[2]. 

The rest of this paper is organized as follows: Section 2 introduces Semantic Web 
and its application in intelligent transportation, Section 3 presents design objective and 
scheme of our system, SeRSM dataset such as OSM, LGD, POI are described in 
Section 4, the approaches and the user interface of the system are discussed in Section 5 
and Section 6. Section 7 presents the discussion and conclusions. 

2 Semantic Technologies and Its Applications in Intelligent 
Transportation 

Intelligent Transportation System referred to as ITS is to effectively integrate advanced 
information technology, communication technology, sensor technology, control 
technology and computer technology, applied to the entire transportation management 
system. So ITS is a real-time, accurate and efficient integrated transport and 
management system which plays a wide range and round role. Such as vehicle control, 
traffic monitoring, traffic information services etc are functions which intelligent 
transportation system provides. Along with the accelerated progress of China’s 
urbanization, a series of problems such as infrastructure construction speed backward, 
traffic congestion, exhaust emission and pollution, serious traffic safety situation are to 
be solved. Research in Intelligent Transportation Systems are still facing a lot of 
challenges, such as a large number of “isolated islands of data” in existing 
transportation system, repeated development in development framework and 
infrastructure components of traffic application software, and some difficulties in flow, 
distribution and integration of data between equipments and peoples. To solve these 
problems, we require a new integrated data sharing method, high performance 
infrastructure, new information platform and software tools. The semantic technology 
offers the possibility for all above. 
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2.1 Semantic Technology 

The Semantic Web is a collaborative movement led by the World Wide Web 
Consortium (W3C). The standard promotes common data formats on the World Wide 
Web. By encouraging the inclusion of semantic content in web pages, the Semantic 
Web aims at converting the current web dominated by unstructured and semi-structured 
documents into a “web of data”. The Semantic Web is based on the W3C’s Resource 
Description Framework (RDF). According to W3C, The Semantic Web provides a 
common framework that allows data to be shared and reused across application, 
enterprise, and community boundaries. The term was coined by Tim Berners-Lee, the 
inventor of the World Wide Web and director of the W3C, which oversees the 
development of proposed Semantic Web standards [3]. He defines the Semantic Web as 
a web of data that can be processed directly and indirectly by machines. The 
applications of Semantic Web in industry, biology and human sciences research have 
already proven the validity of the original concept.  

The establishment of the Semantic Web is greatly involved in the part of artificial 
intelligence area, to coincide with the concept of Web 3.0 intelligent network, so the 
initial realization of Semantic Web is also viewed as an important feature of Web 3.0. 
But Semantic Web still needs long-term research if it is to be super brain on the network. 

This means the realization of the Semantic Web will occupy an important part of the 
Web’s development process, continue several Internet generations, and gradually 
transform into intelligent Web. 

The Semantic Web has become a hot research field of the computer from the date of 
its birth. W3C is the main movers and standard-setter of the Semantic Web, Stanford 
University, University of Maryland, University of Karlsruhe, Victoria University of 
Manchester, Vrije University in the Netherlands and other educational institutions has 
carried out extensive and in-depth study of the Semantic Web. It has been developed a 
series of the Semantic Web technology development and application platform and 
information integration and query, reasoning and ontology editing system such as Jena, 
KAON, Racer, Pellet and LarKC [4-7]. China attaches great importance to the Semantic 
Web research. As early as 2002, Semantic Web is listed as a key support project by the 
National 863 Program. Tsinghua University, Southeast University, Shanghai Jiaotong 
University, Beijing University of Aeronautics and the Chinese People’s University are 
research center of the Semantic Web and its related technologies.  

2.2 LarKC 

The aim of the EU FP 7 Large-Scale Integrating Project LarKC is to develop the Large 
Knowledge Collider (LarKC, for short), a platform for massive distributed incomplete 
reasoning that will remove the scalability barriers of currently existing reasoning 
systems for the Semantic Web. The core idea of LarKC is the use of a portfolio 
approach to achieving massive semantic data processing. LarKC Platform is  a 
massive semantic data processing platform through the basic plug-ins can be combined. 
It has abandoned the traditional knowledge based inference engine which requires 
reasoning system to be absolute correct and complete technical constraints. The 
introduction of non-complete and non-absolutely correct reasoning techniques, of 
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which LarKC can be extended to meet the requirement of semantic web reasoning 
massive semantic data. The specific design objectives of LarKC are: to design a 
pluggable massive data processing platform, including a full-featured platform based 
on plug-in settings. And these plug-in of different fields can be seamlessly integrated to 
achieve full integration of heterogeneous fields such as logical reasoning, databases, 
machine learning, cognitive science and other fields [8,9]. 

The huge advantage of LarKC is that semantic technology developers can use 
directly standard inference engine to reason complex mass data, and do not need to 
spend a lot of manpower and resources to design a special inference engine to integrate 
data. So far, the LarKC platform in intelligent transportation, urban computing, 
biomedical information retrieval, genetic research and other fields have achieved a 
wide range of applications[11]. The official web address of LarKC project is 
http://www.larkc.eu. 

2.3 Applications of the Semantic Technology in Intelligent Transportation 

Intelligent transportation is a specific application of urban computing , it involves many 
aspects of the acquisition, conversion, storage, integration, organization, processing, 
services and their interface design of traffic-related mass data to specific city etc. Some 
of the existing traffic information software development has an important flaw , that is 
isolation. In general, neither the integration of existing software nor data resources are 
considered, as well as who will need to integrate them on the future. All these cause ‘the 
islands of data’. 

The Semantic Web Technology is used in intelligent transportation because it is 
suitable for multi-source, massive data objects. For massive data processing, it includes 
a variety of processing mode such as parallel distributed computing, heuristic methods 
and anytime behavior. The Semantic Web can provide strong support not only for 
macro data analysis and knowledge management and reasoning, but also decision 
making system based on traffic information. A lot of related research in the field of 
Semantic Web has been carried out at home and abroad. There are some successful 
cases abroad such as Milano, Italy, Traffic flow forecasting system based on Semantic 
Web, and Seoul, South Korea, Traffic road sign management system. Domestic data 
processing method in the field of intelligent transportation has applied traditional 
development methods of information system.  Application of the semantic technology 
is still in its infancy. However semantic technology has great application prospect with 
the rapid development of China’s economy and the urgent demand for intelligent traffic 
because of sharp increasing of car ownership. 

3 Design Objective and Design Scheme 

3.1 Design Objective 

Our road sign management is designed to be able to fully integrate the advantage of 
semantic technology and the powerful features of the LarKC platform. Our system can 
solve many problems which cannot be solved by traditional information processing 
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technology such as confusion of road sign’s location, inconsistence of landmark 
information, non-standardization and lack of road sign. For processing data format in 
system, we apply the formulation of international standardization, RDF and OWL, in 
order to expand and integrate the existing data and the function of the future. In the 
system we has integrated the existing public open data sources as much as possible, 
such as Wikipedia semantic data, geo-semantic data, Baidu POI data etc. in order to 
reduce the consumption of human and material resources for the duplication of 
information collection. 

3.2 Design Scheme 

We adopts Browser/Server mode as system structure, Jetty as server, browser as UI to 
interact with the system. The system is based on LarKC 2.5. In this version of the 
platform, the system can use the RSM reasoner to bind the RSM workflow in order to 
complete the corresponding process flow. 

The users select the corresponding operations through the web browser interface 
integrated with map service. These operations are sent to Jetty server for corresponding 
processing. They include sending some SPARQL query to invoke the corresponding 
workflow in the LarKC platform, and to retrieve and reason the massive data stored in 
the data layer of LarKC, and to return the result to the Jetty server.  

SeRSM based on the LarKC v2.5 has configured corresponding RSM decider, RSM 
identifier, RSM transformer, the RSM selecter and RSM reasoner as LarKC 
workflows. RSM data sources can be easily obtained from the World Wide Web 
including the Open Street Map data, POI data provided by Baidu Map and the RSD data 
provided by the city traffic management department. The architecture of the system is 
shown in Figure 1. 

 
Fig. 1. Overview of the system 
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4 SeRSM Dataset 

The timely and accurate acquisition and maintenance data of urban transportation is 
quite large in traditional information system method. And these data is also very easy to 
form a “islands of data”, cannot be exchanged and reused between data from other 
systems. The use of semantic technology can be very easy to access urban traffic 
information from the World Wide Web. Such as Open Street Map (OSM) to provide a 
free map of the world that allows anyone to edit, linked geographic data to be extracted 
from the OSM relational database and converted to form large-scale geographic 
semantic data, Baidu map service to provide the Chinese cities POI data and the traffic 
management department to own all road sign information on existing roads for a 
common average city. So the present RSM includes the related data sets, such as shown 
in table 1. 

Table 1. SeRSM dataset 

Dateset Features 

Open Street Map (OSM) the open street data of the WGS84 coordinate 

Linked geo-data(LGD) WGS84 coordinate triplet data Including English POI 

data 

Baidu POI(POI) Baidu POI data in a specific format with road sign 

Traffic management department data(TMD) specific format 

Intermediary ontology（IO） associated with OSM, LGD,POI,TMD, etc. 

5 Approaches 

5.1 Data Integration 

Data source in SeRSM datasets are generally heterogeneous data on the data 
organization, including the specification of the semantic data format, plain text format, 
or any other data format such as Microsoft Excel data format. If these datasets are 
wanted to use semantic technology to process, they must be integrated before to be 
used. This includes two aspects: 

First, these heterogeneous data needs to be converted to RDF expression of semantic 
data, more specifically, in the form of Ntriple expressed by semantic triples. And Baidu 
map is embedded in system to display and process road signs, because Baidu map 
identifies the geographic coordinates as WGS84 coordinates, so that the geographical 
coordinates of each data set should be used the WGS84 coordinate in order to locate in 
Baidu map. 
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Second, the datasets are very large in the size which are designed in SeRSM system, 
so these massive data require the use of ontology technology integration to form a 
unified whole. The core of data integration is the SeRSM intermediary ontology. We 
have applied the entities and axioms provided by SeRSM intermediary ontology to 
unify the huge amounts of data in each data source on the semantic level. 

 

Fig. 2. Typical spatial data types 

In our intermediary ontology, road sign generally is represented with various 
elements. The most important objects to construct road network are roads and junctions 
in a city. These objects will be represented as the data types shown in figure 2. First, we 
need to analyze Node which is the basic element of all data in the system. Each Node 
has a node identifier (ID) and coordinates (lat and long). Road sign nodes, Baidu POI 
nodes and nodes of common scenic spots are a subclass of the Node. Both Line string 
and Linear ring are composed of multiple nodes. They expressed a continuous direction 
of the road and a ring road. Multi-line string expressed a road more direction. The 
variety of relationships between roads, like disjoint, intersects, touches, crosses, will be 
calculated based on intermediary ontology. Then, these roads, junctions, and relation 
between them will be stored into LarKC as RDF triples and be processed. 

5.2 Noisy Data Processing 

In the SeRSM data source, the most important information includes the node, the link 
and POI information. In general, the node includes ID, the latitude and longitude 
coordinates, the link includes the ID and the information of start node and end node, 
POI is a special point, includes information such as ID, location and interest types. We 
generally think that the following types of data for noisy data: 1) junction data loss.  
 

(a) Node (b) Line string 

(d) Multi-line string (c) Linear ring 
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Two intersecting roads in the map plane may intersect or interchange be due to reasons 
such as bridges or tunnels in a real geographical environment. Interchange is junction 
where roads pass above or below one another. Whether intersect of roads is very 
important information for the SeRSM path choice, but in some of the data source, the 
information is missing. 2) Erroneous data. In some cases due to reasons such as 
real-time, data in sources may be outdated and incorrect. While in other cases it may 
appear road crossing the POI or meaningless road connection error messages etc. 3) 
Repeat data. Different geographic coordinates of nodes may own the same ID. These 
types of data are generally considered to be a noisy data. We can see in the definition of 
the noisy semantic data that mainly includes two types: The missing and inconsistency. 
In noisy data processing, in order to remain consistence, it is necessary to remove some 
of the data and also add some corresponding data. 

The SeRSM system can make the right treatment for these noisy data. The user sends 
operations command such as road signs checks, noisy data check to the SeRSM server 
through a webpage interface. The RSM server will send corresponding SPARQL query 
to the processing endpoint. These endpoints load SeRSM workflow on the LarKC 
platform. 

Given starting point of a road and the corresponding the SeRSM data source, we can 
through the following method to calculate the path: 1) Select the relevant data. 2) 
Refine noisy data. We adopt added directly way to solve for missing intersection data, 
use the remove wrong rule processing for error road data, adopt the method of 
allocation uniqueness ID correction for repeated data. 3) Select Path. Its basic idea is 
from the starting point, choosing the nearest path to the end for every step, so 
recursively until it reaches the end or retrospective. 

5.3 Consistency Verification of Road Signs 

Because some SeRSM data source use the semi-automatic method to achieve 
transformation, the semantic data contains a large number of inconsistencies and 
missing phenomenon[12,13]. The system needs to make the correct and effective 
treatment for these data, especially needs to make accurate discriminated reasoning for 
road sign continuous effectiveness[14]. The discriminated reasoning function is the 
missing of the traditional RSM system [12]. 

In order to achieve intelligent logic reasoning capabilities to deal with the 
inconsistency of the road sign or landmark identification error, our SeRSM should 
detect the continuous validity of road signs. Most cities in China are facing road sign 
error such as road sign disorder, the sign point to contradictions, non-standardization of 
road sign setting due to the increase of the rate of urban growth and urban scale. These 
errors require the appropriate methods and techniques to solve. 

We need to take full account of the situation in China for the reasoning mechanism 
settings of the road sign effectiveness detection. In the LarKC Platform reasoning  
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mechanism we achieve China’s national standards specification, that is  “road traffic 
signs and markings-- part 2: road traffic signs”(GB 5768.2-2009) [15]. Reasonable set 
and audit of road sign information also need to consider the road layout such as whether 
crossings etc., which need to consider the information on the surrounding road, that is 
geo-spatial information. With the development of computer technology and the World 
Wide Web, in particular, constantly improve of city maps and road information system 
such as OSM, it is easy to incorporate into geo-spatial information into a signpost 
management system. 
 

Fig. 3. Flow chat of road consistency effectiveness detection 
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The principle of road sign consistency effectiveness is that the layout must be 
continuous corresponds to a particular destination signpost guide, corresponding signs 
should be set to echo before a signpost direct for turn at the intersection ahead, and if 
the continuous road signs for a destination are suddenly interrupted, it means that the 
destination has been reached, or we can see the next destination signpost if we go 
straight some distance. It is shown in Figure 3. The SeRSM has applied the LarKC 
Platform for logical reasoning to obtain the results for consistency effectiveness. 

6 User Interface 

The user interface of SeRSM combined with the actual situation in China, embedded 
map provided by the Chinese search engine company -- Baidu, in order to display the 
position and other information of various nodes , link, way and road sign. The system 
provides support for the query of city road sign semantic data and audit of road sign 
effectiveness. The SeRSM features include path planning, road sign error correction, 
signpost find and new signpost set. 

The overall user interface of the system is shown in Figure 4, the user could perform 
the appropriate action in the area of the map embedded in the browser, and could get 
feedback information from SeRSM in the left zone and the map zone of the webpage. 
Figure 4 shows the finding of all road sign information for the particular road. The 
results of findings include general information of all road sign. 

 

Fig. 4. The overall user interface of SeRSM 

The detailed information of road sign can be get by the click of corresponding 
marker in map as shown in Figure 5. This figure shows the name, type and relevant 
picture of the road sign. 
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Fig. 5. The detailed information of road sign 

 

Fig. 6. The construction of new road 

The set of new road sign requires setting up new road first, then automatically 
reasoning the supporting road sign’s attribute such as location, type etc. The 
construction of new road is achieved by setting starting node and end node, as shown in 
Figure 6. 
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7 Discussion and Conclusions 

7.1 Future Work 

The work we would study in the future includes the following several aspects: utilizing 
high quality of integrated semantic data, road sign verification according to guidelines, 
adopting OGC geo-SPARQL , to achieve better user experience and large scale data 
processing. 

7.2 Concluding Remarks 

The system adopts massive open semantic multi-source data as data base to avoid data 
duplication and uses the intermediary ontology to make the massive multi-source road 
sign data to form an organic integration and automatically detects the effectiveness by 
the LarKC platform to find effectively unreasonable and incorrect settings in a road 
sign system, which facilitates the transport sector to update its data. 

The application of the semantic technology in the system have the advantages of 
multiple-source data integration and reasoning and noisy data processing compared 
with traditional information system. The system has been successfully applied in 
Zhenjiang and Yiwu city of China. SeRSM has great value and social significance for 
improving traffic efficiency and traffic safety. 
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Abstract. The semantic technology has provided an effect and efficient
solution for the data interoperability in various applications. Semantic
technology has played an important role in intelligent transport systems.
In this paper, we investigate the interface design on semantic systems of
road sign management. We present a user modeling by introducing a
classification of various users in the system, and analyzing the user’s
knowledge requirement. Based on the user modeling, we propose an in-
terface design for different use cases of semantic systems for road sign
management, and discuss the implementation of the interface for seman-
tic systems with different application scenarios.

Keywords: Semantic technology, User interface, Road sign manage-
ment.

1 Introduction

Transportation is the civilized sign and living basis of modern societies, and is
also the important connection among infrastructures of social economies. Eco-
nomic de-velopment enriches the obvious increase of the transport needs. With
the development of the informational technology, more and more people tend to
solve transport problems by information technology. Semantic technology is the
very active content of research and development. Through the combination of
achievements of linguistics and computer technology, realizing the understand-
ing of vocabulary at the semantic level[1]. Road signs are the signs of transport,
which are used to inform the vehicles and passengers the road information. On
each road board, one or more road signs can be fixed. Present road board systems
often show problems as follows: incorrect road boards, mutual contradiction of
road boards, road changes without corresponding changes of road signs[2,3]. For
these problems, a transport system of road boards is required to administrate
all the road boards. We apply the semantic technology to the transport system
of road sign, and realize the management of semantic transport of road sign

Z. Huang et al. (Eds.): WISE 2013 Workshops 2013, LNCS 8182, pp. 452–460, 2014.
c© Springer-Verlag Berlin Heidelberg 2014
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when based on the analysis of users types, users cases. This system is called
semantically-enabled system of road sign management. This system is composed
of searching road sign, searching road, correcting road sign, SPARQL search,
simulation, searching POI and managing system.

Some investigators applied the semantic technology to solve transport prob-
lem. Li Xiang, researcher of the Chinese University of Hong Kong, analyzed the
develop-ment of Location Based Services (LBS) and Intelligent Transportation
Systems, and then he raised the concept of Cooperative Intelligent Transporta-
tion Systems (CITS) [4]. Li Yang, researcher of Dalian Maritime University, built
the three leveled structure of ontology system composed of basic ontology, field
ontology and applied ontology, when facing the semantic integration problems
of CITS of China [5]. Huang Geping, researcher of Tongji University, built the
transport ontology of cities against the research and applied background of city
transport, using the knowledge of ontology model to show technology[6].

The rest of this paper is organized as follows. Section 2 requirement analysis,
section 3 realization of system, section 4 conclusions.

2 Requirement Analysis

2.1 Type of Users

Users of system can be classified into three types: ordinary users, users of devel-
oping, administrator. Ordinary users are the final users in charge of the practice
in this sys-tem. Ordinary users can use some basic functions. Developing users
are the developers of this system. Users of developing can use some functions that
are related to devel-oping. Administrator is those final users who take charge of
the whole system. Ad-ministrator can set right and set basic parameters.

Knowledge required by different users can be seen in Figure 1. Ordinary users
do not need relevant knowledge concerning semantics. Since ordinary users need
prac-ticing tasks, they are asked to own intermediary knowledge of transport.
Ordinary users only need the interface of operational system, so their knowl-
edge of computer only needs to be low. Developing users have to design and
develop the whole system, so they are required to master the intermediary level
of semantic knowledge. These users do not need to know a lot about transport

Fig. 1. Knowledge required for different users
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knowledge, but have to master much higher level of computer knowledge. Ad-
ministrators need low level of semantic knowledge. Administrators need to take
charge of whole system, so they have to own knowledge of intermediary level.
And their knowledge of computer just needs to be low.

2.2 Use Cases

Use cases cover searching road sign, searching road, correcting road sign, SPARQL
searching, POI searching, simulation, system management. Road sign searching
use case is based on city names and road names, searching all the road signs in-
formation of these roads, which are displayed on the maps. Road searching use
case searches all the points of the roads based on city names and road names, con-
necting all these points into a road on the map. POI searching use case searches
corresponding POI (the abbreviation of Point of Interest) according to the key
words typed in, which could be displayed on maps. Simulation use case refers to
the fact that if setting up the starting point and ending point, the vehicles’ running
process can be displayed on maps. System management use case includes rights
management and perimeter set. Rights set means the setting of basic perimeters
of some systems.

Use cases of users can be shown in Figure 2. Ordinary users can use road sign
searching, road searching, road sign correcting, poi searching, and simulation.
De-veloping users can use any cases but system management. Administrators
can use any case.

Fig. 2. Accessible use cases for different users

3 Development of System

3.1 Architecture of System

The whole system can be classified into three levels, of which, the lowest level
is data level which submit data to the higher level through LarKC platform.
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The aim of the EU FP 7 Large-Scale Integrating Project LarKC is to develop
the Large Knowledge Collider (LarKC, for short, pronounced lark), a platform
for massive distributed in-complete reasoning that will remove the scalability
barriers of currently existing rea-soning systems for the Semantic Web[7,8]. The
intermediary level is the application support level, including Web server, Tom-
cat server and JVM. The highest level is the system application level which
includes function models of searching road sign, searching road, correcting road
sign, SPARQL search, simulation, searching POI and managing system etc. Ar-
chitecture of system can be shown in Figure 3.

When using application level of the system to search data, it sends SPARQL
searching languages to LarKC of data level through applicable supportive level.
After receiving the request, LarKC would act out the SPARQL language and
give back the result to the application level.

Fig. 3. System architecture

3.2 Architecture of Application

We use Struts2 as MVC framework, and use ExtJS as front web tier framework.
The front web page is html page, thus we can separate java code with page code.
Architecture of application can be shown in Figure 4.

At first, we open the navigator and input the URL to access the html page.
StrutsPrepareAndExecuteFilter of Struts2 framework will get the page access
request, it will get the html page and return to the Navigator. Then we will see
the html page in the navigator. When we press the button in the html page or
trigger event of other controls in the html page, It will send request to StrutsPre-
pareAndExecuteFilter of Struts2. When StrutsPrepareAndExecuteFilter get the
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request, it will execute the Action. The Action will call the function of business
logic in model component. When model component receive the request, it will
execute business code and return result to Action. When Action receives the
result, it will convert the result to JSON format. At last, the JSON data will be
sent to Navigator.

Base on the AJAX, we will not see the process of refresh page. We only see
the change of data in the page.

Fig. 4. Architecture of application

3.3 Data of System

Data includes road sign data, road data, POI data, ontology data.
Road board refers to boards directing ways. On boards, there are many

instruc-tions about roads and directions. Road sign refer to signs of transport on
boards. Data of road boards include roads boards belong to, longitude of road
boards, latitude of road boards, how many signs on each board, types of road
signs, and content of road signs.

Roads offer infrastructures of various trolleybus and pedestrians. Data of roads
include names of roads, longitude and latitude of each point of roads, directions
of roads.

POI is the abbreviation of Point of Interest. Data of POI include types of
POI, name of POI,longitude and latitude of POI.
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Ontology defines basic vocabulary and their relations, making up for vocabu-
lary of theme field, and combines them to be system of roles, including targets,
property and relevance. Here, targets represent entity of concepts or knowledge.
Property reveals the specialty and value of targets, or certain limits of targets.
Relevance represents the relation among targets of entity, including concepts,
relations of equality and synonyms, hierarchy, relations. The relevance connects
ontology to be an organic integrity of semantic meaning [9]. Ontology includes
roads, road boards, POI etc.

This system uses GPS equipment to locate coordinate of each road sign,
recording the direction of road sign and the road the sign belongs to , which
form the road sign data. The road data include road names and all the coordi-
nate of each road point. Each point has its own direction and could be single or
two way directions. All these data come from OSM. Open Street Map (OSM for
short) is a coordinate plan of internet map, aiming at creating a world map of
free content and can be edited by all people. POI data come from Baidu map.

There are two free web maps that we can use. One is Google map, the other
is Baidu map. But in China, we can’t access Google map stably. So, we choose
Baidu map to display data of transportation. Baidu provides Baidu map API
for us to program on Baidu map. Baidu API is a series of application interface
programmed by JavaScript. Map display means directly calling Baidu map and
API, which can insert the map into the web pages. Through API of Baidu atlas,
we can set up road sign marks, drawing road points and drawing roads on the
maps.

3.4 Road Sign Searching

Selecting the roads need to be searched, then all the information of the road
sign on the road could be searched, including the direction of each road sign,
information of the longitude and latitude, the directing information of the road
signs. The road signs searched out would display itself in bubbles, after being
clicked, it can display the directing information and photos of the related road
signs.

This application uses ExtJS as front web tier framework. ExtJS is a pure
JavaS-cript application framework that works everywhere from IE6 to the lat-
est Chrome. It enables you to create the best cross-platform applications using
nothing but a browser, and has a phenomenal API. In ExtJS, there are a lot of
controls to use. We can program event function for those controls.

Interface of road sign search can be shown in Figure 5. The page is a html file.
We use several ExtJS controls to design this page. The map of the right of the
page is from Baidu map. The page is embedded Baidu API. When Navigator
displays this page, Baidu API will access server of Baidu and load map in this
page.
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Fig. 5. Interface of road sign searching

3.5 Development of Other Functions

Road searching can searches the route of the roads based on city names and
road names. Selecting the roads needed to be searched, all the information of
the road can be searched, including every direction of the point, information of
the longitude and latitude. The points searched out can display on the maps and
be connected through lines. Interface of road searching can be shown in Figure 6.

POI searching can searches corresponding POI according to the key words
typed in. POI is the short form of Point of Interest. Typing in the key words
of POI, then all the information of POI in this city can be found out, including
every term, longitude and latitude of each POI. The POI being searched out can
be displayed in the form of bubbles. Interface of POI searching can be shown in
Figure 7.

Typing in SPARQL language which can be delivered directly to LarKC, and
after being acted out, the results can be found out.

Simulation can show the vehicles’ running process base on setting up the
starting point and ending point. To select the starting point on the map, and
type in the destination, after being stimulated, there would be a car at the
starting point on the map, and the car would move towards the destination.
And the route of the moving process is deduced according to the road sign.

System management can set up the basic perimeters of some systems. System
management includes perimeters, designation of users rights limits. The perime-
ters include cities users are in and the levels of the map display proportions.
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Fig. 6. Interface of road searching

Fig. 7. Interface of POI searching



460 N. Li et al.

4 Conclusions

This paper applies the semantic technology to solve the transport problem, and
realize a semantic transport road sign management system. This system is com-
posed of searching road sign, searching road, correcting road sign, SPARQL
search, simulation, searching POI and managing system.

But there are some problems that are not be solved yet. For example, we use
LarKC to deposit data, then, we can search result by LarKC efficiency. Compare
with database, change the data is a problem for LarKC. The data of Map is come
from Baidu Server. If system can’t access the Baidu Server, it will not work. The
data of road is several points with longitude and latitude, so these points are in
an x-y plane. So the system can’t support three dimension space. From now on,
we will continue do research on these problems.

References

1. Lin, Y., Song, B., Duan, H., Huang, F.: Overview of Semantic Technology and
Applications. Application Research of Computers (2005)

2. Huang, Z., Zhong, N.: Scalable Semantic Data Processing Platform,Technology
and Applications. High Education Publisher (2012)

3. Jin, J.: A comparative study of the urban transportation system in Beijing and
Seoul. Beijing Jiaotong University (2009)

4. Li, X., Lin, H., Sheng, D.: Discovery of Cooperative Intelligent Transportation
Systems. Transportation and Computer (2004)

5. Li, Y., Zhai, J., Chen, Y.: Using ontology to achieve the semantic integration of
the intelligent transport system. Information Technology (2005)

6. Huang, K., Jiang, C.: Analyzing and Reasoning Knowledge of Urban Transporta-
tion: Based on Ontology. Computer Science (2007)

7. Huang, Z., Fang, J., Park, S., et al.: Noisy Semantic Data Processing in Seoul Road
Sign Management System. In: Proceedings of the 10th International Semantic Web
Conference (ISWC 2011), Bonn, Germany (2011)

8. Fensel, D., van Harmelen, F., Andersson, B., et al.: Towards LarKC: a platform for
web-scale reasoning. In: 2008 IEEE International Conference on Semantic Com-
puting, pp. 524–529. IEEE (2008)

9. Liu, Z.: Ontology and Semantic Web. Research of ChongQing Map (2006)
10. LarKC Consortium, Explanation of Reasoner plugins, including the

SPARQLQuery-Evaluation Reasoner, http://wiki.larkc.eu/LarkcProject/

WP4/ReasoningPlugins

http://wiki.larkc.eu/LarkcProject/WP4/ReasoningPlugins
http://wiki.larkc.eu/LarkcProject/WP4/ReasoningPlugins


 

Z. Huang et al. (Eds.): WISE 2013 Workshops 2013, LNCS 8182, pp. 461–473, 2014. 
© Springer-Verlag Berlin Heidelberg 2014 

A Linked Data-Based Framework for Personalized 
Services Information Retrieval in Smart City 

Dehai Zhang1, Tianlong Song2, Jin Li1, and Qing Liu1 

1 School of Software, Yunnan University, Kunming City, China 
{dhzhang,lijin,liuqing}@ynu.edu.cn 

2 School of Engineering, Univ. of Melbourne, Parkville, VIC, Australia 
egmont.tl.song@gmail.com 

Abstract. Recently, personalized services finding in Smart City or Digit City is 
a hotspot in research area. City and urban areas contain plenty of services but 
some of them are difficult to extract and retrieval to people. Furthermore, with the 
development of the Semantic Web, more and more datasets are represented as 
RDF format and become part of the Linked Data, which provides a fundamentally 
new venue for personalized urban services retrieval in smart city applications. In 
this paper, we propose a personalized urban services retrieval framework which is 
performed by using ontology and comparing RDF-based user profiles with dataset 
in relation to civic services on web of data. To extract hidden information, the 
domain specific ontology is involved for linking entities on the web of data. The 
cases we envisage will show that the proposed framework can effectively return 
services resources with respect to the user’s interests. 

Keywords: Linked Data, Personalized Urban Service Retrieval, Semantic Ci-
ties, Ontology. 

1 Introduction 

With the explosion of the cities information on the Web, people’s requirement for cities 
services retrieval is strongly growing. However, it is difficult to review the semantics of 
multiple services in a city, since people are used to exploit high-level semantic concepts 
to retrieve information [1]. In general, the current technologies can only handle one type 
of scattered content, like isolated locations and name of facilities, which creates a wide 
gap between semantic concepts of services and user’s interest. This semantic gap makes 
implementation of smart city a major problem in future research. 

For example, if a person holding a doctor's prescription to find a drugstore to sell 
these drugs, as in cities, drugstores may be relatively small unit, and it is difficult to 
find them in city map or Web. As we well known, the hospital is usually relatively 
large units in the city and its information will be very plenty. According to our life 
experience or common sense, we know that drugstores usually can be found near to 
hospital. So the person’s search will find the hospital firstly, and then looking through 
the drugstores near to the hospital. This process requires the semantic link  
between the hospitals and drugstores, which is the current problem of a Smart City 
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encountered. For these reasons, we use ontology [2] to fill the semantic gap in Smart 
City, which will improve the effect of urban services information retrieval.  

On the other hand, in recent years, the Web has evolved from a global information 
space of linked documents to Linked Data [3], which have been adopted by an in-
creasing number of data providers over the last few years. According to the statistics 
of ESW wiki1, the Web of Data consists of 4.7 billion RDF triples, which are inter-
linked by around 142 million RDF links by May 2009.   

In this paper, we present a framework for personalized services retrieval based on 
Linked Data and ontology, which uses a novel RDF graph-based matching algorithm 
to extract the semantics from user profiles defined as RDF graphs and the dataset of 
service provided in Linked Open Data. Technically, Linked Data uses RDF [4] to 
make typed statements that link arbitrary things in the world. For these reasons, the 
Linked Data opens up new possibilities for personalized services retrieval in smart 
cities. However, some hidden information is distributed in the Linked Data, and they 
are linked in instance-level, which means the links not contain concept relations in 
multiple level. Hence, we involve domain ontologies to deal with this kind of seman-
tics, which can use high-level semantic concepts of services to integrate multiple  
services in a city, while providing related information to users. Moreover, Linked 
Data cannot provide space semantic reasoning. Therefore, the LBS (Location Based 
Service) [5] modular is involved in our framework to provide locational relations. 

2 Related Work 

There are numerous of organizations working on the publication of Linked Data. 
Linking Open Data (LOD) provides the possibility to link many RDF datasets on the 
Web [6]. One of the datasets is Linked Movie Database (LinkedMDB) [7], it contains 
hundreds of millions RDF triples through the properties (like actors, director, country, 
etc.). Guo and Lu[8] proposes an approach to handle recommendation issues of one-
and-only items in e-government services, which integrates the techniques of semantic 
similarity and the traditional item-based collaborative filtering. Paper[9] proposes a 
conceptual framework for governments to provide personalized services to their citi-
zens, and the framework combines several recommendation techniques that use sev-
eral data sources i.e. citizen profile, social media citizen's interactions, users profiles 
databases and services databases. Paper [10] proposes a Service Oriented Architecture 
implementation based on multi-agent systems. They take advantage of the mobility 
features of software agents and developed a solution that intended to be applicable to 
different smart space scenarios. In paper [11], Sabou and his colleagues reflect on a 
set of challenges that semantic technologies are likely to face in smart products. Fer-
ragina and Gulli [12] implement an open source and personalized search engine based 
on web-snippet hierarchical clustering using given variable length query statement to 
perform searching. The keywords-based search engines as we known today (like 
Google [13]) exploit user’s personalized requirements by analyzing web-browsing 
history. But keywords-based information retrieval is hard to reflect personalized  

                                                           
1 http://esw.w3.org/topic/TaskForces/CommunityProjects/ 
LinkingOpenData/DataSets/LinkStatistics 
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Step2: Utilize the links which provides by ontologies in figure 1 to find the labels 
which tracked by the links in the dataset. At the same time, use LBS to find the ser-
vice providers locations. 

Step3: Match user profile to the set of RDF graphs, and then calculate the similari-
ty to determine the matching extent, finally return a ranked list according to the simi-
larity. 

Step4: Return the service provider information to users. 

4.3 RDF Graph Matching Based on Similarity  

The nature of RDF graph similarity calculating is the core algorithm in our approach. 
There are still some effective related graph matching algorithms, such as Similarity 
Flooding [15], which relies on the intuition that elements of two distinct models are 
similar when their adjacent elements are similar. Moreover, Zhu [16] integrates simi-
larities between nodes and similarities between arcs to construct similarity between 
graphs. But these algorithms cannot be used in our method directly, because the real 
RDF graphs has its own characteristics that many nodes in RDF graphs are URIs.  

Consequently, our RDF graph matching algorithm takes the linguistic similarity 
and structural similarity of triples in RDF graph into account. In order to measure the 
features in RDF graphs. 

The formula to calculate similarity of two graphs is as follows: 
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5 Simulation 
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Fig. 6. User profile for John 

 

Fig. 7. User profile for Jim 
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Fig. 8. RDF graph for D1 

 

Fig. 9. RDF graph for D2 
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(1) When the housewives need to pay for a common bill, but cannot find the location 
and method of payment immediately. At this time, the framework will match the 
user information and the keywords input by users associated with the bill to de-
termine the address and manner of payment. 

(2) When international students come to a new country, they need to rent rooms. 
However, due to he is unfamiliar to the new place, and he cannot immediately 
find the right one. At this time, the framework can recommend nearby and cheap 
room according to his school address, income and the extra requirement de-
scribed by keywords. 

6 Complexity Analysis 

The time complexity of our algorithm lead the main complexity cost in our framework 
and can be expected to the number of comparison between the nodes and arcs in RDF 
graphs, which lies around n2. Figure 11 show the running time of our algorithm in 
different size of target RDF graphs (The size of user profile RDF graph is around 2k). 

 

Fig. 11. Running Time 

The existing graph isomorphism based algorithms are inefficient and the others ig-
nored semantic characteristics of RDF graph. So we need an efficient and semantic 
similarity based RDF matching algorithm to meet the requirements. The proposed 
algorithm is based on similarity measure, which takes semantic characteristics and 
structural features into account while matching RDF graphs. In our method, the simi-
larity calculation is divided into different levels, and various possible scenarios of label 
of nodes or arcs be fully considered. The experimental results show that the proposed 
algorithm can effectively measure the similarity between RDF graphs in various situa-
tions.  

We will keep optimizing this algorithm in the future work, make it more effective 
and try to meet the requirements of Semantic Web. 
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7 Conclusions and Future Work 

In our framework, the process of retrieval urban services data which is annotated with 
Linked Data principle provides a feasible method to match particular service informa-
tion to user’s demand. It transfers a new idea of personalized information retrieval in 
Linked Data environment. We show that how the process retrieve urban services and 
personalize the return lists according the user profile. The simulation shows the appli-
cability of the framework. There are two main contributions in our framework. The 
first one is using ontology to address the hidden semantic relations between informa-
tion providers and service providers, meanwhile, using LBS to provide locational 
relations in order to locate the near service provider. Secondly, our novel personalised 
RDF graph matching algorithm is certified in the simulation section, and it can effec-
tively return ranking lists as user expected. Finally, the proposed framework can be 
utilized on smart cities application with the enrichment of urban services triples in 
Linked Data. 

Based on this framework, we will aim to further integrate the modules of ontology, 
LBS and RDF graph matching. We will focus on the implementation of this frame-
work, improving the links generation through ontologies and coordinating the LSB 
method with ontology method. Primarily, we will use real data to verify our persona-
lized urban service information retrieval framework. 
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Abstract. Taxi is an important part of urban public transportation which meets 
the demands of special people to travel from door to door. Taxi trip 
characteristics are influenced by districts location and travel purposes. This 
paper extracts the time and location information of taxi alighting based on the 
taxi meter data and taxi GPS data. Based on the point-of-interest (POI) and 
searching popularity of the POI from online map data, this paper also utilizes 
the semantic reasoning methods to predict the purpose of taxi travels, and taxi 
trips are grouped into three most popular types: commuting travel, business 
travel and external travel. Then, multi-source data analysis models are proposed 
to calculate the characteristic parameters of taxis trips including average travel 
mileage, travel time, regional travel intensity of three types of taxi trips. The 
case study of Beijing selects three typical areas of different land use types. The 
analysis result shows that trip characteristics of different areas are various and 
the travel distance in resident area is shortest, and the travelers leave for 
external transportation hub usually have lower sensitivity to travel mileage; and 
the taxi travel mileage of business areas are almost same with  resident areas, 
however the travel time is more longer. The analysis results of taxi trips 
characteristics of different areas revealed in this paper provide significant 
reference for acquiring the taxi travel demand and travel characteristics, the taxi 
stations planning, the estimation of the reasonable amount of the taxis and the 
operation of the intelligent Taxi Dispatching System (TDS).  

Keywords: Intelligent Transportation System (ITS), Taxi, Travel Purpose, 
Travel Characteristics, GPS Data, Taxi Meter Data.  

1 Introduction 

Taxi system is an important supplement of urban public transportation as a part of 
urban passenger transport system. The taxi can provide more convenient, comfortable 
and personalized travel service than traditional public transport services. Exploring 
the taxi travel characteristics is the foundation of taxi management and service 
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improvement. However, the methods based on sampling surveys or empirical models 
are generally adopted in the former studies and planning of taxi pick-up stops, taxi 
demand analysis and the taxi scheduling system at present. These methods lack the 
analysis of systematic characteristics based on the actual taxi travel. Besides, there’s a 
significant difference in the occurrence time, space and characteristics during the trip 
for different travel purposes, including commuting, shopping, or external travel, etc. The 
definition of the average trip distance, travel time and regional attraction intensity is 
important for the administrative department to master the characteristics of taxi travel 
demand. Acquiring the taxi trip characteristics including the time-space characteristic 
and service quality evaluation can promote the industry management level. 

A series of studies have been conducted in the analysis of taxi operation 
characteristics and reached related conclusions. In previous studies, Hu established 
the taxi operation management database by organizing the taxi GPS data including the 
functional parameter such as single taxi cycling index, overall indices, spatial and 
temporal distribution and OD distribution [1]. Deng put forward indicator of 
utilization of vehicle and operating revenue to evaluate the taxi operation efficiency 
of Beijing [2]. Chi developed the method of floating car data processing and analysis 
[3]. The paper extracted and analyzed the number of taxi ride point and the durations 
of passenger in the central area of Shanghai through the floating car data processing, 
and the analysis results reflected the taxi travel demand of a certain area. Li 
established the indicator system and analysis method of the taxi trip characteristics, 
the travel time distribution and space distribution based on the taxi OD data analysis 
[4]. Weng analyzed the parameters including travel mileage, virtual mileage ratio, 
time-space distribution on the road-network and the labor intensity of drivers by using 
the urban floating car data collection system [5]. Kamga analyzed the taxi travel 
distance on different TOD (time-of-day) [6]. 

A lot of studies obtained data from GPS. Tong carried out cluster analysis on the 
GPS data and extracted popular regions of taxi travel and determined travel purposes 
by the popular spots, but the analysis only focused on the macro regional purpose of 
taxi trips, it ignored specific analysis on a single trip travel purpose [7]. Jean used 
GPS data loggers to collect travel data in personal vehicles and demonstrated that it is 
feasible to derive trip purpose from the GPS data by using a spatially accurate and 
comprehensive GIS [8]. Murakami used the GPS receiver to capture vehicle-based 
daily travel information [9]. Wolf used GPS to supplement traditional data elements 
collected in paper or electronic travel diaries [10]. Bohte demonstrated that 
GPS-based methods provide reliable multi-day data including trip purpose [11]. 

With the development of the intelligent transportation system and the improvement 
of the data collection system, the existing meter data and GPS data record the spatial 
and temporal distribution of taxi operation process, and become important data source 
for the analysis of taxi characteristics. It joints analysis of GPS data and meter data to 
obtain GPS location information and utilizes the semantic logic identification to 
determine the point-of-interest and the popularity of the POI. The paper finally takes 
Beijing as an example to analyze the characteristics of taxi travel including the travel 
times, trip distances of different trip purposes, and attraction intensities of various 
areas. 
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2 Data Foundation 

The data used in this study contain taxi meter data, taxi GPS data and semantic data. 
Taxi meter data provide the operational information for analyzing the operating 
characteristics of different travel purposes. Taxi GPS data contain the real-time 
location information of the vehicle. It could support the association analysis of 
point-of-interest and travel purpose. Semantic data mainly refer to the location, 
description, categories of the point-of-interest, as well as the popularity of the 
point-of-interest extracted from the online system. The trip purposes of different 
starting point and ending point in different time interval can be predicted by the 
categories of point-of-interest. Based on the joint analysis of three kinds of data 
above, we can differentiate the trip purposes of taxi travels and analyze the different 
trip characteristics of them. 

2.1 Taxi Meter Data 

Taxi meter is installed on the taxi to record the operation status and process. It 
produces a record at a time after every taxi trip. The meter data mainly contains the 
passenger boarding and alighting time, waiting time of a trip, the transaction amount, 
mileage etc. The meter data is an important basis of a deal, it is accurately record all 
information of a taxi travel, but it still has the following four errors sometimes: (1) 
Vehicles registered don’t match the meter records; (2) The alighting time is recorded 
before the boarding time; (3) A single running time is too long (more than a few 
hours); (4) A single operating distance is 0. 

The amount of data in those four cases accounts for about 0.2%. These data are 
fault data, which need to be eliminated during data pretreatment. The sample data of 
meter data is shown as table 1: 

Table 1. The sample data of taxi meter data 

 

2.2 Taxi GPS Data 

The taxi uploads GPS data according to the time interval system set. Taxi GPS data 
contains basic information such as time, longitude, latitude, direction angle, and it can 
also transmit state information(e.g.no-load, full-load, parking, off-stream etc.) 
according to the events during the operation(e.g., boarding, alighting, locking the 
door, opening the door etc.). The sample data of taxi GPS data is shown as table 2:  
 
 

CAR_CODE TRANS_AMOUNT DEAL_TIME WAIT_TIME TRAVEL_MIL UNTRAVEL_MIL DAY_TIME 

BK6093 25 
2012/11/5 

8:58:15 
16 7 2.7 8:27:38 

BK6081 68 
2012/11/5 

6:53:07 
4 25.5 2.5 6:26:03 
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Table 2. The sample data of Taxi GPS data 

 

Taxi GPS data can be matched with taxi meter data at the same time, then we can 
obtain the time and location of every starting point and ending point that the taxi 
meter data provided. 

In Beijing, all the taxis (about 67,000 vehicles) are equipped with GPS module. 
Taxis upload the information of the latitude and longitude coordinates at predefined 
time interval (between 30 to 60 seconds), which provides a reliable data for the 
relevant analysis of travel characteristics. 

2.3 Semantic Data 

Semantic data is mainly acquired through obtaining the location and search times 
information about the point-of-interest in online maps. Point-of-interest (POI) records 
many described information about city site, which including famous buildings, scenic 
spots, traffic facilities, shops, companies, markets and units in this city, and every POI 
contains PoiID, PoiName, PoiType, Longitude and Latitude. 

At present, more than 130,000 point-of-interests are involved in this study, they 
were divided into more than 100 types such as catering, companies, residential 
property, entertainment, office blocks and so on. The sample data of semantic data is 
shown as table 3: 

Table 3. The sample data of semantic data 

 

The search times of a point-of-interest in unit time means the popularity of this 
POI. It can be acquired through the public information facilitators which provide 
search capabilities. The more search times means the higher popularity degree. 

The type information is reduced to three most popular taxi travel types: commuting 
travel, business travel and external travel in this paper. We calculate the probability of 
different categories of travel and identify the purpose of this travel by extracting the 
location and popularity information of the POI around the trading place. 

 
CENTER_NAME TAXI_CODE GPS_TIME LONGITUDE1 LATITUDE1 SPEED DIRECTION_ANGLE 

JYJ BN3974 
2012/11/6 
23:28:33 

116.48 40.01 10 334 

JKSX BH0479 
2012/11/5 
21:25:58 

116.54 39.91 32.4 238 

ID NAME TYPE Longitude Latitude 

11447352825 Baijialou Bridge Landbridge, Traffic Facility 116.55 39.93 
17651930122 Jin Qianding Supermarket Supermarket, Shopping 116.42 39.90 
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2.4 The Process of Taxi Trip Characteristics Extraction 

Extract the location information from taxi GPS data and the carrying mileage, 
boarding time, alighting time information from taxi meter data. Then use semantic 
technology to estimate travel purpose, and analyze the trip characteristics of different 
types. The detailed process is shown as the figure 2: 

 

Fig. 1. Process of taxi trip characteristics extraction 

3 Indicators of the Taxi Travel Characteristics 

The indicators of the taxi travel characteristics reflect the differences in different 
travel types. The regional attraction intensity, the time-consuming of a single travel 
and the distance of a single travel are defined as the three kinds of indicators. 

3.1 The Regional Attraction Intensity 

The regional attraction intensity refers to the total number of taxis arriving in one 
popular region per unit area per unit time with a certain trip purpose. This index 
reflects the attraction intensity of taxis with different trip purposes in this area.  
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The higher value of the attraction intensity indicates the higher frequency of taxi trips 
for one certain purpose in this area. The equation is: /                                     (1) 

Where  is the regional attraction intensity with a certain purpose probability, the 
unit is the taxi number per square kilometer per day.	  is the arriving number of 
taxis with one certain purpose, the unit is the taxi trips. A is the area of the zone; the 
unit is square kilometer(s). 

3.2 The Time Consuming of a Single Travel 

The indicators include the average travel time, the median travel time and the 
distribution of travel time. The time-consuming of a single travel refers to the average 
consuming time of one category of the travel purposes. The median travel time of a 
single travel refers to the value in the middle position when all the time-consuming of 
one category of the travel purposes are arranged in order of size. The value eliminates 
the effects of the external series and improves the representative of distribution series. 
The distribution of travel time refers to collect and classify the data of a certain trip 
purpose. The time-consuming of a single travel will be included when it falls into one 
certain time interval. Finally the statistics of the distribution number in each interval 
will be obtained. It can reflect the travel time distribution of some category of trip 
purposes. 

3.3 The Distance of a Single Travel 

The indicator is similar with the time-consuming of a single travel. It includes the 
average travel distance, the median travel distance and the distribution of travel 
distance. 

The median travel distance of a single travel refers to the value in the middle 
position when all the distances of one category of the travel purposes are arranged in 
order of size. The distribution of the distance refers to collect and classify the data of 
a certain trip purpose according to the distance. The distance of a single travel will be 
included when it falls into one certain distance interval. Finally the statistics of the 
distribution number in each interval will be obtained. This indicator can reflect the 
acceptance for the distance within different categories of travel purposes. For 
example, the acceptance for the distance of the commuting travel is relatively shorter 
than that of the external travel. 

4 Taxi Trip Purposes 

Spatial distribution of residents travel usually has certain regularity, such as the 
passengers with different travel demands will arrive in different locations, for 
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example, a large residential area, commercial region and entertainment site. These 
places centralized with passengers can be regarded as a popular region which has 
many points of interest (POIs), and different POI has different popularity degrees. 
According to the points of interesting properties and the popularity degrees around the 
taxi destination coordinates, the travel purpose can be judged. 

4.1 Trip Purposes Classification 

For taxi trip purposes classification, nearby POIs which used the taxi destination 
coordinates should be obtained and the travel purpose is judged according to the 
popularity of POI and a combination of travel time. Combined with urban land type 
and purpose of travel, the travel category is divided into commuting travel, business 
travel, and external travel. Table 4 shows the category. 

Table 4. Trip purposes category 

 

 

Fig. 2. Representative regional locations in the Beijing 

Different areas will present different characteristics. For example, business travel is 
the main travel purpose in Xidan area; and there’re different purposes in the same 
area. This is because there’re kinds of buildings in the same area; and the travel 

Travel Category Trip Purpose POI Category Representative Region 

Commuting Travel 
Go to Work,  

Go Home 
Residence Zone, 
Office Building 

Wangjing 

Business Travel Entertainment, Shopping Park, Marketplace Xidan 

External Travel Inter-cities Travel 
Railway Station, Motor Station, 

Airport 
Beijing Railway 

Station 

Xidan

Beijing Railway Station 

Wangjing 
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purpose will be different at different times. If the taxi arrives before 9:30 AM, it will 
be judged as the commuting travel and judged as business travel after 9:30 AM in the 
same area. 

This paper selects Wangjing, Xidan and Beijing Railway Station as three typical 
areas and selects 7:00 AM to 10:00 PM of November 5, 2012 (Monday), November 7 
(Wednesday) and November 10 (Saturday) to analysis. Three red pots show the 
regional positions on Figure 2. 

4.2 Travel Purpose Predict Based on Semantic Technologies 

The core idea of the semantic technology is to make computer automatically 
processing information content on the network. Using the semantics of the data on the 
network related to the GPS data and the meter data can predict the travel purpose 
rapidly. Steps as follows: 

(1) Pick up the coordinates of the destination of taxi trip as a red circle on 
FIGURE 3. 

 

Fig. 3. The example of destination and POIs  

Taking the Zhongshui Building as an example, transforming the point into semantic 
expression: 

<http://www.w2t-waas.com/uc#POIID-baidu11447352836> 
<http://www.w3.org/1999/02/22-rdf-syntax-ns#type>  

<http://www.w2t-waas.com/uc#CPOI>. 
<http://www.w2t-waas.com/uc#POIID-baidu11447352836> 

<http://www.w2t-waas.com/uc#id> "11447352836". 

POI 1 

POI 2 

POI 3 

Taxi Destination Location
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<http://www.w2t-waas.com/uc#POIID-baidu11447352836> 
<http://www.w2t-waas.com/uc#POISource> "Baidu". 

<http://www.w2t-waas.com/uc#POIID-baidu11447352836> 
<http://www.w2t-waas.com/uc#name> "Zhongshui Building"@en. 

<http://www.w2t-waas.com/uc#POIID-baidu11447352836> 
<http://www.w2t-waas.com/uc#POIClass> "Office Building"@en. 

<http://www.w2t-waas.com/uc#POIID-baidu11447352836> 
<http://www.w2t-waas.com/uc#ParentClass> "Business Building"@en. 

(2) Select nearest three points of interest as POI 1, POI 2, POI 3 on above figure 
according to trading location coordinates, then assign them to the different 
categories(A means commuting travel, B means business travel, and C means external 
travel). Distance of POI and trading location respectively for d1, d2, d3, and the 
corresponding distance weights for α1, α2, α3, the value of the weight higher follows the 
shorter distance. Weight value for the distance is: 

∑ 				 1,2,3)                            (2) 

(3) Calculate the different weight value for each POI as β1, β2, β3 using the 
assessment of the popularity. The popularity of the point-of-interest refers to the search 
frequency of a point of interest per unit time, the higher the frequency means the higher 
popularity. Three frequency points of interest for f1, f2, f3, heat weight value is: 

∑ 				 1,2,3                            (3) 

(4) The purpose of this travel is predicted through the calculation of weighted values 
of different types of point of interest and combined with the trading hours. Taxi trips 
between 7:00 AM to 9:00 AM and after 5:00 PM in residential area will be brought into 
the commuting travel, taxi trips between 7:00 AM to 9:30 AM in business areas will be 
belonged to the commuting travel, and taxi trips to office buildings and companies 
between 7:00 AM to 9:00 AM in external traffic areas will be classified into the 
commuting travel, the judgments of other travel categories is needed to calculate each 
type of weight value. The weight value of POI is: 

∑ 				 1,2,3                           (4) 

Then sum the weight values of the same category. Commuting travel result is A, 
business travel result is B, and external travel result is C. If A> B and A> C, then this 
trip is predicted to be commuting travel; if B> A and B> C, then this trip is predicted to 
be business travel; and if C> A and C> B, then this trip is predicted to be external 
travel. Take Figure 3 as an example, the judgment of POI information and travel 
purpose corresponding to the taxi destination location as the following table:  
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Table 5. Match the POI information and travel purpose 

 

POI 1 and POI 2 are both POI of commuting travel, POI 3 is POI of business travel, because of 
3> 1> 2, so this trip could be regarded as business travel. 

5 Taxi Trip Characteristics Analysis for Different Purposes 

Calculated three typical areas in the three days of data according to the steps above, 
and predict trip purpose. The results will be analyzed by dividing into different 
regions and different travel purposes. 

5.1 The Taxi Travel Features of Different Areas 

(1) The regional attract intensity 
Areas can be divided into residential district, business zone and external traffic area, 

put Wangjing, Xidan and Beijing Railway Station as an example. The area of Wangjing 
area is 6.218 km2, Xidan is 0.4503 km2, and Beijing Railway Station is 0.1525 km2. 
Attract intensity of different areas as follows: 

Table 6. Attract strength of different areas(trips/km2/day) 

 

There are quite differences of trip intensity of different purposes in different 
regions. Commuting travel is the main travel type in Wangjing area, accounting for 
about 60% of the total trips; Xidan area are mainly composed of business travel, 
which accounts for about 90% of the total travel; the external travel attracts the 
highest intensity in Beijing station area which accounts for about 98% of the total  
 

 NAME TYPE 
Distance to 
Destination 

Search Count    

POI 1 Zhongshui Building 
Office Building, Business 

Building 
50m 500 0.37 0.25 0.26 

POI 2 
Xidan north China 

unicom business hall 
Telecom Company 69m 200 0.26 0.10 0.07 

POI 3 Grand Pacific Mall 
Comprehensive Market, 

Shopping Center 
50m 1300 0.37 0.65 0.67 

Attract intensity / Day 
Wangjing Xidan Beijing Railway Station 

Commuting Business Commuting Business Commuting External 

Mon. 359 214 433 3304 98 8641 

Wed. 698 402 371 5905 170 13670 

Sat. 339 252 524 3835 216 8681 
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amount of travel, this is due to the number of external travel trips to Beijing railway 
station is higher, and it’s more convenient for the people with heavy luggage get to 
the train station by taxi.  

(2) The time consuming of a single travel 
There’re differences in the travel times of different areas, the average and median 

travel time are shown in table 7: 

Table 7. The mean and median of travel time in different areas (min) 

 

The durations of the taxis which destinations are in Beijing railway station area are 
significantly higher than other areas. The external travel takes the longest time. The 
time durations of the taxis trips toward Wangjing area are lower than other areas. The 
duration distributions of different areas are shown as follows: 

 

 

A) Wangjing Area  

Areas 
Wangjing Xidan Beijing Railway Station 

Mean Median Mean Median Mean Median 

Commuting travel 18.2 14.8 22.5 19.6 24.9 21.4 

Business travel 16.9 13.8 23.5 20.7 — — 

External travel — — — — 24.0 21.7 
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B) Xidan Area  

 

C) Beijing Railway Station Area  

Fig. 4. Time consuming distribution of three sample areas  

The distribution diagram shows, the travel time distribution of Wangjing area are 
close to the negative exponential distribution. The percentage of short distance travel 
under 10 minutes is the highest, other areas are close to normal distribution. The 
external travel time distributions in Beijing railway station area mainly concentrate in 
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15-25 minutes. In Xidan area, the travel time distributions mainly distribute in 10-20 
minutes. As a residential area, the percentage of short distance travel in Wangjing is 
obviously higher than other areas, the trips for a short time are significantly higher 
than other areas. Some trips heading for the rail transport and commuting travel in a 
short distance, etc. For different travel purposes in the same area, the characteristics 
of frequency distribution of the travel time are generally consistent. There are no 
significant differences between them. 

(3) The distance of a single travel 
The travel distance of different areas can also reflect the difference of trips, the 

mean and median of travel distance in different areas are shown in table 8. 

Table 8. The mean and median of travel distance in different areas (km) 

 

 

 

A) Wangjing Area 

Trip Purposes 
Wangjing Xidan Beijing Railway Station 

Mean Median Mean Median Mean Median 

Commuting travel 7.9 5.5 7.6 6.5 10.4 8.25 

Business travel 7.6 5.3 7.9 6.5 — — 

External travel — — — — 10.2 9.1 
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B) Xidan Area 

 

C) Beijing Railway Station 

Fig. 5. Travel distance distributions of three sample areas 

Table 8 shows that the taxi travel distance of Beijing railway area is the longest for 
the lower sensitivity to taxi trip distance of the train passengers with big luggage. 
Though the average trip distance of Xidan area close to Wangjing area, the median  
 

0%

20%

40%

60%

80%

100%

0

500

1000

1500

2000

2500

<5 5-10 10-15 15-20 20-25 25-30 >30

Cu
m

ul
at

iv
e 

pe
rc

en
ta

ge

fr
eq

ue
nc

y

km

Commuting travel 

0%

20%

40%

60%

80%

100%

0

200

400

600

800

1000

1200

1400

1600

1800

<5 5-10 10-15 15-20 20-25 25-30 >30

Cu
m

ul
at

iv
e 

pe
rc

en
ta

ge

fr
eq

ue
nc

y

km

Commuting travel 
External travel



488 Y. Si et al. 

 

value of travel distance of Wangjing area is shorter significant than the Xidan area, 
the main reason is that there is a connection close commuter rail transportation and 
close to travel.  

Take Wangjing area and Xidan area as example, the commuting travel distances in 
the two areas have little difference, but on the travel time, travel time-consuming to 
Xidan is about 30% higher than Wangjing area, this is mainly due to the poor traffic 
conditions in the urban center like Xidan, which leads to a single trip takes longer 
time. Travel distance distribution of different areas as follow: 

The travel distance distribution is similar with the travel time distribution. In the 
distribution characteristics, the frequency curve of travel distance distribution of 
Wangjing area has obvious differences with the other two areas. The percentage of 
short distance travel is the highest in Wangjing area which reaches 45%. The short 
distance travels mainly happen in residential areas with relatively large areas. The 
percentage of short distance travels is higher in the areas and some taxi trips 
connection rail transit is also included. The Beijing railway station area is an external 
transport hub, some long-distance travelers also choose taxi as a traffic mode. The 
percentage of traveling more than 15km travel accounts for nearly 20%. 

5.2 The Taxi Travel Features of Different Trip Purposes 

Using the travel purpose as a standard and carrying out the synthetically fractional 
analysis for different samples and then comparing characteristic differences of 
different travel purposes.  

Table 9. The mean and median of different trip purposes 

 

As above table shows that the time consuming of external travel is the longest, 
mainly because of the increasing demands for taxi of passengers with heavy luggage. 
The average distance of the commuting travel and business travel are quite different, 
while the median value of the commuting travel is lower than the business travel, 
which indicates that commuting travel mostly is given priority to short distance travel. 

Time consuming distribution and haul distance distribution of different trip 
purposes as follow: 

Trip Purposes 
Time Consuming/min Travel distance/km 

Mean Median Mean Median 

Commuting travel 18.5 15.1 7.9 5.7 

Business travel 20.3 17.6 7.7 6.0 

External travel 24.0 21.7 10.2 9.1 
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A) Time Consuming Distribution 

B) Travel Distance Distribution 

Fig. 6. Travel distance distribution of different trip purposes 

From the graph above, the business travel distribution and the commuting travel 
distribution present the characteristics that distribution frequency decreases gradually 
with longer distance and time. It’s approximately according with negative exponential 
distribution. The travel distance is less than 5 kilometers; the percentage of travel time 
below 10 min is higher. The external travel distribution tends to obey the normal 
distribution, the travel distances are mainly concentrated in the 5-10 kilometers, and 
the travel time is concentrated in the 15-25 minutes. 
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As the commuter travel mainly concentrated in the morning and evening peak, and 
its stronger regularity of time, therefore, the statistics and analysis throughout the 
period of all day can be done to business trips and external trips, and the regularity is 
finally analyzed. Travel time distribution as showed in figure 7: 

 

Fig. 7. Taxi trips distribution of different trip purposes 

Figure 7 shows there are two peaks presented in business trip, which at 11:00 
AM-12:00 AM and 7:00 PM-8:00 PM. The peak in the evening indicates some 
passengers take taxi to eat out for dinner, and some passengers go shopping by taxi. 
And external travel is mainly concentrated between 10:00 AM-3:00 PM, this period 
of time accounts for more than 60% of the trips. 

6 Conclusions 

Take the characteristics analysis of taxi travel as a goal, the paper processed the taxi 
meter data and the taxi GPS data, combined with the semantic information including 
the POI data and search popularity of the POI from the online map data, established 
the method to distinguish the taxi trip purposes by using the semantic reasoning 
techniques.  According to the comprehensive analysis on characteristics of 
different trip purposes of taxi travel from different types of areas, the conclusions can 
be draw as follows: 

1) Based on the Semantic data the POI information and search popularity of the 
POI, and combined with the spatial-temporal data of the taxi travel, the taxi trip 
purpose can be estimated rather accurately. 
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2)  There is considerable diversity in the taxi trip intensity of the areas with 
different land use types and locations. Compared with the residential and commercial 
areas, the external transportation hub area has the maximum taxi trip intensity. 

3) The taxi travel distance and travel time is the longest in the 
external transportation hub areas, and reached 10.2km and 24 minutes respectively, 
and 60% external travel aimed taxi travel is concentrated during the 10:00 AM to 
3:00 PM. 

4) The short distance travel proportion in residential area is much larger, the 
proportion of below 10 minutes is almost 35%; and the travel distance and 
travel time presents the Negative Exponential Distribution, the distribution 
characteristics of commercial areas and external transportation hub areas are both 
close to the Normal Distribution. 

5) With the travel distance and time becomes longer, the frequency distribution of 
business travel and commuting travel gradually become smaller, the taxi travel within 
5km trip distance and below 10min time cost account for a high 
proportion; distribution of the external travel is about Normal Distribution, trip 
distance are concentrated in 5-10 km, trip time cost are between 15 to 25 minutes. 

The paper proposed a sound research method for the taxi trip purpose estimation 
and characteristics analysis. However, the number of POIs selected in the trip purpose 
identification still need to be completely tested, and more applicable semantic 
reasoning rules also should be discussed to acquire more accurate trip purposes in the 
future work. Additionally, further expansion analysis of more typical regions should 
be conducted, and dynamic monitoring of the taxi travel characteristics of the whole 
city will provide effective support for the planning and design of taxi stops, the taxi 
operation management and scheduling. 
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