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Preface

The Italian Research Conference on Digital Libraries (IRCDL) is an annual event
for the Italian research community, both on the computer science and on the hu-
manities side, interested in digital libraries, digital cultural heritage, and related
topics. The IRCDL conferences were launched in 2005 by Maristella Agosti and
Costantino Thanos and initially sponsored by DELOS, an EU FP6 Network
of Excellence on digital libraries together with the Department of Information
Engineering of the University of Padua. Over the years, IRCDL has become a
self-sustainable event supported by the Italian Digital Library Research Com-
munity.

The focus of this ninth edition was on the multidisciplinary nature of research
on digital libraries, which not only ranges from humanities to computer science
but also crosses over areas in the same field ranging, for example, from archival to
librarian sciences or from information systems to human – computer interaction.
This is a continued challenge for the digital libraries field and there is the need
to effectively bridge the gap existing between communities that share common
objectives. The aim is therefore to provide the opportunity to explore new ideas,
techniques, and tools, developed both in the humanities and computer science
fields, and to exchange experiences from on-going projects.

This volume contains the revised accepted papers from among those pre-
sented at the 9th Italian Research Conference on Digital Libraries (IRCDL 2013),
which was held at the Department of Computer Science of the Sapienza Univer-
sity of Rome, from January 31 to and February 1, 2013.

The recognized scope of IRCDL is to bring together the Italian research
community interested in the diversified methods and techniques that allow the
building and operation of digital libraries. A national Program Committee was
set up composed of 15 members, with representatives of the most active Italian
research groups on digital libraries.

The papers accepted for inclusion in this volume were submitted in an ex-
tended version with respect to the ones orally presented. Those papers underwent
a new review process resulting in the contributions appearing in the volume. The
covered topics are related to the different aspects that need to support informa-
tion access and interoperability; among those there are:

– Formal and methodological foundations of digital libraries
– Digital library architectures and infrastructures
– System interoperability and data integration
– Ontologies and linked data for digital libraries
– Metadata creation, management, and curation
– User interfaces and visualization
– Information access, usability, and personalization
– Long-term preservation
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– Collaborative environments
– Social networking and networked information
– Quality and evaluation of digital libraries
– Digital libraries for education and learning
– Digital libraries for the evaluation of research quality and scholarly impact

(bibliometric indicators, citation analysis, ...)
– Exploitation of cultural heritage material

In addition to the presentations of the accepted papers, the program of IRCDL
2013 featured a keynote talk and a panel. The keynote talk by Paola Manoni of
the Vatican Library was entitled “The digitization project of the Vatican Library
within the complex relationships between sets of metadata” and focused on the
metadata schemas involved in the digitization project of the Vatican Library:
for long-term preservation strategies as applied to digital deposit collections, as
well as for Web publication of images in the context of the digital library. The
panel concerned the evaluation of cultural heritage information access systems,
and was moderated by Tiziana Catarci, Sapienza University of Rome, while the
panelists reflected the perspectives of different fields, ranging from computer
science – Giuseppe Santucci, Sapienza University of Rome – to archival and
librarian sciences – Mariella Guercio, Sapienza University of Rome, and Maur-
izio Messina, Marciana National Library – and digital humanities – Francesca
Tomasi, University of Bologna.

IRCDL 2014, the tenth edition of IRCDL, will be held at the Department of
Information Engineering of the University of Padua during January 30-31, 2014.

We would like to thank those institutions and individuals who made the con-
ference and this volume possible. In particular, we would like to thank the Pro-
gram Committee members and the additional reviewers, the Steering Committee
members, the authors, the Department of Computer, Control, and Management
Engineering Antonio Ruberti of the Sapienza University of Rome, the Depart-
ment of Information Engineering of the University of Padua, CINECA, and the
PROMISE FP7 Network of Excellence.

December 2013 Tiziana Catarci
Nicola Ferro

Antonella Poggi
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The Digitization Project of the Vatican Library within 
the Complex Relationships between Sets of Metadata 

Paola Manoni 

Biblioteca Apostolica Vaticana 
manoni@vatlib.it 

Abstract. The talk is focused on the metadata schemas involved in the digitiza-
tion project of the Vatican Library: for long-term preservation strategies as ap-
plied to digital deposit collections, as well as for web-publication of images in 
the context of the digital library. The relationship management in the imple-
mentation process of sets of metadata (in their structural representation and se-
mantic meaning of data elements) will be discussed with particular attention to 
the management implications and the resulting operational capabilities. 

Keywords: Metadata, Digital Libraries, MARC21, TEI-P5, METS, PREMIS, 
FITS format. 

1 Introduction 

Metadata is the core of any information retrieval system and so its implications for 
any digital library are profound: the choice of a metadata scheme underpins any such 
library's ability to deliver objects in a meaningful way, and greatly affects its long-
term ability to maintain and preserve its digital assets. 

The overall goal of this presentation is to provide information about metadata infra-
structures that affords interoperability among heterogeneous, autonomous digital library 
services implemented for the digitization project of the Vatican Library. These services 
include both search services and remotely usable information processing facilities. 

Metadata required for a diverse set are surveyed and classified. Metadata architec-
ture fits into our established infrastructure and promotes interoperability among  
existing and de-facto metadata standards. Several pieces of this architecture are im-
plemented; others are under construction. The architecture metadata information of-
fers facilities for search services, and local metadata repositories. In presenting and 
discussing the pieces of the architecture, we show how they address our motivating 
requirements. Together, these components provide, exchange, and describe metadata 
for information objects and metadata for information services. 

2 Metadata Related to Objects 

The digitization is performed for various projects operating in the library that relate to 
collections of manuscripts and incunabula. 
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Descriptive metadata are primarily used for resource discovery and format current-
ly used include TEI-P5 format for manuscripts and MARC21 for incunabula. 

The following summary describes metadata protocols involved in the interoperabil-
ity between systems being implemented as research tools of the Vatican Library and 
the workflow planned for the forthcoming digital project.  

3 Brief Description of the Existing Research Tools 

3.1 Online Catalogues  

The Vatican Library provides online catalogues to help researchers access and make 
better use of the collections. 

There are separate online catalogues for each collection (Manuscripts, Archives, 
Printed books, Incunabula, Graphic prints and Drawings, Coins and Medals) and a 
General Catalogue able to perform interoperability between MARC21, EAD and  
TEI-P5.  

• Manuscript catalogue: It includes complete or partial data taken from inventories, 
bibliographies, printed catalogues, card indexes. The encoding of the descriptive 
elements conforms to the TEI specifications and uses XML syntax; 

• Archival holdings catalogue: It includes complete or partial data taken from in-
ventories. The encoding of the descriptive elements conforms to the EAD specifi-
cations and uses XML syntax; 

• General Printed books catalogue: It includes the description of the entire collec-
tion of printed volumes (monographs and periodicals) from the XVIth century to 
the new acquisitions. Cataloguing is carried out in MARC 21 format; 

• Incunabula catalogue: It includes bibliographic records related to the VISTC 
(Vatican Incunabula Short Title Catalogue) and the BAVIC1 of the entire collec-
tion where links to persistent URIs related to the digitized volumes are provided. 
Cataloguing is carried out in MARC 21 format; 

• Graphic prints and Drawings catalogue: It includes the descriptions of the 
prints, maps, drawings, photographs and plates which are kept in the various col-
lections of the Library. Cataloguing is carried out in MARC 21 format; 

• Coins and Medals catalogue: It includes descriptions of the coins and medals kept 
in the Library. A running project aims to make digital scans of the graphic prints, 
coins and medals, insert hypertextual links to them into the related bibliographical 
descriptions, and enter the data into each web-based catalogue of the Library Cata-
loguing is carried out in MARC 21 format. 

3.2 Systems in Use  

The online catalogues use two main systems for the management of different meta-
data: TEI-P5 and EAD in XML syntax for manuscripts and archival units (in two 
                                                           
1  The project BAVIC (Bibliothecae Apostolicae Vaticanae Incunabulorum Catalogus) is the 

analytical cataloging of 8,600 incunabula. 
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separate collections of data but in the same application named InForMA, entirely 
developed at the Vatican Library using open-source Java/XML technology for data 
archive, authority indexes and search engine); and MARC21 for the other collections 
(with different specifications for each type of document). 

• InForMA — The implementation provides: full native XML database support, 
storing XML content as is and providing true XML retrieval capabilities based on 
the XPath and XQuery standards; handling of structured and unstructured  
multimedia rich content (it can store and retrieve multiple different file types); in-
tegration with Microsoft Office and other WebDAV-enabled product suites. These 
features are supported by the embedded Tamino technology provided by the  
German Software AG company.  

The implementation of the TEI schema for manuscripts also provides a kind of in-
formation that includes data element as atomic units applied for internal usage in 
which the persistent URI related to the web-presentation for each digitized manu-
script is given. 

• V-Smart / Iguana – It allows scholars to query either the integrated general cata-
logue, where they can have a quick and thorough search result related to any bibli-
ographic resource, or each catalogue where bibliographic descriptions are stored in 
their native format. The technological infrastructure is based on OAI-PMH proto-
col and script elements for exporting data (from InForMA) and importing XML (to 
V-Smart). From each bibliographic record, V-Link (openURL resolver) is able to 
search and access a variety of information resources and retrieve truly relevant 
search results. 

The system is able to support the persistent URIs related to the web-presentation of 
the digitized incunabula. 

4 Structural Metadata 

Information necessary to record the internal structure of an item so that it can be ren-
dered to the user in a sensible form. This type of metadata is necessary as an item may 
often be comprised of multiple of the images of individual pages that make up a  
digitized book. 

For the digital project the Vatican Library has adopted METS standard automatically 
created by the use of the DWORK2 implementation, provided by the UniversityLibrary 
of Heidelberg to support the process of digitization and the web presentation of the  
digital objects. 

                                                           
2  The University Library of Heidelberg in-house development. It supports the process flow of 

digitization and the web presentation of the digitized works. 
The software as a web application thereby supports all single steps of the workflow from 

the creation of metadata, scan processing, creation of the web presentation to the storage of 
scans and metadata. 
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5 Administrative Metadata 

They provide information about the management of the digital collection and facilitates 
long-term management and processing of it. They include: 

• quality control, rights management, access control and use requirements; 
• technical data on creation (such as scanner type and model, resolution, bit depth, 

color space, file format, compression, light source, owner, copyright date, copying 
and distribution limitations, license information, preservation activities (refreshing 
cycles, migration, etc.); 

• preservation, action information. 

While the first point in list pertains to the METS file generated for each digitized 
unit/volume, preservation and action information are managed within the PREMIS 
framework. 

The use of the PREMIS is closely related to the concept of long-term preservation 
that the Library has adopted. 

The photo workflow includes the acquisition of images in tiff/ raw formats. These 
files are used for the generation of the web-presentation procedure in the DWORK 
(METS and set of JPEG files). Then images are converted into FITS format and 
stored into the certified WORM data storage device for long-term preservation3. 

In the context of a discussion about metadata and how they interact, the considera-
tion on the choice of storage formats has no place but, in the use of PREMIS in  
the Vatican Library, it is important to highlight the link between the information con-
cerning the technical metadata format of the converted images and the use of the  
extension container ‘object Characteristics Extension’ that gives a place to record 
technical metadata defined by the FITS dictionary.  

In fact a FITS file is made of 2880-byte records called ‘FITS blocks’ divided be-
tween a header and a data area. 

Each FITS file consists of one or more headers containing ASCII card images (80 
character fixed-length strings) that carry keyword/value pairs, interleaved between 
data blocks. The keyword/value pairs provide information such as size, origin, binary 
data format, free-form comments, history of the data. 

In the occurrence of the long-term archiving of the digital image, an automatic pro-
cedure extracts the embedded data in the header and defines the above mentioned  
 

                                                           
3  Manuscripts and antique books of the Vatican Library's collections are being digitized to 

preserve them for future generations adopting a file format developed in the context of space 
missions and storing satellite images of the sky during the end of 70s of the last century: the 
Flexible Image Transport System (FITS), an open format, fully documented, without  
royalties or copyright, based on a series of specification publicly available and managed by a 
non-profit scientific authority. 

The conversion TIFF/FITS takes into account all the characteristics of technical metadata 
(for example in TIFF format) in order to identify matches in the keywords of the header  
portion of the FITS file. 



 The Digitization Project of the Vatican Library within the Complex Relationships 5 

 

extension of the PREMIS. The structure of PREMIS is then completed with the main 
features related to the digital object and semantic units are defined to record the  
environment of each object. 

6 Interoperability 

Describing a resource with metadata allows it to be understood by both humans and 
machines in ways that promote interoperability. Interoperability is the ability of mul-
tiple systems with different hardware and software platforms, data structures, and 
interfaces to exchange data with minimal loss of content and functionality. Using 
defined metadata schemes, shared transfer protocols, and crosswalks between 
schemes, resources across the network can be searched more seamlessly. 

The interoperability and exchange of metadata is further facilitated by metadata 
crosswalks. A crosswalk is a mapping of the elements, semantics, and syntax from 
one metadata scheme to those of another. 

The workflow management of metadata, involved in each phase, from the acquisi-
tion of images to the archiving of the digital object, includes several steps and specific 
softwares: 

1. Filename of TIFF / RAW file: An application able to assign a highly structured  
filename has been implemented4. 

2. The file name is automatically interpreted by the above mentioned DWORK so 
that the logical and physical sequences for each file group are added in the METS 
file related to each unit/volume. 

3. Structural metadata that contain a table of contents with links to key structural 
elements such as title pages, table of contents, chapters, parts, sections and sub-
sections (depending on the item) are added and automatically converted in the 
METS file.  

4. Essential descriptive metadata are given in the MODS section of the METS file. 
Crosswalks between MODS and TEI-P5 / MARC21 has been established. 

5. METS files related to manuscripts are exported from the DWORK to be 
processed by a specific console application in InForMA where the URI of  
the web presentation in the element ‘FLocat LOCTYPE’is treated as an ad hoc 
element TEI-P5 document through specific Xquery functions. 

6. METS related to incunabula are exported from DWORK in order to extract the 
‘FLocat LOCTYPE’ for the creation of the link in the above mentioned OPACs, 
for each MARC21 bibliographic record. The information about the description of 
the digital object is performed in a qualified DC record in the OPAC. 

7. TIFF format is converted in FITS format and a crosswalk between embedded 
technical metadata of TIFF and keywords in FITS header has been implemented. 

8. PREMIS entities described in XML files are added at the time of archiving digital 
objects in the WORM storage device. 

                                                           
4  Programming was carried out by specialists of the company Metis Systems s.r.l. 



6 P. Manoni 

 

9. End-users can query the Web OPACs and get information about digitized manu-
scripts and incunables or browse the list of shelfmarks for each digital collections 
available in the website. 

10. Reproductions of digital object may be requested. Queries are performed in the 
PREMIS database and a conversion from FITS file to an exchange format is 
available for private study or professional use.  
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1 Introduction

IRCDL1 is a yearly deadline for Italian researchers on Digital Libraries related
topics. This year the focus of IRCDL 2013 was on emphasizing the multidis-
ciplinary nature of the research on digital libraries which not only goes from
humanities to computer science but also crosses among areas in the same field
ranging, for example, from archival to librarian sciences or from information
systems to human-computer interaction.

The panel on “Evaluating Cultural Heritage Information Access Systems” was
also characterized by this interdisciplinary flavour. Indeed, the panelists reflected
the perspective of different fields, ranging from computer science (Prof. Giuseppe
Santucci), to archival and librarian sciences (Prof. Mariella Guercio and Dott.
Maurizio Messina) and digital humanities (Dott.ssa Francesca Tomasi).

It is evident that in these last years there is a growing and persistent demand for
more and more digital content in many different areas and for diverse purposes,
with a particular emphasis in the cultural heritage sector. Typically, raw digital
content is assembled in digital collections, but only the curation and enrichment
of the raw material make it usefully available for working with it and exploiting it,
and this subsequent embellishment phase is carried out in digital libraries. Dig-
ital libraries basically consist of large digital collections plus a set of tools that
make content alive, that help the users to find it, make sense out of it, annotate
it, comment it, share it in a community, collaborate on it, and so on. Thus, the
evaluation of digital libraries and information access systems has to consider not
only the quality of the digital collections and the preservation approach, but also
the effectiveness and efficacy of the user-oriented tools they provide, in an overall
user experience, having the ultimate goal of creating new knowledge.

Following the above idea, the panelists were presented with four specific topics:

– Cultural Heritage Information Access System vs Digital Library: similarities
and differences

1 http://ims.dei.unipd.it/websites/ircdl/home.html
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– Accessing Raw Material vs interpretation and curated presentation of such
material

– Dimensions of the User Experience
– Evaluation coordinates: quality and completeness of the information, tools

to make sense out of it, usability, accessibility, open access,

And asked to give their view with respect to one or more of them. Summaries
of their presentations are presented in the following sections.

Finally, the panel - and IRCDL 2013 in general - would not have been pos-
sible without the generosity of our sponsors, namely Sapienza Universit di
Roma, PROMISE (Participative Research labOratory for Multimedia and Mul-
tilingual Information Systems Evaluation - Network of Excellence co-funded by
the 7th Framework Programme of the European Commission, grant agreement
no. 258191) and the CINECA Consortium.

2 A Contribution from the Archival Domain

The presentation has focussed the attention to only one specific aspect of the
complex issues under discussion in the panel: the capacity of representing the
archival cultural heritage when the representation has to be included as part
of a large and multidisciplinary digital library. In particular the presentation
has analysed the challenges which always emerge when a cross-domain heritage
is involved and variegated and rich contexts and provenance have to be de-
scribed and, even more, rendered in large web environments. This aspect have
been considered from the perspective of the archival heritage and its main (and
not avoidable) complexity but, as mentioned, the presentation has not under-
estimated the general need for cultural heritage collections (of any kind) to be
represented and made available within their original structure and relations.

From this point of view, the archival attention for the provenance and the con-
textual information can provide a fruitful methodology for future qualified solu-
tions, for a better structured information representation and for a higher degree
of intelligibility of the digital resources made available on the web. As discussed
in the panel, the limits of the present evolution is partially due to the lack of par-
ticipation of digital curators other than librarians in the processes related to the
communication processes of digital heritage: the archivists but also the profession-
als active in the cultural heritage sector have not realized the strategic relevance of
this cooperation and have not sufficiently contributed to the definition of a more
comprehensive integrated approach to the digitization process and to the interop-
erability of descriptive metadata. The consequences of this absence have been: too
granular and flat solutions, no capacity of collecting relations and supporting con-
texts and provenance information, a very limited number of innovative proposals
in the field. Among others, the presentation has discussed:

– the key questions still unsolved for defining the quality of a digital library
according to the DELOS requirements like a not yet well defined assessment
framework, the lack of attention for an efficient capacity of retrieving and
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managing digital library contents when peculiar representations and infor-
mation structures have to be supported,

– the limits of the available solutions to support the complex translation into
the web of archival finding aids systems and resources with reference to their
uniqueness and to the complexity of their reciprocal relations (strategic for
making them understandable), but also in consideration of the massive vol-
umes (approximately 8000 km in Italy of unique resources) which limit the
role of the digitization process in this area (the finding aids system will
necessarily focus, at least for the next decade, on analogue records to be ac-
cessed in the traditional reference services and only few resources will have
the “privilege” to be digitized), the risk of fragmentation and arbitrary cri-
teria for selection: the thematic approach generally supported by the digital
library environment can be useful for attracting users but not for provid-
ing qualified and inclusive services to the scientific communities and to the
citizens needs,

– the ambiguity of the concepts involved which has prevented the archival sec-
tor by using even the terms involved in this new environments: archival
websites or archival information systems are the preferred terms and the
preferred scenarios for developing services and functionality, while the term
digital library is at the moment rarely used for proposing online publication
of digital archival resources in dedicated environments.

For providing concrete and technical elements for a more detailed analysis,
the presentation had considered best research projects and, if possible, good
practices already available at national level to sustain future cooperation in this
field (just as examples of promising services for future development and a more
comprehensive analysis). They have included the following cases:

– SIAR (Sistema informativo archivistico regionale del Veneto), created with
the aim of integrating distributed archives by using both standards, method-
ology and tools developed for digital libraries and for specific domain, but
also for exchanging or sharing metadata, even if, at the moment, the integra-
tion for research services is not explicit and the catalogues are maintained
separate,

– Biblioteca digitale della Lombardia, whose aim is the digitization and online
publication of cross-domain cultural resources able to testify the regional
cultural heritage and whose basic requirements are: the acquisition and on-
line availability (through a regional web portal) of significant resources of
regional culture, the integration of resources preserved and created in differ-
ent environment, including archival documents, the capacity of ensuring the
long-term preservation of digital resources, in compliance with the main stan-
dards and in cooperation with the main national and international projects
(Europeana, CulturaItalia and Sistema archivis-tico nazionale),

– Sapienza Digital Library, whose ambitious goals are: 1) the aggregation and
accessibility in a digital form of cross-domain information contents created
by Sapienza University research communities or made available by corpo-
rate bodies or individuals in relation to the academic environment; 2) the
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harmonization of the descriptive practices for new resources (not easily as-
cribable to a specific domain) by adopting with some degree of “creativity
and imagination” national standards and recommendations with reference to
the use of controlled vocabularies, ke PICO (Portale della Cultura Italiana)
4.3 MibAc and Nuovo soggettario di Firenze for subjects, TGN (Thesaurus
of geographic names) Getty and Geonames, but also VIAF Virtual Interna-
tional Authority file and other internationally recognized vocabularies based
on specific disciplines.

The critical state of art of the Italian projects has been also briefly examined
and some conclusions made, as here summarized:

– provenance and context are not always identified as crucial components;
– archival standards are recognized for their general value, but not yet com-

pletely implemented outside the archival information systems,
– compliance with European standards is generally stated and partially en-

sured but mainly as a static and flat model for representation,
– the main difficulties concern: the differentiation of digital resources (many

projects are limited to the identification of single resources and have devel-
oped simple research interfaces), the low level of integration and cooperation
among institutions both at regional and at national level and of course and
the lack of financial resources

– the integration (and not convergence) among heterogeneous cultural infor-
mation access systems is here the key term, but a balance is required between
specificity, details and general perspective: the functionality for retrieval
must be easy to use but not trivial and new forms for intermediation are
required (particularly when digital resources are complex and articulated).

3 Evaluating Cultural Heritage Information Access
Systems through Visual Analytics

The evaluation of an Information Access System is a non trivial task and sev-
eral research activities focus on supporting it (see, e.g., Participative Research
labOratory for Multimedia and Multilingual Information Systems Evaluation
(PROMISE)). Different systematic methodologies and techniques are used in
such a context and all of them share a common outcome: they produce a lot of
complex data, whose interpretation is a challenging activity by itself. Lessons
learned point out some key areas that can improve the overall process:

– Building a community focused on common objectives: that allows for bet-
ter shaping methodologies and techniques, sharing ideas, experiences, and
test cases. Moreover that allows for a sound and productive comparison of
evaluation results;

– Using a robust infrastructure: computer support is mandatory for managing
and providing access to the scientific data produced during evaluation activ-
ities, with the final goal of supporting the organization and the execution of
evaluation activities, increasing the automation in the evaluation process;
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– Visualizations: suitable visual analysis can foster and improve the usage and
the interpretation of the managed evaluation data. Visualizations must be
integrated in the system and an overall methodology like Visual Analytics
(VA) is needed.

VA [1] is an emerging multi-disciplinary area that takes into account both ad-
hoc and classical Data Mining (DM) algorithms and Information Visualization
IV (IV) techniques, combining the strengths of human and electronic data pro-
cessing. Visualisation becomes the medium of a semi-automated analytical pro-
cess, where human beings and machines cooperate using their respective distinct
capabilities for the most effective results. Decisions on which direction analysis
should take in order to accomplish a certain task are left to the user. Although IV
techniques have been extensively explored [2], combining them with automated
data analysis for specific application domains is still a challenging activity [3].

In order to apply VA techniques to Cultural Heritage Information Access
Systems (CHIAS) evaluation, improving the visualizations, analysis, and inter-
pretation of experimental data, it is mandatory to understand the structure of
the data that are actually used for evaluation purposes. A full discussion of this
aspect is out of the scope of this panel. Here we report some results coming from
the PROMISE NoE project, whose experimental datasets rely on the idea of
evaluation campaigns and have a quite broad validity.

An evaluation campaign provides large test collections (like multimedia, mul-
tilingual, text, images), specifying a set of topics and a relevance assessment.

Participants evaluates their searching algorithm(s) (i.e., experiments) against
a specific collection, producing a (ranked) result set on which different metrics
are computed and stored. These data can be represented by the TME (Topics-
Metrics-Experiment) cube shown on Figure 1.

Starting from this cube, it is possible to aggregate or manipulate data in
different ways, according to different evaluation needs that, roughly speaking,

Fig. 1. The TME Data cube
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Fig. 2. Per topic analysis

correspond to a) evaluating a single search engine, either topic by topic or as a
whole or b) to compare two or more search engines.

According to these two evaluation analysis patterns a VA prototype has been
developed within PROMISE, implementing two visual analysis patterns, namely
Per topic analysis andPer experiment analysis. In the following we describe such a
prototype to provide a practical example of how a suitable visual analysis can foster
and improve the usage and the interpretation of the managed evaluation data.
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Fig. 3. Per topic analysis: a highlight operation

Per topic analysis Per topic analysis allows for comparing a set of search
engines on each topic with respect to a chosen metric. Therefore the first step
for an evaluator is to choose a metric m and, because the analysis implies a
comparison on each topic, we represent topics on the x-axis in each available
visualization. We foresee four coordinated visualizations: a table, a boxplot chart,
a bi-dimensional scatter plot, and a stacked bar chart.
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Fig. 4. Per experiment analysis: table and box plot

– The table represents a projection of the the TME(m) cube on the chosen
metric, allowing for looking up details (see Figure 2, upper left);

– The box plot chart (see Figure 2, upper right) is used to evaluate the trend
of topics among experiments with respect to the chosen metric m. It contains
a box plot for each topic (x-axis) and the chosen metric (y-axis). Each box
plot is built calculating statistical indicators on the set of data represented
by a single TE(m) row;

– The bi-dimensional scatter plot (see Figure 2, lower left) allows for comparing
topic behavior with respect to experiments. Each topic is represented by a
point, according to the values it shows on the two experiments.

– The stacked bar chart (see Figure 2, lower right) has the same purpose as
the box plot chart: to evaluate the trend of a topic among experiments with
respect to a chosen metric. In such a visualization each topic is associated
with all the values the explored metrics m exhibits in all experiments and
the height of the bar represents the sum of all these values.

The evaluator can change the metric under analysis and restrict his or her
focus on data subsets. As an example, Figure 3 shows three topics highlighted
in all the four visualizations.

Per experiment analysis Per experiment analysis allows for analyzing a search
engine as a whole and/or comparing the performances of a set of search engines
with respect to a chosen descriptive statistics. As an example, on Figure 4,
left side, the table chart represents a search engine in each row, showing the
descriptive statistics of the metric average precision (min, max, median, etc.).
The box plot chart on Figure 4, right side, shows the percentile values of the
observed metric for each experiment represented through boxplots.
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Summarizing, we have introduced VA, a new, challenging metodology for an-
alyzing large and complex dataset showing how apply it in the context of the
evaluation of CHIAS, dealing with data structure and visualization requirements.
We have used the European NoE PROMISE and the Cross-Language Evalua-
tion Forum (CLEF) conference series as bed tests, but the ideas and the results
presented in this panel have a quite broader scope.

4 Modeling Heterogeneous Humanistic Data in a
User-Oriented Perspective

The primary step in the evaluation of a cultural heritage information access sys-
tem from a digital humanist researchers point of view, consists in state clear what
Digital Humanities (DH) is. DH is the name given to the alliance between
associations involved in the study of relations between humanities and computer
science (ADHO (Alliance of Digital Humanities Organizations); DH is a word re-
ferring to the main conference2 in the field; DH is a open-access peer-reviewed
electronic journal (Digital Humanities Quarterly3); DH is the title of publications,
centers, blogs, projects and tools (see the “guide to digital humanities & arts”4).
DH is a label that only recently started to identify a field historically known as “hu-
manities computing” or “humanities computer science”; that is “computing” was
replaced with digital. This terminological shift [4] corresponds to a new method of
thinking about cultural objects as resulting from media integration. We assisted
to the migration from a text-based computability process (i.e. markup languages,
vocabularies and schemas like TEI, text analysis, text mining, text processing)
to a process of representation and description of each informational resource in a
social dimension (images, audio and video and their integration in computational
systems for information retrieval/extraction/mining).

The purpose of DH is conceptualization, modelization, formalization of human-
istic data/content (that is the domain); the goal of DH is to define methods and
develop strategies of domain representation in order to computability. In this per-
spective the Cultural Heritage (CH) is a multimedia humanistic domain that
requires to deal with formats and data types, to manage metadata and controlled
vocabularies, to define procedures regarding these data selection and dissemina-
tion. The information access system, instead, is connected to Digital Library (DL)
and regards the choice of the infrastructure, the definition of the services offered,
the digital objects (in this case deriving from the CH domain) and the final users [5].

In this scenario, DH is procedure of modeling heterogeneous data, that is of
managing information organizationmethods [6], in order to produce complex dig-
ital objects with the aim to acquire knowledge. This means that DH works by
abstraction, enucleating the hermeneutical pertinent elements of a collection, for
what concerns the computational objectives; this abstraction requires then to

2 http://adho.org/conference
3 http://www.digitalhumanities.org/dhq/
4 http://www.arts-humanities.net

http://adho.org/conference
http://www.digitalhumanities.org/dhq/
http://www.arts-humanities.net
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reflect on the data model and finally on the information architecture, i.e. user ac-
cess/interface and user needs.

In this context the user has a crucial role. A good data model potentially allows
a good user access. Reading, browsing, tagging, query are examples of services of-
fered by theDL; they depend both on themodelization at information system level
and, consequently, the DL access criteria. The browsing method is one of the main
evaluation methods of a CH information access system. In particular, browsing by
relationships is an essential issue. It depends on both the data model and the user
access. The data model, that is the ontological representation of the domain, is
fundamental, because semantic relationships constitute the most exhaustive ex-
ploration method. Different levels of relationships, semantically declared, could
be established: lexical networks (hyponyms; hyperonyms; synonyms; meronyms;
related terms), structural connections (intertext, paratext, hypertext, architext,
metatext, following the Genette classification [7]), concepts and topics (overlap-
ping meanings, discipline and the object of study, persons and occupations, prod-
ucts and institutions). A good CH information system has to provide methods
for acquiring knowledge through browsing concepts explicitly related at a certain
level. The user access finds a method of exploration of the modeled collection by a
“faceted navigation” [8]. Facets represent classes and the data filtering is expres-
sion of the predicates. The data model could find a classification output through
facets, that control heterogeneous data expressed by different media.

One last consideration. Both the data model and the facets are expression of
a specific point of view. The interpretation of the collection not only determines
the user satisfaction but also fulfills the user needs. User log is a gold mine useful
to understand effectiveness and efficiency of an information system both at data
model level as well as at navigation behavior level.
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Abstract. Information Retrieval in digital libraries is at the same time
a hard task and a crucial issue. While the primary type of information
available in digital documents is usually text, images play a very impor-
tant role because they pictorially describe concepts that are dealt with in
the document. Unfortunately, the semantic gap separating such a visual
content from the underlying meaning is very wide, and additionally image
processing techniques are usually very demanding in computational re-
sources. Hence, only recently the area of Content-Based Image Retrieval
has gained more attention. In this paper we describe a new technique to
identify known objects in a picture. It is based on shape contours, and
works by progressive approximations to save computational resources
and to improve preliminary shape extraction. Small (controlled) and
more extensive experiments are illustrated, yielding interesting results.

Keywords: Shape Recognition, Information Retrieval, Document Pro-
cessing, Digital Libraries.

1 Introduction

Graphical components are a precious source of information to understand, index
and retrieve documents in a digital library based on their content. Indeed, the
power of modern technology allowed to efficiently and effectively store documents
that are not just made up of text, but include (often a significant amount of) pic-
torial content whose relevance to the document cannot be ignored. Accordingly,
while much effort was devoted in the past decades to information extraction from
textual components, more recently significant attention has been paid towards
images, as well.

Computer Vision deals with the analysis of digital images by computers,
in order to discover and understand what is represented therein, and where.
While vectorial images explicitly represent shapes and other geometrical ele-
ments, raster images pose the additional problem that no high-level information
is available therein, and each pixel is syntactically (although, clearly, not se-
mantically) unrelated from all the others. An important sub-field of Computer
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Vision is Object Recognition (OR) [5], that has many applications in automation
processes. Recognizing an object means being able to distinguish it from a set
of other objects. OR techniques usually classify objects based on distinguishing
characteristics of the class they belong to, extracted from the image through a
sequence of pre-processing steps. This requires to preliminarily analyze a set of
objects of a known class to acquire the most relevant information to be subse-
quently exploited. However, understanding an image does not mean just being
able to retrieve other images in a database that are pictorially similar to it; it
also involves recognizing what that image is about, including (or starting from)
the objects it contains. Content-Based Image Retrieval (CBIR) [2] focuses on
image content, rather than on their overall features.

This work concerns Object Recognition aimed at understanding raster images
by looking for known shapes in them. It proposes a combination of existing and
novel image processing techniques, as a preliminary step to describe images us-
ing higher-level, human-understandable concepts and relationships among them.
Such descriptions might be exploited as metadata to be added to the documents
where the image appears, or be input to standard text processing techniques in
order to index the documents based also on their pictorial content, or be fed to
relational Machine Learning systems to infer models of image classes when the
depicted information is too complex for standard propositional and statistical
techniques. Although a full semantic understanding of the image meaning is still
to come, this might nevertheless bring many advantages, among which the pos-
sibility of retrieving and relating documents in a digital library according to the
images they contain, and providing explicitly otherwise implicit and latent in-
formation. This will also allow to perform queries using visual information such
as images in addition to standard textual search techniques (e.g., by providing
a sample image expressing the concept to be searched for).

The focus of this paper is on the overall technique and on its performance,
rather than on the details of its single steps. In particular, here we present novel
experimental results on the technique originally presented in [4]. After recalling
some background notions and related work in next Section, the proposed tech-
nique will be described and evaluated in Sections 3 and 4, respectively. Lastly,
Section 5 will conclude the paper and outline future work issues.

2 Background and Related Work

Although the techniques and algorithms to perform automatic Object Recogni-
tion are very different, depending on the operating environment, they all rely
on a common background made up of image processing techniques, and follow a
general workflow consisting of three steps [7]:

1. Image Processing: transforms the source image in another image more suit-
able for running subsequent steps and reaching the objectives;

2. Feature Detection: applies methods aimed at extracting characterizing ele-
ments of an image that are more significant than single pixels;
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3. Recognition: exploits the features extracted in previous steps to first define
classes of objects and then retrieve objects belonging to those classes.

Concerning step 1, a raster digital image consists of a set of primitive numeric
items (pixels) that in isolation provide little significant information, just like
a single element of a puzzle does not allow to understand the meaning of the
whole picture. Several pixels, taken together, may make up more significant
items such as lines, contours, blobs, textures. To be able to extract such a kind
of information, often the image must be properly pre-processed using particular
filters, i.e. functions operating on pixels that enhance some important details
and/or dim other, less significant ones, such as the noise introduced by the
acquisition means or by the representation format (if lossy).

Step 2 identifies and extracts significant information from the pre-processed
image resulting from (a combination of) the aforementioned techniques. The
information obtained in this way allows for a higher-level interpretation of the
image. Depending on the kind of features to be extracted, several techniques are
available, and often specific features are exploited for particular objectives.

As regards step 3, each element identified in the image can be compared to
previously stored models in order to check possible correspondences. This is done
by different algorithms, considering different kinds of information. Limitations
in applying Computer Vision systems come from the difficulty in extracting
information from images. For an Object Recognition system to be effective and
flexible, several properties are desirable. Here, we focus on the following ones,
deemed as very important [1]:

– Scale invariance.
– Translation invariance (the position of the object to be recognized cannot

be assumed to be fixed in the acquired image).
– Robustness to change in intrinsic variables of the image (even in controlled

environments, small changes in color, luminance or contrast can take place).
– Rotation invariance. Unfortunately, rotating a 3D object usually results in

completely different shapes depending on the perspective; nevertheless, mak-
ing the system robust at least to 2D rotation already ensures a noteworthy
degree of reliability.

– Efficiency (usually in contrast to effectiveness).

While several proposals are present in the literature to face these problems
(e.g., [6]), here we refer to the technique described in [4]. In that work, the
identification of potential objects in the image, their representation and storage
in suitable data structures and a corresponding matching algorithm that allows
to detect known objects in new images were first introduced and described.

3 Object Recognition Technique

The object recognition technique proposed in [4] aims at identifying regions of
an image that correspond to objects, and at recognizing the class of these objects
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Fig. 1. Processing steps on a sample image

in a simple and effective way. While regions are determined on the grounds of
color homogeneity, class recognition exploits the region contours. A graphical
summarization of the various steps, applied by this technique to the original
image in the top-left, is provided in Figure 1, while next subsections provide a
description and discussion of these steps.

3.1 Pre-processing

We would like to blur the image within objects, so that they can be considered as
single blobs by the segmentation step, but without blurring (and possibly even
sharpening) their contours also, otherwise the resulting shape would be mean-
ingless. Then, we need to extract the single blobs by preserving their contour
peculiarities. Although any blurring and edge detection technique available in
the literature can be used in this step, we purposely developed two filters that
better reach these objectives, whose results are shown in the top row of Figure 1.

The image segmentation step, shown in the second row from the top in Fig-
ure 1, aims at identifying the candidate objects represented in the image. In
this case we used standard binarization and region growing. As to the former,
we used tresholding (247 was empirically found to be an effective threshold on
average). The blobs surrounded by the resulting contour areas, determined by
filling the white areas by the region growing algorithm, are considered as can-
didate objects in the image. The allowed length of this paper does not allow us
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to provide further details on our pre-processing algorithms. However, also other
algorithms can be used interchangeably.

3.2 Feature Extraction / Representation

Given a blob, the associated shape is a more refined description ready to be
compared to the available models (expressed in the form of shapes, as well).
Blob border was found to be a very indicative feature for object recognition [8].
Specifically, Fourier descriptors based on distance from the centroid of the shape
to its contour points proved to be very effective. Thus, we were inspired by this
indicator to set up our approach. Differently from Fourier descriptors, however,
we consider the distance from the centroid for contour pixels, and pick just those
intersecting selected radian lines at pre-defined angles, originated in the shape
centroid. More precisely, a shape is described by a histogram of n sampled values,
each normalized to the integer interval [0 . . . k], taken at equally spaced angles
from the positive X axis in a coordinate system centered in the blob centroid.
The bottom-left of Figure 1 shows a graphical representation of two shapes using
both radians (above) and the corresponding ‘unrolled’ histogram (below).

A first question is how to choose the representation range to represent the
single sampled values. Normalizing all the sampled values of a shape to a fixed
k ensures scale invariance. We empirically found that a scale of 256 integer
values provides a sensible tradeoff between accuracy and tolerance to noise in the
blob contours (while requiring just a single byte in memory). So, we associate
the centroid to value 0 and the largest sample in a shape to value k = 255.
Another crucial decision concerns the number n of samples to be taken, in order
to have a sufficiently accurate representation without excessively burdening the
system. Clearly, the proper tradeoff also depends on the size of the database
of models to be matched, and on the kind of objects the system is intended to
handle. Next subsections will explain how we set such a parameter, and why. This
representation ensures invariance with respect to translation (no information
on spacial placement is stored), scale (that does not affect the data structure,
but just the values it contains), and intrinsic variables of the images such as
luminance and color (completely ignored by the representation, although more
refined techniques are to be included in future work). It is also robust to 2D-
rotation (by rotating the histogram) and mirroring (by mirroring the histogram).

3.3 Shape Matching

Once the information about the candidate shapes in an image has been extracted,
provided a database of sample relevant shapes of interest (‘models’) is available,
the extracted shapes can be compared to those models for possible matching in
order to determine the shape class it belongs to. In the bottom row of Figure 1,
the left part refers to a query shape extracted from the image, while the center
refers to a model shape in the database. Note that each class may be associated
to many sample models in the database, and that the matching is performed
against the models, not the classes. So, even if the number of classes is kept
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constant, increasing the number of models in the database also increases the
recognition effort. The expected outcome of the matching between a query shape
and a model is a similarity/distance value among the two compared elements. We
compare their histograms, representing the distance from the centroid of the blob
border in each of the radian directions, according to the intuition that, the more
deformed is an object with respect to the model, the more different they are.
Specifically, we proceed by overlapping them and summing the absolute pairwise
differences of corresponding bars to obtain the overall evaluation (in this case,
representing a distance). Another option might be using the statistical measure
of variance, but since in our case both the number of values and the values are
normalized, a simple summation provides the same results with much less effort.
Moreover, for rotation invariance, one such comparison for each displacement of
the histogram to be classified over that of the model (considering the histograms
as if the last bar were immediately followed by the first one) is needed, displacing
each time the histogram by 1 degree to the left, for a total of comparisons equal
to the number of bars considered, and then the best case (i.e., the minimum
distance value) is taken. The outcome is shown in the bottom-right of Figure 1,
where the model shape has been rotated to the best-matching position, and the
rightmost histogram shows the pairwise differences among the bars of the shape
and model histograms on the left for such an alignment. Overall, if there are n
bars to be compared, the effort consists of c = n · n comparisons (subtractions).
For mirroring-independence one must double the effort, repeating the above
procedure and proceeding in the opposite directions when rotating the histogram
(from left to right in one case, and from right to left in the other).

Figure 2 shows the sensitivity of the proposed technique to different geomet-
rical transformations for a sample image (left shape) and corresponding mod-
ifications (right shape). For each comparison, the best-matching alignment of
histograms is shown, along with the corresponding difference histogram (right-
most histograms). Invariance to translation trivially holds. Invariance to rotation
(top case) is proved, since the difference between the shapes is so close to zero
that the bars are not visible in the difference histogram. As to scaling (middle
case), the difference is visible, but nevertheless small. Also changing the image
colors, in this case by considering the negative of the image (bottom case) has a
slight effect on the comparison, due to the different outcome of the segmentation
step.

3.4 Progressive Approach

Since the matching effort is quadratic in the number of bars to be compared, the
basic version of the technique described above might turn out to be inefficient
as long as the database size grows. Our solution to tackle this problem con-
sists in a progressive matching procedure, that starts with a few comparisons,
and repeatedly selects the most similar models only, to be carried on to a next
matching step including more comparisons, until a single model neatly wins or
the maximum number of comparisons has been reached.
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Fig. 2. Check of invariance on a sample image

A simple and straightforward way for increasing the number of comparisons at
each matching stage is doubling it, which would make more comfortable the use
of powers of 2. an angle displacement of 1.40625 degrees between consecutive
radians). In fact, the binary system for angle measurement divides the round
angle into 256 degrees, called brads (from Binary RADianS). Thus, a straight
angle consists of 64 brads, and angles can be comfortably represented using a
single byte (more in general, an integer number of bytes — but in our case 2
bytes would be already too much).

The first stage in the matching algorithm compares just 16 values (less com-
parisons would be too limited to provide a sensible indication on the actual
shape), sampled at 16 · i brads (i = 0, . . . , 15) along the raw shape, to the 256
values representing a model, for a total of just 16 · 256 = 4096 comparisons for
each shape in the database. Due to the doubled sampling frequency technique,
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Fig. 3. A picture involving a combination of several shapes

the samples considered at each next step are a superset of those in the previous
one, and hence the number of new comparisons per shape is, respectively, 4096,
8192, 16384 and 32768 in the last step.

3.5 Prospects

The final aim of this kind of processing, that we intend to develop as future work,
is to be able to understand the content of a whole picture based on the shapes
recognized in it and to the particular spatial relationships existing among them.
E.g., the picture in Figure 3 might be classified as ‘sports’ or ‘tennis’ due to
the presence of shirt, shorts, face, ball and racket shapes, where the face is just
above the shirt that, in turn, is just above the shorts. To do this, First-Order
Logic descriptions are needed, to be able to express relationships among shapes.
In the above example, the description might run as:

contains(p,f), face(f), contains(p,t),shirt(t), contains(p,s), shorts(s),
contains(p,b), ball(b), above(f,t), above(t,s), above(f,b), above(b,s), overlap(b,t)

The classification rules might even be learned using ILP systems. In particular,
due to the incremental behavior of the shape-learning technique, an incremental
ILP technique should be exploited as well, such as those proposed in [3].

4 Evaluation

The preliminary controlled experiments reported in [4] show that the proposed
technique is a viable solution, that can efficiently and effectively recognize known
shapes in new images. The reported performance refers to a PC endowed with
a Dual Core processor at 2GHz and running Windows Vista. A database of 50
selected model shapes was set up, and used to answer pictorial queries consisting
of new images (not used to build the database).

In one experiment, the query image contained a single (unknown) shape to be
compared against a subset of 16 models chosen at random from the database:
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tree (2 models), flower (2 models), shirt, pear, face, star, fish, man, butterfly,
fence, moon, sea star, banana, glasses. 3 steps (up to 64 comparisons) were
needed before finding a neat winner model for classification. Less than 5 msec
were taken for each matching in the first stage, no more than 30 msec for the
third stage. Each step discarded all surviving models whose similarity was below
the average similarity among the models in the previous step: 5 shapes were
discarded in the first step, 3 more in the second one, and finally 7 in the third,
which determined the winner.

Table 1. Matching performance for a single shape

Initial models step 1 step 2 step 3 step 4

16 5/11 3/8 - -
25 10/15 6/9 - -
35 14/21 7/14 6/8 -
50 21/29 12/17 7/10 -

Comparisons 16 32 64 128

Then, in the second experiment the subset of models was increased from 16 to
25, then to 35 and finally to 50 shapes. The number of filtered/surviving models
at each step for each size is reported in Table 1, showing that the larger the
database, the more shapes are cut off at each step. While for the 16- and 25-
shape sizes 64 comparisons were sufficient to complete recognition, for databases
including 35 and 50 models one more step (128 comparison) is needed. Interest-
ingly, the system never required to run the last step (256 comparisons).

The third experiment evaluated the effort required to process pictures involv-
ing several shapes. Specifically, a picture including 5 shapes was used as a query
against the same subsets of the model shape database, of increasingly larger size,
as in the second experiment. As expected, the time needed to process the whole
picture is linear in the number of shapes to be processed (taking about 1 sec per
shape). Much more interesting is the fact that the size of the database seems to
very marginally affect the effort: the gap in shape recognition time between the
16 models case and the 50 models case is just 0.2 sec, and the time curves for
the databases sized 25 and 35 in fact overlap.

Now, we present a novel experiment aimed at assessing the convergence per-
formance of the algorithm for several kinds of shapes having different peculiar-
ities. We considered a set of heterogeneous images including complex shapes
in different contexts, positions and orientations, and image composition. The
dataset included 250 images of 15 different shapes, as summarized in Table 2
(first and second column). It was collected from various repositories on the In-
ternet1. Sample images for each shape type are shown in Figure 4. Specifically, a
separate experiment was run for each shape class, and an incremental approach
was adopted for each experiment. The models database was initialized with all

1 The shape dataset can be downloaded at
http://lacam.di.uniba.it/∼ferilli/ufficiale/res/shapes dataset.zip.



26 S. Ferilli et al.

Table 2. Dataset composition

Category Images Recognized Last failure

Red Cross images in various scenarios 35 23 (68%) 35

Human hands 20 13 (68%) 13

Fighter aircrafts 30 18 (62%) 16

Simple geometric shapes in various orientations 10 9 (100%) –

Trifoil 10 9 (100%) –

Bat shape 20 17 (89%) 3

Ferrari horse 10 9 (100%) –

W letter 20 18 (95%) 3

S Letter 20 19 (100%) –

Machine gun, AK-47 10 7 (78%) 4

Mozart 15 13 (93%) 7

Hen 10 9 (100%) –

House 20 15 (83%) 5

Key 10 8 (89%) 2

Italy Map 10 9 (100%) –

Average 88%

the images in the other classes; then the available images for the class under con-
sideration were progressively submitted to the system, and whenever an image
was not correctly recognized, it was added to the database before submitting
the next images. We disabled mirroring tolerance in this experiment, to check
whether and how it affects recognition performance.

As expected, the recognition performance improves with the growing num-
ber of images (i.e., models) in the database (remember that many models may
be associated to one class): as more models are available in the repository, the
number of recognized images grows constantly. Table 2 shows in the third col-
umn the number and percentage of recognized images (denoting accuracy), and
in the fourth column the number of the last non-recognized image that causes
an addition to the models database (denoting how quick the convergence is).
The figures are computed ignoring the first image, that (being a shape not yet
present in the repository) is obviously not recognized. In most cases, the initial
performance depends on the images already added to the database, which ex-
plains why at the beginning some images are not recognized. Then gradually, by
enriching the database incrementally, the sequence of images that are correctly
recognized grows steadily. Of course, even after many images have been added
to the database, there may be cases that are not correctly recognized and this
is due to the peculiarities of these images. For instance, in the ‘Red Cross’ class
the last image is not recognized. However, in most cases normal shapes already
inserted in the database are correctly identified.

As expected, the most problematic cases are those in which the target object is
taken in different perspectives and contexts, which results in significant changes
in their possible shapes. Indeed, for the ‘Red Cross’, ‘Hands’ and ‘Aircrafts’
subsets, looking at the specific images not recognized one can see that they



Contour-Based Progressive Identification of Known Shapes in Images 27

Fig. 4. Sample shapes from the test dataset

differ from the already inserted images mainly in their orientation and in the
configuration of the background. Conversely, for more standard shapes, such
as ‘Geometric shapes’, ‘Trifoil’, ‘Ferrari’, letter S and Italy, the addition of the
very first shape is sufficient to completely and correctly learn its model. Also,
the good performance on letters might indicate that the proposed technique
can be a valuable tool for recognizing printed symbols in general. This raises
an additional question, concerning how many images the technique needs in
the database in order to have a stable performance. Differently from the cases
just discussed, where just one tagged image is sufficient for the technique to
subsequently recognize that shape in all future images, for some other shapes it
takes more images to make the technique start recognizing shapes steadily. From
our observations we found that, in most cases, it is necessary and sufficient to
insert in the database images that represent distinguishing features of the shape
orientation or direction. For example, for the Mozart silhouette, the two images
that were added to the model database are those depicting Mozart in left and
right orientation, respectively. After the latter was added to the database, the
system recognized successfully all the following images that represent both left
and right orientation. This confirms that the shape orientation is important
in order for the system to behave correctly, and that in some cases mirroring
tolerance is necessary. It is a topic of future work assessing the tradeoff between
accuracy and computational cost due to the introduction of mirroring tolerance.
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5 Conclusion

Information expressed by images can be hardly accessed, due to the semantic
gap separating the raw set of pixels from their overall perceptual meaning. Nev-
ertheless, images are very information-dense elements, and hence being able to
understand their content would help to improve image indexing and retrieval
in digital libraries. This work specifically focuses on Object Recognition, as a
fundamental task towards a high-level description of the image content in terms
of the objects contained and their inter-relationships. A progressive technique is
proposed, that integrates and improves a set of existing representation and pro-
cessing techniques for identifying objects belonging to known classes for which
model shapes are available. A prototype implementation of the proposed ap-
proach suggests that effective recognition can take place, with reasonable effi-
ciency in terms of time and space resources. It can recognize objects based on
their shape, independently of scaling, translation, mirroring and (2D) rotation.

Future work will concern finding a mix of features that are sufficiently com-
plementary to significantly improve recognition performance over application
of shape recognition alone, while not increasing excessively the computational
burden. Moreover, we are working on devising strategies for exploitation of the
high-level description provided by this technique, both for document understand-
ing and indexing. Other directions for investigation concern the improvement of
the pre-processing step, for providing a better input to the recognition engine,
a larger evaluation on benchmark datasets and an assessment of what kinds of
images can profitably make use of this technique.
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Abstract. Classical Greek and Latin culture is the very foundation of
the identity of modern Europe. Today, a variety of modern subjects and
disciplines have their roots in the classical world: from philosophy to ar-
chitecture, from geometry to law. However, only a small fraction of the
total production of texts from ancient Greece and Rome has survived
up to the present days, leaving many ample gaps in the historiographic
records. Epigraphy, which is the study of inscriptions (epigraphs), aims at
plug this gap. In particular, the goal of Epigraphy is to clarify the mean-
ings of epigraphs, classifying their uses according to dates and cultural
contexts, and drawing conclusions about the writing and the writers.
Indeed, they are a kind of cultural heritage for which several research
projects have recently been promoted for the purposes of preservation,
storage, indexing and on-line usage. In this paper, we describe the sys-
tem EDB (Epigraphic Database Bari) which stores about 30,000 Chris-
tian inscriptions of Rome, including those published in the Inscriptiones
Christianae Vrbis Romae septimo saeculo antiquiores, nova series edi-
tions. EDB provides, in addition to the possibility of storing metadata,
the possibility of i) supporting information retrieval through a thesaurus-
based query engine, ii) supporting time-based analysis of epigraphs in
order to detect and represent novelties, and iii) geo-referencing epigraphs
by exploiting a spatial database.

Keywords: Epigraphy, Information Retrieval, Knowledge Bases, Nov-
elty Detection, Spatial Databases.

1 Introduction

Many countries are nowadays interested in the valorization of the cultural her-
itage, since it is widely recognized that cultural heritage resources have signif-
icant implications for development (both as a knowledge basis and in terms
of commercial exploitation). For this aim, many institutions which collect and
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Fig. 1. An example of epigraph

preserve cultural heritage have shown a great interest in the digitalization of
their resources and in the exploitation of mechanisms to provide online access
to digitalized products.

According to the definition reported in the 1972 UNESCO “World Heritage
Convention” - Article 1 - cultural heritage refers to “monuments”, “groups of
buildings” and “sites” which are of outstanding universal value historically, artis-
tically or scientifically. However, the concept of cultural heritage has recently as-
sumed a broader connotation and includes, among other things, tangible, move-
able objects such as works of art, artifacts, scientific specimens, photographs,
books, manuscripts and recorded moving image and sound [2].

In the literature, several systems have been proposed for the analysis, also
through knowledge technologies, of digital Cultural Heritage resources and meta-
data. Typically, they are developed in the context of research projects such as
MASTER [13], MEMORIAL [4], D-SCRIBE [11][12], CULTURA [1], PROMISE
[10], COLLATE [9] and CDLI (http://cdli.ucla.edu). They are either gen-
eral purpose projects or focused on specific types of artifacts (e.g. COLLATE
focuses on digitalized film archives of the Second World War) but none of them
take into account the specific case of epigraphs.

Epigraphs are invaluable sources of information that provide us with a myriad
of useful information of the past (an example of epigraph is shown in Figure 1).
They play the role of “time capsules” for example by allowing us to shed light
on otherwise undocumented historical events, or to gain new knowledge of local
laws and customs, and even to determine the date and producer of a given
piece of lead piping. Epigraphy also documents the evolution of languages and
scripts, although indirectly. In some cases, such as that of the Rosetta Stone,
it can provide those key insights that allow for the successful deciphering of an
unknown script.

In recent years, the tendency to create epigraphic databases for storing both
images of epigraphs and associated metadata, as well as for supporting retrieval
functionalities has emerged [8]. Examples are [6] and, more recently, [3] which
exploit the EPIDOC schema [5] to guarantee uniform representation of epi-
graphic metadata. In the particular case of [3], the authors propose the Hispania

http://cdli.ucla.edu


EDB: Knowledge Technologies for Ancient Greek and Latin Epigraphy 31

Epigraphica database which allows the representation and the exploitation of
semantic links between entities.

However, four main problems have, up to now, affected epigraphic databases:

1. Retrieval capabilities should take into account possible evolutions of the lan-
guage, possibly due to the influence of other languages (e.g. in the Middle
age) which lead to aberrant forms. Preserving retrieval effectiveness in these
cases requires the consideration of a thesaurus which plays the role of back-
ground knowledge to be used for retrieval purposes.

2. Classic epigraphy has evolved into three strictly separate disciplines, i.e.
Greek, Latin and Christian epigraphy, characterized by separate collections
and corpuses used for reference, separate publications, separate populations
of scholars and researchers. Indeed, different languages require different back-
ground knowledge to be exploited.

3. Data available in the databases can be used to extract knowledge through
the application of data mining algorithms (following previous studies that
use data mining algorithms for the analysis of digitalized cultural heritage
resources [7]).

4. Epigraphs have traditionally been featured in non-geographical data bases.
This results in the fact that several inscriptions that should be linked be-
cause of thematic or historic commonalities are scattered across multiple
collections. Geo-referencing would help to overcome this limitation.

In this paper, we present EDB (Epigraphic Database Bari) which concentrates
on the valorization of the huge Italian cultural heritage and, in particular, on
the valorization of Christian inscriptions in Rome. EDB actually stores around
30,000 Christian inscriptions and provides an answer to the problems described
before. It stores metadata, such as the type of support (e.g. marble), the approx-
imate period, the engrave technique, the current position and the text. More-
over, in the retrieval phase it expands queries by exploiting a thesaurus which
includes more than 3000 relationships between terms. It also integrates a data
mining algorithm which faces a novelty detection task. In this way, it is possible
to identify relevant (frequent) changes in the properties of the inscriptions over
time. Finally, it embeds a spatial database used to geo-reference epigraphs.

The paper is organized as follows. In the next section, we describe the sys-
tem architecture of EDB. In Section 3, we describe the application of EDB to
the inscriptions published in the Inscriptiones Christianae Vrbis Romae sep-
timo saeculo antiquiores, nova series editions. Finally, in Section 4, we report
conclusions and delineate some future work.

2 System Architecture

The general architecture of the proposed system consists of several components,
each of which is in charge of performing specific tasks, and of a set of different
data sources (see Figure 2). A summarized description of each of them is reported
in the following subsections.
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Fig. 2. System architecture

2.1 Data Sources

Since the main goal of the system is to store and retrieve data about epigraphs,
the main data source is the Epigraph Database, which, together with the text of
the epigraphs, stores a set of metadata about dating, original context, current
location, related literature, etc.

The Literature Database stores metadata about scientific papers in which
epigraphs have been studied. These metadata can include, but are not limited
to, the authors, the journal, the year of publication, the citations, etc. Each
epigraph stored in the Epigraph Database can be associated to one or more
scientific papers stored in this database.

The Knowledge Base stores the knowledge extracted by the Data Mining
Module, i.e. patterns of interest in the form of rules, clusters, etc.

The Image Repository stores photos of the epigraphs. This repository can be
either internal or external, as well as an integration of internally produced and
external resources.

The Thesaurus data source is useful to support retrieval tasks. In particular, it
gives the possibility to enhance and/or expand the user’s query to better match
data stored in the epigraph database. This aspect is detailed later in the Section
2.3.
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The Geographic Database stores data about geographic positions. It can be
either an internal or an external resource (e.g. a web service). One or more
geographic positions can be associated to each epigraph, which can represent
either the locations where the epigraph (or an its fragment) was found or the
position where the epigraph is currently located.

2.2 System Components

The User Interface component allows users to interact with the system. In par-
ticular, this component is in charge of translating each user action to a request to
other system components and to properly show the returned results. Although
in Figure 2 a single actor is reported, it is noteworthy that different types of
users may interact with the system. In particular:

– Administrators, which access the system to manage users and services;
– Compilers/Epigraphists, which are the domain experts in charge of in-

serting, editing and deleting data about epigraphs to/in/from the main
database, as well as of managing the image repository and the literature
related to the epigraphs;

– Web users, which are mainly interested in retrieving information about
archived epigraphs according to many different filtering criteria;

– Data Analysts, whose goal is to analyze data in order to extract valuable
knowledge from them.

The Retrieval Module exposes an interface to query the Epigraph Database.
This is the central component of the system, through which users, as well as
other components of the system, can access data to perform their own tasks.

In particular, the main goal of this component is to retrieve epigraphs which
satisfy a given set of filtering criteria. Such filters can be defined on the epigraphs’
text, as well as on their metadata, which include the dating, the related liter-
ature and the geographic position about their original context or about their
current location. Therefore, this component has to access directly to the Epi-
graph Database, to the Literature Database and to the Geographic Database.
Furthermore, since performing the retrieval on the basis of the epigraph’s text
could be tricky when aberrant forms are present (see Section 2.3), this compo-
nent also exploits the Thesaurus data source.

The Export Module offers a service to other systems that need to access to
information about epigraphs, acting as a bridge between them and the Retrieval
Module.

The Data Management Module performs the tasks which are mainly related
to the activity of compilers. In particular, this component allows the users to
insert, edit and delete data about the epigraphs and manage all their aspects,
such as the related literature and the geographic positions associated to the
original context or to the current location of conservation.

The Image Management Module allows the users (mainly compilers) to man-
age, i.e. insert into, editing or deleting from, the image repository. Part of the
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Fig. 3. On the left, an example of aberrant forms of the term “vixit”. On the right, a
set of terms which can be mapped to the same term “vivus”.

image repository is obtained via web queries to the Pontificia Commissione di
Archeleogia sacra (PCAS) web site1.

The Data Mining Module allows the users (mainly data analysts) to execute
data mining algorithms on the available data, in order to discover valuable knowl-
edge, which is then stored in the Knowledge Base. This component accesses data
through the Retrieval Module. An example of data mining task which can be
applied to epigraphs is reported in Section 2.4.

2.3 Dealing with Aberrant Forms through a Thesaurus

Among all the possibilities that a user can exploit to find an epigraph of interest,
the text-based search on the inscription is one of the most straightforward way
provided by the Retrieval Module.

However, in this particular domain, a simple matching strategy between the
query and the text of the inscriptions stored in the database can easily fail, since
i) the same term could have changed in its phonetic or orthography over time
(aberrant forms) and ii) many different terms semantically map to the same
concept (see Figure 3).

In this context, it is useful to design a thesaurus containing the relations
between aberrant forms and normal forms as well as the sets of terms which
map to the same concepts. In this way, the quality of the results returned by the
Retrieval Module can be substantially improved, since it can easily map each
term contained in the query and in text of the inscriptions to its normal form
(and/or to the term which express the general concept), before verifying the
matching between the query and the inscription.

2.4 Novelty Detection

In this subsection we report one of the possible data mining tasks, called novelty
detection, which can be applied on data about epigraphs. In particular, the main
goal of this task is to identify emerging patterns, that is, patterns which show
relevant changes (in frequency) over time. Therefore, this task is strongly related
to the temporal dimension associated to the epigraphs.

1 http://pcas.xdams.net/pcas-web/home.html

http://pcas.xdams.net/pcas-web/home.html
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Since epigraphs can usually be associated to an historical period (dating),
even to a single year or to a definite time interval, it could be interesting to
identify how social and cultural changes over time have affected the epigraphs,
in the phonetics or in the orthography as well as in the used materials or in the
executing techniques.

This task requires to deal with several pre-processing issues. In particular:

– Identification of the reference objects and of the task-relevant objects. In this
case, target objects are clearly the epigraphs, while the task relevant objects
are the materials, the executing techniques, the different kinds of writing,
etc.

– Definition of proper time intervals (or time windows), which consists in the
identification of an adequate number of intervals and in the choice of the
discretization method to apply (e.g. equal width, equal frequency, clustering-
based discretization).

– Feature selection, that is, identification of features of interest among all the
available ones, in order to focus the algorithm only on the relevant data.

In the following we report two examples of possible emerging patterns, ex-
pressed as a list of logical predicates, which could be discovered by applying
novelty detection algorithms to data about epigraphs.

[250, 349]→ [350, 399] : epigraph(E), transcription(E, T ), term(T, “vixit”)
(1)

[250, 349] → [350, 399] : epigraph(E), pertinence area(E, “Via Appia”) (2)

In the example (1), the discovered pattern describes a relevant increase of the
number of epigraphs containing the term “vixit” in their transcription, in the
time interval [350, 399] with respect to the time interval [250, 349]. The pattern
in the example (2) emphasizes an increased amount of epigraphs in the area of
“Via Appia”, in the same period.

The discovered patterns can be ranked according to some measures of rel-
evance, such as the growth rate, which represents the relative variation of the
support of the pattern in the considered time intervals.

It is noteworthy that the discovered patterns can suggest the researchers some
relevant aspects that are worth to be deeply investigated, since they can describe
social and cultural changes otherwise difficult to identify in the huge amount of
available data.

3 Application to Roman Inscriptions

EDB (Epigraphic Database Bari)2 is an online, freely accessible, database hosted
by the University of Bari. It includes about 30000 Christian inscriptions of Rome,

2 http://www.edb.uniba.it

http://www.edb.uniba.it
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including inscriptions published in the Inscriptiones Christianae Vrbis Romae
septimo saeculo antiquiores, nova series (ICVR) editions. The ICVR editions
started in 1922 with the first volume and is going to end with the eleventh
volume in the next years.

Similar initiatives are EDR (Epigraphic Database Roma)3, EDH (Epigraphic
Database Heidelbergh)4 and HE (Hispania Epigraphica)5. However, they actu-
ally do not offer the possibility of performing complex text-based search, also
with the help of the thesaurus. Furthermore, data about epigraphs are not en-
tirely reported in each of these databases, since they may focus on different
specific aspects. The project EAGLE (Europeana network of Ancient Greek
and Latin Epigraphy), indeed, aims at the creation of a federation of these
databases (including EDB), in order to allow the researcher to retrieve data
about epigraphs in an integrated way from all the databases.

Currently, EDB includes the text and the metadata of around 30000 inscrip-
tions, discovered, classified and enriched with semantic metadata by Carlo Car-
letti and his team. EDB makes freely available over the web the inscriptions

Fig. 4. Screenshot of the EDB’s main page

3 http://www.edr-edr.it
4 http://edh-www.adw.uni-heidelberg.de
5 http://eda-bea.es

http://www.edr-edr.it
http://edh-www.adw.uni-heidelberg.de
http://eda-bea.es
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(a) Screenshot of the search web page. (b) Screenshot of the geographic position
for the context coem. Callisti area subdialis.

Fig. 5. Examples of functional screenshots of the EDB web interface

discovered over 25 years of archeological studies inside the Roma’s catacombs.
EDB allows access to an unique cultural heritage which is in its major part not
accessible by public visitors.

Figure 4 shows the main page of the EDB web site. In order to maximize the
user experience, EDB is implemented using HTML5 and CSS3. This allows users
to fully access the information stored in EDB using a common web browser, a
tablet or a smartphone. Moreover, all the functionalities of the web applications
are exposed through a restful interface [14].

The main functionality offered by EDB is in the epigraph search. In Fig-
ure 5a the basic search web page is presented. Epigraphs can be retrieved on
the basis of their EDB identifier, their ICVR volume and number, by the reli-
gious identity of the epigraph (Christian, Jewish and Pagan), by the area and
context of pertinence, as well as by specifying a textual query and using the the-
saurus. The text for a query can be written using latin words and greek words
by enabling an automatic greek inputter inserted in the query web page. For
example (see Figure 5a) if the user searches for epigraphs of type Christian,
which are discovered on the via Appia, in the context coem. ad Vibiam and such
that their text contains vixit, EDB currently retrieves 11 matching inscriptions
(see Figure 6). This figure shows the text of the inscriptions and the related
metadata.
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Fig. 6. Screenshot of a query result page of EDB

Figure 7 shows information stored for the epigraph 14387. In particular, it
shows information on (from the top left corner) the ICVR volume, the reference
literature, the area of pertinence and its context, the place where the inscription
is physically stored, the support and the technique used, the editing time (which
is estimated by archeologists), a link to the image of the inscription on the PCAS
web site and, finally, its text.

Moreover, thanks to the spatial database, all the inscriptions stored in EDB
are geo-referenced. Figure 5b shows as example the geographic position of the
coem. Callisti area subdialis situated in the via Appia.

All the stored information allow us to evaluate the effort made by the arche-
ologist and by EDB ecosystem to add valuable information to the text of the
epigraph. This is the added value of the EDB project.
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Fig. 7. Screenshot of the epigraph EDB-14387

4 Conclusions

This paper presents the system EDB which supports epigraphists in storing,
managing and retrieving information on a large repository of Italian inscrip-
tions found in the area of Rome. Peculiarities of the proposed system are in the
possibility of managing, in addition to metadata, geo-spatial information and ref-
erences which cite the specific epigraph. EDB also supports time-based analysis
of epigraphs which aims at detecting and representing changes of inscriptions in
their properties/metadata over time.

By means of its web interface, it also allows (possibly non-expert) web-users
to define search queries and retrieve all the necessary information. Search queries
are automatically expanded by the system, according to a thesaurus, in order to
consider aberrant forms.

The effectiveness of EDB is proved by its current and extensive use by a team
of epigraphists which elaborate a set inscriptions discovered over 25 years of
archeological research and studies inside the Roma’s catacombs.
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Abstract. This paper describes the innovative annotation facilities of the 
CULTURA portal for digital humaties, which are aimed at improving the  
interaction of non specialist users and general public with cultural heritage con-
tents. The annotation facilities are comprised by two modules: the FAST anno-
tation service as back-end and the CAT Web front-end integrated in the 
CULTURA portal. 

1 Introduction 

Almost everybody is familiar with annotations and has his own intuitive idea about 
what they are, drawn from personal experience and the habit of dealing with some 
kind of annotation in everyday life, which ranges from jottings for the shopping to 
taking notes during a lecture or even adding a commentary to a text. This intuitiveness 
makes annotations especially appealing for both researchers and users: the former 
propose annotations as an easy understandable way of performing user tasks, while 
the latter feel annotations to be a familiar tool for carrying out their own tasks. There-
fore, annotations have been adopted in a variety of different contexts, such as content 
enrichment, data curation, collaborative and learning applications, and social  
networks, as well as in various information management systems, such as the Web 
(semantic and not), digital libraries, and databases. 

The role of annotations in digital humanities is well known and documented [1-6]. 
Subsequently, many different tools which allow for the annotation of digital humani-
ties content have been developed. Unfortunately, tools designed specifically for an 
individual portal are typically only compatible with that system. More general solu-
tions, which can be easily distributed across various sites, have been developed, but 
these systems often have limited functionality (only annotating a single content type, 
no sharing features etc.) [7-8]. 

FAST-CAT (Flexible Annotation Semantic Tool - Content Annotation Tool) is a 
generic annotation system that directly addresses this challenge by providing a conve-
nient and powerful means of annotating digital content. This paper introduces FAST, 
the backend service providing powerful annotation functionalities, and CAT, the  
frontend Web annotation tool, and discusses how its features are tackling important 
challenges within the Digital Humanities field. 
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FAST-CAT is being developed as part of the CULTURA project [9-10]. A key as-
pect of CULTURA is the production of an online environment that empowers users, 
of various levels of expertise, to investigate, comprehend and contribute to digital 
cultural collections. FAST-CAT is a key component of this environment and is cur-
rently being trialed with the help of three different user groups. 

The paper is organized as follows: Section 2 explains the fast annotation model and 
the search functionalities on top of it; Section 3 describes the CAT annotation interac-
tion model; Section 4 introduces the FAST-CAT architecture; Section 5 discusses the 
CULTURA environment; and, Section 6 draws some conclusions and outlook future 
work. 

2 FAST Annotation Model 

The FAST annotation service adopts and implements the formal model for annota-
tions proposed by [3] which has been also embedded in the reference model for digi-
tal libraries developed by DELOS, the European network of excellence on digital 
libraries [11]. 

According to this model, an annotation is a compound multimedia object which is 
constituted by different signs of annotation. Each sign materializes part of the annota-
tion itself; for example, we can have textual signs, which contain the textual content 
of the annotation, image signs, if the annotation is made up of images, and so on. In 
turn, each sign is characterized by one or more meanings of annotation, which specify 
the semantics of the sign; for example, we can have a sign whose meaning corres-
ponds to the title field in the Dublin Core (DC) metadata schema, in the case of a 
metadata annotation, or we can have a sign carrying a question of the author’s about a 
document whose meaning may be “question” or similar. 

An annotation has a scope which defines its visibility (public, shared, or private), 
and can be shared with different groups of users. Public annotations can be read by 
everyone and modified only by their owner; shared annotations can be modified by 
their owner and accessed by the specified list of groups with the given access permis-
sions, e.g. read only or read/write; private annotations can be read and modified only 
by their owner. 

Figure 1 shows an example of annotation which summarizes the discussion so far. 
The annotation, with identifier a1 and namespace fast, is authored by the user 
ferro. It annotates a document containing a novel, whose identifier is doc1 and 
which belongs to the namespace dl1 of a digital library which manages it. The anno-
tation relates to another document containing a translation of the novel, whose iden-
tifier is doc35 and which belongs to the namespace dl2 of a digital library different 
from the one which manages doc1; in addition, it relates also to the Web page of the 
publisher of the novel, whose identifier is http://www.publisher.com/ and 
which belongs to the namespace fweb, used for indicating Web resources. 

In particular, a1 annotates two distinct parts of doc1. It annotates an image contained 
in the PDF of the novel by using a textual sign whose content is “This is a common picture 
for this novel” and whose meaning is to be a comment in the fast namespace. It also  
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be dealt with exact match searches while unstructured content can be dealt with best 
match searches. These two different types searches may need to be merged together in 
a query if, for example, the user wants to retrieve annotations by a given author about 
a given topic; this could be expressed by a boolean AND query which specifies both 
the author (structured part) and the content (unstructured part) of the annotations to be 
searched. Nevertheless, boolean searches are best suited for dealing with exact match 
searches and they need to be somewhat extended to also deal with best match 
searches. Therefore, we need to envision a search strategy able to express complex 
conditions that involve both exact and best match searches. The “P-norm" extended 
boolean model proposed by [12] is capable of dealing with and mixing both exact and 
best match queries, since it is an intermediate between the traditional boolean way of 
processing queries and the vector space processing model. Indeed, on the one hand, 
the P-norm model preserves the query structure inherent in the traditional boolean 
model by distinguishing among different boolean operators (and, or, not); on the other 
hand, it allows us to retrieve items that would not be retrieved by the traditional boo-
lean model due to its strictness, and to rank them in decreasing order of query-
document similarity. Moreover, the P-norm model is able to express queries that 
range from pure boolean queries to pure vector-space queries, thus offering great 
flexibility to the user. 

The hypertext that connects documents to annotations calls for a search strategy 
that takes it into consideration and allows us to modify the score of annotations and/or 
documents according to the paths in the hypertext. For example, we could consider 
that an annotation, retrieved in response to a user query, is more relevant if it is part of 
a thread where other annotations have also been retrieved in response to the same 
query rather than if it is part of a thread where it is the only annotation that matches 
the query. 

The FAST Context Set [13] has been defined in order to provide a uniform query 
syntax to FAST by using the Contextual Query Language (CQL) [14], developed and 
maintained by the Library of Congress in the context of the Z39.50 Next Generation 
(ZING) project. FAST provides conformance to CQL up to Level 2. 

3 CAT Annotation Interaction Model 

CAT is a web annotation tool developed with the goal of being able to annotate multiple 
types of documents and assist collaboration in the field of digital humanities. At present, 
CAT allows for the annotation of both text and images. The current granularity for an-
notation of text is at the level of the letter. For image annotations, the granularity is at 
the level of the pixel. This allows for extremely precise document annotation, which is 
very relevant to the Digital Humanities domain due to the variety of different assets that 
prevail. How this precision was achieved is discussed in section 3.1. 

There are two types of annotation which may be created using CAT; a targeted an-
notation and a note. A targeted annotation is a comment which is associated with a 
specific part of a document. This may be a paragraph, a picture or an individual word, 
but the defining feature is that the text is directly associated with a specific subset of 
the digital resource. Conversely, a note is simply attached to the document. It is not 
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For text, this serialized representation takes the form: 

<PathStart>;<OffsetStart>;<PathEnd>;<OffsetEnd> 
Where: 

• <PathStart> is the path to the element which contains the start of the user’s 
selection. 

• <OffsetStart> is the offset into the start element where the beginning of the 
selected text may be found. 

• <PathEnd> is the path to the element which contains the end of the user’s se-
lection. 

• <OffsetEnd> is the offset into the end element where the end of the selected 
text may be found. 

For images, the form is: 
<Path>;<OffsetX>;<OffsetY>;<AnnotationH>;<AnnotationW> 

Where: 
• <Path> is the path to the annotated image. 
• <OffsetX> and <OffsetY> are the position of the upper left corner of the 

annotation. 
• <AnnotationH> and <AnnotationW> are the height and width of the anno-

tation within the image. 

In both cases, the path is computed using a modified version of the open source 
Okfn annotator [7] range class. In order to improve cross browser compatibility, CAT 
replaces Okfn’s XPath pointers with CSS selectors. There are two reasons for this 
change. Firstly, different browsers will render pages in different ways, which means 
that XPath is not always a reliable means of locating a specific element in the markup. 
Secondly, support for XPath has been removed from current releases of jQuery. CSS 
selectors, however, are still supported and hence are the more suitable choice. 

Additionally, rather than using browser ranges, CAT uses Rangy [20] ranges. Ran-
gy is an open source JavaScript library which creates a virtual representation of a 
selected range that is independent of the browser being used. Rangy can then map this 
virtual range to the current page, taking into consideration the browser being used. 
Pointers are generated with respect to this virtual range so that the result should  
always evaluate to the same document location regardless of the environment. 

FAST provides a pointer field as part of an annotation’s representation. This is 
a free-text field, allowing CAT to define its own format for indicating the section of a 
document with which an annotation is associated. The serialized representation of the 
annotated range is stored at this location. 

4 Architecture 

4.1 FAST Architecture 

The FAST annotation service comprises three sub-systems: 

 logging infrastructure: lays behind all the components of the FAST system, 
captures information such as the user name, the IP address of the connecting host, 
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the action that has been invoked by the user, the messages exchanged among the 
components of the system in order to carry out the requested action, any error 
condition, and so on. Moreover, as far as the FAST RESTful Web Application is 
concerned, it captures also the HTTP logs and represents them according to the 
W3C Extended Log File Format [15]. Furthermore, the log events can be  
accessed and searched interactively by means of (possibly) complex extended 
Boolean queries, comprising both exact and best match clauses, giving thus the 
possibility to mine and fully exploit them; 

 

Fig. 3. Architecture of the FAST annotation service 

 access control infrastructure: takes care of monitoring the access to the various 
resources and functionalities offered by the system. On the basis of the requested 
operation, it performs: (i) authentication, i.e. it asks for the user credentials before 
allowing to perform an operation; (ii) authorization, i.e. it verifies that the user 
currently logged in holds sufficient rights to perform the requested operation; The 
access control policies can be dynamically configured and changed over the time 
by defining roles, i.e. groups of users, entitled to perform given operations. This 
allows institutions to define and put in place their own rules in a flexible way ac-
cording to their internal organization and working practices. Moreover, the access 
control infrastructure provides fine-grained control over the access to the specific 
resources, based on the permission granted to the resources, e.g. only the owner 
of a private resource and read it, even if the reading of that resource is granted to 
all roles; 

 provenance infrastructure: keeps fine trace, for each resource managed by the 
system, of its full lineage since its first creation, allowing us to reconstruct its fully 
history and modifications over the time. Provenance events are statements about a 
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resource of the form: <when> <who> <predicate> <what> <why> 
where <when> is the time stamp at which the event occurred; <who> is the user 
who caused the event; <predicate> is the action carried out in the event, i.e. 
CREATED, READ, or DELETED; <what> is the resource originated by the 
event, i.e. a dump of the actual content of the resource; and <why> is the motiva-
tion that originated the event, i.e. the operation performed by the system that led to 
a modification of the resource. For all these events, a dump of a resource is stored 
in the Provenance Infrastructure, thus allowing us to access to the different versions 
of it over the time, even after it has been deleted from the system. 

The FAST annotation service is exposed as a RESTful Web Service [16] which al-
lows for the development of different applications and plug-ins over it in an open, 
collaborative, and scalable way which ensure sustainability over the time. 

The FAST annotation service has been developed by using the Java3 programming 
language, which ensures good portability of the system across different platforms. We 
used the PostgreSQL4 DataBase Management System (DBMS) for the actual persistence 
of annotations and its full text extension for indexing and searching the full text compo-
nents of the managed resources. The Apache Tomcat5 Web container and the Restlet6 
framework have been used for developing the FAST RESTful Web Application. 

4.2 CAT Architecture 

The architecture of the CAT annotation tool is comprised of two layers; A client-side 
front end, coded using JavaScript and jQuery, and a Drupal 7 module back end,  
written in PHP. 

The front end runs in the user’s browser and provides them with a user interface 
through which they can interact with annotations. When a user has chosen a particular 
course of action, the data is passed into the logic module where their request can be 
processed. Depending on the nature of the request, certain third party libraries may be 
used in the procedure. For example, in the process of annotating a text object, the 
location of the text in the document must be recorded in a cross platform manner. In 
order to do this, a representation of the highlighted range is generated using rangy. 
This is a purely virtual range which means it is slightly slower than using the brows-
er’s range, but it has the advantage of being cross platform. Using a modified version 
of the Okfn path finder, the logic then computes a serialized path to the selected loca-
tion represented by rangy which can be stored as a pointer in FAST. When annotating 
images, the process is the same except that jCrop [21] provides details of the selected 
region rather than Rangy. Retrieving an annotated region is simply the reverse of this 
process.  

The representation of an annotation created here is a simplified version of the 
FAST description of the annotation. This is to minimize the amount of data that a user 
                                                           
3 http://www.oracle.com/technetwork/java/index.html 
4 http://www.postgresql.org/ 
5 http://tomcat.apache.org/ 
6 http://www.restlet.org/ 
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must send and receive to and from the server. For example, details such as namespac-
es are added on the back end rather than on the front end (and thus are managed by 
the site administrator). Furthermore, when managing details such as groups, the user’s 
permissions are derived from the verbose annotation description on the server and 
then passed as a single value in the simplified representation. 

 

Fig. 4. Architecture of the CAT annotation tool 

The Drupal 7 module on the back end acts as a relay between FAST and the user. 
Requests for annotation creation, deletion, download etc. are passed from the front 
end to a request handler function on the back end. This callback function structures 
the data sent by the front end so that it conforms to the FAST schema and then gene-
rates the HTTP packets to be transferred. There is some logic applied at this point to 
determine which packets need to be sent and in what order for the request to be ful-
filled. Once the system is ready, the packets are sent on to FAST. The Drupal module 
then waits for a response from the remote service. When one is received, the result is 
returned to the front end via the same callback function through which the request 
was initially made. 

The choice of a Drupal module as a means of implementation means that adding 
FAST-CAT to any site using the Drupal CMS should be a very simple process. Addi-
tionally, as the Drupal module is only acting as a relay, it should be a relatively  
simple process to swap out the back end for a more server agnostic implementation, 
allowing FAST-CAT to be deployed on any website, rather than only those using the 
Drupal 7 content management system. 
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Certain requests such as creating and viewing annotations require user authentica-
tion by FAST. As FAST is a stand-alone service, it maintains its own record of user 
accounts and login details. This means that for each user who is registered on the 
CULTURA site (see section 5), a separate account must be created for them in FAST. 
CAT performs this registration automatically. 

5 The CULTURA Environment 

CULTURA7is a three year, FP7 funded project, scheduled to finish in February 2014. 
Its main objective is to pioneer the development of personalised information retrieval 
and presentation, contextual adaptivity and social analysis in a digital humanities 
context. In its current form, it aims to provide adaptive and personalized access to two 
historical collections – the 1641 depositions [17] and IPSA [18].  

FAST-CAT has been integrated into the environment in order to provide users with 
an additional means of interacting with the portal, as well as to provide some feed-
back for CULTURA’s user model regarding a user’s interests. At present, CULTURA 
(and by extension FAST-CAT) is being evaluated by three groups of users. 

A team of MPhil students and professional researchers from Trinity College  
Dublin are using FAST-CAT as part of their teaching, collaboration and research into 
the 1641 depositions. These users will be testing the annotation tool in a free  
form manner. How they choose to annotate and what content they label is entirely 
determined by their own needs.  

The 1641 depositions are a collection of handwritten witness statements taken from 
Protestant men and women of all classes of society during the Catholic rebellion of 
1641. These documents provide an incredible insight into the state of Ireland, Scot-
land and England in the period surrounding the rebellion and are an unparalleled 
source of information in this field. The depositions are textual in content, so these 
students will serve only to evaluate the text annotation aspect of the tool. 

Providing an alternative insight to FAST-CAT is a group of secondary school stu-
dents from Lancaster who used the annotations as part of a project they were given 
during a lesson. Their experience was more guided than that of the masters students as 
they were directed to highlight information or points of interest using FAST-CAT and 
then deliver a presentation using annotations to help with organization. The focus of 
this lesson was on the 1641 depositions.  

Masters students in Padua will test the image annotation functionality of FAST-
CAT as part of their research into the Imaginum Patavinae Scientiae Archivum 
(IPSA) [18] collections of illuminated manuscripts.  

The IPSA manuscripts are a series of illustrated documents which describe the var-
ious properties of herbs and plants dating from as far back as the 14th century. They 
have the very rare and wonderful quality of having been incredibly accurately and 
realistically hand drawn from nature. While there is a Latin commentary for each 
plant, the real interest in these documents lies in the illustrations.  

                                                           
7 http://www.cultura-strep.eu/ 
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Similarly to the MPhil students, the approach of these masters students to annotat-
ing documents will be determined by their own research methodology. The intention 
is not to guide the users on how to use FAST-CAT, but rather to make them aware of 
the functionality provided and observe how they choose to apply it. 

The various features offered by FAST-CAT and its user interface will be evaluated 
in detail and comparisons will be drawn between the manner in which different user 
groups availed of annotations depending on their level of expertise and the type of 
documents examined. Furthermore, FAST-CAT will also help to drive CULTURA’s 
comprehensive user model by providing the site with updates on the user’s behaviour 
regarding document annotation. 

6 Conclusions 

It is the belief of the authors that FAST-CAT has huge potential as an annotation tool 
within the digital humanities field. However, it is still a young tool with much room 
for future expansion and enhancement. Some of the required additions are already 
known and are currently being developed. Others will be dependent on user feedback 
from test groups as they identify issues the experienced within their domains. 

A large facet of plans to improve FAST-CAT is to increase the range of content 
types with which it may be used. At present, it provides for the annotation of text and 
images. Possible additions to this list include dynamic content types such as SVDs. 

As was mentioned in section 4.2, it is possible to make FAST-CAT more server 
agnostic by swapping out the Drupal 7 back end for a more general php script. It is 
expected that this script will be developed and provided with future versions of 
FAST-CAT so as to increase the range of portals to which it may be applied 

Further to this, another part of the future development of FAST-CAT will be fo-
cused on improving the user’s experience. It is intended that the tool be as intuitive 
and easy to use as possible. How this will be achieved is to be this based on the feed-
back given by the user groups during the CULTURA trials. 
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Abstract. This document describes the Europeana Development and communi-
cation infrastructure, called EuropeanaLabs, built inside the EU projects Euro-
peana and Europeana v. 2. The EuropeanaLabs consists of a number of servers, 
storages and communication devices; it is used to create Virtual Machines, 
called sandboxes, used by Europeana foundation communities. EuropeanaLabs 
provides a test environment, for applications and demos, to several cultural 
heritage and technology projects, most of them funded by EU, in addition it fea-
tures a set of servers for cooperative work. In this paper we present the general 
architecture of the EuropeanaLabs infrastructure. 

Keywords: Digital Library infrastructure, Europeana, sandbox. 

1 Introduction 

In the wide public, the Europeana Digital Library is primarily perceived as a portal 
exposing a great amount of cultural heritage information. Even though this perception 
is not entirely misleading, Europeana is much more. More precisely Europeana is an 
open services platform enabling users and cultural institutions to provide, manage and 
access a very large collection of information objects representing digital and digitized 
content [9]. Europeana is also a set of resources and tools open to the Community for 
developing, creating and disseminating new information resources. The set of these 
instruments provides the infrastructure, called EuropeanaLabs, on which is based the 
development of Europeana. The EuropeanaLabs provides development environments 
and various tools for building and managing digital libraries. These tools range from 
application servers for harvesting data and metadata (eg Repox), to Customers Rela-
tionship Manager (CRM), to collaborative work environments, products management, 
software validation, application showcasing, etc. From the organizational point of 
view the Europeana DL is the result of a number of activities run by different actors 
located across Europe, coordinated by the Europeana Digital Library Foundation 
(EDLF).  

To define such a complex organization we can use the classical definition of In-
formation System (IS): “a combination of Information Technology (IT) and people's 
activities that support operations, management and decision making [8]”. 
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According to this definition, the Europeana Portal is a component of the system, 
more specifically it is a web application using the Europeana API to provide services, 
in particular content discovery, to the Europeana Digital Library. 

This paper focuses on, the computer system that act as a backend for Euro-
peanaLabs. 

2 The EuropeanaLabs 

As previously mentioned the Europeana DL is a collaborative work coordinated by 
EDLF and, up to today, the most part of the activities are carried on inside specific 
EU funded projects.  

From the organization point of view this means that the community of users work-
ing on Europeana is composed by autonomous teams, usually geographically distrib-
uted, and number and needs of the community do vary over time.  

We can individuated the following main features of the community of users work-
ing on Europeana: 

• Distribution: there are geographically distributed teams, working on separate proc-
esses, often needing a close interaction each other to execute their activities.  

• Heterogeneity: different teams can use different approaches for the same activity. 
For instance the various development teams could use different development 
methodologies.  

• Scalability: at any moment new teams can join (or retire from) the organization 
• Autonomy: every team must have a complete, autonomous working environment. 

Up to November 2012 the community working on Europeana is composed by 1660 
registered users, grouped in 42 main teams and each team works on one or more  
Europeana related activity. 

 

Fig. 1. The distribution of EuropeanaLabs community by email domains 
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In such a scenario, the role of EDLF is crucial. It is EDLF that coordinates activi-
ties of the Europeana community, collects and validates results, publishes them in 
Europeana (in form of new content or as new Europeana services).  

The EuropeanaLabs has been designed to implement all needed tools and facilities 
to enable community users and EDLF to carry on their tasks. 

 

Fig. 2. New users registered in EuropeanaLabs every year 

2.1 The Europeana Sandboxes 

Basically the EuropeanaLabs provides computational and storage resources in form of 
autonomous systems called Europeana sandboxes. 

Generally speaking, the term sandbox, in computing, may refer to: 

• an isolated runtime environment used to run untrusted code (security sandbox) 
• a testing environment that isolates untested code changes and outright experimen-

tation from the production environment or repository, in the context of software 
development including Web development and revision control (development  
sandbox)[1]. 

We designed Europeana sandboxes by joining features of both categories; essentially 
a Europeana sandbox has the following features: 

• it is a complete host computer on which a conventional operating system boots and 
runs 

• it provides a controlled set of resources (main memory, storage, cpu, etc) and is 
accessible via the network 

• it can be easily migrated between different hardware servers. 

Every team working on one Europeana project, can ask for one or more sandboxes 
for tasks related to their activity; if the request is accepted, sandboxes are created and 
assigned to the team.  

Europeana sandboxes are implemented using Hardware virtualization [6]: every 
sandbox is a Virtual Machine (VM). This is an obvious choice, virtualization paradigm 
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enable us to fully implement the specification defined by the project. The challenge  
is to define an architecture reliable, scalable and flexible enough to support the  
Europeana ambitious goals.  

2.2 Architectural Description 

The EuropeanaLabs infrastructure has been designed, developed and is maintained by 
CNR-ISTI. The work started in 2008: the initial configuration comprises a small 
server and a backup storage.  

Over the years the complexity of the infrastructure has increased with the complex-
ity of the project. It has finally conformed to a highly flexible, scalable and robust 
model. Among typical requirements for complex information systems (reliability, 
fault tolerance, etc) scalability is a major one for EuropeanaLabs: the infrastructure 
must be easily upgraded or remoulded to be adapted to the changing demands. The 
actual EuropeanaLabs model can really fulfil the current resources needs and easily 
meet the future ones, without requiring substantial changes. It comprises four main 
logical components: 

1. the computational component, 
2. the storage component, 
3. the network component, 
4. the administration component. 

 

Fig. 3. EuropeanaLabs infrastructure components 

The computational component, composed by 4 virtualization servers, is responsi-
ble of creating and running all the sandboxes and provides them with CPU and  
main memory. It also handles the storage space, remotely provided by the storage 
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component, making it available to the sandboxes. Finally, it provides Internet access 
to the sandboxes.  

The network component, is composed by 2 high speed network switches. It pro-
vides LAN services and Internet connectivity to both the servers and the sandboxes. 
The data traffic between the virtualization servers and storage servers is done through 
standard protocols (AOE and iSCSI) and isolated from the Internet traffic, thus form-
ing a storage area network (SAN). All network connections are made via a redundant 
structure both at the level of apparatuses that of physical links to provide fault  
tolerance and modularity.  

The storage resources, composed by 2 servers, are redundant (all disks are in 
RAID configurations) to provide fault tolerance. They have grown with the project 
both in size and technology, and moved from general-purpose operating systems to 
dedicated storage systems with specialized hardware with the aim of improving  
performance and modularity.  

The management and monitoring facilities, which make up the administration 
component, are provided by various software applications hosted on dedicated work-
stations. The management part makes use of standard hypervisor's tools, customized 
scripts and multiple servers management tools. The monitoring part uses Munin [3] to 
actively check all the relevant resources and services using a software agent installed 
on every virtualization and storage server. Another tool, Xymon [4], is used to check 
the status of the relevant network services of each sandbox without installing any 
software agent. The Internet traffic from and to the sandboxes is monitored in real 
time using tools like nProbe and nTop [5]. 

As all the sandboxes can be run on every virtualization server and have disk space 
provided by every storage server, this kind of architecture is reliable, flexible and 
easily expandable: virtualization servers can be added to increase the number of sand-
boxes, storage servers to increase the disks size, network switches to increase the 
number of connection links. If needed, all the sandboxes can be moved between  
virtualization servers, and the resources allocated to them can be changed. 

2.3 EuropeanaLabs Software 

The software used in the EuropeanaLabs infrastructure is open source. Besides from 
the servers operating system (Debian and OpenIndiana), the infrastructure needs  
hypervisoring, managing and monitoring software. “Hypervisor or virtual machine  
manager (VMM) is a piece of computer software, firmware or hardware that creates 
and runs virtual machines” [7]. As virtualization hypervisor Xen [2], being a widely 
tested and robust software, was chosen and installed on every virtualization server. 

The grown of the infrastructure over time and the analysis of its usage by the 
community has resulted in the need for a dedicated middleware to manage and moni-
tor all its resources, which can make the infrastructure still more flexible to adapt to 
the users requirements. We are currently working on this.  
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3 Conclusions and Future Works 

The infrastructure, after five years of deployment, has been set up to fulfil all Euro-
peana requirements. It currently provides enough computational, storage and commu-
nication resources to meet the needs of the project. It has the flexibility that allowed 
different reconfiguration to be done when needs have changed, has proved to be reli-
able with no data loss reported, has experienced minimal downtime without impacting 
the work of the Europeana community participants. 

However some work still has to be done in order to make the infrastructure more 
flexible and manageable, in particular we’re currently implementing the following 
features: 

• live migration of sandboxes from any server to any other, 
• monitoring and management operations done by a centralized middleware which 

would be able to define, create, migrate and destroy virtual machines and dynamically 
reallocate all the physical resources. 

Another mayor activity being carried on by ISTI team is the design and implemen-
tation of a new and dedicated user interface for monitoring the infrastructure’s re-
sources status and usage, aggregating existing control data in a different way and 
paying particular attention to dependencies between sandboxes.  
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Abstract. The building process of Sapienza Digital Library’s (SDL) digital  
resources was designed for collecting the information required by the Open 
Archival Information System (OAIS) Preservation Description Informa-
tion(PDI): Provenance, Reference, Fixity, Context, and Access Rights Informa-
tion. The Submission Information Packages’(SIP) preservation metadata was 
encoded in the semantics of the PREMIS standard which is the implementation 
metadata set, mapped from the OAIS conceptual model. The conformant im-
plementation of the PREMIS standard was one of the principles which per-
meates the SIP building process. All relevant legal aspects and formal agree-
ments, referred to the organizations involved in the different OAIS functions of 
the SDL digital repository, were analyzed and structured for their inclusion into 
the forthcoming AIP management, and for unleashing of the preservation strat-
egies, and for supporting the authenticity of resources. 
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1 Introduction 

The Sapienza Digital Library1 (SDL) is a research project undertaken by Sapienza 
Università di Roma (Sapienza), the largest Europe’s campus, and the Italian super-
computer center Cineca2, the 9th in the Top5003, which is a no profit consortium, 
made up of 54 Universities, 2 Research Institutions and Ministry of Education, Uni-
versity and Research. 

The SDL project aims to build an infrastructure supporting preservation, manage-
ment and dissemination of the past, present and future digital resources, containing 
the overall intellectual production of the Sapienza University[3]. 
                                                           
1  Sapienza Digital Library http://sapienzadigitallibrary.uniroma1.it (ex-

pected on May 2013) 
2   Cineca consortium http://www.cineca.it 
3   Top500 supercomputer sites http://www.top500.org/ 
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The digital infrastructure set up by the SDL project was build aiming at the  
conformance to the OAIS(ISO 14721:2003) functional model[1] and developing 
compliant services supporting the Long Term Digital Preservation (LTDP). 

Both two projects participants have built two repositories that can be defined in 
OAIS terms like “Cooperating: Archives with potential common producers, common 
submission standards, and common dissemination standards, but no common finding 
aids”. The interchanging repositories share a common metadata infrastructure based 
on the most spread metadata standards for digital libraries, and the Information Pack-
ages are replicated in both repositories. 

The provision of a SIP, equipped with the PDI required by OAIS, was considered 
an essential requirement in the design of both digital repositories and in the design of 
the metadata framework on which is based the IP exchange. 

2 The SDL Preservation Technical Strategy 

Sapienza’s organizations, or other organizations in legal agreement with a Sapienza’s 
organizations, will provide digital content for the Sapienza Digital library services 
supporting the digital curation activities. The SDL project agreement between Sapien-
za and CINECA has established the commitment of both in making up the services 
for digital preservation. Regarding to the preservation services, the replication of  
storage, geographically dispersed, is one of the technical strategy for the trustworthi-
ness[4] of the overall system. 
 

 

Fig. 1. SDL cooperating repositories, geographically dispersed  

The first repository, where Sapienza SIPs are created, is located in Rome at the  
Sapienza University. Every Sapienza SIP created is then replicated into the CINECA 
storage, which is located in Bologna. 
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The Sapienza SIP replicated is ingested and translated into corresponding AIP and 
DIP, that are managed by the SDL management system based on Fedora Commons4. 
Both systems (Sapienza and Cineca) share semantics about the common standardized 
description of the original SIP, produced by the Sapienza University. 

The Sapienza SIP contains metadata tailored on metadata documents’ models, that 
CINECA technological system translates in provision of services for archiving and 
dissemination. 

The technical level of interaction of the SDL and CINECA archives can be  
defined, in OAIS terms, as cooperating archives considering that the performed activ-
ities are based on a standard agreement and they have common SIP and DIP format 
and related communities of interest. The Sapienza SIPs produced by the University 
and stored in the Sapieza local dark archive, is replicated in the CINECA archive and 
ingested and translated in the SDL Archival Information Package and the correspond-
ing DIP, updated with the Events information and provided on request. 

As the OAIS specifies “The only requirement for [the Cooperating Archives]  
architecture is that the cooperating groups support at least one common SIP and DIP 
format for inter-Archive requests”, the SDL framework was designed on metadata 
specifications that are commonly used for SIP and DIP in the Sapienza-Cineca inter-
change scenario. In order to support the standard agreement cooperation, “a set of 
mutual Submission Agreements, Event Based Orders, and user interface standards to 
allow DIPs from one Archive to be ingested as SIPs by another”[1] was designed, and 
at this moment is under implementation. 

3 Designing the SDL metadata framework for LTDP 

The metadata framework conceived for SDL has respected the following require-
ments oriented to support the LTDP: 

• conformant with OAIS, in order to support the OAIS model of information, to 
fulfill the responsibilities for operating an OAIS Archive, and to underscore the 
trustworthiness of holding repositories[1]; 

• prearranged to hold different standard descriptions on which implementing future 
integration services, supporting the use of wide-ranging knowledge’s materials for 
different designated communities; 

• prearranged to the exchange with other digital library systems or other information 
management systems, maintaining the information about provenance; 

• prearranged to the LTDP and equipped with the essential metadata, enabling the 
long term management. 
 
The arrangement of consistent information supporting the LTDP has followed the 

structure of the Preservation Description Information (PDI), which is composed by 
information about PROVENANCE, REFERENCE, CONTEXT, FIXITY, and 
ACCESS RIGHTS. 

                                                           
4  Fedora Commons Repository System http://fedora-commons.org/ 
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Fig. 2. SDL responsibilities discharging based on a consistent PDI 

3.1 The CONTEXT and PROVENANCE Information 

The CONTEXT information contains pointers to its environment by means of struc-
tured information referred to the originating organization (Sapienza’s organizations 
libraries, museums, investigations departments). The CONTEXT information docu-
ments “why Content Information (CI) was created and how it relates to other CI ob-
jects existing elsewhere”[1]. 

The PROVENANCE information, which describes the source of CI, and in particu-
lar, “who has had custody of it since its origination, and its history (including process-
ing history)” is provided by the Sapienza’s organizations (both domain specific and 
technical) that produce, own, manage or have the custody of the CI. 

Because Sapienza’s University is a public institution, usually the business rules, for 
holding intellectual material, follow national or legal rules, like for example the Ital-
ian Author’s Rights (civil law5) for the Intellectual Property information, or the Italian 
National Librarian System cataloguing rules for describing CI. It means that Sapi-
enza’s organizations, as public bodies, do already provide information following rules 
publicly and legally established. 

Furthermore the provision of consistent CONTEXT and PROVENANCE informa-
tion makes feasible to sustain both evidence to support the Authenticity of the re-
sources, and the Trustworthyness of repository. 

The system’s characteristic of providing authenticity evidence, based on the assur-
ance about the reliability of the CI, strongly consists of the ability of acquiring and 
maintaining unambiguous information about the CONTEXT and PROVENANCE of 
the managed digital resources. 

                                                           
5  http://it.wikipedia.org/wiki/Civil_law 
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3.2 The ACCESS RIGHTS Information 

The ACCESS RIGHTS information and documentation corpora (access restrictions, 
legal framework, licensing terms, and access control) were gathered, selected, mod-
eled, identified and referenced to their own CONTEXT and PROVENANCE informa-
tion. 

The ACCESS RIGHTS Information in SDL contains the access and distribution 
conditions stated in the Submission Agreement, related to the third party usage and 
the SDL management, distribution, dissemination and preservation. The Submission 
Agreement involves both organizations with project responsibility: Sapienza and Ci-
neca. 

It also includes the specifications about the application of rights enforcement 
measures: 

• Identification of the properly authorized Designated Community (Access Control, 
e.g. the access to some SDL objects is allowed to the Sapienza’s community, the 
submission of resources is allowed to specific Sapienza’s communities…) 

• Permission grants for preservation and for distribution and dissemination (Copy-
right information) 

• Pointers to FIXITY, CONTEXT and PROVENANCE Information 
• Information about digital inhibitors like signatures, passwords and other access 

control mechanisms applied at submission and preservation time 
• Legal and licensing framework(s) 
 
The different layers of terms of agreements and actions allowed in the different 

contexts of submission, preservation, management, access and distribution were prop-
erly identified and structured in the documentation system. All specific agreements 
signed by Sapienza’s organizations, responsible for digital curation in SDL and the 
third party granting the digital content, are unambiguously identified by the system, 
stored and referenced by related digital resources and collections. The specific agree-
ments are referred to the general agreement, involving Sapienza as owner institution 
of the Digital Library and Cineca as partner, providing specific technological services, 
which states the general terms of the standard agreement cooperation. 

3.3 The REFERENCE Information 

The REFERENCE information was based on an identification system conceived in 
consideration of the cooperative focus of the project. Every single object, resource, 
and collection must have the essential information for detecting the originating entity, 
and the custodian entity, which has the responsibility of the digital curation. 

The identification system manages a mechanism for creating identifiers families 
that are strictly connected to the “real Sapienza’s organization”, which is responsible 
for the custody chain (digital curator). At every level of the digital resource, it is poss-
ible to get unambiguously information about the origin and, consequently, the history 
of the resource. Every single SDL object can be reused and repurposed in different 
contexts, and is provided of all bounding information about its PROVENANCE, and 
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its originating CONTEXT, which points to the PDI of the source, expressed at collec-
tion level. The opportunity of exploiting resources in a referable manner, also allows 
the flawless interchange with other repositories. 

3.4 The FIXITY Information 

Automatic production of FIXITYs information is provided at the early SIP creation 
stage. The FIXITY information is one of the technical requirement about the overall 
management of the digital resources accessioned by both SDL archives. This means 
that, likewise the REFERENCE information, at every layer of the SIP building the 
FIXITY information is automatically produced, following a bottom up method: from 
the single content objects, going up the metadata objects and finishing with IPs. 

3.5 Discharging Responsabilities of the SDL Organizations 

The design of the system at this moment was focused on the essential services of in-
gestion, archiving and dissemination, waiting the forthcoming implementation of a 
robust preservation management system. Nevertheless the SIP creation workflow was 
conceived for gathering all information necessary for supporting LTDP and covering 
information necessary to the “mandatory responsibilities that an organization must 
discharge in order to operate an OAIS Archive”[1]. 

The negotiation between SDL archive and the Sapienza’s organizations is based on 
an agreement, which will formally cover all resources submitted to the digital reposi-
tory. The agreement (at this moment in draft form) establishes the acquisition of 
properly selected CI, produced by Sapienza organizations, and requires the provision 
of the bare minimum of information necessary for a consistent PDI, specifically 
oriented to the Designated Communities. 

A similar agreement model was defined for terms of services between Sapienza 
and external organizations, not belonging to Sapienza University. Those organiza-
tions, that are willing to donate resources and to use SDL services, need to sign a 
legal agreement with one of the Sapienza’s organizations, which is declared as “digi-
tal curator” of the donated resources. 

The aim of the agreement model is obtaining “sufficient control for preserva-
tion”[1], gathering copyright implications, intellectual property and other legal restric-
tions on use, and acquiring the right level of authority to modify Representation In-
formation, in the future contexts of migration. 

The Organizations responsible for the content are deputed to define its own Desig-
nated Community of consumers, with the support of the SDL Scientific committee, 
taking into account the harmonization of the domain specific information, with the 
existing SDL descriptive information, necessary “to enable the Designated Communi-
ty to discover and identify material of interest” [7]. 

At this moment, the documentation about policies and procedures is not yet com-
pleted and is under revision, but will be easily integrated by the system once the re-
sponsible Organizations will be agreed on it. The SDL archive agreement will be also 
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integrated by the constraint which claims the conformance to the policies and technic-
al rules established by the SDL management. 

4 The Preservation Metadata Implementation 

Considering the LTDP strategy adopted, the overall SDL SIP building workflow must 
ensure the basic provision of the preservation metadata, considered mandatory by the 
PREMIS standard[2], which is the preservation metadata framework mapped from the 
conceptual structure of the OAIS model. The SDL metadata framework was designed 
to guarantee the conformance with the PREMIS standard, both on semantic unit and 
data dictionary level. As stated by the conformance guidelines on the PREMIS im-
plementation[5], the SDL framework design has followed requirements and con-
straints, defined in the PREMIS Data Dictionary[6], and the SIP building workflow 
has collected all metadata necessary to support the PREMIS conformance require-
ment(4.1). 

The PREMIS Data Dictionary defines preservation metadata as "the information a 
repository uses to support the digital preservation process". The SDL PREMIS im-
plementation was based on the underlying belief that, the trustworthiness of a reposi-
tory system relies on the ability of tracking back information about the custodianship 
of the objects. The custodianship’s history allows to trace responsibility’s chains back 
to the agents responsible for the events that occurred in the digital history of the re-
sources. 

4.1 PREMIS Conformance Requirement 

The PREMIS conformance declared by a repository system, means that the 
implementation of PREMIS information adheres to the principles of use, stated by the 
PREMIS conformance: use of semantic units, and use of the data dictionary. 

The metadata elements held by Sapienza black repository management system, 
shares names and definition, and respects the use requirements of the PREMIS se-
mantic units. The obligation, repeatability and application rules are respected (seman-
tic units principle of use). 

Moreover, all mandatory semantic units, related to the PREMIS entities, are sup-
ported and used by the repository system (data dictionary principle of use). 

Consequently, the PREMIS internal conformance is respected and, at this stage of 
the implementation, the external conformance is supported just in the form of export. 
Further implementation will be allowing the import form. 

The actual resources’ metadata, archived in the SDL archives, are encoded and col-
lected into the METS6 container. The encoding of PREMIS semantic units is under 
development but the conformance level internal and external was already reached. All 
the information, deemed essential for supporting the trustworthiness of the system and 
the authencity of resources, are owned and managed by the Sapienza black repository 

                                                           
6  www.loc.gov/standards/mets 
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management system, and the undergoing implementation will be encapsulating 
PREMIS semantic units into the existing metadata framework. 

4.2 PREMIS Enrichment Workflow 

The PREMIS enrichment workflow consists of those activities necessary to the in-
formation adjustement for extending the actual PREMIS internal conformance of the 
SDL system, toward the PREMIS external conformance. The workflow essentially 
shapes the SDL existing metadata in the form of export for cross-repository interac-
tions. 

The workflow essentially consists of the following activities, that gathers informa-
tion, and enriches the base of data with the information needed: 

• Detecting Intellectual Entities and assignment of the SDL identifier, created by the 
pertaining collection’s identifier and a unique identifiers for the corresponding re-
source: 

- Identifiers coming from the originating records (bibliographic catalog or 
original database, spreadsheet…) 

- SDL record identifier assigned by the SDL resources acquisition function. 
• Getting the information about Objects related to the Intellectual Entities. At this 

moment the information automatically gathered and provided by the system are 
more than that required by the PREMIS conformance: 

• a unique identifier for the object (type and value), 
• fixity information message digest, algorithm and the application used, 
• size, 
• format, 
• original name of the object, 
• information about its creation, 
• where and on what medium is stored, 
• relationships with other objects and other entities (via identifiers). 

• Getting the information about the Events occurred in the lifecycle of the Objects 
until the SIP production: 

• a unique identifier for the event (type and value), 
• type of event (creation, replication, message digest calculation, validation), 
• date and time, 
• detailed description of the event, 
• a coded outcome of the event, 
• detailed description of the outcome, 
• agents (via identifiers), involved in the event and their roles, 
• objects (via identifiers), involved in the event and their roles. 

• Getting the information about Agents, engaged in activities impacting on the Ob-
jects’ digital history 

• a unique identifier for the agent (type and value), 
• agent's name, 
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• designation of the type of agent (person, organization, software), 
• extended description of the agents connected to the Sapienza’s organization 
context, 
• events (via identifiers) that the agents has determined, 
• rights statements (via identifiers), to which the agent is related. 

• Getting the information about Rights statements that impact on the Objects man-
agement: 

• a unique identifier for the rights statement (type and value), 
• basis of right (copyright, license, statute, or other), 
• more detailed information about the rights statements, 
• actions allowed by the rights statement, 
• restrictions on the action(s), 
• term of grant, or time period in which the statement applies, 
• objects (via identifiers), to which the statement applies, 
• agents (via identifiers), involved in the rights statement and their roles. 
 

 

Fig. 3. Data flow diagram of the PREMIS entities implementation in the SDL metadata  
framework 

In other words, if we express the metadata set information in natural language, it 
should result as: the Intellectual Entities, manifested[4] by different kinds of  
digital Objects, are produced by SDL Organizations made of people using  
tools. People, Organizations and tools are considered Agents responsible for specific 
actions. Actions are considered as Events in digital curation workflow, performed 
under specific conditions, formally defined and linked to the relevant Rights  
statements. 
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5 The Development of the Repository’s Trustworthiness Value 

Does the preservation metadata implementation support the trustworthiness of a sys-
tem? 

The maintenance of information conveying the digital history of the digital objects 
by means of preservation metadata related to OAIS[1], does support the future im-
plementation of a trustworthy repository. The SDL SIP provision of a comprehensive 
set of preservation metadata, based on an international consensus-based standard like 
PREMIS, assure the availability of essential data for creating evidence of the trust-
worthiness of the archival systems. The AIP management, which will depends on the 
AIP data derived from the SDL SIP, will have a consistent set of information, avail-
able for implementing preservation services. 

Any process of assessment, audit or certification strongly relies on the availability 
of consistent structured metadata. “Constant monitoring, planning, and maintenance 
of the repository, as well as conscious actions and strategy implementation will be 
required of repositories to carry out their mission of digital preservation” [7]. The 
cited management functions are strongly based on digital objects’ metadata, that 
could negatively impact on the digital objects management, in case of absence, incon-
sistency, incompleteness. 

Moreover, if the preservation metadata are encoded in PREMIS standard that is 
consensus-based of an international community of experts, the evidence of the reposi-
tory’s trustworthiness can be conveyed, by means of the consistent base of global 
standardized semantics, and on the hopeful alignment of the PREMIS conformance to 
the OAIS conformance. 

In conclusion, the more the metadata framework will be updated, maintained and 
connected to the parallel “real” business evolution of the responsible Organization, 
showing evidence of the custody chain, the more it will be possible to have the result 
of the trustworthiness expected by the preservation digital repository. 
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Abstract. The General Direction for Libraries, Cultural Institutes and Copyright 
is promoting a project on the “Historical, cultural and religious itineraries 
valorization” and is achieving an institutional Portal dedicated to Italian 
Francigena track to create an unified gateway access for cultural and touristic 
contents concerning the Francigena route. The aim of the Portal is to offer news, 
events, cultural itineraries, interactive maps, virtual exhibitions, information, 
documents and images that represent the historical, cultural and religious heritage 
along one of the most important European pilgrimage routes, catalogued with 
innovative tools for managing taxonomies which allow advanced searches and 
geographical access to wide information. User may organize, in “Create your 
itinerary”, his virtual or real journey sharing contents on the Francigena in the 
"community". 

Keywords: Francigena route, Digitization, Libraries, Metadata, Indexing, GPS 
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The General Direction for Libraries, Cultural Institutes and Copyright is promoting a 
project on the “Historical, cultural and religious itineraries valorization” and is 
achieving an institutional Portal which is a unified gateway access for cultural and 
touristic contents1,2,3. The initiative starts with the Francigena Route project which 
aims to promote the itinerary described by Sigerico, Archbishop of Canterbury, in a 
travel diary which dates back to 990, containing the 79 stages back from Rome, where 
he received the pallium for the investiture by Pope Johannes 15th[1]. This project is 
part of an articulated institutional design whose goal is to preserve, to promote, and to 
make available the historical, cultural and religious heritage born, from age to age, on 
one of the most important pilgrimage routes. In order to provide broad visibility to 

                                                           
1  President of the Ministers Council’s Decree: Consults for Historical, Cultural, Religeous 

Itineraries, and institution of the scientific Committee of the Consults, 27th September 2007.  
2  Minutes of the Advisory Committee, 31st March 2009. In:  
www.francigena.beniculturali.it/web/valit/il-progetto  

3  Agreements significances of the legislative decree 22th january 2004, n.42, article 112 
subscript between DGBID and the European Association of Francigena routes, the 18th 
December 2008, the 10th February 2010.  
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documents, initiatives, projects and resources committed along this common touristic-
cultural and religious route, the portal has the following objectives: 

• to spread the mapping of the cultural heritage through an articulated trace which 
connected Europe to the capital of Christianity; 

• to involve regions, local government institutions, associations operating in the 
territory, ecclesiastical institutions, Council of Europe, including matters relating to 
cultural and touristic places of interest (accommodation, food and wine traditions, 
holidays and religious festivals, folklore, popular events, etc); 

• to identify and share guidelines and operational standards; 
• to make accessible cultural and tourist contents in digital format4; 
• provide visibility to the databases developed by subjects (individuals or 

corporations) involved in the project or who wish to join, creating a shared 
information network5,6. 

1 Digital Historical Archive 

It represents the core of the Portal which includes data of documents and books 
preserved in libraries, archives and cultural Institutes. Data are organized in a logical 
and user-friendly way. 

The browse page displays the following available searches: free search, advanced 
search, thematic areas, type of item, Institutions. 

The advanced search allows refining by several approaches: a) names that includes 
people, institutions, congress, title. It appears the number of digital documents associated 
and then it is possible to narrow the set of results; b) topics; c) Place; d) Time.  

The project implementation process involved different research and work stages 
for the selection of documents:  

• Data analysis, collection and selection (bibliographic, archival, audiovisual and 
iconographic materials) equipped with standard descriptions [2-4], ; 

• Description of the document/object aimed to the creation of Metadata necessary to 
the digitization process and to the web search of integrated information with other 
areas of the portal as well; 

• Creation of rules for the automatic caption generation; 
• Editing of captions and abstracts; 
• Management of controlled and structured vocabulary for thematic indexing [5]. 
                                                           
4  20th December 2005 n.120 Paper draft Directive MiBAC, Departement for research, 

innovation and organization, General Direction for technological innovation and promotion. 
Guidelines for co-ordinated communication plan of the web-site of the MiBAC Institutes 
about their accessibility and quality. 

5  Pontifical Council for Culture,  
www.vatican.va/roman_curia/pontifical_councils/cultr/ 
index.htm 

6  Ministry Draft/Res(2010)53. Partial Enlarged Agreement (EPA) concerning the cultural 
Itineraries. 
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The Portal hosts a selection of cultural and touristic contents chosen in collaboration 
with the following libraries which the digitization of historical material has covered 
40,140 images:  

• Biblioteca Angelica, Roma – Images: 16479; 
• Biblioteca Casanatense, Roma – Images: 988;  
• Biblioteca d’Archeologia e Storia dell’Arte, Roma – Images: 5192;  
• Biblioteca di Storia Moderna e Contemporanea, Roma – Images: 31; 
• Biblioteca Nazionale Centrale di Roma – Images: 1638;  
• Biblioteca Vallicelliana, Roma - Images: 15812. 

It also includes materials preserved in: Istituto centrale per i Beni Sonori ed 
Audiovisivi, Roma (16); Biblioteca Nazionale Marciana, Venezia (198); Biblioteca 
della Società Geografica Italiana, Roma. 

The back-office management of digital documents includes several steps: managing 
the editorial processing of digital content by assigning index entries referencing to the 
controlled vocabulary; Multilingual generating captions for viewing summary of 
digital documents; Referencing digital contents through geographical approach; Screen 
access to the controlled vocabulary; Browsing the controlled vocabulary management 
Tree to add terms and items.  

The front-end page result of the digital document shows content information 
acquired [6-7-8-9-10]. 

2 Itinerary and Walkway 

This section includes data collection and mapping development of the pedestrian path 
along the Francigena Route through the use of the download official guide that shows 
all the information about road book of the route, maps and GPS tracks. 

The official walkway was born through these procedures:  

• Collection of data mapping and development of the pedestrian path along the 
Francigena Route [11]. 

• Implementation of the official guide download that lists all the path information, 
maps and GPS tracks.  

• Conclusion of the procedure for the validation of the Via Francigena official route 
with the letter signed by the Italian Minister of Cultural Heritage and Activities, 
Sandro Bondi and by the Minister for Agriculture, Food and Forestry Policies, 
Luca Zaia (11/11/2009). 

Different or alternative paths are evaluated by a "Procedure for the assessment of 
changes to the pedestrian Francigena Way", whose objective is to define the mode of 
assessment and "certification" of the changes to the pedestrian path of the Francigena 
Way. Through the "Stages" you can find travel guides already divided into small steps 
of 20-25 km that the tourist can download (road book). There are also GPS tracks to 
download on their device in order to have the path that is already configured in your 
device. 
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The macro area “Along the Francigena Way” dedicated to cultural and tourist trails 
consists of:  

• news, events, information, cultural tours and tourist exhibitions [12] editing and 
editorial content, united being multilingual and fully geo-referenced, queried and 
integrated  

• the function "Create your itinerary" (definisci il tuo percorso) gives the user the 
possibility to define your own itinerary and then to create and print a practical 
guide containing all information about tourist and cultural attractions, digital 
documents, cultural events and cultural places (libraries, archives and Cultural 
Institutes).  

The Portal shares web 2.0 functionality and potentialities. The Facebook profile is 
open to promote and communicate the initiative in this popular social network. 
Tagging functionalities is available to create your own path.  

Moreover concerning the development of the web 2.0 we are confident to enlarged 
the functionalities considering the valuation and the propriety of the information to 
insert in the web-page portal [13]. 

3 Technological Framework 

This section shows an overall view of the technological architecture and describes the 
used software, the RDBMS and the communication protocol employed between 
different modules of the Francigena system. 

The technological platform uses open source software. The Via Francigena Portal, 
[14] was developed by computer company Engineering Ingegneria Informatica [15] 
and managed, in the last time, by computer company Inera s.r.l. [16].  

The main component of the Portal Architecture is Liferay Enterprise Portal [17] 
that is employed as portlet container and as CMS of the whole system. Liferay works 
with a Search Engine SOLR for browsing and indexing the contents. It is also used to 
access the Digital Library and to make metadata and digital items available. The 
protocol is used to share Digital Library data through calls and responses web services 
(SOAP over HTTP). 

Calls and responses of the web services (SOAP over HTTP) allows the sharing of 
Digital Library data. 

Fig. 1 describes the Francigena system with its different subsets and their main 
interactions. This framework allows a great modular scalable through the use of 
standard protocols.  

Digital Archives: provide a secure storage of information, metadata, items and digital 
contents. It is realized with the object-relational database management system 
(ORDBMS) PostgreSQL [18]. 
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Fig. 1. The Francigena Portal architecture 

OAI-PMH: is a mechanism for repository interoperability. Data Providers are 
repositories that expose structured metadata via OAI-PMH [2]. Service Providers then 
make OAI-PMH service requests to harvest that metadata. OAI-PMH is a set of six 
verbs or services that are invoked within HTTP. The metadata and digital contents 
harvested are saved in the specific Digital Archive. 

Enterprise Search Engine (SOLR) [19]: indexes all the metadata of digital content 
in the Archive Digital and the editorial content managed by the portal. The index then 
allows you to perform full-text searches on the various fields of metadata and editorial 
content in the system. The interaction is done through requests encoded in XML 
format over HTTP protocol. 

Fedora-Commons (Digital Library - DL) [20]: it implements the functionality of 
the digital library which allow the administration and use of digital content and 
metadata. The description of the objects of the entire Fedora is based on the use of 
Administrative Metadata Management (MAG) to describe documents and reports and 
their relation. The Metadata are sent to the search engine for indexing when the 
medadata are inserting or editing or deleting. To do this it uses the form gSearch that 
translates and sends it to the indexing engine JMS messages generated by the 
management functions of the persistence of digital objects metadata. The DL exposes 
an OAI-PMH service provider that enables the system to the sharing of digital content 
and metadata with other repositories of digital content. 
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Geographic Information System (GIS): It is the system that manages and provides 
all data geo-referencing and cultural itineraries used by the Francigena Portal. It uses 
and manages the archive paths. The macro functionality exposed and used by the 
subsystem Portal (Liferay Enterprise Portal) are: routing that allows you to calculate 
the route between two or more geo-referenced points, buffering that is used to identify 
points at a certain distance from a given point and management (creation, 
modification, deletion) of geo-referenced points. The features are available through 
web services (SOAP over HTTP). 

Single Sign on (SSO): it is a service that allows the propagation of authentication 
credentials to all integrated subsystems that require login.  

LDAP: repository of the users of the system. It is powered by logging to the portal. 
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Abstract. HOPE (Heritage of the People's Europe) is a “Best Practice 
Network" for archives, libraries, museums and institutions operating in the 
fields of social and union history. The project provides unified access to 
materials about the European social and labour history from the 18th to 21st 
centuries. HOPE proposes guidelines and tools for the management, 
aggregation, harmonisation, curation and provision of digital Cultural Heritage 
(CH) metadata and digital objects. Moreover, it offers to institutions joining the 
HOPE network an operational Aggregative Data Infrastructure (ADI) for the 
collection, aggregation and access of metadata records from CH content 
providers. The HOPE ADI is realized using and extending the D-NET Software 
Toolkit, an enabling framework for data infrastructures. 

Keywords: cultural heritage, aggregation, metadata records, mapping, service-
oriented architectures, data infrastructures, D-NET. 

1 Requirements of the HOPE Community 

The Heritage of the People’s Europe project (HOPE) provides a unified entry point 
for the social and labour history from the 18th to the 21st century in Europe. It fede-
rates digital object collections from several major European institutions in the field. 
The community is willing to share an aggregated information space and deliver digital 
cultural objects, including videos (e.g. documentaries on labour movements), pictures 
(e.g. photos from Gulags), drawings (e.g. posters from the “Commune de Paris”), and 
archival documents (e.g. newspapers of migrants), in turn described by highly hetero-
geneous metadata representations. The goal is to group and interlink such objects  
in order to establish opportunities for a new cross-country, cross-institution social 
history background. 

To this aim, the HOPE community requires an Aggregative Data Infrastructure 
(ADI) [6] able to handle a varying number of content providers, which in turn deliver 
several data sources, each dedicated to store metadata records and files relative to 
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different object typologies. Indeed, as it often happens in the Cultural Heritage (CH) 
domain, content providers may deliver data sources whose objects belong to diverse 
sub-communities (in HOPE referred to as profiles), which in HOPE are: library, arc-
hive, visual, audio video. Although a profile marks a data source as including material 
of the same “semantic domain", distinct data sources may store objects of different 
formats (e.g. images, videos, audio, text material) and different descriptive data mod-
els and relative metadata formats. For example, librarians and archivists typically 
model their digital objects according to different data models and schemata (e.g. 
MARC1 for libraries, and EAD2 for archives), but each of them may have a variety of 
ways to describe their objects. Furthermore, data sources may export their content via 
several standard protocols, such as OAI-PMH, FTP, etc. At the end of the project, a 
total of about 900,000 metadata records will be aggregated, describing around 
3,000,000 files in the CH domain. HOPE digital objects will be available from the 
IAHLI3 portal and delivered to Europeana4 as XML records in EDM format. 

2 The HOPE Infrastructure 

Institutions joining the HOPE network benefit of an advanced distributed ADI which 
enables them to enhance the quality and the visibility of the digital cultural objects 
they preserve. Moreover, the project also delivers a Shared Object Repository dealing 
with the management of digital files for HOPE partners who cannot afford the cost of 
a local object file store. It allows institutions to deposit their files and it automatically 
applies conversion algorithms to create files in standard formats and with sizes suita-
ble for web dissemination. 

The HOPE ADI. The HOPE ADI is implemented using the D-NET [3][4] Software 
Toolkit. D-NET is an open source, general-purpose software conceived to enable the 
realization and operation of ADIs and to facilitate their evolution in time. D-NET 
implements a service-oriented framework based on standards, where ADIs can be 
constructed in a LEGO-like approach, by selecting, customizing, and properly com-
bining D-NET services. The resulting ADIs are systems that can be re-customized, 
extended (e.g. new services can be integrated), and scale (e.g. storage and index repli-
cas can be maintained and deployed on remote nodes to tackle multiple concurrent 
accesses or very-large data size) at run-time. D-NET offers a rich and expandable set 
of services targeting data collection, processing, storage, indexing, curation, and pro-
vision aspects. In the HOPE implementation, the D-NET toolkit is extended to in-
clude new services such as the Record Tagging and the Social Network Publishing 
and to adopt a “two-phase approach” to metadata records conversion. The ADI allows 
for the construction of an aggregated information space, populated by collecting (via 
OAI-PMH, HTTP, FTP) records from HOPE content providers and converting them 

                                                           
1 http://www.loc.gov/marc/  
2 http://www.loc.gov/ead/  
3 International Association of Labour History Institutions, http://www.ialhi.org 
4 Europeana, http://www.europeana.eu  
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into a common HOPE format. Moreover, HOPE data curators can edit the aggregated 
records or tag them, in order to: (i) classify them, based on a vocabulary of historical 
themes defined by the consortium, or (ii) establish which social networks they should 
be sent to, based on a list of possible targets. Finally, the ADI makes the information 
space searchable and browsable by end-users from the project web portal and deli-
vered to Europeana and other service consumers via OAI-PMH APIs. 

The HOPE Common Data Model and XML Schema. The HOPE community com-
prises four “data provider profiles”, namely library, archive, visual, audio video. 
Based on these, the project agreed on a common metadata model and its correspond-
ing XML schema. In order to capture the commonalities of diverse object domains 
and formats, the model has been defined by studying the characteristics of the four 
profiles from the perspective of well-established standard formats in the respective 
field: MARCXML for libraries, EAD for archives, EN 159075 for audio video, and 
LIDO6 for visual. The model includes seven classes of interrelated entities: Agent, 
Place, Event, Concept, Digital Resource, Theme, and Descriptive Unit (DU). DUs 
represent digital objects and include information about the real world object. Accord-
ing to the profiles, the DU class has four subclasses containing properties that are 
peculiar to one specific profile. Cross-domain properties are instead defined in the DU 
super class. DUs are related with each other via containment and sequential relation-
ships so that it is possible to represents hierarchies of objects. A digital resource con-
tains technical information about a digital representation of the object and is linked to 
the corresponding DU. Digital resources related to the same descriptive units can 
express sequential relationships, thus establishing a “reading path". Agents, places, 
concepts, events, and themes contextualize the object and are linked to DUs via rela-
tionships whose names describe the semantics of the association. 

A “Two-Phase Approach” to Metadata Convertion. As pointed out by Haslhofer 
and Klas in [5], the use of mappings from each input format to the common format 
solves structural and semantic heterogeneities of metadata records, thus enabling the 
realization of homogeneous information spaces. In the case of HOPE, this process 
was complicated by the high degree of heterogeneity of input data sources: since the 
objects and metadata records collected from the content providers may belong to sub-
communities of the overall ADI, the HOPE model tends to abstract over all of such 
communities and therefore the mapping from source models into the common model 
is not straightforward. For those reasons, the HOPE ADI implements a “two-phase 
approach". The first phase solves intra-profile structural and semantic heterogeneities, 
while the second phase solves inter-profile heterogeneities. The first phase is realized 
by mapping the metadata records of all data sources of the same profile onto metadata 
records conforming to a given standard data model for such profile; i.e. MARCXML 
(library), EAD (archive), EN 15907 (audio video), and LIDO (visual). The second 
phase is accomplished by providing mappings from such formats to the HOPE format. 

                                                           
5 http://filmstandards.org/fsc/index.php/EN_15907 
6 http://network.icom.museum/cidoc/working-groups/ 
  data-harvesting-and-interchange/what-is-lido/ 
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The approach brings two main benefits: it is easier for data source managers to map 
their formats into a standard format in their community; and the ADI can export data 
source content through standard formats without further data processing. On the other 
side, the adoption of standards can be a drawback for data richness in cases where the 
input format is richer than the adopted standard. For example, multilingual descrip-
tions may be lost when mapping onto MARCXML. Once records are in the common 
format, their content is harmonized by applying vocabularies established by the con-
sortium and compliant to standards (e.g., ISO country, ISO language). Moreover, 
curation and enrichment tools are available for data experts in order to: (i) check the 
quality of aggregated metadata record; (ii) create new virtual, cross-data source col-
lections by tagging records with historical themes or social network publishing tags, 
e.g. objects tagged with “YouTube" are automatically exported to that social site. 
Finally, curated records are also transformed into the Europeana Data Model7 (EDM) 
to be OAI-PMH harvested by Europeana. Social Network Publishing Services have 
also been deployed to react based on the aforementioned tagging actions. 
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Abstract. It is argued that linked data are becoming increasingly necessary for 
libraries and related institutions, such as galleries, museums and archives. 
Though libraries are potentially crucial players in the linked data movement, 
very often there is lack of knowledge among librarians on how to publish linked 
data. This paper presents the results of a master thesis whose main aim was to 
empower libraries to take an effective part in publishing linked data thereby 
contributing to building the semantic web, in order to improve the general ser-
vices which they offer. In a narrower sense, this research aims to draw a metho-
dology applicable to the library domain in publishing linked data. A 15-step 
methodology is presented and illustrated in some detail.  

Keywords: linked data, library data. 

1 Introduction 

Due to their traditional role as the curators of valuable information, and their expertise 
in metadata generation and management, libraries or, more in general, the so called 
memory institutions (libraries, archives and museums) are in a unique position of 
providing trusted metadata for resources of cultural value. Libraries and related insti-
tutions are therefore expected or forced by circumstances to be key players in building 
the new generation of the web called the semantic web or the web of data. [2] notes 
that Libraries have already taken a leading role in the application of semantic web 
technologies because they own well described collections of objects.  

Because of its ubiquity, scalability and simplicity, the web is recognized as the 
ideal medium to transform the way data is discovered, accessed, integrated and used. 
In that regard linked data can be defined as a set of principles and technologies that 
harness the ethos and infrastructure of the web to enable data sharing and reuse [8]. 
These concepts are penetrating also in the domain of Library and Information Science 
(LIS) and related disciplines, and [4] boldly states that “...of all information com-
munities, libraries are in the best position to transition their data into Linked Data 
because the basic elements already exist in their catalogues”.  

The value of Linked Data for libraries derives mainly from the navigation possi-
bilities offered by Linked Data, which provide a seamless information space that can 
be explored by following “typed” links (i.e. links with a known meaning) much in the 
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same way as the “normal” web can be explored by following “anonymous” links. 
Links between libraries and non-library services such as Wikipedia, GeoNames, Mu-
sicBrainz, the BBC, and The New York Times will connect local collections into the 
larger universe of information on the Web. In addition, the use of globally unique 
identifiers (URIs) to designate works, places, people, events, subjects, and other ob-
jects or concepts of interest, allows libraries to increase their presence on the Web, by 
having their resources cited across a broad range of data sources. The use of unique 
identifiers also allows the description of a resource to be tailored to specific com-
munities such as museums, archives, galleries, and audiovisual archives. Linked Data 
are represented in a structured way (RDF), which increases the visibility of library 
content towards crawling and relevancy algorithms of search engines and social net-
works.  

Though libraries can potentially be crucial players in the linked data movement, 
very often there is lack of knowledge among librarians on how to publish linked data. 
The World Wide Web Consortium (W3C) has established a “Library Linked Data 
Incubator Group”, whose main aim was "to help increase global interoperability of 
library data on the Web, by bringing together people involved in Semantic Web...”. 
The final report of the group [12] points out that there are several reasons that make it 
a great challenge for libraries to successfully participate in the movement. One of the 
cited reasons is the complexity and variety of available vocabularies in libraries, their 
overlapping coverage, derivative relationships and alignments. The problem is ex-
acerbated by the fact that most library and information professionals are unfamiliar 
with linked data sets and vocabularies that can be of use in the library domain because 
these data sets have been developed in the semantic web research community. There 
are efforts to participate in the movement, however most such library projects define 
themselves as prototypes.  

The broad aim of this research is to empower libraries to take an effective part in 
publishing linked data thereby contributing to building the semantic web, in order to 
improve the general services which they offer. In a narrower sense, this research aims 
to draw a methodology applicable to the library domain in publishing linked data. In 
the remainder of this paper we provide e brief description of the basic principles un-
derlying Linked Data (Section 2), then we describe briefly the methodology used to 
identify a 15-step process for publishing library data as linked data (Section 3), then 
we describe in some detail each of those steps (Section 4) and finally we provide 
some concluding remarks about the application of the process (Section 5).  

2 Basics on RDF and Linked Data 

Linked data is associated with a new generation of the web called the semantic web, 
the web of data or sometimes web 3.0. [8] define Linked Data as a set of “...best prac-
tices for publishing and connecting structured data on the Web”. The World Wide 
Web Consortium (W3C) shortly defines the semantic web as the web of data, which is 
capable of providing a common framework that allows data to be shared and reused 
across application, enterprise, and community boundaries. 
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Linked Data is not about creating a different Web, but rather about enhancing the 
Web through the addition of structured information. This structured information, ex-
pressed using technologies such as URIs for identifiers of resources and RDF [14] for 
the description of their properties, specifies relationships between things, that can then 
be used for navigating between, or integrating, information from multiple sources.  

RDF is based on the idea of identifying things (resources and their properties) us-
ing Web identifiers (called Uniform Resource Identifiers, or URIs), and describing 
resources in terms of simple statements asserting properties of a resource (sometimes 
called attributes) by providing a property and its and its associated values. This 
enables RDF to describe resources as a graph, where a node representing a resource 
(called the subject) can have a number of arcs, each one associated with a specific 
property, leading to another node (called the object) representing the value of that 
property. The value of a property (the object node) can be either a terminal string, in 
which case the graph ends there, or the URI of another resource, in which case the 
graph can continue with the properties if this new resource, which becomes the sub-
ject of a new set of statements.  

In addition to providing a way to express simple statements about resources, using 
named properties and values, RDF also provides, through the RDF Schema, the abili-
ty for user communities to define the vocabularies (terms) that they intend to use in 
those statements: Those vocabularies (sometimes, maybe improperly, called ontolo-
gies) indicate the specific kinds or classes of resources that are going to be described, 
and the specific properties that are going to be used in describing those resources. 
RDF Schema provides the facilities needed to describe such classes and properties, 
and to indicate which classes and properties are expected to be used together (for 
example, to say that the property “jobTitle” will be used in describing a resource be-
longing to the class “Person”).  

In essence, Linked Data is a general way to organize information as “clouds of da-
ta” (RDF graphs) describing resources in specific application domains, which can be 
connected together in order to enrich each other and provide additional information. 
The resulting “global cloud” can be navigated to get the description of the resources 
and, following their properties and connections, to discover unexpected aspects or 
relationships of the objects of interest.  

In the Linked Data world, it is important to distinguish between a resource, i.e. a 
real world object or concept, which not necessarily needs to be digital (and therefore 
downloadable from the Internet) and the description of that resource, which usually is 
digital and can be retrieved by navigating the Linked Data. It is common to provide 
the description of the resource in two ways, one expressed in HTML for use by a 
human through a browser, and one expressed in RDF/XML for use by an application 
e program. In this way, a resource usually leads to the definition of at least three 
URIs, the one that represents the real world object, the one that represents its HTML 
representation and the one that represents its RDF/XML representation.  

3 Methodology 

The data gathered by the W3C Incubator Group of Library Linked Data [12] was a 
starting point for this work. Even though this data was not collected to capture the 
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process, it was analysed identifying specific process issues that linked data publishers 
came across. These issues were used in conjunction with project reports to come up 
with questions which were used as a guideline for in-depth interviews. This approach 
was considered in order to avoid redoing the work that the W3C had already done but 
instead built on data which was collected by the W3C when it was preparing its report 
on Libraries and linked data. While W3C concentrated on the state of affairs in libra-
ries, this work was concerned with implementation issues. This gave a different inter-
pretation of the same data. However the data which was collected by the W3C was 
insufficient to meet the needs of this work since it was collected with a different in-
tention. To cover for the shortfalls, we analyzed project reports of selected cases and 
prepared questions which were used for interviews. Books, opinion papers on linked 
data and web based resources were used to inform some sections of the work which 
both the data and the interviews could not fill. The complete results of the research 
are given in [13]. In this paper, we summarize the methodology, discussing its steps in 
some detail.  

4 The Recipe 

This section summarizes a 15 step practical methodology which can be followed for 
publishing linked data. As in libraries there are various datasets which can potentially 
be published as linked data, it should be clear that the exact workflow may vary de-
pending on the nature of the data to be published, and also the fact that linked data is 
an evolving technology makes it difficult to define the “ideal workflow”. However we 
can safely say that the library services and systems will become part of the “new web” 
if the library will manage to publish the following data: knowledge organization sys-
tems (classification schemes, thesauri), authority files, digital contents and their de-
scriptions, catalogue data including circulation data sets. All these datasets should 
have links within themselves and should establish outgoing links to many other web 
resources, in order to attract many incoming links in what [3] calls “Web Centric 
Cataloguing”.  

4.1 Step 1: Motivation 

It is important to know what is motivating a library to adopt linked data technologies. 
This implies understanding what linked data technology can do to improve your  
legacy system, how much it can improve users search and browsing experiences and 
how much it empowers them to contribute in enriching the information collection and 
in collaborating among themselves. The best motivations seem to come from compar-
ing the current system against the potential of linked data enabled systems. Publishing 
the data on the web will make the organization more visible, and we may assume that 
this is what helps the library to better achieve its mission. This is supported by the fact 
that most libraries involved with large linked data projects are National Libraries and 
academic libraries, whose services may benefit by reaching a much wider public. All 
these considerations have to be written down clearly and convincingly in non technic-
al jargon in order to use the document in the next step.  
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4.2 Step 2: Management Approval 

Using the motivations in step one it is important to gain stakeholder approval and 
support. Management support to the project is important, given that so far no financial 
gains have been reported. On the contrary, some libraries have even abandoned their 
policy of selling metadata in favor of making them available for free as linked data. 
This is a management decision which one interviewee defined as “a great step”. The 
benefits are also tangible since they can be measured by key library indicators, like 
user satisfaction, system improvement (precision, recall), innovative use and collabo-
ration. This however depends on the ability for librarians to clearly view these bene-
fits as a direct improvement of their services, clearly articulate the benefits and sell 
the idea to the stakeholders giving assurance on such sensitive issues like personal 
data security and controlled access to licensed resources. 

4.3 Step 3: Sorting Out the Legal and Financial Issues 

This stage has to do with assessing the rights that the institution has over the data sets. 
When there is a need to make contractual agreements with the data owners, there is 
also the need to know if the institution has the legal capacity to enter into such agree-
ments. It is at this stage that license issues can be discussed, deciding what licenses 
and waivers the institution will grant to the intended users of the datasets. It is possi-
ble to have different licenses and waivers on different datasets of the same institution. 
The question of data licensing is still an open research issue [11]. Following linked 
data publishing principles does not necessarily mean opening up the data. There is an 
option for closed linked data. Miller and colleagues argue that the use of Creative 
Commons Licenses is mostly due to the lack of better alternatives, as pointed out at 
the site “Bibliographic Wilderness” (2008), which states that catalogue data is not 
“copyrightable”.  

4.4 Step 4: Assessment of Skills and Data Available 

At this stage it is convenient to start planning the conversion process. In order to have 
a precise understanding of what is needed, this stage must be based on a situation 
analysis, which should include the assessment of the existing skills and the identifica-
tion of the datasets to be published and the formats in which they are The options 
available have to be weighed against the skill that are needed. The fact that several 
cases reported to have relied on internal resources might suggest that it is not very 
difficult for motivated people to learn the needed skills “on the job”. However, as 
noted by Coyle [4] librarians must transform their skills into understanding and man-
aging ontologies, understanding information system design, etc., so that they can 
communicate with technical experts in carrying out such projects. Required skills: 

• Information systems skills: these are of value in downloading, installing and 
configuring systems, databases (especially triple stores), and other servers, writing 
and reading XML and RDF.  
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files can be published through a web server or through an RDF triple store. When the 
data is in other non queryable structured formats (e.g. spreadsheets), conversion takes 
place using other special tools referred to in the diagram as “RDF-izers” and then 
served via an RDF triple store. Many bibliographic systems store bibliographic data in 
queryable relational data format and digital libraries store their content in content 
management systems (CMS). In both cases there is little need to prepare the data, and 
for bibliographic data a custom wrapper should be used, while in the second case a 
CMS with RDFa output should be used. Knowing the data and the possible flow will 
help to know the skills, the experience and the tools that are needed. For example, 
using a custom wrapper is considered to be the most complex situation which cannot 
be accomplished without some programming skills [8].  

4.6 Step 6: Dataset Analysis 

This is a critical stage where most problems are likely to be faced. In addition to 
knowing the system that hosts the data and the data format, it is important to know 
also the level of description and the metadata elements sets in use. In the case of de-
scriptions, very often they might be incomplete, or they might be based on systems 
that do not support linked data, or they might not follow any particular metadata stan-
dard. In the case of projects that involve aggregating data originating from different 
systems (e.g. from different institutions), or different systems like catalogues and 
digital library systems, there is the likelihood that these systems will be using differ-
ent metadata standards (e.g. MARC and Dublin Core) and in this case there will be 
the need to map one set to the other. 

4.7 Step 7: URI Assignment 

Each resource in the dataset has to be identified by a unique URI, created according to 
the following guidelines:  

• Use HTTP URIs so that they are dereferenceable.  
• Ensure that the URIs are from a namespace that you control.  
• Make sure your URIs do not carry implementation details which can change over 

time.  
• It is advisable to use meaningful natural keys in URIs as unique identifiers of re-

sources; for example, books can be identified by using the ISBN number instead of 
primary keys in the local database.  

As described before, one resource in a dataset usually leads to the creation of at 
least three URIs, the one that represents the real world object, the one that represents 
its HTML representation and the one that represents its RDF/XML representation. In 
the world of Linked Data there are three common ways to distinguish these URIs. The 
most common one, used by dbpedia, Europeana and others, is the use of the terms 
“resource”, “page” and “data” in their URIs, to indicate the real world object, its 
HTML representation and its RDF/XML representation respectively [8]. Another 
alternative is to use the terms “id”,“pages” and “data” on their URIs. Finally, the third 
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alternative is to use the file extensions, using no extension for the resource, “html” for 
the HTML representation and “rdf” for the RDF representation.  

Whereas making URIs for resources that you control involves making a choice of 
the representation that you prefer, external URIs do not give such freedom. In many 
cases, different institutions refer to the same resource using different URIs. If you 
have the same resource in your data set, which URI should you use? One alternative 
is to define your own, and then declare its equivalency with the others by using the 
“owl:sameAs” property. Another alternative is to use an existing one, taking into 
consideration the authority and reliability of the institution that defined it. For domain 
specific datasets one may find domain specific authorities like GeoNames for geo-
graphic names, VIAF for author names in libraries, FOAF for people etc. For general 
datasets more general authorities like dbpedia may be more useful.  

4.8 Step 8: Vocabulary Modeling 

Vocabulary modelling has to do with creating controlled terminology giving explicit 
meaning to the concepts in your dataset, and this is a key process in linked data. The 
emphasis is on the use of already existing vocabularies evaluated using the four crite-
ria as noted by [8] (p.62). A vocabulary of choice should:  

• be widely used to ensure widespread use of your dataset,  
• be actively maintained according to a clear governance process,  
• cover enough of your dataset to justify its terms, and  
• be expressive enough to suit your particular requirements.  

There is no single place to find vocabularies. From the literature, libraries are rec-
ommended to consider their own domain models as a starting point. These include 
FRBR, FRAD, and the more recent FRBRoo [4]. Alternatively, it is recommended to 
find suitable vocabularies by asking what other people in the same domain are using. 
Swoogle, Sindices and Taxonomy warehouse are some of the sources to find vocabu-
laries [1]. Also the W3C supplementary report on data sets, vocabularies and metada-
ta elements sets is a good starting point to see what others have used before.  

A good knowledge of your existing data will definitely help in the choice of a vo-
cabulary. Does your data include People, Places, Books, Journals, Films, Authors, 
Musicians, Concepts, Photos, Comments, Reviews and so on. This knowledge makes 
it possible to have quick choices of vocabularies which are widely used at the mo-
ment. For example, Geonames would be among the first to consider for Places, and 
FOAF would be the one to consider for People [7]. In the most common cases some 
new terms are introduced as different existing vocabularies are brought together to 
satisfy one’s need. Such new terms are called proprietary terms. They should be made 
deferenceable to ensure that applications and other users can retrieve their definitions 
in order to know their meaning and perhaps reuse them. In the worst case one might 
be forced to build a new vocabulary from scratch. One major reason why it is always 
preferable to reuse existing vocabularies is the fact that whenever you create a new 
vocabulary in the linked data world you have created a data island and have decreased 
the level of understanding in that domain. Unless you are a very well known authority 
in that domain, it is likely that your vocabulary will not be used by someone else. 
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Creating a vocabulary is a very complex process which needs linguistic skills and 
domain expertise. Creating your own vocabulary should be the very last option in 
vocabulary modelling. In the event that you create your own vocabularies, consider 
relating your new vocabulary to known vocabularies making them sub concepts of the 
known vocabularies.  

4.9 Step 9: Generation of RDF Data 

If the preceding steps were done well, the process of generating the RDF data should 
not be a difficult one, as this is the stage of implementation of decisions taken before. 
At the moment there is a number of tools being developed to help in this process, so 
that in the future there might be less need to have strong coding skills but rather skills 
for configuring and customizing would be needed. In many cases, the amount of data 
is too large to convert existing literal values into URIs manually, and the use of tools 
to do the process automatically or semi-automatically is mandatory. It is not part of 
this work to compare and contrast existing tools (some of them are being developed in 
house by major projects) as each of them has its own strengths and weaknesses. Re-
views of these systems can be found easily on the web.  

4.10 Step 10: Enriching the Data 

This process involves defining news triples that connect resources within the pub-
lished dataset or to other resources in other external datasets, creating triples that de-
fine relationships internally within the dataset (internal links) or relationships with 
outside resources (outgoing links). For internal links it must be ensured that every part 
of the dataset is reachable by a crawler when it is following links and therefore each 
file has to be connected to related files in the same dataset. For outgoing links, it is 
advisable to start by linking to such datasets as dbpedia, Geonames, Europeana, VIAF 
and others, which are already well established and stable in the linked data world. 
This ensures that your dataset is easily discoverable since these are widely linked to 
by many other datasets. As already stated, points of caution are: (1) URIs must not 
carry implementation detail which can change over time (e.g., port numbers, server 
names or php extensions). (2) Use natural keys in URIs as unique identifies of re-
sources (e.g., ISBN number instead of using the primary key in your local database). 
(3) natural key should be meaningful within the domain (e.g. ISBN is meaningful in 
the library domain). For external links ensure that you are connecting to datasets that 
adds value to your set and are reliable. The questions to be asked when linking to 
external datasets are: 

• What is the value of your data in the target dataset?  
• To what extent does this add value to the new dataset?  
• Is the target dataset and its namespace under stable ownership and maintenance?  
• Are the URIs in the dataset stable and not likely to change?  
• Are there outgoing links to other datasets?  

There is research going on about ranking datasets. Such works include “DING”, a 
novel two-layer ranking model for the Web of Data [5].  
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4.11 Step 11: Describing the Data Set 

Before publishing, there is the need to provide a description of the dataset, which 
includes provenance and licensing metadata. In provenance metadata one might  
describe the history of that dataset, how it was generated and the technical processes 
that have been undergone to establish the dataset. In license and waiver metadata, one 
describes how that dataset maybe used by third parties. A good description of the 
dataset is therefore essential to establish trust among third parties and also to ensure 
that people will use the dataset according to the conditions set by the publisher.  

In addition to making instance data self-descriptive, it is also desirable that data 
publishers provide metadata describing characteristic of complete data sets, for in-
stance, the topic of a data set and, if possible, more detailed statistics about the data. 
This information might include label, URI of the dataset, location of SPARQL end-
point, data dumps, last-modified date of the dataset, and change frequency [8] (p. 48). 
These data may be described using the Vocabulary of Interlinked datasets (voiD), 
which is an RDF vocabulary, as in the “datahub” web site [9].  

4.12 Step 12: Evaluating the Dataset 

Before publishing the data for access by third parties, it is advisable to evaluate it to 
see how good it is and if it conforms to standards. A possible checklist proposed  
by [8] (p. 83) is the following.  

• Does your data set links to other data sets?  
• Do you provide provenance metadata?  
• Do you provide licensing metadata?  
• Do you use terms from widely deployed vocabularies?  
• Are the URIs of proprietary vocabulary terms dereferenceable?  
• Do you map proprietary vocabulary terms to other vocabularies?  
• Do you provide data set-level metadata?  
• Do you refer to additional access methods?  

At this stage is also advisable to check if the triples are well expressed. This can be 
done by using such tools as Vapour Linked Data Validator, RDF: Alerts and Sindice 
Inspector. In addition, there is another level of evaluating a dataset, which involves 
evaluating the data quality. This has to do with how you can find the goodness of a 
dataset and weather it is worth linking to. Some key criteria have been mentioned in 
the step of selecting a vocabulary to link to. Finally, it is also advisable to use the 5 
stars rating system recommended by W3C.  

4.13 Step 13: Publishing 

The decision of how the data will be published should have been done in Step two, 
where the workflow was planned, and where the need to provide users with several 
access points to ensure that the dataset is widely used should have been considered. 
The most obvious way to publish Linked Data on the Web is to make the URIs that 
identify data items dereferenceable into RDF descriptions. In addition, various Linked 
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Open Data providers, including libraries, provide two alternative means of accessing 
the data, namely via SPARQL endpoints or by providing RDF dumps of the complete 
data set. In general the system should provide access to both the RDF and HTML 
representations of the data. This is usually done by configuring 303 redirects in triple 
stores in response to a client request to access either the HTML representation of an 
object or its RDF representation.  

4.14 Step 14: Incoming Links 

Incoming links originate from other datasets, linking into your dataset. Third parties 
need to be convinced that your dataset is valuable to them so that they can link to it. 
However it is usually difficult for them to know your value unless you do some sort 
of marketing and promotion actions. As a starting point a publisher can create triples 
that link to their own dataset and ask third parties like dbpedia to add those triples to 
their own dataset [8] (p.64) To continue attracting new links, there might be the need 
to employ marketing techniques so that the dataset is known by new users and be 
linked to.  

4.15 Step 15: Feedback 

Once the data has been published and incoming links solicited, it is important to wait 
for feedback from the user community so that one can incorporate their views and 
refine the dataset. From the interviews conducted it was found out that this is a conti-
nuous process, even if it is usually very difficult, if not impossible, to know what 
people are doing with the RDF data. Download counts could give a rough idea of 
your data usage, and Google Analytics could provide additional information, such as 
the change in the number of times a certain URI is accessed, the IP addresses which 
are accessing your data and their geographic location, so that one could derive a rough 
idea of how the data is being used. 

5 Conclusions 

Changes brought about by the internet and the web have affected all walks of life and 
changed business models under which many institutions have been operating. Libra-
ries and the library profession have not been spared. In order to continue being rele-
vant and effective, libraries have to adapt to the latest developments in technology 
and the resultant user behaviour. Adopting linked data technologies is one such initia-
tive to improve the library presence where today’s information is sought (i.e. the 
web), to improve the functionality of their systems and to promote innovative use of 
their data. Even though the 15 step approach helps in following the progress and man-
aging the project, it is recommended taking first a small dataset and carrying out the 
necessary trials and errors until the data can be successfully published, in order to 
develop the needed skills. Clearly, for large datasets and large projects that need to be 
monitored and evaluated, planning and accountability tracing is necessary thereby 
calling for a methodological approach. This procedural approach should hopefully 
minimize possible mistakes.  
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Abstract. Studying, understanding and exploiting the content of a dig-
ital library, and extracting useful information thereof, require automatic
techniques that can effectively support the users. To this aim, a relevant
role can be played by concept taxonomies. Unfortunately, the availabil-
ity of such a kind of resources is limited, and their manual building and
maintenance are costly and error-prone. This work presents ConNeK-
Tion, a tool for conceptual graph learning and exploitation. It allows
to learn conceptual graphs from plain text and to enrich them by find-
ing concept generalizations. The resulting graph can be used for several
purposes: finding relationships between concepts (if any), filtering the
concepts from a particular perspective, extracting keyword, retrieving
information and identifying the author. ConNeKTion provides also a
suitable control panel, to comfortably carry out these activities.

1 Introduction

The spread of the electronic technology has had a dramatic impact on the pro-
duction of documents in all fields of knowledge, and has led to the flourishing of
document repositories aimed at supporting scholars and non-technically aware
users in carrying out their tasks and satisfying their information needs. However
the study, understanding and exploitation of the content of a digital library, and
the extraction of useful information thereof, are complex activities requiring au-
tomatic techniques that can effectively support the users. In this landscape, a rel-
evant role can be played by concept taxonomies that express both common sense
and domain-specific information, including implicit relationships among the con-
cepts underlying the collection. Unfortunately, the availability of such a kind of
resources is limited, and their manual building and maintenance are costly and
error-prone. A possible solution is the exploitation of Natural Language Pro-
cessing (NLP) techniques, that work on the textual parts of the documents to
extract the concepts and relationships expressed by words. Although the task
is not trivial, due to the intrinsic ambiguity of natural language and to the
huge amount of required common sense and linguistic/conceptual background
knowledge, even small portions of such a knowledge may significantly improve
understanding performance, at least in limited domains. This work presents Con-
NeKTion (acronym for ‘CONcept NEtwork for Knowledge representaTION’), a
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tool for conceptual graph learning and exploitation. It allows to learn conceptual
graphs1 from plain text and to enrich them by finding concept generalizations.
The resulting graph can be used for several purposes: finding relationships be-
tween concepts (if any), filtering the concepts from a particular perspective,
keyword extraction, information retrieval and author identification. Specifically,
this paper focuses on the graphical control panel provided to the user for ex-
ploiting the various functionalities, while technical details and evaluation of the
single functionalities have been already presented in [10, 16, 24].

The paper is organized as follows: the next section describes related works
that have some connection to the present proposal, described in Section 3; then,
Section 4 describes the tool aimed at supporting end users in managing and
exploiting the learned conceptual graph. In the last section, some considerations
and future work issues are proposed.

2 Related Work

A primary task in this work is the construction of a conceptual graph starting
from the analysis of the plain text contained in the documents that make up
a collection. Several techniques are present in the literature generally aimed at
building some kind of graph-like structure, that have made the basis on which
the state of the art specifically aimed at building taxonomies and ontologies
from text has built its approaches. [2] builds concept hierarchies using Formal
Concept Analysis: objects are grouped using algebraic techniques based on their
descriptive attributes, which are determined from text linking terms with verbs.
Different approaches are also available. [18, 17] build ontologies by labeling tax-
onomic relations only; in our opinion, also non-taxonomic relationships are very
important to improve text understanding, such as those associated to actions
(and expressed by verbs). [21] builds taxonomies considering only concepts that
are present in a domain but do not appear in others; however, one might be
interested in collecting and organizing all concepts that can be recognized in a
collection, because generic ones may help to frame and connect domain-specific
ones. [20] defines a language to build formal ontologies, but this level is very
hard to be effectively reached, so a sensible trade-off between expressive power
and practical feasibility might better focus on working at the lexical level (at
least in the current state of the art).

Our proposal to learning conceptual graphs from text relies on pre-processing
techniques taken from the field of NLP, that provide a formal and structured
representation of the sentences on which the actual graph construction and rea-
soning operators can be applied. As regards the syntactic analysis of the input
text, the Stanford Parser and Stanford Dependencies [15, 3] are two well-known
tools that can be trained for any language for the identification of the most likely
syntactic structure of sentences (including active/passive and positive/negative
forms), and specifically their ‘subject’ or ‘(direct/indirect) object’ components.

1 We use the term ‘conceptual graph’ as a synonym for ‘concept network’, with no
reference to Sowa’s formalism.
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They also normalize the words in the input text using lemmatization instead of
stemming in order to preserve the grammatical role of the original word (and
improve readability by humans). Due to the wide range of tools available for
English, compared to other languages, we will focus on this language in the
following.

Also, we need in some steps of our technique to assess the similarity among
concepts in a given conceptual taxonomy. A classical, general measure, is the
Hamming distance [11], that works on pairs of equal-length vectorial descrip-
tions and counts the number of changes required to turn one into the other.
Other measures, specific for conceptual taxonomies, are [9] (that adopts a global
approach based on the whole set of super-concepts) and [31] (that focuses on a
particular path between the nodes to be compared).

Another technology we use is ProbLog [22] to apply probabilistic reasoning
on the extracted knowledge. It is essentially Prolog where all clauses are labeled
with the probability that they are true, that in turn can be extracted from large
databases by various techniques. A ProbLog program T = {p1 : c1, ..., pn : cn}
specifies a probability distribution over all its possible non-probabilistic subpro-
grams according to the theoretical basis in [28]. The semantics of ProbLog is then
defined by the success probability of a query, which corresponds to the probabil-
ity that it succeeds in a randomly sampled program. Indeed, the program can be
split into a set of labeled facts pi :: fi, meaning that fi is a fact with probability
of occurrence pi, and a Prolog program using those facts, which encodes the
background knowledge (BK ). Probabilistic facts correspond to mutually inde-
pendent random variables, which together define a probability distribution over
all ground logic programs L ⊆ LT (where LT is the set of all fi’s):

P (L|T ) =
∏

fi∈L

pi
∏

fi∈LT \L
(1− pi)

In this setting we will use the term possible world to denote the least Herbrand
model of a subprogram L together with BK, and we will denote by L both the
set of sampled facts and the corresponding world.

A possible exploitation of the learned conceptual graph is for Information Re-
trieval (IR) purposes, so a quick overview of this field of research may be useful
as well. Most existing works that tackle the IR problem are based on the so-called
Vector Space Model (VSM), originally proposed in [27]. This approach represents
a corpus of documents D, and the set of terms T appearing therein, as a T ×D
matrix, in which the (i, j)-th cell reports a weight representing the importance
of the i-th term in the j-th document (usually computed according to both the
number of its occurrences in that document and its distribution in the whole col-
lection). Many similarity approaches [13, 26] and weighting schemes [25, 23, 29]
have been proposed. Based on this representation, the degree of similarity of a
user query to any document in the collection can be computed, simply using any
geometric distance measure (e.g., the cosine measure) on that space. One lim-
itation of these approaches is their considering a document only from a lexical
point of view, which is typically affected by several kinds of linguistic tricks, such
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as synonymy and polysemy. More recently, techniques based on dimensionality
reduction have been explored with the aim to map both the documents in the
corpus and the queries into a lower dimensional space that explicitly takes into
account the dependencies between terms, in order to improve the retrieval or cat-
egorization performance. Prominent examples are Latent Semantic Indexing [4]
(a statistical method based on Singular Value Decomposition that is capable of
retrieving texts based on the concepts they contain, not just by matching terms)
and Concept Indexing [14] (that exploits Concept Decomposition [5] instead of
Singular Value Decomposition).

3 Provided Functionalities

ConNeKTion aims at partially simulating some human abilities in the text un-
derstanding and concept formation activity, such as: extracting the concepts
expressed in given texts and assessing their relevance; obtaining a practical de-
scription of the concepts underlying the terms, which in turn would allow to
generalize concepts having similar descriptions; applying some kind of reasoning
‘by association’, that looks for possible indirect connections between two iden-
tified concepts; identifying relevant keywords that are present in the text and
helping the user in the retrieval of useful information; building a model of the au-
thor’s writing style through a relational description of the syntactical structure of
the sentences, in order to understand whether two documents have been written
by the same author or not. The system takes as input texts in natural language,
and process them to build a conceptual network that supports the above objec-
tives. The resulting network can be considered as an intensional representation
of a collection of documents. Translating it into a suitable First-Order Logic
(FOL) formalism allows the subsequent exploitation of logic inference engines in
applications that use that knowledge.

3.1 Graph Learning

ConNeKTion exploits a mix of existing tools and techniques, that are brought
to cooperation in order to reach the above objectives, extended and supported
by novel techniques when needed.

Natural language texts are processed by the Stanford Parser in order to ex-
tract triples of the form 〈subject, verb, complement〉, that will represent the con-
cepts (the subjects and complements) and relationships (verbs) for the graph.
Some representational tricks are adopted: indirect complements are treated as
direct ones by embedding the corresponding preposition into the verb; sen-
tences involving verb ‘to be’ or nouns with adjectives contributed in building
the sub-class structure of the taxonomy (e.g., “the penguin is a bird” yields
is a(penguin,bird)). Specifically, ‘is a’ relationships are exploited to build the
taxonomy. The representation formalism was enriched by including the sen-
tence’s positive or negative form based on the absence or presence (respectively)
of a negation modifier for the verb in the corresponding syntactic tree. The fre-
quency of each arc between the concepts in positive and negative sentences were
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taken into account separately. This made our solution more robust, laying the
basis for a statistical approach that inspects the obtained taxonomy by filtering
out all portions that do not pass a given level of reliability.

The graph so built embeds formal descriptions of concepts, on which the use
of generalizations provides many opportunities of enrichment and/or manipula-
tions on the graph. It can be used to build taxonomic structures, also after the
addition of new text (possibly causing the presence of new nodes in the graph);
to shift the representation, by removing the generalized nodes from the graph
and leaving just their generalization (that inherits all their relationships to other
concepts); to extend the amount of relationships between concepts belonging to
the same connected component of the graph, or to build bridges between disjoint
components that open new reasoning paths (which improves the effectiveness of
reasoning ‘by association’). Given two concepts G and C, G generalizes C if any-
thing that can be labeled as C can be labeled asG as well, but not vice-versa [16].
The generalization procedure is made up of three steps: Concept Grouping, in
which all concepts are grossly partitioned to obtain subsets of concepts (we group
similar concepts if the aim is to enrich the relationships, or dissimilar ones in
the bridging perspective); Word Sense Disambiguation, that associates a single
meaning to each term by solving possible ambiguities using the domain of dis-
course; Computation of taxonomic similarity, in which WordNet [7] is exploited
in order to further filter with an external source the groups found in step 1, and
to choose an appropriate subsumer.

3.2 Reasoning by Association

We intend ‘reasoning by association’ in a given conceptual graph as the task of
finding a path of pairwise related concepts that establishes an indirect interaction
between two concepts [16]. Our tool provides two different strategies for doing this:
one works in breadth and returns the minimal path (in the number of traversed
edges) between concepts, also specifying all involved relations; the other works in
depth and allows to answer probabilistic queries on the conceptual graph.

In more details, the former strategy looks for a minimal path starting two
Breadth-First Search (BFS) procedures, one for each concept under considera-
tion, until their boundaries meet. It also provides the number of positive/negative
instances, and the corresponding ratios over the total, in order to express dif-
ferent gradations (such as permitted, prohibited, typical, rare, etc.) of actions
between two objects. While this value does not affect the reasoning strategy, it
allows to distinguish which reasoning path is more suitable for a given task. Note
that this is different than the standard spreading activation algorithm, in that
(1) we do not impose weights on arcs (we just associate arcs with symbolic labels
expressing their semantics) nor any threshold for graph traversal, (2) we focus
on paths rather than nodes, and specifically we are interested in the path(s) be-
tween two particular nodes rather than in the whole graph activation, hence (3)
it makes no sense in our approach setting the initial activation weight of start
nodes, and (4) this allows us to exploit a bi-directional partial search rather than
a mono-directional complete graph traversal.
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Since real world data are typically noisy and uncertain, the latter strategy
was included, that softens the classical rigid logical reasoning. This is obtained
by suitably weighting the arcs/relationships among concepts to represent their
likelihood among all possible worlds, and using these weights to prefer some paths
over others. ProbLog [22] is exploited for this purpose, whose descriptions are
based on the formalism pi :: fi where fi is a ground literal having probability pi.
In our case, fi is of the form link(subject, verb, complement) and pi is the ratio
between the sum of all examples for which fi holds and the sum of all possible
links between subject and complement. Again, this is different than spreading
activation because the ProbLog strategy is adopted.

3.3 Keyword Extraction

The identification of relevant nodes in the graph may in some sense correspond
to selecting keywords that provide indications on the main topics treated in the
collection. As a first step, the frequency of each term is computed (its spread
through the collection is ignored, to allow the incremental addition of new texts
without the need of recomputing this statistics). Then, the EM clustering ap-
proach provided by Weka based on the Euclidean distance is applied to row
vectors (representing concepts in the graph). Finally, various Keyword Extrac-
tion techniques, based on different (and complementary) aspects, perspectives
and theoretical principles, are applied on the input texts to identify relevant
concepts. We mixed a quantitative approach based on co-occurrences [19], a
qualitative one based on WordNet [8] and a novel psychological one based on
word positions. Assuming that humans tend to place relevant terms/concepts
toward the start and end of sentences and discourses, where the attention of
the reader/listener is higher [12], this approach determines the chance of a term
being a keyword based on its position in the sentence/discourse. In particular,
a mixture model determined by two Gaussian curves, whose peaks are placed
around the extremes of the portion of text to be examined, is used. The outcomes
of these techniques are exploited to compute a compound Relevance Weight
for each node in the network. Then, nodes are ranked by decreasing Relevance
Weight, and a suitable cut-point in the ranking is determined to distinguish rele-
vant concepts from irrelevant ones. We cut the list at the first item in the ranking
such that the difference in relevance weight from the next item is greater or equal
than the maximum difference between all pairs of adjacent items, smoothed by
a user-defined parameter p ∈ [0, 1] [10].

3.4 Information Retrieval

The set of obtained representative keywords for each document can be considered
as a higher-level representation of the digital library’s content, and hence key-
word extraction also work as a pre-processing step toward Information Retrieval
in the library itself [24]. Indeed, to each keyword a corresponding meaning can be
associated as follows: each keyword in the document is mapped to a correspond-
ing synset (i.e., the code of a concept) in WordNet, that is taken as its semantic
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representative, using Word Sense Disambiguation techniques [10]. The output
such a step, for each document, is a list of pairs, consisting of keywords and
their associated synsets. All these synsets are partitioned into different groups
using pairwise clustering. Then, each document is considered in turn, and each
of its keywords ‘votes’ for the cluster to which the associated synset has been
assigned. The aim is finding groups of similar synsets that might be usefully
exploited as a kind of ‘glue’ binding together subsets of documents that are
consistent with each other. In this perspective, the obtained clusters can be in-
terpreted as intensional representations of specific domains, and thus they can
be exploited to retrieve the sub-collection they are associated to. In this set-
ting, a query in natural language is processed in order to recognize the relevant
terms, and consequently find the corresponding synsets. At this point, a similar-
ity evaluation (using the function in [8]) is performed against each cluster (that
has a list of associated documents). The best result is used to obtain the list of
documents by descending relevance, that can be used as an answer to the user’s
search.

3.5 Author Identification

This functionality wants to face a well-known problem [1, 6, 30]: given a set of
documents by a single author and a questioned document, determine whether
the questioned document was written by that particular author or not.

This technique is based on First-Order Logic. It is motivated by the assump-
tion that making explicit the typed syntactical dependencies in the text one may
obtain significant features on which basing the predictions. Thus, this approach
translates the complex data represented by natural language text to complex
(relational) patterns that allow to model the writing style of an author.

Our approach consists in translating the sentences into relational descriptions,
then clustering these descriptions (using an automatically computed threshold to
stop the clustering procedure). The resulting clusters represent our model of an
author. So, after building the models of the base (known) author and the target
(unknown) one, the comparison of these models suggests a classification (i.e.,
whether the target author is the same as the base one or not). The underlying
idea is that the model describes a set of ways in which an author composes the
sentences in its writings. If we can bring back such writing habits from the target
model to the base model, we can conclude that the author is the same.

4 Exploitation Tool

The above functionalities are delivered to the users through a graphical tool that
provides a set of controls allowing to explore and analyze the conceptual graph.
The learned net is represented through an XML file. The tool can load a file in
this format, and draw the corresponding net (automatically organizing the nodes
in the best possible way). The semantic network can be built incrementally,
avoiding too long times of unavailability. Different colors are used for nodes
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Fig. 1. The main control panel

depending on their type: subjects and complements have a different color than
verbs. Also the relations are filled with a different color depending on the positive
or negative valence of the corresponding phrase. Figure 1 shows two screenshots
of the main interface of the tool, showing two different perspectives on the same
net (a complete overview and a selection thereof, respectively). The main area,
on the left, contains the net.

After loading a conceptual graph, the tool allows to explore it in a graphical
intuitive way, using classical mouse-based controls. Since the compound view
of the whole graph is typically cluttered and very dense of (often overlapping)
nodes and edges (but still useful to grasp the overall shape of the net), scroll,
pan and zoom in/out controls allow to focus on specific parts thereof and to have
a better insight on them. Single nodes can be dragged as well, and the entire net
is automatically rearranged accordingly to best fit the available space. Finally,
by selecting a specific node, it is possible to set a neighborhood limit such that
all the nodes whose shortest path to the selected node are outside the selected
level are filtered out.

All the controls, settings and results are placed in a panel standing on the right
of the graph visualization window. Such a panel is in turn divided into several
sub-parts (shown in Figures 2, 3 and 4). Let us examine the single sub-areas of
the control panel in more details.

Distance hops is in the top part of the panel (shown in Figure 3) and con-
taining a text field in which the user can enter the desired level up to which
nodes are to be shown, starting from the selected one (i.e. the user can set the
maximum neighborhood level). Relevance filtering contains two sliding bars:
the former is Distance, it is aimed at providing the same functionality as the
Distance hops area, but bound in [0,maxHops(net)], where maxHops(·) is a
function that returns the diameter of a given net; the latter is Relevance, it al-
lows to set the relevance parameter that determines which relevant nodes are to
be highlighted. Highlight nodes is a radio button, it allows to select a visual-
ization that highlights relevant nodes or a classical one. Choosing the relevant
nodes perspective enables access to the advanced functionality of relevant node
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.

Fig. 2. Reasoning operators
parameters

Fig. 3. Set of parameters
placed in the right panel

Fig. 4. Textual area dedi-
cated to results

Fig. 5. The Prolog KB
query tool

recognition, useful for a deeper analysis of the collection. Moreover, using the
Hibernation check box the study of the net is made more comfortable for the
human reader. This issue may require further clarification. In standard mode,
the research for a balanced placement of nodes within the used space is always
‘alive’, so that the nodes automatically rearrange their position in the screen
after the perturbations introduced by the user when he moves some elements
to study them more comfortably. Since the continuous movement of the nodes
makes the visual analysis of the net difficult, the possibility to stop the net in or-
der to explore it (through reading and manual rearrangements of single nodes)
was introduced. Network embeds four options, and specifically: Show taxon-
omy, that adds taxonomic relations to the network; Show object-verb, that adds
verbs as nodes, and edges < subject, verb > and < verb, complement >; Show
object-complement, that adds direct relations < subject, complement > (regard-
less of the verbs connecting them); Show tagged object-complement, that enables
the tagging of the relations < subject, complement > with verbs and associated
(positive or negative) valence as reported in the XML file (so, the visual outcome
is the same as for Show object-complement, but the tagged relations in the XML
can be used for further functionalities). Reasoning is devoted to the reasoning
operators (shown in Figure 2). In particular, it contains two text fields in each
of which a concept (label of a node) can be entered, so that pressing the Search
path button starts the Reasoning by Association functionality in order to ob-
tain a plausible complex relation between the specified concepts. This sub-area
also contains a button (named Search generalizations) that starts the search for
Generalization; its behavior can be modified by acting on two checkboxes, Get
clusters from XML (that avoids computing the clusters if they have already been
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computed and stored in suitable XML files), and Run anti-clustering (that starts
the technique to build bridges between different components of the net [16]). Re-
sults appears in the bottom area in the panel (shown in Figure 4). It is dedicated
to textual results, consisting of paths where each row reports in square brackets
(the labels of) the relations that exist between two nodes. In particular, each
relation (verb) is associated to the number of positive and negative instances
in which it occurred, expressing its valence. This also provides an indication of
the degree of reliability of the path sub-parts. As an example, the screenshot in
Figure 4 shows the resulting path between nodes ‘symbol’ and ‘literature’:

sentence(symbol, humanity, [relate P: 1/1 (100.0%), N: 0/1 (0.0%)])
sentence(god, humanity, [reveal to P: 1/1 (100.0%), N: 0/1 (0.0%)])
sentence(teaching, god, [lead to P: 2/2 (100.0%), N: 0/2 (0.0%)])
sentence(teaching, literature, [include including P: 4/4 (100.0%), N: 0/4 (0.0%)])

which can be interpreted as: “Humanity can relate by means of symbols. God
reveals to humanity. Teaching (or education) leads to God, and includes the
use of literature.”. Here only one relation per row is present, and there are no
sentences with negative valence.

Finally, an additional functionality concerns the possibility of querying the
ProLog knowledge base expressing the content of the net, which allows more
complex kinds of reasoning than simple reasoning by association on the graph.
It can be accessed from menu Tools in the main window, using the PROLOG
user interface item. A window like that in Figure 5 is opened, that allows to
enter a ProLog query to be answered using the knowledge base (e.g., “what does
a dog eat?” might be asked in the form eat(dog,X) ). The ProLog representation
of the net can be obtained and saved from the same window, by choosing the
Create new K.B. item in the Options menu.

5 Conclusions

Studying, understanding and exploiting the content of a digital library, and ex-
tracting useful information thereof, are complex and knowledge-intensive activ-
ities for which the user needs the support of effective automatic techniques. To
this aim, a relevant role can be played by concept taxonomies. Unfortunately, the
availability of such a kind of resources is limited, and their manual building and
maintenance are costly and error-prone.ConNeKTion is a tool that allows to learn
conceptual graphs from plain text and to enrich them by finding concept gener-
alizations. The resulting graph can be used for several purposes: finding relation-
ships between concepts (if any), filtering the concepts from a particular perspec-
tive, keyword extraction, information retrieval and author identification. A suit-
able control panel is provided for the user to comfortably carry out these activities.

As future work, we plan to improve the natural language text pre-processing
using anaphora resolution in order to replace, where possible, pronouns with the
explicit concept they express. We also wish to extend the reasoning operators
by adding an argumentation operator, that could exploit probabilistic weights,
intended as a rate of reliability, to provide support or attack to a given statement.
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Abstract. The semantic relatedness between two concepts is a measure
that quantifies the extent to which two concepts are semantically related.
In the area of digital libraries, several mechanisms based on semantic re-
latedness methods have been proposed. Visualization interfaces, informa-
tion extraction mechanisms, and classification approaches are just some
examples of mechanisms where semantic relatedness methods can play
a significant role and were successfully integrated. Due to the growing
interest of researchers in areas like Digital Libraries, Semantic Web, In-
formation Retrieval, and NLP, various approaches have been proposed
for automatically computing the semantic relatedness. However, despite
the growing number of proposed approaches, there are still significant
criticalities in evaluating the results returned by different methods. The
limitations evaluation mechanisms prevent an effective evaluation and
several works in the literature emphasize that the exploited approaches
are rather inconsistent. In order to overcome this limitation, we propose
a new evaluation methodology where people provide feedback about the
semantic relatedness between concepts explicitly defined in digital ency-
clopedias. In this paper, we specifically exploit Wikipedia for generating
a reliable dataset.

1 Introduction

The terms semantic similarity and semantic relatedness (on which we focus in
this paper) have often been used as synonyms in the areas of Natural Language
Processing, Information Retrieval and Semantic Web, but some researchers high-
lighted significant differences between these two concepts. The concept of seman-
tic relatedness is defined in the literature as the extent to which two concepts
are related by semantic relations [17]. On the other hand, a possible definition
of semantic similarity describes it as the measure which quantifies the extent to
which two concepts can be used in an interchangeable way. According to this def-
inition two semantically similar entities are also semantically related, but two se-
mantically related concepts may be semantically dissimilar [3]. For example, the
concepts of bank and trust-company are semantically similar and their similar-
ity implies that they are also semantically related, but two concepts related by an
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antonymic1 relation (such as the adjectives bad and good) are semantically related
and semantically dissimilar. According to [20], semantic similarity is a more strict
relation since it takes into account a focused set of semantic relations which are
often stored in lexical ontologies such as Wordnet. In Wordnet, for example, syn-
onyms2 are grouped in synsets and a hierarchical structure connects hyponyms
and hypernyms3. On the other hand, the semantic relatedness between two con-
cepts depends on all the possible relations involving them. For example, in order
to compute the semantic relatedness between two Wordnet concepts, we should
use all the available semantic connections by including, for example, meronomy4

and antonymy. However, two concepts can be related by more complex semantic
relations which are usually not explicitly stored in lexical ontologies. Think, for
example, to the case of two concepts that are semantically related by means of
a chain of more than one semantic relation, involving other ‘intermediate’ con-
cepts. For example, the pair pope and Italy can be related through the chain pope
→ Vatican City → Rome → Italy. This kind of relations is not explicitly included
inWordnet as well as all the other possible relations which can be entailed between
concepts which are not directly related by standard relations. Moreover, it has to
be noticed that humans organize their knowledge according to complex schemas
by connecting concepts according to their background knowledge and experience
[8]. The reasoning task where units of meaning are processed by the human mind
in order to identify connections between concepts is referred in the literature as
evocation [2], which can be also defined as the degree to which a concept brings to
mind another one. Evocation adds cross-part-of-speech links among nouns, verbs,
and adjectives [14]. Since the human mind works under the influence of personal
experience, the evocation process builds relations which may be not true in an
absolute way (for instance the relations between emotions and objects/animals)
and this is why these relations cannot be available in knowledge bases such as
Wordnet.

Obviously, all these aspects must be considered when we have to plan the
evaluation of methods aimed at automatically quantifying the semantic relat-
edness (SR methods) or the semantic similarity (SS methods). Thesaurus-like
resources , such as the Roget dataset [1], can be effectively used for evaluating
the precision of SS methods: they connect terms by TR (Related-Term) links
and by UF (Used-For) links, however such links are just a few for each term,
whereas many others could be entailed.

For the above reasons, the feedback provided by humans about the relatedness
between pairs of terms is commonly used in order to evaluate the precision of SR
methods. However, the methodology currently used for both collecting feedback
and evaluating precision of SR methods is widely criticized, even by the same

1 Antonymy is the semantic relation which connects concepts with an opposite
meanings.

2 Two terms are synonyms if they have the identical or very similar meaning.
3 A hyponym shares a type of relationship with its hypernym.
4 The meronomy denotes a part of relation.
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researchers who use it to analyze their results. These limitations are addressed
in this work and, more specifically, the paper has two goals:

– describing the limitations of the state of the art mechanisms. A survey of
the limitations of the approaches utilized for evaluating the accuracy of SR
methods is given.

– proposing a new evaluation approach. We propose a new procedure aimed at
effectively evaluating the precision of SR methods which analyze the content
of Wikipedia, one of the main examples of Digital Library 2.0.

The choice of focusing on this specific digital library is mainly due to the growing
interest of the research community on the usage of Wikipedia as knowledge
source for computing semantic relatedness. In fact, the large coverage of concepts
and the support to multilinguism makes Wikipedia very attractive for developing
SR methods. Moreover, other researches point out that the refinements of the
Wikipedia articles do not significantly influences the results of SR methods [19]
while new concepts can be easily introduced and connected to the existing ones.

The paper is organized as follows: in Section 2 we describe the state of the art,
major drawbacks are illustrated in mechanisms used for evaluating the precision
of SR methods while the drawbacks of these approaches are the object of Section
3; in Section 4 we propose a new approach for facing these limitations; final
considerations conclude the paper in Section 5.

2 Evaluating SR Methods: State of the Art

As reported in [3], three main approaches have been proposed in the literature
for evaluating the precision of SR methods.

The approach utilized in [12] evaluates SR methods according to a set of
qualitative heuristics. The simplest heuristic takes into account if the evaluated
measure is a metric; in [9] the authors report a list of other suitable features for
SR methods such as domain independence, independence from specific languages,
coverage of included words, and coverage of the meanings of each word. The
heuristic-based strategy is the simplest one but it also does not provide very
significant results since it cannot numerically quantify the accuracy of results. For
this reason, even if this strategy is a useful tool for designing new SR methods,
it is not an effective tool for comparison [3].

More concrete results can be obtained by embedding SR methods in other
hosting systems such as text clustering systems [11], metonymy resolution mech-
anisms [10], and recommender systems [5]. In these cases, different SR methods
are compared and evaluated according to the improvement produced by the
integration of the specific SR method within a larger system. However, it is
quite clear that this strategy increases the difficulty in performing an exten-
sive comparison of SR methods since: (i) different works face different tasks and
use different datasets so preventing the repeatability of experiments and (ii) the
computed precision can be influenced by the other components in the embedding
system.
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In order to overcome these drawbacks, a more direct strategy can be imple-
mented by comparing the feedback of a set of humans with the results produced
by SR approaches. The feedback of volunteers has been collected in order to
create datasets which have been used in the majority of the works where the
precision of SR methods has been evaluated. The first experiments aimed at cre-
ating this kind of datasets was exploited by Rubenstein and Goodenough [16].
In their experiments they exploited a deck of 65 cards where on each card there
was a pair of nouns written in English. The researchers asked to 51 judges both
to order the 65 pairs of words (from the most related pair to the most unrelated
one) and to assign a score in [0.0,4.0] for quantifying the relatedness of each pair
of terms. This experiment was also replicated by other researchers in different
settings. One of the most popular dataset is the Related353 dataset [6] which is
constituted by 353 word pairs is annotated with an integer in [0, 10] by two sets
of evaluators (composed by 13 and 16 judges respectively). Other works focused
on the task of defining similar datasets for specific domains: in the biomedical
field, Pedersen et al. collected the feedback of medics and physicians in order
to evaluate SR methods in that specific domain [15]. Other works focused on
generating larger datasets in an automatic way: in [18], a corpus of document
is analyzed in order to extract pairs of semantically related terms by following
the idea that pairs of terms which appear frequently in the same document are
probably semantically related.

The numeric scores acquired in these experiments have been extensively used
for evaluating the precision of SR methods. In order to reach this aim the Pearson
product-moment and the Spearman rank order correlation coefficients have been
used. The Pearson product-moment is a statistical tool used to check if the results
of a SR method resemble human judgments. On the other hand, the comparison
of two rankings of the pairs (the ranking which order the pairs according to the
feedback provided by humans and the ranking which order the pairs according
to the result of a SR method) can be executed by the Spearman coefficient. Both
these coefficients have a numerical value in [−1,+1], where −1 corresponds to
completely uncorrelated rankings (low precision) and, conversely, +1 corresponds
to a perfect correlation (high precision).

3 Drawbacks of the State of the Art

The experiments proposed in the literature mainly use datasets constituted by
pairs of terms annotated by a group of humans. However, this approach has many
criticalities which are emphasized even by the same researchers who adopted it.
In this section we illustrate these limitations by organizing the discussion in
two parts: in Section 3.1, we focus on the characteristics of the collections of
pairs of terms and, in Section 3.2, we describe the features of both the hu-
man feedback and the procedures exploited for computing the precision of SR
methods.
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3.1 Characteristics of the Pairs of Terms

The quality of the feedback collected in the experiments referred in Section 2
strongly depends on the task submitted to the volunteers. The following points
summarize the main limitations:

– Shortage. The dataset proposed by Rubenstein and Goodenough is consti-
tuted by only 65 pairs of nouns which cannot be used to exploit an extensive
analysis for generalizing the findings. This limitation is partially faced by
the Related353 dataset which is constituted by 353 pairs.

– Terms instead of concepts. The datasets are build up by terms which do
not identify concepts. On the other hand, SR methods compute the semantic
relatedness among concepts such as the synsets of Wordnet or the pages of
Wikipedia. The proliferation of senses in knowledge bases such as Wordnet
and Wikipedia makes hard the task of manually associating a sense to each
term included in a dataset [17]. Consider, for example, that the term love
is associated to 6 synsets in Wordnet and, on the other hand, in Wikipedia
the term love identifies several senses: an emotion as well as people, songs,
fictional characters, and movies. For tackling this problem, it is possible
to manually associate some of the terms of the considered dataset to the
Wikipedia concept that, most probably, was considered by the evaluators.
On the other hand, in order to avoid the need for manual disambiguation
of terms, the semantic relatedness between all the possible senses of the two
terms can be identified and fixed in the following way: the pair of senses with
the highest semantic relatedness computed by the evaluated SR method is
considered for assigning two specific senses to the two terms. Both these
approaches are questionable since the judges were not conscious of all the
various meanings of the words when they annotated the pairs.

– Uncovered domains and semantic relations. The datasets created by
Rubenstein and Goodenough as well as the Related353 dataset were defined
with the main goal of covering many possible degrees of similarity. Following
this idea, the authors used very general terms without taking into account
the idea of choosing terms in different domains. This is limitation which
prevents the generalization of the results. In particular, we highlight that
the information provided or extracted from a knowledge base may differ ac-
cording to the given topic. We can imagine that in Wikipedia, for example,
some topics are described better than others. It is also possible that differ-
ent knowledge bases (such as Wikipedia, Wordnet or other ontologies) may
provide better results in different domains. For this reason it would be inter-
esting to have datasets where pairs of terms are associated to domains or at
least to have datasets where several distinct domains are covered. Similarly,
a more reliable approach should also take care of covering a sufficient set of
semantic relations. In fact specific SR method could be adequate for catching
a specific semantic relation but it could not work with other relations. This
information is obviously missing also in datasets created in an automatic
way.
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3.2 Characteristics of the Feedback and Evaluation Procedure

The agreement among the evaluators is used in the literature for estimating
the quality of the collected feedback: this follows the idea that higher is the
agreement more reliable is the collected feedback. According to the literature, the
level of agreement is sufficient to assess the precision of SR methods. However,
there is not a threshold for the required agreement between the judges and this
is also true for domain-dependent datasets. Moreover, also other features of the
feedback collected from humans may greatly influence negatively the quality of
the evaluation. More specifically, we identify the following points:

– Pairs with low agreement. Different works use different strategies to man-
age pairs ot terms with low agreement among judges. An example of these
pairs is (monk,oracle) in the Related353 dataset which was annotated by 13
evaluators who returned the following votes (7, 8, 3, 4, 4, 6, 5, 8, 6, 3, 4, 6, 1). In
the majority of the works available in the literature these pairs are threaten
exactly like the others, but in [15] the authors proposed to discard pairs with
a very low agreement in order to have more significant results. Obviously,
this idea can be applied only when the dataset is constituted by a large set
of pairs. This is a very important issue since, as noticed in [3], the available
datasets show a significant agreement only when the existence of the seman-
tic relation is very clear (for instance the terms are synonyms or they are
completely unrelated).

– The choice of the scale. The choice of the scale for collecting the feedback
is a controversial point and has a strong impact on the agreement among
the judges. By adopting a very fine-grained scale the judges have many
possible choices and they can provide more accurate responses. This was
the motivation for the approach proposed by Rubenstein and Goodenough
who also asked people to order the pairs in order to have more coherent
responses. In fact, by ordering the pairs each judge could assign a decreasing
list of values to quantify the semantic relatedness. However, this mechanism
does not scale up to a large set of pairs since it requires a huge workload
for ordering many pairs of terms. For this reason, in the task for acquiring
the feedback for larger datasets like the Related353 dataset it is not asked
to the evaluators to order the pairs. In this case, the humans could not rely
on the order imposed to the pairs for assigning a vote and, consequently,
it was harder for them to be coherent with previously assigned votes. For
this reason, when the judges only annotate pairs of terms with a number it
is better to avoid very fine-grained scale in order to have more consistent
responses.

– Bias introduced by specific communities. Different communities of
evaluators may evaluate the semantic relatedness between two concepts ac-
cording to different perspectives. This is clearly reported in [15] where the
authors show that physicians and medics judged differently the semantic re-
latedness between terms in the field of biology. On the other hand, it makes
sense to evaluate SR methods only on pairs where the feedback is not biased
by the perspective of a specific community.
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– Metric robustness. The Pearson coefficient is a statistical tool used to
catch the strength of the linear correlation between the human judgments
and the score computed by a specific SR method. However, the correlation
between the votes provided by humans and the SR method can be nonlinear.
Moreover, the Pearson correlation is based on the assumption that the two
compared random variables are normally distributed, whereas the actual
distribution of the relatedness values is at the moment unknown [3]. On
the other hand, the Spearman coefficient, which does not directly compare
human votes with the results of the SR method, seems to be more robust.

4 Toward a New Evaluation Strategy

In order to face the limitations described in the previous section we propose a
new strategy for evaluating SR methods. In this section we describe our ongoing
work (Section 4.1) as well as our future steps (Section 4.2).

4.1 New Resources and Procedures

As already mentioned, other researchers showed that humans can judge the se-
mantic relatedness by using a numerical estimation only if the answer is quite
obvious. In fact, the experiments described in Section 2 showed that the agree-
ment among the judges was significantly hight only when the pairs were com-
posed by two synonyms or by two completely unrelated terms. Our hypothesis
is that humans can perceive the semantic relatedness, but they are not used to
quantify it by using a number. The difficulty in acquiring reliable feedback from
humans is mainly due to the problem of having datasets constituted by terms
which may be polysemic, i.e. having multiple senses. Starting from this assump-
tion, here we propose a new procedure for collecting more significant responses
from the judges, by avoiding both expensive workload, such as ordering a long
sequence of pairs of terms, and tricky/noisy tasks, such as selecting a numeric
level to quantify the semantic relatedness among two terms.

Our proposal is to ask judges to select the concept (from a set of proposed
concepts) which is most related to a given concept, where each concept is associ-
ated to a specific knowledge base (in our current work concepts are identified by
Wikipedia pages). By associating each term to a concept of a knowledge base we
can overcome the limitation of having datasets constituted by only terms. This
approach allows to obtain two advantages: (i) the judges can take into account a
unique specific meaning of the concepts when they produce their responses and
(ii) the evaluated SR method can exploit the Wikipedia page associated to the
concept for computing the semantic relatedness.

More technically, we defined the questions for the judges as triples T =
(t1, . . . , tm), where the triple ti = (targeti, ci1, ci2) is constituted by a target
concept and two other concepts ci1, ci2. For each triple ti, the judges have to
identify which one among ci1 and ci2 is (in their views) more related to targeti.
For example, given the triple t=(Musician, Watch, Trumpet), the evaluator can
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select Watch or Trumpet as more related to Musician. The reader can notice
that the proposed procedure does not depend on a specific scale for collecting
the feedback and this also simplifies the work of the judges who have to select
only the most related concept. By selecting the concept semantically more re-
lated to the target concept the judge orders the three concepts according to the
relatedness to the target. By following the previous example, if a judge chooses
Trumpet then he implicitly defines the ordered list of concepts (Musician, Trum-
pet,Watch) since Trumpet has been considered as more related to Musician than
Watch. We then take into account the way the judges order the concepts in each
triple for evaluating the precision of a SR method. In particular, the SR method
can order the concepts in the triple ti = (targeti, ci1, ci2) by computing the se-
mantic relatedness between the target concept and the two concepts ci1 and ci2
and, consequently, it can produce a rank. In this way we compute the precision
of the SR method according to the percentage of cases in which the SR method
orders the concepts of the triples as the humans did.

However, we also believe that there are various cases where humans cannot
provide a response: the judge may be not familiar with a concept or even a topic
or two concepts may be (more or less) equally semantically related to the target
concept. In order to manage these situations, the judges are allowed to skip the
evaluation of a triple, since we are keen to identify the responses for which the
judges are sufficiently confident. By taking into account the number of judges
who skipped a triple, we can measure a degree of trustworthiness of the overall
feedback acquired for a specific single triple. More specifically, for each triple
we computed an Indecision Score as the ratio between the number of judges
who skipped the triple and the total number of judges. By taking into account
a maximum threshold on the Indecision Score, we then remove the triples for
which there is a certain percentage of judges who did not provide a response. We
also filter out the triples with a low agreement among judges, by following the
idea that a low agreement can be the result of different evaluation perspectives.
To this aim we computed, for each triple ti, an Agreement Score as the maximum
between (i) the ratio between the number of judges who selected the concept ci1
and the total number of judges and (ii) the ratio between the number of judges
who selected the concept ci2 and the total number of judges. By requiring an
Agreement Score higher than a certain threshold, we can remove ambiguities
which may be introduced by different communities with different perspectives.

We identify for each triple a ‘correct’ order of the concepts by taking into
account the order defined by the majority of the judges. For example, supposing
that the concept Trumpet, in the triple t=(Musician, Watch, Trumpet), is more
frequently selected than the concept Watch, then the order (Musician, Trumpet,
Watch) is taken as the correct ranking. This ‘correct ranking’ is compared to the
order computed by the evaluated SR method. In this way we define the precision
of the evaluated SR method as the percentage of the correctly ordered triples by
the SR method.

Obviously, the approach used to build the triples has a significant impact on
the results. As we said in Section 3, one of the main drawbacks of the datasets
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described in the literature depends on the number of domains and of differ-
ent semantic relations included in the dataset. In order to face this issue, we
have defined a specific set of templates for the triples, such as (〈TARGET 〉,
〈Emotion1〉, 〈Emotion2〉) and (〈TARGET 〉, 〈Work1〉, 〈Work2〉). Then, we cre-
ate some triples by creating instantiating each template. For example, from the
template (〈TARGET 〉, 〈Emotion1〉, 〈Emotion2〉), we can build the triple (Love,
Graditude, Jelausy), the triple (Clown, Humor, Fear) and so on. We also include
other triples by picking concepts from systems such as Delicious and Open Di-
rectory. In particular, tags, categories, and other terms are extracted from these
systems in order to create new triples. By using stacks of Delicious and categories
in Open Directory we also select concepts (that must be concepts of Wikipedia)
belonging to different domains. In this way we face (at least partially) the prob-
lem of covering semantic relations in different domains. In our first experiments
we collected the feedback of 10 judges and each of them evaluated 420 triples in
a month. Since the Agreement Score measures the agreement among the judges
only on a single triple, we evaluated the overall agreement among the judges by
by means of the Fleiss’kappa [7]. The Fleiss’kappa allows us to measure the agree-
ment of the judges over the entire set of triples and, according to this analysis,
we have a significant agreement also over the entire set of triples (kappa=0.783).
Then we filtered the triples by throwing out the triples with an Agreement Score
lower then 0.7 (i.e. we require that at least 7 of the 10 judges provided the same
response) and with an Indecision Score higher then 0.2 (i.e. we require that at
maximum 2 judges skipped the question). As expected, after this filtering step,
we have that the agreement among the judges increases (kappa=0.849). How-
ever, it is interesting to observe that our filtering interventions removed only
27 triples from the initial set of 420 triples. Two examples of these triples are
(Mammal, Dolphin, Lion) and (Lifeguard, Holiday, Work). These two triples
show the usefulness of the filtering step since we observed that many judges
skipped the triple (Mammal, Dolphin, Lion) since Dolphin and Lion are both
Mammals. The Indecision Score is used to discard this triple because, in this
case, people could not find semantic relations for identifying which one of the
two concepts is more related to the target concept. Similarly, if two concepts are
completely unrelated to a given target concept, then judges cannot find semantic
relations for answering. The Indecision Score allows us to remove these triples
avoiding in this way potential ambiguities. In the case of the triple (Mammal,
Dolphin, Lion), a part of the judges considered Lifeguard as someone you can
meet during Holiday whereas another part of the judges considered Lifeguard
as a Work. In this case, there is a low agreement due to the subjective way of
perceiving the semantic relatedness. The Agreement Score allows us to remove
such triples, enhancing in this way the significance of the dataset.

4.2 Ongoing Evaluation and Future Steps

At the moment we are comparing new SR methods (that we specifically designed
in order to compute the semantic relatedness between the Wikipedia concepts)
with other state of the art mechanisms.
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In particular we defined new SR methods by extending some approaches pro-
posed [13] where: (i) eachWikipedia concept is represented by its incoming pages
(i.e. the pages with a link to the concept) and outcoming pages (i.e. the pages
linked by the concept) and (ii) the semantic relatedness among two pages is com-
puted by comparing their corresponding representations (larger is the number of
shared incoming/outcoming links, higher is the similarity among the concepts).
In particular, in this work we propose two metrics which will be referred as CIN
and GDOUT in the rest of the paper.

The CIN metric describes each concept as a weighted vector of Wikipedia
pages. In particular given a concept of Wikipedia, the pages which have a link
to the concept describe it and the weight of each page (i.e. each component of

the vector) is equal to log( |W |
|T | ) where W is the set of pages in Wikipedia and T

is the number of articles linked by the specific page (i.e. the specific component
of the vector). Given such representation of concepts, the CIN metric computes
the semantic relatedness between two concepts as the cosine similarity between
the two corresponding vectors. In this way, the metric computes the semantic
relatedness among two concepts according to the shared incoming pages. The
metric assumes that the concepts having many outcoming pages are less specific
and, for this reason, the semantic relatedness among two concepts is higher
when the corresponding Wikipedia pages share many incoming pages with few
outcoming pages.

On the other hand, the GDOUT metric is based on a different assumption. In
fact, in this case, the semantic relatedness between two concepts is estimated by
taking into account the number of outcoming pages shared between the corre-
sponding Wikipedia pages. More technically, the GDOUT metric uses a variation
the Normalized Google Distance [4] for computing the semantic relatedness be-
tween the concepts a and b as

GDOUT = 1− log (max (|A| , |B|))− log (|A ∩B|)
log (|W |)− log (min (|A| , |B|))

where A is the set of pages linked by the concept a, B is the set of pages linked
by the concept b, and W is still the set of pages available in Wikipedia.

We utilized our approach in order to evaluate the results produced by these
two SR methods and we obtained that the CIN approach has a higher precision
(the precision is equal to 0.87) than the GDOUT method (the precision is equal
to 0.80 in this case).

At the moment we are working on utilizing the datasets constituted by pairs of
terms and on embedding the SR methods in different systems in order to compare
our evaluation approach with other evaluation approaches. In particular, we are
interested in embedding the SR methods also in other different systems in order
to verify if the results changes according to the system where the SR methods
are integrated.

In order to promote a more exhaustive evaluation campaign of the SR methods
proposed in the literature we are also working on other two possible extensions
of our proposal.
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First, we are interested in collecting a larger set of responses by utilizing
crowdsourcing systems such as Amazon Mechanical Turk. In particular, we are
interested in evaluating if different levels of agreement among the judges can
be found by utilizing a new, different, and larger set of judges. These future
experiments will allow us to better evaluate also the statistical relevance of our
current results.

Second, we recognize that Wikipedia is not the only possible knowledge source
which can be used for computing the semantic relatedness. For example, other
works in the literature compute the semantic relatedness among the synsets of
Wordnet. In order to have an exhaustive evaluation campaign we need to have
triples constituted by the concepts defined in other knowledges sources such as
Wordnet. We are evaluating two possible strategies. The first one is to repeat our
work for constructing a new dataset which cover concepts of Wordnet. On the
other hand, we have designed and developed an intelligent framework which can
support the alignment of the concepts of Wikipedia to the synsets in Wordnet.
By exploiting this tool we aim at associating the concepts in our dataset to
Wordnet synsets.

5 Conclusion

Many tools and approaches which integrate the computation of SR among con-
cepts have been proposed in the literature in order to improve the access to
digital libraries [21]. On the other hand, in this paper, we (i) analyzed the lim-
itations of the approaches traditionally utilized to evaluate the precision of SR
methods and (ii) proposed a new approach for producing more reliable datasets
and evaluations. Our first results about the agreement among the judges and
the pruning of ambiguous triple seem promising.

Future works will investigate the usage of crowdsourcing systems for collecting
larger set of responses from a larger set of judges. We will also study the problem
of using concepts available in knowledge sources different from Wikipedia by
associating concepts of Wikipedia to concepts of Wordnet.
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Abstract. In a move towards an enrichment of the metadata models
that are used in the electronic publication of scholarly literature, modern
publishers are making steps towards semantic publishing. The possibility
to explore a collection of scientific papers (a digital library, a repository
or an archive of data) using different and multiple facets, i.e., different
and multiple points of view on the digital collection, increases on the
one hand the success of information retrieval and on the other hand the
availability of richer data sets. Multiple facets are the natural naviga-
tion method made possible by an adequate ontological representation of
a class of homogeneous documents. Context and content of published
journal articles are thus components that in the representation of in-
formation at the metadata level constitute a fundamental approach to
semantic enhancement. In this paper we introduced a test in using a
particular semantic publishing model, called semantic lenses, to seman-
tically enhance published journal articles.

Keywords: context and content, document semantics, semantic
publishing.

1 Introduction

It is a truism to assert that the richness of the metadata model used in digital
collections is instrumental in expanding and enhancing the uses made possible
by them on the collection, and that models that are too simple may well result
in widespread adoption, but on the other hand provide a weak representation of
the information contained in the collection, and may induce conceptual errors
and misrepresentations, as we discussed (among many) in [1].

Nowhere this is more visible than in the publishing domain. Publishers started
to use the Web as distribution channel since its early origins [2], but their mar-
ket exploded with the advent of XML-based languages (e.g. (X)HTML and Doc-
Book), ebook formats (e.g. EPUB and PDF), online vendors (e.g. Apple’s iTunes
bookstore and Amazon’s bookstore), and tablet reading devices (e.g. iPad and
Kindle). Similarly, metadata associated to electronic publications while inher-
iting the results of a multisecular discipline, library studies, have managed to
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coalesce into a number of very simple, minimal, models, such as Dublin Core [3],
that although pretty successful are inevitably crippled by their own simplicity.

Simultaneously to the evolution of the Web into the Semantic Web, modern
publishers (and in particular scholarly publishers) have taken steps to enhance
their digital publications with semantics, an approach that is known as seman-
tic publishing [4]. In brief, semantic publishing is the use of Web and Semantic
Web technologies to represent formally the meaning of a published document,
by specifying a large quantity of information about it as metadata and to pub-
lish them as Open Linked Data. As a confirmation of this trend, recently the
Nature Publishing Group (publisher of Nature), the American Association for
the Advancement of Science (publisher of Science) and the Oxford University
Press have all announced initiatives to open their articles’ reference lists and to
publish them as Open Linked Data1,2. The open archive movement3 is increas-
ing in the field scientific papers publishing and big commercial companies, like
i.e. Springer, support the idea of “institutional repositories” and the concept of
“open access publishing” as a solution that “makes your work immediately and
permanently available online for everyone, everywhere”4. A significant increase
of open access journals reveal the impact of new methods of digital publishing5.

Open archives as repositories for the dissemination, the interchange and the
preservation of scholarly articles and related metadata but also open access as
method of publication are becoming a strategy and a paradigm in the field of
publishing. Digital libraries of scientific papers use these techniques, theories and
methods in order non only to speed up the access given to publications but also
to increase the amount of digital data i.e. research articles, they can associate
to such articles. Even editors and publishers that did not marry into the open
access philosophy are creating digital collections of scientific papers under the
guise of freemium platforms for accessing for free the metadata related to their
publication, and pay for the full-text of the articles. Even many aggregation
platforms (e.g. Elsevier Science and Emerald6) found in the possibility to give
access to big collections of scientific papers a new way of exploring knowledge.

Many of these platforms are defining semantic models to enhance the digital
representation of their articles. However, this enhancement is not a straightfor-
ward operation, since it involves much more that simply making semantically

1 Science joins Nature in opening reference lists:
http://opencitations.wordpress.com/2012/06/16/

science-joins-nature-in-opening-reference-citations
2 Oxford University Press to support Open Citations:
http://opencitations.wordpress.com/2012/06/22/

oxford-university-press-to-support-open-citations
3 http://www.openarchives.org
4 http://www.springer.com/open+access?SGWID=0-169302-0-0-0
5 See the Directory of Open Access Journals:
http://www.doaj.org/doaj?func=newTitles&fromDate=

2012-11-14+00%3A00%3A00&untilDate=2012-12-14+19%3A15%3A31
6 Elsevier Science (http://www.sciencedirect.com), Emerald
(http://www.emeraldinsight.com).

http://opencitations.wordpress.com/2012/06/16/science-joins-nature-in-opening-reference-citations
http://opencitations.wordpress.com/2012/06/16/science-joins-nature-in-opening-reference-citations
http://opencitations.wordpress.com/2012/06/22/oxford-university-press-to-support-open-citations
http://opencitations.wordpress.com/2012/06/22/oxford-university-press-to-support-open-citations
http://www.openarchives.org
http://www.springer.com/open+access?SGWID=0-169302-0-0-0
http://www.doaj.org/doaj?func=newTitles&fromDate=2012-11-14+00%3A00%3A00&untilDate=2012-12-14+19%3A15%3A31
http://www.doaj.org/doaj?func=newTitles&fromDate=2012-11-14+00%3A00%3A00&untilDate=2012-12-14+19%3A15%3A31
http://www.sciencedirect.com
http://www.emeraldinsight.com
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precise statements about named entities within the text. For instance, the sen-
tence “Christopher Marlowe was the real author of many Shakespeare’s plays”
has possibly one formal representation, but its use in a scholarly document may
be characterized in many different ways, as a claim, an hypothesis, a rebutted
concept, or even as an example of an English sentence in a paper not discussing
Shakespeare’s plays at all (as this one).

In [5], we showed how several relevant interpretation layers exist beyond the
bare words of a scientific paper – such as the context of the publication, its
structural components, its rhetorical structures (e.g. Introduction, Results, Dis-
cussion), or the network of citations that connects the publication to its wider
context of scholarly works. These points of view are usually combined together
to create an effective unit of scholarly communication so well integrated into the
paper as a whole and into the rhetorical flow of the natural language of the text,
so as to be scarcely discernible as separate entities by the reader.

In this paper we use a well-known scholarly paper, DelosDLMS – The Inte-
grated DELOS Digital Library Management System by Agosti et al. [6], to in-
vestigate the feasibility and the usefulness of separating these aspects into eight
different sets of machine-readable semantic assertions (called semantic lenses),
where each set describes one of them, from the most contextual to the most
document-specific: research context, authors’ contributions and roles, publica-
tion context, document structure, rhetoric organization of discourse, citation
network, argumentative characterisation of text, and textual semantics.

The rest of the paper is organised as follows. In Section 2 we introduce some
significant works related to semantic publishing experiences and models. In Sec-
tion 3 we show an application of semantic lenses onto a particular scholarly
article. Finally (Section 4) we conclude the paper sketching out some future
works and briefly present a prototype named TAL (Through A Lens), an HTML
interface for scholarly papers.

2 Related Works

Much current literature concerns both the proofs of concepts for semantic pub-
lishing applications and the models for the description of digital publishing from
different perspective. Because of this richness, here we present just some of the
most important and significant works on these topics.

In [4], Shotton et al. describe their experience in enriching and providing ap-
propriate Web interfaces for scholarly papers enhanced with provenance informa-
tions, scientific data, bibliographic references, interactive maps and tables, with
the intention to highlights the advantages of semantic publishing to a broader
audience. Along the same lines, in their work [7] Pettifer et al. introduce pros
and cons of the various formats for the publication of scholarly articles and pro-
pose an application for the semantic enhancement of PDF documents according
to established ontologies.

A number of vocabularies for the description of research projects and re-
lated entities have been developed, e.g. the VIVO Ontology7 – researched for

7 VIVO Ontology: http://vivoweb.org/ontology/core

http://vivoweb.org/ontology/core


Semantic Lenses as Exploration Method for Scholarly Articles 121

describing the social networks of academics, their research and teaching ac-
tivities, their expertise, and their relationships to information resources – and
DOAP, the Description Of A Project8 – an ontology with multi-lingual
definitions that contains terms specific for software development projects.

One of the most widely used ontology for describing bibliographic entities and
their aggregations is BIBO, the Bibliographic Ontology [8]. FRBR, Functional
Requirements for Bibliographic Records [9], is yet another more structured model
for describing documents and their evolution in time. One of the most important
aspects of FRBR is the fact that it is not tied to a particular metadata schema
or implementation.

Several works have been proposed in the past to model the rhetoric and argu-
mentation of papers. For instance, the SALT application [10] permits someone
such as the author “to enrich the document with formal descriptions of claims,
supports and rhetorical relation as part of their writing process”. There are other
works, based on [11], that offer an application of Toulmin’s model within spe-
cific scholarly domains, for instance the legal and legislative domain [12]. A good
review of all the others Semantic Web models for the description of arguments
can be found in [13]. A comprehensive analysis of the application of Semantic
Web ideas and techniques in digital repositories can be read in [14].

3 Context and Content through Semantic Lenses

In [5] we introduced the idea that the semantics of a document is definable from
different perspectives, where each perspective is represented as a semantic lens
that is applied to a document to reveal a particular semantic facet.

A faceted classification system [15] in the field of library science is a bottom-up
scheme that divides a subject into concepts and gives rules to use these concepts
in constructing a structured subject. This approach makes it possible use a kind
of poly-hierarchical relationship between the elements of the description [16].

But facets have to be transformed in an ontology in order to give access to
the deep meaning of the documents. An ontology has been defined9 to formally
define these lenses so as to allow the annotation of resources such as scholarly
papers. In addition, since the application of the semantic lenses to a document
is an authorial activity, i.e. the action of a person (the original author as well as
anyone else) taking responsibility for a semantic interpretation of the document,
we also need to record theprovenance of the semantic statements according to
the PROV Ontology (PROV-O) [17].

In the following subsections we introduce the lenses using the well-known
paper DelosDLMS – The Integrated DELOS Digital Library Management System
by Agosti et al. [6] as the scholarly article on which the small snippets of semantic
lenses are based.

8 DOAP: http://usefulinc.com/ns/doap
9 Lens Application Ontology (LAO): http://www.essepuntato.it/2011/03/lens

http://usefulinc.com/ns/doap
http://www.essepuntato.it/2011/03/lens
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3.1 Describing the Context

Writing a scientific paper is usually the final stage of an often complex collabo-
rative and multi-domain activity of undertaking the research investigation from
which the paper arises. The organizations involved, the people affiliated to these
organizations and their roles and contributions, the grants provided by funding
agencies, the research projects funded by such grants, the social context in which
a scientific paper is written, the venue within which a paper appears: all these
provide the research context that leads, directly or indirectly, to the genesis of
the paper, and awareness of these may have a strong impact on the credibility
and authoritativeness of its scientific content.

The concept of context is a polysemic textual situation because it runs across
a variety of different disciplines. In general “the broad notion of context [is]
constituted by the interactions and relationships between a TE [target entity]
and its environment” [18]. In particular in the archival domain this concept
regards the need to separate the description of document from the description of
people that create the documents. The EAC-CPF (Encoded Archival Context-
Corporate Bodies, Persons and Families) is a DTD10, an XML Schema11 and
now an ontology [19] for translate the ISAAR (CPF), the International Standard
for Archival Authority Records [20], in a formal language.

Daniel Pitti states that “relations between records, creators, and functions
and activities are dynamic and complex, and not fixed and simple. Creators are
related to other creators. Records are related to other records. Functions and
activities are related to other functions and activities. And each of these is inter-
related with the others. [...]. By developing dedicated semantics and structures
for describing each descriptive component and its complex interrelations, we can
build descriptive systems that are far more efficient and effective than those we
have realized in print” [21]. So the context reflects the need to separate the object
(the paper) from the information surrounding it, and in fact the context reflects
the relationships between data and structured metadata, but is also an interpre-
tation key of the document as a complex entity whose information emerges only
when analysing the elements of the document in their specific context.

Given these assumptions, we need to point out that semantic lenses have to
be used as a complex system, in a network perspective of interconnected scopes,
rather than as a hierarchical model of independent layers.

Three lenses are designed to cover the contextual aspects of a scholarly text:

– Research context: the background from which the paper emerged (the re-
search described, the institutions involved, the sources of funding, etc.).

– Contributions and roles: the individuals claiming authorship on the paper
and what specific contributions each of them provided.

– Publication context: any information about the event (e.g. conference or
workshop) and publication venue of the paper (such as the proceedings or
the journal), as well as connections to the other papers sharing the same
event or venue.

10 ISAAR(CPF) DTD: http://www3.iath.virginia.edu/eac/
11 ISAAR(CPF) Schema: http://eac.staatsbibliothek-berlin.de

http://www3.iath.virginia.edu/eac/
http://eac.staatsbibliothek-berlin.de
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Using [6] as the basis for the annotations example, we describe the contex-
tual environment, that is the research context, that made possible writing this
paper by using12 FRAPO, the Funding, Research Administration and Projects
Ontology13, as shown in the following excerpt. The excerpt specifies that the Eu-
ropean Commission, as a funding agency (#1), funded the network of excellence
DELOS (#2) that led to the aforementioned paper (#3)14:

:research -context {

:ec a frapo:FundingAgency ; foaf:name "EU Commission " ; #1

frapo:funds [ a frapo:Endeavour ; #2

foaf:name "A Network of Excellence on Digital Libraries ";

frapo:hasOutput :delosdlms ] . } #3

Then we use SCoRO (the Scholarly Contributions and Roles Ontology15) and
its imported ontology PRO (the Publishing Roles Ontology16) [22] to identify the
roles and contributions. Once again, in order to be concise, only the code for one
of the many contributors will be shown, in this case for the first one, Maristella
Agosti. We can identify her role (e.g. being affiliate with the University of Padua
during the realization of the paper – #4) and her contribution (#5) within the
context of this paper.

:contributions -and -roles {

:agosti a foaf:Person ; foaf:name " Maristella Agosti" ;

pro:holdsRoleInTime [ a scoro:OrganizationalRole ; #4

pro:withRole scoro:affiliate ;

pro:relatesToOrganization [ a frapo:University ;

foaf:name "University of Padua" ] ;

pro:relatesToDocument :delosdlms ],

scoro:makesContribution [a scoro:ContributionSituation ; #5

scoro:withContribution scoro:writes -manuscript -draft ;

scoro: withContributionEffort scoro:major -effort ;

scoro:relatesToEntity :delosdlms ] }

We then describe the publication context of the paper using FaBiO, the FRBR-
aligned Bibliographic Ontology [23] and BiRO, the Bibliographic Reference On-
tology17, specifying the conference proceedings in which the paper was published

12 Note that all the ontologies used or suggested in this paper to describe “lenses”
statements have been chosen as an appropriate and convincing example of an on-
tology that fulfils the requirements for the lens, since they allow us to fully describe
all the document aspects we are interested in. However, their choice is not unique,
and many other ontologies may exist to fulfil the same role, so as to allow the use
of other models (such as those described in Section 2) instead of them.

13 FRAPO: http://purl.org/cerif/frapo
14 This and the following RDF examples are written in Turtle

(http://www.w3.org/TeamSubmission/turtle/), with namespace definitions de-
fined at http://www.essepuntato.it/2013/tal/prefixes.

15 SCoRO: http://purl.org/spar/scoro
16 PRO: http://purl.org/spar/pro
17 FaBiO: http://purl.org/spar/fabio; BiRO: http://purl.org/spar/biro.

http://purl.org/cerif/frapo
http://www.w3.org/TeamSubmission/turtle/
http://www.essepuntato.it/2013/tal/prefixes
http://purl.org/spar/scoro
http://purl.org/spar/pro
http://purl.org/spar/fabio
http://purl.org/spar/biro
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(#6) and the list of its references to other related documents (#7) – which is
crucial for semantic publishing:

:publication -context {

# The textual realisation of the paper

:version -of -record a fabio:ConferencePaper ; #6

frbr:realisationOf :delosdlms ;

dcterms:title "DelosDLMS - The Integrated DELOS Digital

Library Management System" ;

prism:doi "10.1007/978 -3 -540 -77088-6_4" ;

frbr:partOf [ a fabio:ConferenceProceedings ;

dcterms:title "Proc. 1st International DELOS Conference ";

fabio:hasPublicationYear "2007"^^ xsd:gYear ]

frbr:part [ a biro: ReferenceList ; #7

co:element [ biro:references

<http ://dx.doi.org /10.1109/ ICCV .1998.710779 > ] ... ]}

3.2 Describing the Content

The semantics of the content of a document, i.e. the semantics that is implicitly
defined in and inferable from the text, can be described from different points of
view. For example, the overall structure of the text – i.e. the organization of the
text of the document into structured containers, blocks of text, inline elements
– is often expressed by means of markup languages such as XML and LaTeX,
that have constructs for describing content hierarchically.

In the field of textual editing, the TEI schema [24] represents a standard
model for the encoding of humanistic texts using an embedded markup. The
Guidelines elaborated in the TEI project reflect on different aspects of the inter-
pretative intervention of the editor in describing textual entities. A big effort is
now devoted towards the translation of this XML Schema into an ontology in the
domain of cultural heritage, mapping TEI onto CIDOC-CRM [25] a conceptual
model for describing entities used in cultural heritage documentation.

In an Semantic Web context, we would rather use an ontology that describes
the markup structures in OWL. For this we need a way to separate the doc-
ument from its interpretation, i.e., a way to apply a meta-syntax for stand-off
annotations of textual content with fully W3C-compliant technologies. For this
reason, we use EARMARK [26], an ontology18 of a markup metalanguage, to
describe the structure of the document as a set of OWL assertions to associate
formal and explicit semantics [27]. Through the Pattern Ontology (PO)19 [28] in
combination with EARMARK we can associate a particular structural semantics
to markup elements, such an element h3 expressing the concept of being a block
of text (#9), or the div element containing it being a container with an header
(#8), as shown in the following:

18 EARMARK: http://www.essepuntato.it/2008/12/earmark
19 PO: http://www.essepuntato.it/2008/12/pattern

http://www.essepuntato.it/2008/12/earmark
http://www.essepuntato.it/2008/12/pattern
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:structure { :div a earmark:Element ;

la:expresses pattern:HeadedContainer ; #8

earmark:hasGeneralIdentifier "div" ;

c:firstItem [ c:itemContent ... ; c:nextItem [

c:itemContent :h-sec -2 ; ... c:nextItem [ ...

c:itemContent :p4-sec -2 ... ] ] ] .

:h-sec -3-1 a earmark:Element #9

la:expresses pattern:Block ;

earmark:hasGeneralIdentifier "h3" ;

c:firstItem [ c:itemContent :r-h-sec -3-1 ] .

# Text node within :h-sec -3

:r-h-sec -3-1 a earmark:PointerRange ...

:p1-sec -3-1 a earmark:Element # Sec 3.1, Par 1

la:expresses pattern:Block ;

earmark:hasGeneralIdentifier "p" ... }

Just a little above a purely structural perspective, we place the identification
and organization of the rhetorical components of the text, such as a section being
an Introduction, some paragraphs describing the Methods of the research, or the
presented Results or the paper’s Conclusion), in order to label explicitly all the
meaningful aspects of the scientific discourse.

Such rhetoric characterization of markup structures can be specified through
DoCO, the Document Components Ontology20, and DEO, the Discourse El-
ements Ontology21. The following excerpt expresses that the elements div, h3
and p, introduced in the previous excerpt, represent, respectively, a section of
the paper (#10), a section title (#11), and a paragraph (#12) introducing some
background assets (#13):

:rhetoric { :div la:expresses doco:Section . #10

:h-sec -3-1 la:expresses doco:SectionTitle . #11

:p1-sec -3-1 la:expresses doco:Paragraph , #12

deo:Background } #13

Besides its structural and rhetorical characterisation, a document takes also
part to a citation network with its cited documents, in particular taking into
account the reasons for particular citations – e.g. to express qualification of or
disagreement with the ideas presented in the cited paper – which may signifi-
cantly effect the evaluation of a citation network itself.

For instance, analysing the content of the paper, for instance the aforemen-
tioned 1st paragraph of the 3rd section (1st subsection) of the paper (i.e. :p1-
sec-3-1), we encounter several citations to other works that are introduced for a
particular reason, e.g. to express qualification of or disagreement with the ideas
presented in the cited papers. Using CiTO, the Citation Typing Ontology22 [23],
we provide descriptions of the nature of the citations, as shown in the following
example, where paper “[5]” is cited as a source of background information (#14),
and paper “[7]” is also cited as evidence supporting a statement (#15):

20 DoCO: http://purl.org/spar/doco
21 DEO: http://purl.org/spar/deo
22 CiTO: http://purl.org/spar/cito

http://purl.org/spar/doco
http://purl.org/spar/deo
http://purl.org/spar/cito
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:citation { :delosdlms

# citation to [5] in Sec 3.1, Par 1

cito:obtainsBackgroundFrom #14

<http :// doi.ieeecomputersociety .org /10.1109/ ICME

.2005.1521528 > ;

# citation to [7] in Sec 3.1, Par 1

cito:citesAsEvidence #15

<http ://dx.doi.org /10.1109/ ICCV .1998.710779 > }

In addition, strictly correlated with the citational aspects of a document,
we can detail the organization of the claims and the arguments of the paper
(providing evidences to a claim).The argumentative organisation of discourse is
described using AMO, the Argument Model Ontology23, that implements Toul-
min’s model of argumentation [11]24 in OWL, as shown in Fig. 1 and introduced
in the following excerpt:

Fig. 1. Argument organisation of the 1st paragraph of Sec. 3.1 in the DelosDMS paper

:argumentation { :argument a amo:Argument ;

amo:hasClaim :r-cl-p1 ; # correlograms ... about

amo:hasQualifier :r-qual -p1 ; # In... features

amo:hasRebuttal :r-reb -p1 ; # However ...false positive

amo:hasEvidence :r-ev -1-p1 ... # Correlograms ... content

23 AMO: http://www.essepuntato.it/2011/02/argumentmodel
24 Toulmin proposed that arguments are composed of statements having specific argu-

mentative roles: the claim (a fact that must be asserted), the evidence (a foundation
for the claim), the warrant (a statement bridging from the evidence to the claim),
the backing (credentials that certifies the warrant), the qualifier (words or phrases
expressing the degree of certainty of the claim) and the rebuttal (restrictions that
may be applied to the claim).

http://www.essepuntato.it/2011/02/argumentmodel
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amo:hasWarrant :r-war -2-p1 ... # To... problems

amo:hasBacking :r-back -1-p1 ... # we used ...3D objects

:r-qual -p1 amo:forces :r-cl-p1 .

:r-cl-p1 amo:isValidUnless :r-reb -p1

:r-ev -1-p1 amo:proves :r-cl-p1 ; amo:supports :r-war -1-p1 ...

:r-war -2-p1 amo:leadsTo :r-cl-p1 .

:r-back -1-p1 amo:backs :r-war -2-p1 . ...

Finally, the textual semantics, i.e. the very message contained in a piece of
text, is the final step in the definition of the semantics of a piece of text. For
instance, the formal description of a claim needs to be expressed in such a way
as to represent as faithfully as possible the meaning of the claim itself. Since
each document expresses content in domains that are specific of the topic of the
paper, we do not seek to provide an encompassing ontology to express claims.
In some cases, the claim of an argument can be encoded through using a simple
model, e.g. DBPedia [29], as shown in the following excerpt. In other cases, an
appropriate specific ontology for the domain might be chosen freely.

:semantics {dbpedia:Correlogram a dbpedia:Mathematical_model }

4 Conclusions

The evolution of modern digital collections implies that the metadata we asso-
ciate to their content are enhanced and enriched with more and more informa-
tion. Simple metadata model may increase the likelihood of their adoption, but
eventually result in simple annotations and possibly in errors and misrepresen-
tations of the associated documents. Modern publishers are now approaching
digital publishing from a semantic perspective (aka semantic publishing [4]).

In this paper we verified our semantic lenses [5] to semantically enhance a
published scholarly article with direct, explicit, and hopefully correct annota-
tions about the context, structure and argumentation of the paper as well as its
actual content. Since one of the criteria for evaluating digital libraries as complex
systems is the performance, which “depends strongly on the formats, structure
and representations of the content” [30], we strongly believe that the use of se-
mantic lenses as ontological keys could markedly improve usefulness of a library
of scholarly articles. We are now working on Through A Lens (TAL), a proto-
typical application25 we developed as proof of concept of the use of semantic
lenses in a real-case scenario, that enables the navigation and understanding of
a scholarly document through these semantic lenses. We are now analysing the
outcomes of a user testing session we undertook to demonstrate the efficacy of
TAL when addressing tasks requiring deeper understanding and fact-finding on
a document. Finally, along the lines of our previous work [28], we plan to develop
automatic and semi-automatic approaches – based on ML and NLP techniques
– for the enrichment of documents according to semantic lenses.

25 Available at http://www.essepuntato.it/2013/tal/LensedMika.html

http://www.essepuntato.it/2013/tal/LensedMika.html
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Abstract. Archives are an extremely valuable part of our cultural her-
itage. Although their importance, the models and technologies that have
been developed over the past two decades in the Digital Library (DL)
field have not been specifically tailored on archives and this is espe-
cially true when it comes to formal and foundational frameworks, as the
Streams, Structures, Spaces, Scenarios, Societies (5S) model is. There-
fore, we propose an innovative formal model, called NEsted SeTs for
Object hieRarchies (NESTOR), for archives, using it to extend the 5S
model in order to take into account the specific features of the archives
and to tailor the notion of digital library accordingly.

1 Motivation

Over the past two decades, Digital Libraries (DLs) have been steadily evolving
and have been shaping the way in which people and institutions access to and
interact with our cultural heritage, study, and learn. Nowadays, their reach goes
far beyond what has been the realm of traditional libraries and encompasses also
other kinds of cultural heritage institutions, such as archives and museums. In
particular, this work focuses on archives; an archive is not simply constituted
by a series of objects that have been accumulated and filed with the passing of
time – as it usually happens with libraries that collect, for example, individual
published books, journals, and serials. Instead, it represents the trace of the
activities of a physical or juridical person in the course of their business which
is preserved because of their continued value.

DLs benefit from the existence of sophisticated formal models, such as the
Streams, Structures, Spaces, Scenarios, Societies (5S) model [4], which allow us
to formally describe them and to prove their properties and features. Notwith-
standing the importance of the archives, so far, there has been no attempt to
develop a dedicated formal model, built around their peculiar constituents, such
as the notion of archival bond. We can neither exploit the 5S model as it is for
archives because, as we will discuss later on, it needs some kind of extension and
tailoring.

We think that the archival domain deserves a formal theory as well and that
this theory has to be reconciled with the more general theories for digital libraries
in order to disclose to archives the full breadth of methodologies and technologies

T. Catarci, N. Ferro, and A. Poggi (Eds.): IRCDL 2013, CCIS 385, pp. 130–135, 2014.
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which have been developed over the last two decades in the DL field. To this
purpose we proposed a formal model for archives, built around the notion of
archival bond and hierarchy: the NEsted SeTs for Object hieRarchies (NESTOR)
model [1]. Furthermore, we exploit NESTOR to formally extend the 5S model
in order to be capable of defining a digital archive as a specific case of digital
library able to take into consideration the peculiar features of the archives.

The paper is organized as follows: in Section 2 we provide some background
on archives and the 5S formal model. In Section 3 we present the basics of the
NESTOR model and in Section 4 we introduce our extension to the 5S model
via NESTOR. Finally, in Section 5 we draw some final remarks.

2 Related Work

2.1 Digital Archives

In an archive the context and the relationships between the documents are
preserved thanks to the hierarchical organization of the documents inside the
archive. Indeed, an archive is divided by fonds and then by sub-fonds and then
by series and so on; at every level we can find documents belonging to a particular
division of the archive or documents describing the nature of the considered level
of the archive. The union of all these documents, the relationships and the con-
text information permits the full informational power of the archival documents
to be maintained. The archival documents are analyzed, organized, and recorded
by means of the archival descriptions that have to reflect the peculiarities of the
archive. In the digital environment archival descriptions are encoded by the use
of metadata; these need to be able to express and maintain the structure of the
descriptions and their relationships [3].

The standard format of metadata for representing the hierarchical structure
of the archive is the Encoded Archival Description (EAD)1, which reflects the
archival structure and holds relations between entities in an archive. On the
other hand, an archive is described by means of a unique EAD file and this may
be problematic when we need to access and exchange archival metadata with a
variable granularity [2].

2.2 The 5S Model

The Streams, Structures, Spaces, Scenarios, Societies (5S) [4] is a formal model
and draws upon the broad DL literature in order to have a comprehensive base of
support. It has been developed largely bottom up, starting with key definitions
and with elucidation of the DL concepts from a minimalist approach. It is built
around five main concepts:

– streams are sequences of elements of an arbitrary type, e.g. bits, character,
images, and so on;

1 http://www.loc.gov/ead/

http://www.loc.gov/ead/
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– structures specify the way in which parts of a whole are arranged or orga-
nized, e.g. hypertexts, taxonomies, and so on;

– spaces are sets of objects together with operations on those objects that obey
certain constraints, e.g. vector spaces, probabilistic spaces, and so on;

– scenarios are sequences of related transition events, for instance, a story that
describes possible ways to use a system to accomplish some functions that a
user desires;

– societies are sets of entities and relationships between them, e.g. humans,
hardware and software components, and so on.

Starting from these five main concepts, it provides a definition for a minimal
DL which is constituted by: (i) a repository of digital objects; (ii) a set of meta-
data catalogs containing metadata specifications for those digital objects; (iii) a
set of services containing at least services for indexing, searching, and browsing;
and, (iv) a society.

While these broad concepts can be in common also with archives, when you
look at the specific way in which they are formally defined, you realize that
the definitions cannot be straightforwardly applied to the archives case without
at least some extension. We will discuss this in further details, presenting an
extension of 5S via NESTOR in Section 4.

3 The Basics of the NESTOR Formal Model

We define both Nested Sets Model (NS-M) and Inverse Nested Sets Model
(INS-M) in terms of the set theory as a collection of subsets where specific
conditions must hold.

Definition 1. Let A be a set and let C be a collection of subsets of A. Then C
is a Nested Sets Collection (NS-C) if:

A ∈ C, (3.1)

∀H,K ∈ C | H ∩K 	= ∅ ⇒ H ⊆ K ∨K ⊆ H. (3.2)

Therefore, we define a NS-C as a collection of subsets where two conditions
must hold. The first condition (3.1) states that set A which contains all the
subsets of the collection must belong to the NS-C itself. The second condition
states the intersection of every couple of sets in the NS-C is not the empty-set
only if one set is a proper subset of the other one.

Now we can introduce the Inverse Nested Sets Collection (INS-C) which de-
fines the INS-M:

Definition 2. Let A be a set and let C be a collection. Then, C is an Inverse
Nested Sets Collection (INS-C) if:

∃!B ∈ C | ∀K ∈ C, B ⊆ K, (3.3)

∀H,K,L ∈ C | H ⊆ K,L 	= K ⇒ (L ∩K = H ∩ L) ∨ (H ⊆ L) ∨ (L ⊆ H).
(3.4)



Digital Archives: Extending the 5S Model through NESTOR 133

We define an INS-C as a collection of subsets where two conditions must hold.
The first condition (3.3) states that C must contain the bottom set B, which is
the common subset of all the sets in C. The second condition (3.4) states that
if we consider three sets K, H , and L such that H is a subset of K and K is
not equal to L, then the intersection between L and K is not the same as the
intersection between H and L or H is not a subset of L and vice versa.

4 Extending the 5S Model via NESTOR

The notion of descriptive metadata specification2 (definition 14 [4, p. 293]) is
suitable either to represent, for each archival division, a descriptive metadata
– e.g. a metadata describing a serie, a sub-fonds, or an archival unit – or to
represent the archive as a whole, as it happens in the case of EAD.

When it comes to the definition of metadata catalog (definition 18 [4, p. 295]),
there is no means to impose a structure over the descriptive metadata in the
catalog. Therefore, if you use separate descriptive metadata specifications for
each archival division, as in the former case, this would prevent the possibility
of expressing the relationships between these archival divisions, i.e. you would
loose the possibility of retaining the archival bond.

Moreover, in a metadata catalog, there is no means to associate (sub-)parts
of the descriptive metadata specifications to the digital objects (definition 16 [4,
p. 294]) that they describe, but you can only associate a whole descriptive meta-
data to a whole digital object.

Therefore, if you represent an archive as a whole with a single descriptive
metadata specification, as in the latter case, it would not be possible to asso-
ciate (sub-)parts of that descriptive metadata to the different digital objects
corresponding to the various archival divisions.

Our extension to the 5S model is thus organized as follows:

– using the notion of structure (definition 2 [4, p. 288]), we introduce the notion
of NESTOR structure, as a structure that complies with the constraints
of NS-M or INS-M;

– using the notion of metadata catalog, we introduce the notion of NESTOR
metadata catalog, as a metadata catalog that exploits a NESTOR struc-
ture to retain the archival bonds;

– using the notion of digital library (definition 24 [4, p. 299]), we introduce
the notion of digital archive, as a digital library where at least one of the
metadata catalogs is a NESTOR metadata catalog.

Definition 3. Let C be a Nested Set Collection (NS-C) on a set A. A NS-M
structure(A) is a structure (NS-G,L,F), where L is a set of label values, F is
a labeling function, and NS-G = (V,E) is a directed graph where ∀vj ∈ V, ∃! J ∈
C ∧ ∀ej,k ∈ E, ∃! J,K ∈ C | K ⊆ J .

2 In this section, we use italics for highlighting definitions taken from the 5S model.
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Definition 4. Let C be an Inverse Nested Set Collection (INS-C) on a set A.
A INS-M structure(A) is a structure (INS-G,L,F), where L is a set of label
values, F is a labeling function, and INS-G = (V,E) is a directed graph where
∀vj ∈ V, ∃!J ∈ C ∧ ∀ej,k ∈ E, ∃!J,K ∈ C | J ⊆ K.

Definition 3 applies definition 1, ensuring that the resulting structure complies
with the NS-M. Note that the set of label values L and the labeling function F
are not strictly needed for the NS-M, but they can be useful in the context of the
5S and this feature, in turn, may extend the NS-M with semantic possibilities.
Similarly, definition 4 applies definition 2.

Definition 5. Given a set A, a NESTOR structure(A) is either a NS-M
structure(A) or a INS-M structure(A).

The definition ofmetadata catalog in the 5S model can be expressed as follows.
Let H be a set of handles to digital objects and M a set of descriptive metadata
specifications, then a metadata catalog is a function DM : H × 2M .

Definition 6. Let H be a set of handles to digital objects and M a set of descrip-
tive metadata specifications, a metadata catalog DM is a NESTOR metadata
catalog if:

∀hi ∈ H | ∃Mi ∈ 2M ∧ DM(hi) = Mi ⇒ |Mi| = 1 (4.1)

∃ NESTOR structure(M) (4.2)

Condition 4.1 imposes that, if exists, there is only one descriptive meta-
data specification for a given digital object because, in the archival practice,
every single metadata describes a unique archival division, being it a level in
the archive or a digital object [5]. Condition 4.2 ensures that the relationships
among the different archival divisions are compliant with the descriptive meta-
data
specifications in M .

Definition 7. A digital archive (R, DM, Serv, Soc) is a digital library where

– R is a repository;
– at least one of the metadata catalogs in the set of metadata catalogs DM is

a NESTOR metadata catalog;
– Serv is a set of services containing at least services for indexing, searching,

and browsing;
– Soc is a society.

Definition 7 extends the definition of digital library in the 5S model requiring
that at least one of the metadata catalog is a NESTOR one, i.e. there exists at
least on metadata catalog capable of retaining the archival bonds.
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5 Final Remarks

The definition of digital archive we gave in this paper has a couple of conse-
quences. Firstly, more NESTOR metadata catalogs can be present in the same
digital archive, thus giving the possibility of expressing different archival de-
scriptions over the same set of digital objects. This extends the current practice
in which a system for managing an archive is usually capable of managing only
one description of the archive, thus giving only one point-of-view on the held
material. Secondly, you can mix NESTOR and not-NESTOR metadata catalogs
which allows for seamlessly integration of different visions of the managed digital
objects within the same digital archive. This opens up the possibility of exploit-
ing the whole breadth of methodologies and tools available in the DL field with
the archives.

Future work will concern the formal definition of creation, deletion, update,
and search operations on digital archives via NESTOR. This, in turn, will open
up the possibility to further extend the 5S model. Indeed, according to it, a
minimal digital library has to offer, at least, indexing, searching, and browsing
services [4, p. 299].
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Evaluation of Digital Humanities: An Interdisciplinary 
Approach 

Anna Maria Tammaro 

University of Parma, Department of Information Engineering  

Abstract. This research, now in its first phase of development, focuses upon 
evaluation of Digital Humanities, here indicated as the disciplines, included 
within the Italian Disciplinary Areas 10 and 11, innovating their research out-
puts through the application of technological methods. These research outputs 
are relevant both quantitatively and qualitatively, but do not seem to be consid-
ered of value by the current procedures of quality evaluation. The research 
methodology is including  a comparison of the evaluation policies and quality 
assurance procedures in Europe regarding the different typologies of digital 
publications. The final product will be a KOS (Knowledge Organization Sys-
tem) based on the Web standards, such as RDF and Linked Open data, to repre-
sent and organize the digital products and publications as well as the related 
agents (persons, institutions, etc.). The KOS will include the results derived by 
user studies including: 1) a toolkit that will provide rich and meaningful infor-
mation about the research activity and publications in Digital Humanities. The 
toolkit will consist of decision tools, able to analyze the content of the proposed 
knowledge organization system; 2) a platform for the diffusion of Project re-
sults, including digital publications, OER for training and other communication 
tools. 

Keywords: Digital Humanities, Bibliometrics, Peer review, Digital publishing. 

1 Introduction 

The definition of criteria which can identify the quality of scientific production is an 
issue of important national and international interest. Such evaluation is necessary 
both for ranking by quality the competitiveness of universities and of the nations, as 
well as - on the individual level - for the recruitment and tenure of a single scholar. In 
recent years the focus on research assessment has grown exponentially in Italy, as a 
proportion of resources devoted to research is now allocated on the basis of the results 
of the national research assessment exercises. In July 2009 the Ministry of Education 
and Research has for the first time allocated funds to the universities referring in part 
to the VTR (Triennial Evaluation of Research), the first national research assessment 
exercise which ended in 2007 (Baccini, 2010). Italy is currently carrying out its sec-
ond national research assessment exercise, called VQR (Evaluation of the Quality of 
Research, 2004-2010).  
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Traditionally the evaluation of scientific publications in the humanities disciplines 
is based upon “peer review”. This is coherent with the prevalent definition of “scien-
tific base” which, as was noted by the CUN (National Unversity Council 2010), es-
sentially rests upon the affiliation and consensus of a particular scientific community. 
One problem in evaluation based upon peer review is that this can be based upon 
“subjective” judgments, not avoiding conservative and corporate trends. Peer review 
also hinges upon the publishing system of scientific publications, which is completely 
controlled by commercial publishers, who have assumed the role of guarantors for the 
quality of academic publications. The accreditation of quality is done by publishers 
through the publishing process: the commercial publishers have the monopoly of the 
peer review, also if the reviewers are scholars in public institutions. The current 
evaluation procedure established by ANVUR (National Agency Evaluation of the 
University Research), continues to base itself upon peer review (effected by Experts 
Group Evaluation - GEV) but, in order to limit the risks of quality evaluation based 
upon peer review, it has added bibliometric indicators, such as h-Index and Impact 
Factor, to have “objective” evaluation tools for publications produced in the humani-
ties. The ANVUR procedure however continues to consider the publisher as the only 
referent for the quality of the editorial flow of the scientific publications. The peer 
review and the impact indicators are indeed not so different as many declare: both are 
based on the same closed scholarly community and continue to focus on traditional 
publications channels.  

Scholarly communication is however using alternative publishing models using the 
Internet as main communication channel. These online publications include Open 
Access publications, blogs, wiki, RSS, Twitter and other online publications. The 
characteristic of these parallel publications models in the humanities is that they are 
marked, quickly updated, multimedia and hypertextual but they do not follow the tra-
ditional editorial flow (Fig. 1). 

The CUN (National University Council, 2010) established that “sono ammessi i 
prodotti di ricerca non aventi natura di pubblicazioni purchè corredati da documen-
tazione atta a consentire le valutazione” [ “research works which do not have the 
same nature as printed publications are permitted provided that they are furnished  
 

 

Fig. 1. Models of publication in the humanities 
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with documentation which permits their evaluation”]. Even the ANVUR procedures 
continue to ignore online publications. Regarding digital publications, ANVUR is 
considering only the version in PDF format of printed publications / hard copies.  

Thus it would seem that the current evaluation process ignores Internet products 
and digital publications for evaluation both of institutions and individual. This fact 
can be interpreted as an overall judgment of publications without quality and thus not 
even worthy of being evaluated.  

Digital Humanities, here indicated as the disciplines included within the Discipli-
nary Areas 10 and 11, are now innovating their research behaviour and outputs 
through the application of technological methods. The advent of digital technologies 
has produced a completely new scenario, starting from pioneers such as Antonio 
Zampolli and padre Busa, where the humanities should start to rethink one's own  
horizon of disciplinary products of research and the tools to use them.  

Philosophers of communication and cognitive psychologists have been investigat-
ing for years now on the new semiotic system introduced by the emergence of the 
new digital publications (which are marked, multimedia, hypertextual), even the his-
torians of contemporary literature and especially philologists have been called to the 
new challenges and to consider the fact that the digital revolution impacts on the criti-
cal analysis of texts.  Digital philology, for example, gives the possibility to offer not 
only the text prepared by the philologist, but also variants rejected, together with the 
tools offered by the "computational philology" for studying the “corpora”. The exam-
ple shows that the research done by the Digital Humanities groups has an important 
characteristic: it is interdisciplinary. The interdisciplinarity however is an added par-
ticular obstacle for traditional evaluation in Italy, when it involves scholars from the 
humanistic Areas together with scholars from the Information Technology Area, with 
different quality assurance procedures: what is the Area who can better evaluate this 
research?  

2 Aims and Objectives 

The problem from which the research project gets underway is: there are new genres 
of publications in the humanities and new models of communication using the Inter-
net. Can we evaluate digital products and publications with current quality indicators 
and the same procedures of printed publications? Do we perhaps need to have an al-
ternative system for the evaluation of digital products and publications?  

While internationally digital products and publications must be treated more or less 
by the same standards as printed publications, the evidence in Italy is that, by not as-
suming that these are a form of publication, they are not even considered (Tammaro 
2002; Huang Chang 2008; OECD 2008; White 2009; Fister 2010; Hellqvist 2010). 
Many of these outputs have no visibility, as they are not registered in current  
registries, catalogues and bibliographies, starting from the Italian Research Registry 
(Anagrafe della Ricerca). 

The aim of this research is to give transparency to criteria which are currently used 
in Italy and abroad for the evaluation of digital publications. The project aims to  



 Evaluation of Digital Humanities: An Interdisciplinary Approach 139 

improving international visibility of Italian scientific production in the Digital Hu-
manities and its originality consists in trying to understand the current model of scien-
tific communication in Italy that is taking shape for products and publications in the 
Digital Humanities.  

The objectives are:  

1. collaborating with international institutions and partners to realise an ontology, and 
2. ensuring interoperability with tools developed abroad.  

To achieve this goal we intend to use the methodology of the Open Linked Data and 
Semantic Web,  proposing a tool that aggregates and classifies digital publications in 
the field using citations and quantitative indicators and in the same time enabling an 
open peer review. The first objective is to propose a tool which aggregates, classifies 
using Open Data such as citations and other quantitative and qualitative indicators and 
makes an open peer review possible. 

Other objectives of the project are further enhancement of the international net-
work of research achieved with the participation of qualified experts from Italy and 
different countries, and promoting advanced training for staff, academics and young 
researchers.   

2.1 Typologies of Digital Publications 

This research intends to point out the different typologies of digital publications exist-
ing in the humanities reaching their overall classification. In this research by digital 
products and publications we mean not only publications which have an equivalent 
print version, but even those which are only digital and which, in the restricted  
meaning adopted by CUN, might not be considered publications.  

For example: is an e-learning course a digital publication? Is the documentation of 
a software, a database or a Web site which is continuously updated, a digital publica-
tion? Is a critical text analysis combined with different variants of text a publication? 
Many of the digital products are not only used for research but also for teaching, often 
encouraged by universities which have often made a platform for e-learning available.  

The publications in Digital Humanities are the result of research and teaching and 
include different types, some corresponding to digitised publications with a print ver-
sion, but the majority are new types, such as marked texts, data sets and dynamic  
databases, wikis, RSS, Web sites. In addition we must point out that the traditional 
system of quality evaluation does not adapt to digital publications which adopt com-
pletely different multimedial systems and editorial processes. The digital publications 
are hypertextual, dynamic, easily accessible, can be open and are re-usable. Digital 
publications do not necessarily follow a process entirely managed by the editor: many 
are made available in Open Access modes, in institutional repositories of universities, 
on the university department Web sites, in Open Access journals, in University series 
which are only available online. Digital publications are also stimulating an ongoing 
process of research, analysis and collaborative work over a final and fixed product. 
This creates a fundamental challenge for the review of new model scholarship.  
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The gap which is evident is that the traditional system of quality evaluation does 
not adapt to these new genres of digital products and publications, which adopt com-
pletely different multimedial systems and publishing processes. How does the evalua-
tion of research in the digital environment change? Do the disciplinary fields which 
control the quality of research follow both formal and informal criteria which can also 
be used for digital publications? Are there cultural barriers which hinder an efficient 
evaluation of digital publications?  

Digital products and publications are often open in the Web, but paradoxically they 
are not often registered in scientific bibliographies and catalogues and other finding 
aids. Digital publications, due to their characteristics of hypertextual and open format, 
are also interdisciplinary and belong to different Disciplinary Areas such as those of 
Area 9 related to Information Engineering, which in this Project has been included as 
the Area of the comparative analysis for the evaluation criteria and processes.  

The purpose of this research is to understand the values and purposes of the criteria 
currently used in Italy and to compare them with the European context for evaluating 
digital publications so as to better identify the quality of these publications in the  
humanities disciplines. Because of their characteristics, digital products and publica-
tions offer the possibility for applying a new methodology of collective and open 
evaluation, which combines both the peer review and the bibliometric indexes.  

3 Literature Review 

These new publications and digital assets have acquired a great importance for the 
new opportunities that they give to advancing research and teaching in the humanities 
and their characteristics were discussed by the scientific community nationally and 
internationally (Mordenti 1987; Buzzetti 1999; Tammaro 2001; Mordenti 2001, Rob-
inson 2005; Buzzetti, 2006; Mordenti 2006, Perrault 2006; Dyes 2007; Roncaglia, 
2008; Orlandi 2010; Deegan & Tanner 2005).  

In the professional literature, as well as in the evaluation procedures, it is traditionally 
made a very clear distinction between qualitative (peer review) and quantitative assess-
ment (bibliometrics). Peer review and bibliometric measures are two methodologies 
widely used in the field of hard sciences. 

With regard to the qualitative assessment, it is based on the methodology of  
the peer review, which in the case of publications and research projects is usually 
conducted ex-ante, while in the national research assessment exercises such as  
ANVUR is normally carried out ex-post. The quantitative methodology used for re-
search assessment relies, on the contrary, on impact indicators. The best known are 
the bibliometric indicators, and among these, the most used are the citational indica-
tors (Impact Factor, H-Index and its variants, Eigenfactor etc.). Bibliometric measures 
are methodologies widely used in the field of hard sciences, also if sometimes abused, 
and criticized for this. They are, however, less practiced in the field of the Humanities 
and Social Sciences, where scholars put into question their validity and applicability. 
Moreover in the Humanities the Impact Factor is never calculated.  
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Due to the specific characteristics of digital publications, the evaluation procedure 
of digital publications have stimulated the development and experimentation of a 
transparent, open and collective quality evaluation, which combines qualitative and 
quantitative systems evidencing the scientific base of digital content (Tammaro 2001; 
Reale 2008; Guerrini 2009; O Rieger 2010). Some tools that are based on the analysis 
of citations have been applied to the humanities as for example: SCImago. (2007). 
SJR1 - SCImago Journal & Country Rank is being developed by a consortium of 
Spanish universities (Granada, and Madrid Alcal Charles III). It 's based on data from 
Elsevier's Scopus database combined with the algorithm of Google's page rank. It can 
get a list in order of importance (visibility) of the periodic and partner countries. Lat-
index2 focuses on the scientific journals of Spain, Portugal and Latin America. The 
basic idea is to have a unique system for evaluating scientific journals regardless of 
the medium with the addition of some specific indicators for electronic journals. The 
consortium that runs it has produced research for the e-book and electronic publica-
tions in Open Access. For the comparison of large amounts of data, as for the evalua-
tion of departments and universities, the bibliometric systems have interesting results. 
In 2006 the network Publish or Perish (PoP) started to offer access to a free-ware pro-
gram developed by Anne-Wil Harzing, Professor of International Management at the 
University of Melbourne, Australia (www.harzing.com). Based on Google Scholar, 
this program provides in a few seconds the main bibliometric variables in all major 
fields of research, from management to the social sciences, through the "hard" sci-
ences. Be considered for the evaluation of digital publishing tools that are based on 
specific statistical algorithms research that consider the number of accesses, 
downloads and views. In 2004 Alex Verstak and Anurag Acharya, two engineers 
working on Google have launched Google Scholar, a search engine that directs, with 
the agreement of the publishers, the entire text of scientific articles of a large number 
of scientific publications covering all disciplines. Google scholar applies the same 
algorithm of ranking Web pages in the work of researchers and you can then make 
comparisons within the same field of research. The tools of Social bookmarks such as 
refworks.com, zotero.org, connotea.org, mendeley.com, 2collab.com, citeulike.org, 
mekentosj.com, are considered as collaborative assessment tools that help in  
evaluation.  

The limitation of these tools is that we know of each Web page the number of vis-
its but this should not be confused with the impact. To overcome this problem, others 
have used the tools that combine the system of citations with the peer reviews, pub-
lishing the results online and open to the rear. Mesur (Metrics for Scholarly Usage of 
Resources), funded by the Mellon Foundation in 2006 has attempted to bring together 
bibliographic information, citations and data used to create a working model of scien-
tific communication. In the first phase an ontology was developed that in the second 
phase was applied to data extracted by the project partners in collaboration with some 
editors and the project COUNTER (Bollen, Van de Sompel, Rodriguez 2006).  

Recently, social media, such as Twitter, Mendeley, Google Groups, FriendFeed 
and Linkedin, have been used for analysing and filtering digital publications and in-
forming scholarship. Impactstory and ScienceCard are Web based applications to 
track the impact of a wide range of research publications and of individual scholars.  
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However, there are obstacles for the evaluation of digital publications, which have 
been highlighted for example by Vanhoutte (2006) and that are related to the difficulty of 
identification in the catalogs and bibliographic databases (Torres Salinas & Moed, 2009: 
White et al., 2009) and lack of the editorial process (pre-peer review). It therefore seems 
to us that we need tools and registries for the identification and classification of digital 
publications that are supporting the assessment procedures, both pre and post-publication. 
These tools need to include all the measurements of impact that we have now: 

Peer review, as expert judgement; 

Citations as impact factors; 

Usage as downloads and views; 

Alt-metrics considered as bookmarks, links, conversations in blogs, Twitter. 

The new tools, including usage counts and alt-metrics, have a common characteristic: 
they extend the evaluation and availability of digital publications to an open research 
community and other stakeholders. Transparency of reviewing is the added value of 
these tools. 

4 Methodology and First Findings 

To achieve its objectives, the Project has created a team composed of research units 
with multidisciplinary skills from research institutes, universities, publishers compa-
nies, collaborating with experts from the community of the Associazione Italiana In-
formatica Umanistica e Cultura Digitale (AIUCD).  

The Project team is considering in particular the digital publications in Open Ac-
cess institutional repositories and digital publications available in Open Access mode 
with commercial publishers and digital libraries, publications and products related to 
research and teaching, data sets and all the other types considered important by the 
experts participating in the Project. An in-depth examination is planned in the first 
phase of the specific characters of three kinds of publications: electronic scholarly 
editions (ecdotique and digital philology), eBooks, learning materials made available 
as OER (Open Educational Resources). This work has been built on top of theoretical 
models developed until now in the field of Digital Libraries, in particular the 
DELOS/DL.org and the 5S ones, and, if necessary, the Zachmann Framework, related 
to general information system. The Project team is collecting data from all the exist-
ing dabases, bibliographies and catalogues existing in the Area. 

A benchmarking has been done of some of the examples of tools cited before, such 
as those developed in the United States (Mesur, MERLOT), Spain (Scimago), France 
(OpenEdit) and UK (JISC 2009). The methodology proposed by the project, which 
has been used for example in the United States for projects such as MESUR and 
MERLOT and in France for the Open edition, seems to have a substantial impact on 
current procedures and criteria for the evaluation of digital publications and products 
in Italy, proposing a tool that aggregates bibliographies and catalogues and classifies 
digital publications and citations in the field using quantitative indicators, and enabl-
ing an open peer review.  
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A survey of experts opinions and experiences has started during the first Annual 
Conference of the AIUCD, with the creation of a Special Interest Group to continue 
the ongoing discussion.  At the end of this phase, an international report on compara-
tive analysis of the evaluation model of digital publications in the Digital Humanities 
in Europe has to be produced together with a report on the ontology of scientific 
communication and its application in a Knowledge organisation system (KOS). The 
products expected from this 3 years research are:  

Analysis of the typologies of digital publications and of the criteria and procedures 
for their evaluation in Digital Humanities disciplines;  

Construction of an ontology which evidences the junctions / hubs and relationships 
existing between digital publications in the Digital Humanities in Italy; 

Construction of a Knowledge Organisation System, as a supporting tool for the 
choices of quality evaluation. The project will plan, develope and implement, 
within the Knowledge Organization System (KOS) of the project, a conceptual 
scheme (ontology) defined in a formal way and related to the different types of 
digital publication in the humanities, with a particular interest in the disciplinary 
Area 10 and 11, compared with those of Area 9. 

The development phase also includes a possible formalization of DELOS/DL model, 
so to provide both a SPARQL endpoint, in order to allow for structured queries, and a 
publication of the RDF data following the Linked Data principles, in order to be in-
cluded in the Linking Open Data Project Cloud (LOD), which is at the moment the 
most important concrete development of the Semantic Web.  

The project also aims to produce and distribute the following products:  

1. An international report on comparative analysis of the evaluation model of digital 
publications in the humanities in Europe; 

2. An international report on the ontology of scientific communication and its  
application in KOS;  

3. Development of open educational resources, to be used within the activities of diffu-
sion and dissemination of research results. The proposted OER would illustrate the 
main typologies of electronic publications identified by the project and the character-
istics of the main research metrics considered, aiming at contributing tools able to  
allow external user and groups the possibility of acquiring in a guided way the  
necessary skills for using both the theoretical and the practical tools produced. 

The Project is still in the development phase and not started until now, due to an ob-
stacle which has been met. The Evaluation Committee of the Area 11 who has evalu-
ated it, has not financed it, with the following motivation: 

“This will certainly be research with a high impact, mostly on the sector of re-
search policy and research assessment; indirectly, it may also contribute to changing 
publication habits. How it can be viewed from a purely scholarly perspective is less 
clear because research assessment, bibliometry etc. is an emerging field - the impres-
sion is that the more scholarly (and therefore complex) it gets, the less will it be useful 
for actual quality control”.  
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It seems to the author that the problem with the evaluation of publications is in the 
present closed research community of reviewers using both the peer review and the 
bibliometric methodologies. Instead the Digital Humanities publications need an ex-
tended community of evaluators using open tools.  

5 Conclusion 

This Project wants to indicate that some solutions can be found to the evaluation of 
digital products and publications by taking advantage of information and communica-
tion technology. In this area, in fact, the European Union countries are investing re-
sources to improve the quality and visibility of research products. In particular, the 
Project considers the technologies of the Semantic Web a useful tool to facilitate the 
access of scholarly communities to quality research and provide expert reviewers with 
a tool to make more consistent and informed their decision making process, speed up 
the review, improve the procedures of peer review.  

It is important to point out how the project aims not only to identify the technolo-
gies most suitable from a technical standpoint, but the focus is on developing a series 
of recommendations towards organizational, legal, and training needs, to support the 
diffusion of Digital Humanities research in a complex environment and contrasting 
the trend to be refractory to innovation such as in the humanities Area in Italy. The 
main recommendation is the need of an open research community for the evaluation 
of interdisciplinary products and publications. 

This Project itself is a Digital Humanites project and covers both interdisciplinary 
dimensions. The scientific achievement is therefore twofold: 

on the one hand, there is the need to identify, analyze and propose, some technical 
solutions;  

on the other hand, it is an essential part to analyze and propose solutions to theo-
retical, organizational, educational and legislative issues to ensure a virtuous cycle 
of knowledge production.  

The Project focuses on the design, implementation and testing of some applications, 
each of which is used for a specific methodological approach that will produce and 
disseminate knowledge on the use of technology in digital products and publications 
in Italy and Euroepan countries and, more generally, on the relationship between 
technology and organization of scholarly communication.  

The paper considers the evaluation of digital products and publications in Digital 
Humanities in Italy a strategic objective to invest for innovation and competitiveness 
of research: there is the evidence of the need of extending the research community 
involved in the reviewing process to eliminate the present obstacle of “subjectivity”of 
the evaluation process. The "strategic value" for the country lies mainly in the need to 
find solutions to the complete lack or weakness of the evaluation for digital products 
and publications that are produced more and more numerous in the humanities, and 
renewing efforts to stimulate interdisciplinarity and avoiding the lack of visibility and 
recognition of excellence in research carried out in Italy for the Digital Humanities. 
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We must also say that investments in information technology and communication that 
all Italian universities have undertaken to provide an adequate infrastructure for re-
search, do not seem to have affected the evaluation of quality of research products, 
stressing the need for project such as this, to explore new ways to find solutions to 
this interdisciplinary exploitation.  
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Abstract. This paper reports on the original approach envisaged for the 
evaluation of a digital archive accessible through a Web application, in its 
transition from an isolated archive to an archive fully immersed in a new 
adaptive environment. 

Keywords: CULTURA project, case study, IPSA digital collection, digital 
cultural heritage, different categories of users. 

1 Introduction 

A multidisciplinary team of the University of Padua, constituted by researchers in 
both Computer Science and Humanities, is currently involved in the European project 
CULTURA1, a STREP project that aims to involve and engage new user categories in 
Humanities digital collections through the development of new adaptive tools. 

The CULTURA project started in February 2011. In the first year efforts were 
mainly directed towards figuring out the best way of opening up a database developed 
specifically with highly specialized users in mind to new kinds of users with different 
levels of knowledge and interest in the collection. As a case study we used IPSA 
(Imaginum Patavinae Scientiae Archivum)2, an online digital archive of illuminated 
manuscripts created during a previous collaboration between the Department of 
Information Engineering and the Department for the History of Visual Arts and Music 
of the University of Padua [1]. The IPSA digital archive is accessible through a web 
application. 

2 Evaluation Approach 

Right from the first year of the CULTURA project IPSA was evaluated by both 
professional researchers and students. Professional researchers were shown the 
system first and asked to interact freely with it, after which an interview was held 

                                                           
1 http://www.cultura-strep.eu/ 
2 http://ipsa.dei.unipd.it/ 
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addressing their particular research needs, wishes and preferences [2]. Evaluations 
with students were conducted in November and December 2011 with two different 
cohorts of students – both undergraduates and postgraduates – who were involved in 
two different trials. The students were asked to interact with the system in different 
ways for almost an hour. Afterwards, they were asked to give their feedback by filling 
in an online questionnaire specifically prepared by a team of psychologists from the 
University of Graz, a partner of the CULTURA project. The results of these 
evaluations were reported in [3]. 

In the subsequent months other interactions were carried out, of various types and 
with different kinds of users, following a schema of loop-interaction, structured in a 
first phase of eliciting user requirements, then modifying the IPSA web application 
accordingly and subsequently evaluating the modifications made. Firstly, a re-
engineered version of the IPSA web application, improved according to the results of 
the November and December evaluations, was presented to a different cohort of 
students. Then IPSA was modified according to the feedback received from this 
evaluation and afterwards presented to a small group of professional researchers, 
involving both researchers already familiar with the system and researchers who 
interacted with IPSA for the very first time. 

Recently, part of the IPSA metadata has been integrated in the CULTURA 
environment, which offers users tools and functions different from those available in 
the IPSA web application. In December 2012 IPSA within CULTURA was evaluated 
by a new group of students. Similarly to the November and December 2011 
evaluations these students were asked to interact with the system for a reasonable 
amount of time, and then they were asked to fill in an online questionnaire. The 
analysis of their feedback is still ongoing. Furthermore, we are also planning to 
extend the user categories involved in the evaluation of IPSA within CULTURA, and 
a number of trials with interested people belonging to the general public will be held 
during the last year of the project. Then it will be possible to compare user 
perceptions of a specialized digital archive modified to be suitable for new user 
categories and a system developed from the very beginning to address all kinds of 
users. 

3 Trial with Students 

The IPSA trial with students was conducted in April 2012. It was developed 
specifically for a cohort of 25 postgraduate students in Management of Archival and 
Bibliographic Heritage and in Modern Languages, who were attending the course on 
Databases and Internet. We chose this sample because we thought that users with 
different fields of expertise are more likely to focus their attention on details that may 
not have been considered by Computer Scientists or Art Historians. 

The trial was divided in two parts, which took place within two weeks (2–16 April 
2012). Students were asked to carry out a series of tasks which required them interact 
with the main functions of IPSA, such as establishing links between two images 
considered to be related in different ways (described as: copied in, not related to, 
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same tradition of, sibling of, similar to). Notwithstanding the short timespan in which 
the two parts of the trial were carried out, we were able to collect students’ feedback 
from the first part and immediately insert the requested changes in the system, thus 
making them ready for the second part of the evaluation. In this way, the users still 
remembered the previous issues of the system and were better able to assess the 
solutions proposed. For example, one of the issues in the first part of the trial was 
establishing a link between two images. In the previous version of the system, the 
creation of a link was barely intuitive. The user began with the image of interest and 
did a search to find a second image of interest. During the entire process, a box with 
the status of the operation was visible at the top of the page. Since finding the second 
image may require several searches and a certain amount of time, in the meantime 
users could forget with which image they had started. Following the observations of 
the students, this box was enlarged and (what is most useful) now includes the 
thumbnails of the selected starting-image, some helpful text and large, self-
explanatory buttons for completing the link or deleting the operation. The new way of 
creating a link was presented in the second part of the trial and it received positive 
feedback. Furthermore, students felt that their suggestions were effectively taken into 
account, and were more motivated to carry out the second part of the trial. 

One change in the interface between the first and the second trials involved the 
insertion of a drop-down menu at the bottom of the wall of images that allows for an 
intuitive search through all the illuminations contained in the manuscripts of interest. 

Another relevant change that we introduced between the two parts of the trial was 
the normalization of the plant names. The IPSA collection refers to old manuscripts 
and it is well known that in earlier times botanical names had no standard form. 
Moreover, the manuscripts held within the archive are written in different languages 
(Latin, Italian, Venetian dialect etc.), so it is not uncommon to find a number of 
variations in the name of the same plant. This is problematic, since such a variety 
entails difficulties in making consistent queries. Two major problems were addressed: 
spelling and lexical issues. In terms of spelling, graphic variants need to be aligned, 
i.e. what we call today absinth in English is found in IPSA as absinthium, absenço, 
abscinthium, and there is no explicit link between all these variants, even though they 
look similar to the human eye. By contrast lexical issues are even trickier than 
spelling issues as they need philological and linguistic research in order to be solved. 
For example, consider the plant today known in English as cucumber: within IPSA 
this plant is called citrollo in one manuscript and cogombaro in another. Human 
intervention is clearly needed to establish an explicit link between these two names, 
allowing users to find both in a single query. During the first evaluation session 
students used a system in which plant names were not normalized. This means they 
were unable to find images of the same plant within different manuscripts; in contrast, 
in the second session they experienced a system in which names had been 
standardized; in fact the original name was maintained and useful metadata were 
added to also keep track of the other name variants present in the archive. In this way 
students were able to appreciate the importance of having a standard nomenclature, 
which allows consistent and functional queries to be made. 
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The feedback received from the trial clearly shows that the desire for a simplified 
way to set the link between two images reveals the need of nonprofessional users to 
be guided through such a specialist collection. This also emerged from the 
questionnaires they filled in. 

Another aspect to consider is that lack of confidence towards the collection also 
leads to the desire for a more collaborative environment in which users can share their 
opinions and reflections and benefit from expert users’ help. Students would also like 
to be able to open their research from the collection to the web, in order to easily get 
more information for the purposes of their research. 

As we will see in the next section, many of the desires expressed by students match 
professional researchers needs for different reasons. Section 5 instead shows how the 
CULTURA environment addresses these requirements. 

4 Interaction with Professional Researchers 

In the same way that different student groups were chosen for the evaluation, it was 
decided for the interaction with professional users to involve three researchers in 
History of Art specialized in different domains. Because IPSA was created expressly for 
specialists in History of Illumination, two of the professional users chosen for the 
interview were scholars expert in this research area, while the third was a researcher in 
History of Medieval Painting. The interviews took place in May 2012, so slightly after 
the evaluations with students, and were carried out on a group basis. The interaction was 
preceded by a short introduction, which aimed to present the results of the work done 
until then, especially the trial with the students. Particular emphasis was given to the 
fact that the students’ suggestions had been immediately taken into account and that 
IPSA had been subsequently modified according to their feedback, to make the three 
interviewees aware of the importance of their opinions and suggestions and to spur open 
discussion. The new image search procedure in a manuscript catalogue file was 
introduced and how it works was explained: the user selects the image from the drop-
down list – e.g. f. 11v, nux muscata – and then a wall of some 30 images which includes 
the searched-for image is shown an image wall containing the searched-for image is 
shown. The three interviewees were delighted with this function, but observed that the 
searched-for illumination – in this case, the nux muscata image – should be underlined 
in the results to make it easier to find, or it should be the first of the image wall. They 
also suggested improving the image wall by making it numerically smaller 
(approximately 20 images) with larger images. Indeed, images are the main research 
subject of Art Historians, which is why the main concern of experts in this field is to 
have a set of tools available that allow an in-depth analysis of images. The three 
interviewees were also shown another improvement made after the evaluation with the 
students: the new way of setting a link between two illuminations. The attention of the 
professional researchers was deeply focused on the image also in this case, and they 
asked to be able to zoom in on the illuminations while setting the link. This highlights 
once again professional user’s need of image investigation tools. 

One important issue which arose during the discussion was the need for a more 
collaborative environment. In particular, professional researchers would like to be 
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able to create one or more personal folders, to save the results of their queries and 
searches and to decide which results can be seen by other users and by which user. 
Such a tool could be used by different research groups, and for teaching purposes as 
well. It can be seen how this particular element matches the students’ need for a 
collaborative environment where they can be helped by experts in the domain. One 
useful teaching tool would be the possibility of bookmarking images, so that lecturers 
could bookmark the images shown in their lectures and students could then find them 
easily in the digital archive. 

Professional researchers also expressed the desire for links to other websites, in 
order to offer the user quick access to different resources that could improve their 
research, another requirement that matches students’ needs. 

5 Evaluation of IPSA within the CULTURA Environment 

Between May and October 2012 a subset of metadata from IPSA was imported into 
the CULTURA environment for use as a case study to test the new environment and 
its functions. The first evaluation of the new system was carried out on 11 December 
with a group of postgraduate students both of Linguistics and Communications 
Theories. Students were asked to interact with the system for approximately one hour, 
accomplishing some easy tasks that made them interact with most of the CULTURA 
tools: advanced search, annotations, bookmarks, two different kinds of visualization 
(called “wheel” and “octopus”, see Fig. 1) that show the connections between the 
image of interest and other elements held in the database, and links to other websites 
 

 
Fig. 1. Wheel visualization in the CULTURA Environment 
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(Wikipedia, Google, Bing). The task was structured as follows. Firstly, each student 
was assigned a plant name and had to search for the image of that plant, and then 
annotate it. Annotations can be made in two different ways: by creating a note or by 
directly annotating a portion of the illumination. Students were asked to use both the 
tools, and possibly to bookmark the image. Afterwards, they had to choose one of the 
two possible visualizations which allow the user to see all the different relations that 
the image has in the database, e.g. in which manuscript it is held, or who the 
illuminator that painted it is. In this case, students were asked to find other 
manuscripts in which the same plant is represented. By doing so, they found at least 
another illumination of the same plant, which they were asked to annotate. 

6 Conclusions 

As the new evaluation trials are still an on-going process, it is not currently possible 
to analyse users’ feedback about the CULTURA environment. Nonetheless, some 
considerations can still be made. 

First of all, it must be considered that the CULTURA environment offers users a 
wide range of tools that provide an easy and engaging approach to the collection and 
that address the users requirements elicited in the interactions described above. For 
example, professional researchers, who are mainly interested in analysing the images, 
are enabled to annotate images of interest in two different ways: by creating a note or 
by directly annotating a part of the image, e.g. a detail painted with great skill. 

The user can choose to keep the annotation private or to make it public. Clearly 
this matches both students’ and professional researchers’ needs: a professor in History 
of Illumination can annotate images with his observations and thoughts, and 
annotations can be an effective tool to involve students in the research process of 
professional users’, making it extremely clear to them how an expert in the field 
proceeds in approaching the images. 
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Abstract. With the introduction of library discovery systems, the display of re-
sults according to relevance, as determined by the system, has become a norm. 
To investigate how relevance ranking could be optimized, a provider of a wide-
ly used discovery system developed methods of evaluating the system’s relev-
ance ranking. As a result, new factors were added to the calculation of search 
results’ relevance—information about the individual user and the user’s  
information needs, and an indicator representing the academic significance of 
materials. Methods of monitoring the impact of changes were also established. 

Keywords: relevance ranking, user experience, discovery systems, personalized 
ranking.  

1 Introduction 

Developed at the turn of the millennium to enable users with little information literacy 
to reach general information without the help of mediators (such as travel agents, 
salespeople, or librarians), Web search engines have shaped the way in which stu-
dents and researchers seek scholarly information today. However, the ease of use, 
immediacy of results, and heterogeneous nature of information provided by Web 
search engines such as Google trigger expectations that libraries have only recently 
started to meet with “new-generation” library discovery systems (e.g., [1], [2], [3]).  

These index-based discovery systems, available from 2009, aim to provide a single 
entry point to the scholarly information landscape and enable users to search in a 
Google-like way in local, global, and regional collections that libraries offer their 
users. Such global and regional collections, provided by primary and secondary pub-
lishers and aggregators, include journal articles, e-books, conference proceedings, 
newspaper articles, theses, patents, and other types of materials. The collections differ 
in many ways, such as in the type of content (metadata, abstract, or full text), the for-
mat and depth of the available metadata, and the licensing options.  

Although new-generation discovery systems may match Web search engines in 
ease of use and speed, the success of a search process is measured not just by the 
amount of time that elapses until a result list is displayed. Much more important is the 
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amount of time that an information system takes to satisfy a user’s need and furnish 
the desired outcome. A key challenge of library discovery systems is how to provide 
users with the most relevant items from the immense landscape of available content. 
To meet this challenge, developers have enriched systems with new features. For 
example, faceted navigation helps users quickly refine their result list and focus on its 
subsets (see [4] and [5]), and recommendations based on other users’ prior selections 
draws searchers’ attention to items related to the topic of their search, even when such 
articles do not match the query terms that the searchers entered.  

However, because of their familiarity with Google and other search engines, users 
of discovery systems tend to scan only the topmost results; hence, items that are most 
relevant for a particular search can easily remain unnoticed if they are not displayed 
near the top of the list. Whereas past discussions of relevance in information retrieval  
distinguished between what is relevant and what is not, the current focus is on the 
degree of relevance, with the understanding that “in the most fundamental sense, 
relevance has to do with effectiveness of communication” [6]. Relevance ranking, 
whose purpose is to highlight materials that the system deems the most pertinent for 
the particular query, has become a major factor in satisfying user needs. Together 
with the immediate delivery of retrieved items, relevance ranking has had a huge 
impact on increasing the value of library services for users and institutions.  

2 Relevance in the Scholarly Domain 

Although “relevance is a, if not even the, key notion in information science in general 
and information retrieval in particular” [7], the application of relevance in library 
information systems developed in the past was (and in some of those systems, contin-
ues to be) limited to a binary approach: a document was considered either relevant or 
not relevant to a specific query. The determination was based on the textual similarity 
between the item and the query; the user’s specific information need, among other 
things, was not considered, and results were not arranged according to the degree of 
relevance to the specific user. Rather, results were displayed according to unambi-
guous criteria, such as the date or the alphabetic order of the title or author name.  

Over the past decade, library information systems entered a new realm and adopted 
relevance ranking so that result lists would address user expectations. Harnessing 
traditional relevance-ranking methods used by other information systems, library 
systems adjusted the methods for scholarly materials.  

The theoretical aspects of relevance ranking have been studied for many years 
[e.g., 8], but literature on practical implementations has been lacking. In an attempt to 
develop an automated calculation of relevance that includes information about the 
user and the userÊs information need and leverages well-structured metadata and other 
data available about scholarly materials, one discovery system vendor, Ex Libris, 
conducted a research program whose results transformed the discovery systemÊs  
relevance ranking. 
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3 Direct and Inferred Assessment of Relevance 

One of the major challenges in developing relevance ranking is assessing its success. 
Because relevance is subjective, a qualitative evaluation of success depends on the 
characteristics of each individual who tests the information system. One’s specific 
information needs, expectations, and expertise in both the area of research and search-
ing techniques come into play when one assesses the relevance of displayed results. 

Another approach, less dependent on the engagement of individuals in testing, is to 
compare the order in which a system displays the results with the order of results in 
another system that is known to have excellent relevance ranking. This approach, 
while easy to implement, has major shortcomings. First, no scholarly information 
system has a relevance-ranking method that is reliable enough to serve as a model. 
Second, the content available in every such system is different: in a discovery system, 
the content depends on the institution’s subscriptions and policies; when it comes  
to Google Scholar or Microsoft Academic Search, the exact search scope is not do-
cumented. Third, the format, degree of completeness, and depth of the available  
metadata (basic or comprehensive metadata) and the presence or absence of full text 
in addition to metadata differ from one system to another.  

An alternative approach is to quantitatively test how modifications in relevance-
ranking technology affect searchers’ behavior. An analysis of usage data from a large 
number of users can shed light on their overall satisfaction; measures such as an in-
crease in the number of sessions that culminate in the selection of an item and a high-
er average position of selected items in the result list are likely to indicate that the 
relevance ranking has improved.  

4 Relevance-Ranking Project 

4.1 Aim and Objectives of the Project 

In 2010, a centralized, cloud-based index of hundreds of millions of global and re-
gional scholarly materials such as journal articles, e-books, conference proceedings, 
and newspaper articles was added to the Ex Libris Primo® discovery system. As a 
result, users at Primo libraries can launch a single search that covers both their local 
library holdings and an information landscape that transcends the traditional bounda-
ries of the library’s offering. This landscape includes subscribed and open-access 
materials and, if the library so desires, materials that the library or the user can pur-
chase on demand. Because of the amount of data available, the heterogeneous nature 
of this virtual collection, and users’ tendency to implement “simple” search queries 
[9], [10], the Primo system’s relevance ranking had to be enhanced to effectively 
support the needs and expectations of the users. 

To investigate the ways in which Primo relevance ranking should be improved, 
Ex Libris assembled a team of information retrieval experts, research and develop-
ment staff, and product managers. In March 2011, the team began a long-term project 
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to support the continued development of the Primo relevance-ranking technology. The 
team defined the following project objectives:  

• Examine search logs and usage statistics to understand search trends and the ways 
in which Primo accommodates the various search practices of end users 

• Set a baseline for the assessment of Primo relevance ranking by obtaining re-
searchers’ evaluations of the current sorting order of the results 

• Define metrics to evaluate the effectiveness of Primo relevance ranking  
• Build a test environment in which the defined metrics are used to test and monitor 

changes to the technology 
• Optimize the calculations underlying Primo relevance ranking and incorporate 

additional information about an item (the item’s “value score”), the user, and the 
user’s needs at the time of the search  

• Monitor real-world Primo users’ search behavior over time to evaluate the impact 
of the improvements and suggest further improvements 

4.2 Test Environment and Testing Tools 

To set a baseline that would later serve as a reference point and to test the changes 
that would be introduced to the relevance-ranking technology, the project team set up 
a test environment at the Ex Libris research and development lab and developed test-
ing tools. The methods for evaluating relevance ranking in the test environment were 
based on both a qualitative evaluation by users and a comparison with Google Scho-
lar.1 This comparison was not limited to an examination of the differences between 
the result lists of Primo and Google Scholar; rather, the examination included input 
from researchers regarding both lists. 

The test environment consisted of a Primo implementation with a search scope of 
40 million records, a representative sample of the content indexed in the Primo Cen-
tral Index at the time of the testing. In addition, the team developed two testing tools: 

• A tool that makes ad hoc changes to parameters affecting the ranking method but 
does not require reindexing of the data or changes in the software. With this tool, 
the team could further boost materials published in the current year.  

• A tool that runs test queries and calculates two common measures of quality2: 
─ Mean average precision (MAP), which indicates how successful the system was 

in ranking “best” items above other items. A “best” item is one that should ap-
pear on the first page of results.  

─ Mean reciprocal rank (MRR), which indicates how high in the result list the first 
“best” item appears 

                                                           
1  Both Primo and Google Scholar index a large number of academic publications of various 

types and from many information providers, and enable users to search via a single, simple 
interface. Despite differences between these systems (primarily, libraries’ control over the 
search scope, user interface, and integrated services), the search experience is similar. 

2  See http://en.wikipedia.org/wiki/Mean_average_precision and  
http://en.wikipedia.org/wiki/Mean_reciprocal_rank. 
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MAP and MRR metrics typically distinguish between relevant items and non-relevant 
items in an entire result list. However, for the purposes of the project’s relevance-
ranking tests, a distinction was made between “best” results—those that should ap-
pear on the first page—and “other” results (which may be relevant to the query but 
are not necessarily relevant enough to be on the first page). Furthermore, the MAP 
and MRR values were calculated for only the top 20 results. 

4.3 Setting a Baseline 

The project began with a user evaluation of the Primo relevance ranking that was 
available in March 2011. To enable the team to obtain a more objective assessment, 
the evaluation included a comparison between Primo relevance ranking and that of 
Google Scholar (the team kept in mind the caveats regarding such a comparison, as 
previously mentioned). The data from the evaluation formed a baseline to help the 
team assess the impact of future improvements.  

A group of senior researchers from several institutions agreed to evaluate the re-
sults of the Primo relevance ranking. These evaluators work in various disciplines: 
agriculture, anthropology, biology, medicine, military and security studies, philoso-
phy, and physics.3 Each evaluator created search queries related to his or her area of 
expertise, including broad-topic queries, narrow-topic queries, known-item queries, 
and other types (Fig. 1). In addition, the project team conducted in-depth interviews 
with three evaluators to learn what they expect from a scholarly information system.  

 

Fig. 1. A sample of the experts’ queries 

The team ran the queries in Primo and Google Scholar and sent each evaluator a 
spreadsheet that listed, for each query, the first 20 results returned by Primo and the 
first 20 results returned by Google Scholar. To exclude bias as a factor in the evalua-
tion, the team did not inform the evaluators of the results’ origin. The evaluators’ task 
was to indicate whether each item should be displayed on the first page of results. 
Also, for each item that the evaluators said should not be on the first page, they were 

                                                           
3  The decision to set a baseline with the help of experts was based on the assumption that these 

experts know which results to expect when submitting their queries. 
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The project team received the evaluations and calculated the lists’ MAP and MRR. 
Despite the fact that the test environment covered only 40 million Primo Central In-
dex records, the results clearly showed that as a starting point for the project, the Pri-
mo ranking was respectable. For narrow-topic searches, the MAP of Primo was better 
than that of Google Scholar; for known-item searches, the Primo MAP was surpri-
singly high in light of the fact that the data searched was much smaller than Google 
Scholar’s; and for broad-topic searches and “other” searches (not one of these three 
types), Google Scholar’s MAP was better (Table 1).  

Table 1. Baseline mean average precision scores for Primo and Google Scholar results 

Query type Primo MAP Google Scholar MAP 
Broad-topic 0.31 0.72 
Narrow-topic 0.52 0.37 
Known-item 0.52 0.67 
Other 0.36 0.70 

An analysis of evaluators’ reasons for disqualifying results from inclusion on the 
first result page showed that in 29% of the cases, the journal in which the paper was 
published was deemed insignificant; in 20% of the cases, the evaluator considered the 
author insignificant; and in 15% of the cases, the material (typically an article) was 
too specific. These reasons do not apply to known-item searches, in which users want 
a specific item, regardless of the prominence of the author or journal. In exploratory 
searches, which can yield a very large number of results, evaluators expected results 
of a general nature, such as the most important review articles on a topic from top 
journals and leading researchers. Evaluators disqualified 7% of the items for being too 
old.  

The queries from the initial tests were stored with the researchers’ evaluations and 
later served as queries for testing new enhancements to the Primo relevance ranking.  

4.4 Optimizing the Basic Relevance-Ranking Technology 

Before introducing new factors, the project team set out to improve the relevance-
ranking technology available in March 2011. This technology used traditional ranking 
methods that had been adapted to the scholarly domain. One method, for example, 
was the weighting of metadata fields according to the significance of the bibliograph-
ic detail stored in them; hence, query terms in a subject field, for instance, contributed 
more value to a specific item’s ranking than the terms’ occurrence in the full text. 

On the basis of the evaluators’ input and customer feedback on the system, the 
team leveraged the built-in boosting mechanism of Primo: using a tool developed for 
the testing, the team changed the boosting factors and then monitored the impact. For 
example, although journal articles were already more prominent than other material 
types, the team decided to boost these articles even more. The resulting MAP and 
MRR values peaked when the boosting factor was roughly 1.5 (Fig. 4), indicating that 
1.5 is the optimal boosting factor for this material type.  
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Author-Related Queries. According to search logs, about 10% of Primo queries 
consist of author names (sometimes with other words) in the default search box (as 
opposed to names that were typed in the author field). Search logs have yielded many 
examples of what appear to be author-related queries, such as wescott, D and oil and 
australia; Peterson, T (2004); walt whitman leaves of grass; “Nam Soon Huh”; Text 
types adults Nunan and Lamb; and Nemes & Coss Effective Legal Research. 

As with broad-topic queries, the team adapted the relevance-ranking calculations to 
improve the handling of author-related queries. These adaptations include offline 
processing, methods of identifying author names in real time, and the rephrasing of 
queries to better address the presumed intention of the user. 

Personalized Ranking. Personalized ranking shows much promise and can be ad-
dressed on several levels. By deploying such ranking, a discovery system may be able 
to minimize the number of irrelevant results stemming from topic ambiguity; further-
more, the system can adjust the type of materials to the user’s level of expertise. In 
interdisciplinary research specifically, any division of the search scope by formal 
disciplinary boundaries may prevent successful discovery; however, an all-
encompassing system that tailors the results to the particular user will improve the 
likelihood of a successful outcome.  

Today, the Primo technology takes into account a user’s academic degree and dis-
cipline (without identifying the person). Users decide whether they wish to provide 
these details, and if so, the system keeps the information in the users’ personal profile, 
where they can modify it.  

Identifying a user’s academic degree enables Primo to provide the most suitable re-
sults for a topic search. Undergraduates probably need general materials, whereas 
experienced researchers are likely to seek more in-depth publications. Therefore, on 
the basis of a user’s degree, Primo boosts specific material types for topic searches.  

With information about a user’s discipline, Primo can boost items in that area—a 
particularly important feature when search terms apply to several areas. For example, 
unless the user’s discipline is factored into the ranking calculation, the query memory 
efficiency yields results in engineering, medicine, psychology, and other areas. Simi-
larly, when an author-related query contains a common name, the relevance-ranking 
technology can boost items from authors who publish in the user’s field. 

5 Conclusions 

The relevance-ranking project has demonstrated the feasibility of a methodic ap-
proach to developing and testing methods of relevance ranking in a scholarly informa-
tion system. Although the relevance of a document is always a function of a specific 
user at a certain point in time, some aspects of relevance can be generalized and dep-
loyed in an automated system. The project described here shows that when relevance 
ranking incorporates the scholarly significance of items, assumptions about a user’s 
type of information need as inferred from the query, and a correlation between a us-
er’s academic area and the topics of available materials, the probability that the most 
relevant items will be displayed at the top of the result list increases.  
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Nevertheless, the calculation of relevance remains an area that requires constant re-
thinking, monitoring, and tuning. We can only agree with Saracevic’s remark that 
“there were, still are, and always will be many problems with relevance. This is not 
surprising. Relevance is a human—not a systems—notion and human notions are 
complex, even messy. Oh well, they are human” [7]. 
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Abstract. The report shortly examines the experience of Sapienza libraries as 
partners of Google Books project, signed in July 2011. The goal is to digitize 
35,000 books from 1500 to 1872 during the first year of activity. The issue con-
cerns management and the optimization of bibliographic data set, development 
of web-based instruments for ruling the workflow and sharing records and in-
formation between the ILS system (Sebina Open Library) and external data 
bases. 

Keywords: libraries, digitization, organization, catalogues, bibliographic data. 

1 Introduction and Contest 

A research library’s mission is to set up document collections to satisfy user needs, so 
it’s necessary to ensure access to these collections and to make it possible to spread 
historical memory and knowledge kept in these libraries. Recent digitization projects, 
many economical and space problems for the printed collections’ growing have given 
new opportunities and changed the concept of research library. To pursue this trans-
formation, a process going on in libraries worldwide, Sapienza decided to take part in 
the Google Books project, a precious chance to jumpstart complete digitization. Pre-
viously other similar projects have been realized by single departments or in partner-
ships, such as ProDigi (2008-2009). These projects have made it possible to create an 
archive of digitized texts, and helped spread knowledge and best practices which we 
can now use for this brand new project, a complex effort to create and increase  
Sapienza Digital Library. 

After the agreement between Sapienza University of Rome and the Ministry of 
Cultural Heritage-MiBAC, signed by the University Rector in July 2011, Sapienza 
was willing to give a large part of its own book collections for the digitization. Now 
the project is running and many books have been sent since November 2011. We 
think that we can digitize about 35,000 books during the first year. We start with an-
cient printed books, from 1500 to 1700 up to but not over1872, a conventional date 
established by international copyright laws. Only 10 libraries have taken part in the 
first step of the project, because of time constraints and the experimental nature of the 
project. The Google contract expects maximum privacy on their technical solutions, 
so the following description briefly shows problems, solutions and results of the first 
part, only for SBS-Sapienza. 
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2 Technical and Organizational Characteristics 

In the first operative phase we had to select, prepare and send all those books conform 
to Google standards. We have tackled some problems such as the format for catalo-
guing data, books shipment and organization of the work between the SBS Centre and 
ten libraries. 

The main requirements asked by Google to digitize the documents are:  
 

All the books must have metadata. We get the metadata from the collective cata-
logue of polo RMS (we call polo a local part of our National Library Service, SBN). 
This catalogue has SOL software, an integrated library system (ILS), realized by Data 
Management; the software is a web application that manages all the main librarian 
functions (cataloguing, purchasing, lending, users database management), for back 
and front office. Most of scientific books and rare editions of Sapienza have already 
been catalogued. The software makes the data export from SBN format possible in 
order to exchange bibliographic data formats used both in Europe and USA, Unimarc 
and Marc21. We send a Marc21/xml file to identify our records in Google Books.  

 
All the books must have a barcode with a univocal identification code, unique for 
all Sapienza libraries. The barcode reading is necessary in every phase: book ship-
ment, digitization, metadata and book linking that will be available in Google Re-
search Interface. 

 
The Sapienza collection must be considered as one collection, even if we have 
several collections in different places that belong to economically and organiza-
tionally independent centers. The collective catalogue is very useful in this situa-
tion, but it gives us solutions just for a part of our problems. The organization of the 
activities and the communication with Google make it necessary to produce too many 
files and printed texts. 

3 Solutions 

First, it’s necessary to develop an instrument, an operative context because of two 
main reasons:  

─ to limit the costs of developing a new component in SOL, used just in this tempo-
rary project  

─ to have system components which are quickly increased and adapted to our opera-
tive needs 

For the realization of these instruments there is a team of SBS staff, librarians and 
software developers of Cineca, Sapienza’s partner with a great experience in biblio-
graphic data management and technical manager of RMS polo. 

Here we have a brief description of the problems we tackled. 
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3.1 Data Format  

Bibliographic data export to Marc21, generated by SOL software, is transformed in 
Marc21/xml according to a standard; but some modifications are necessary on meta-
data, as requested by Google, especially on multi-volume works’ titles that must start 
and end in field 245. So this field has been appropriately modified, using $n and $p 
subfields for hierarchical links (see the example)  

For the administrative section we add the own identification code in field 955. 
 
<record>  
<leader>00869nam 22001937i 4500</leader>  
<controlfield tag="001">PAR0736263</controlfield>  
<controlfield tag="008">100224s1869 it |||| | 
|||||||ITAod</controlfield>  
<datafield tag="041" ind1="0" ind2=" ">  
<subfield code="a">ITA</subfield>  
</datafield>  
<datafield tag="100" ind1="1" ind2=" ">  
<subfield code="a">Curioni, Giovanni</subfield>  
</datafield>  
<datafield tag="245" ind1="1" ind2="0">  
<subfield code="a">L'arte di fabbricare, ossia Corso 
completo di istituzioni teorico-pratiche per gli 
ingegneri, per gli architetti, pei periti in costruzione 
e pei periti misuratori</subfield>  
<subfield code="p">Operazioni topografiche</subfield>  
<subfield code="c">per Giovanni Curioni</subfield>  
</datafield> 
<datafield tag="260" ind1=" " ind2=" ">  
<subfield code="a">Torino</subfield>  
<subfield code="b">A. F. Negro</subfield>  
<subfield code="c">1869</subfield>  
</datafield>  
<datafield tag="300" ind1=" " ind2=" ">  
<subfield code="a">351 p.</subfield>  
<subfield code="c">25 cm.</subfield>  
</datafield>  
<datafield tag="774" ind1=" " ind2="0">  
<subfield code="t">L'arte di fabbricare, ossia Corso 
completo di istituzioni teorico-pratiche per gli 
ingegneri, per gli architetti, pei periti in costruzione 
e pei periti misuratori</subfield>  
<subfield code="w">RMS191070</subfield>  
</datafield>  
<datafield tag="852" ind1=" " ind2=" ">  
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<subfield code="a">RMSAR</subfield>  
<subfield code="c">ARlibro MINN. C 838 </subfield>  
<subfield code="t">AR 33621 </subfield>  
</datafield>  
<datafield tag="955" ind1=" " ind2=" ">  
<subfield code="a">BIBLIOTECA CENTRALE DELLA FACOLTA' DI 
ARCHITETTURA</subfield>  
<subfield code="z">RMSAR$$$000033621$$$D</subfield>  
</datafield>  
</record> 
[Example of a modified marc21/xml file] 

3.2 Barcode  

The barcode is realized according to standard "code 39", it’s made of 20 symbols 
(letters or numbers) and a check digit. Every barcode starts with RMS, the library 
system name; then we have 2 letters that identify the specific library and 15 symbols 
that represent the inventory number linked with the book. We use $ when we have an 
empty space, as Google wants, to make the search by barcode easier. 

Table 1. Example of a barcode Barcode: RMSSTA$$000000497$$$F 

Barcode: RMSSTA$$000000497$$$F 

RMS: polo code ST: Earth Science Library code 

A$$000000497$$$: 
inventory A 000000497 

F: check digit 

 
We decided to create a univocal ID with significant elements (not random univocal 

sequences) just to have an ID with an own link to the material object.  

3.3 Such as One Collection  

This process give us a global vision of all the books selected by libraries, so we send 
without mistakes just one of the items of a work and we don’t digitize the same  
edition two or three times, for example, in two or three different libraries. 

From the beginning, we decided not to not duplicate records, because, when we 
have more copies of a specific edition kept in different libraries, first we have to  
analyze the conditions of every single book to choose a suitable copy for digitization. 

4 Work-Flow 

4.1 Selection of the Books for Date and Realization of Lists for Next Steps 

Often the bibliographic descriptions in our catalogue don’t follow the standard punc-
tuation of cataloguing rules, so the files exported in marc are not necessarily suitable 
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to select books for year of publication. The solution was to search for year of publica-
tion both in marc subfields and in ISBD description field (using a temporary database) 
with a specific procedure that recognizes frequent mistakes in cataloguing. This way 
we have more results than just searching in the marc field (10% more). 

4.2 Declaration of Suitability According to the Project 

We put all the data in a Google spreadsheet, one per library. The files are shared on a 
website with restricted access that contains all the information about the workflow. 
The librarian inserts in this file the following information:  

─ if the book is available  
─ if its material condition is suitable for digitization process 
─ book value, calculated by a Sapienza Library community algorithm 

 

Fig. 1. Diagram of the work flow 

4.3 Record Duplication and Barcode Production 

All data produced by librarians are imported in a database (MySql) for the next steps. 
The process that populates the database, developed in Php by Cineca, uses “Google 
spreadsheet API”. Only after the comparison of suitable book data, given by libra-
rians, a unique list can be created choosing just one volume per work (usually the first 
one inserted in the server, in chronological order); a barcode is linked to the selected 
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book and all other copies are automatically discarded. The barcode generation phase 
is therefore also used as a check of multiple copies. The report list management also 
makes it possible to check if the books have already been digitized in past. 

4.4 Books Loan Registration and Sending 

When library staff put the books on the cart for shipment, they also register the loan in 
the catalogue. So, for every cart sent, there is a user ID with a standard code, linked to 
the library. The temporal sequences of book loans (timestamp information) are used 
to produce the correspondent lists of volumes ID, separating correctly “ready to go” 
carts from “come back” carts, for the ten different libraries across la Sapienza and in 
the city of Rome too. So, the list of volumes registered in Sebina is imported in the 
database; it is useful to take note of books sent every time, to prepare the necessary 
documents for each cart and to have a complete check list of all sent books. 

5 Results and Developments 

For students and professors, especially of this University, the Google Books project 
means a great improvement of services, both for the access and the quality of checked 
and enriched data.  

The project that we are developing also includes an extension of document typolo-
gies for digitization and a better integration with the cataloguing database.  

Until now, only monographic volumes were scanned, but we are going to digitize 
serials too. Serials have some peculiarities: for example, every single issue of a maga-
zine is linked with a bibliographic description and it means a surplus of work is 
needed to make the digitization management possible and to make the identification 
of each digital object easy.  

The involved libraries are increasing and the direction of next phase is getting 
clear; so it’s necessary, as soon as possible, to align the cataloguing database with all 
the spreadsheets (now hand-made), maybe by web-service, just as it happened with 
the alignment of all student databases. 
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Abstract. This paper focuses on new retrieval methods and tools applicable to 
the management of multimedia documents in Digital Libraries (DL). These 
matters merge in the organic methodology of MultiMedia Information Retrieval 
(MMIR). A paper’s goal is to demonstrate the operating limitations of a generic 
Information Retrieval (IR) system, restricted only to textual language. MMIR 
offers a better alternative, whereby every kind of digital document can be 
analyzed and retrieved with the elements of language appropriate to its own 
nature, directly handling the concrete document content. The integration of this 
content-based conception of information processing with the traditional 
semantic conception, can offer the advantages of both systems in accessing of 
information and documents managed in actual multimedia digital libraries. 

Keywords: multimedia information retrieval, content-based information 
retrieval, multimedia documents, digital libraries, image and video processing, 
audio processing, indexing, semantic gap. 

1 Introduction on Today’s Context of MMIR Development  

1.1 The Contemporary Panorama of Information 

In the Library Science community, new methods and tools of processing and 
searching for the management of new multimedia documents in actual Digital 
Libraries (DL) are the emerging issue. DL databases do not store only mainly textual 
documents, but also documents such visual, audio, audiovisual or multimedia in the 
full sense. This problem is directly linked to issues of disseminating and accessing of 
documents and information, core objectives of the DL activity, and it emphasizes the 
need for new multimedia modalities for the treatment of every kind of digital 
documents, in databases and in the Web too. 

In this panorama, a contradiction often arises. It is related to the terminological 
logic by which information systems and services continue to be organized, despite of 
the radical changes through which documents evolved into multimedia or hypermedia 
objects. If searching a written document is not possible by visual or sound language 
means, then retrieving documents consisting of sounds or images using descriptive 
texts should not be considered as an effective method. 
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In today’s information and knowledge society the various limitations of operating 
within the logic and the terms of the general structuring of Information Retrieval (IR) 
should appear evident. In the traditional practice of IR each kind of document 
searching is brought about through textual language. Now, it is necessary to define the 
features of a MultiMedia Information Retrieval (MMIR) system, where every kind of 
digital document can be processed and searched through the elements of language, or 
meta-language, appropriate to its own nature. 

Experimentation and use of MMIR technologies are already well developed within 
computer engineering, artificial intelligence, computer vision, or audio processing 
fields, while the interest in the methodological and operational revolution of MMIR, 
and the reflection on its conceptual development, have yet to be introduced among 
librarians, archivists and information managers. The contexts of the Library and 
Information Science (LIS) still have the opportunity to welcome the discussion, 
addressing the development of MMIR systems for DL according to needs of Library 
Science order, at a time when MMIR databases and interfaces are in the testing phase. 

This new vision is really suitable for multimedia digital libraries handling. Four 
methods within the general and organic methodology of the MMIR can be 
distinguished: a method of Text Retrieval (TR), based on textual information for the 
processing and searching of textual documents; a method of Visual Retrieval (VR), 
based on visual data for the processing and searching of visual documents; a method 
of Video Retrieval (VDR), based on audiovisual data for the processing and searching 
of videos; and a method of Audio Retrieval (AR), based on sound data for the 
processing and the search of audio documents. 

The different matters developed around traditional systems and services of IR and 
DL management change entirely when the MMIR point of view is considered. In 
databases where the content of the documents is substantially text it is appropriate 
using as access keys terms and strings extracted from the inside of that content. 
However, in databases of images or sounds it appears over-simplified and inaccurate 
to allow access, from the outside, through a textual description of contents that are 
often indescribable by terms. 

Within the MMIR logic analysis and search methods are defined as content-based. 
They are structured on a methodology defined as Content Based Information 
Retrieval (CBIR),1 which provides keys of storage and retrieval of the same nature as 
the concrete content of the objects to which they are applied. These keys are based on 
a language appropriate to every document typology, able to point with congruence to 
the concrete content, as well as to the aspects of meaning of a certain document. 

1.2 The Current Policy of Classification and Indexing 

From the MMIR perspective, Information Retrieval is defined as a term-based system 
of indexing and searching. This definition given to the traditional IR system emerges 
from the new conceptions of CBIR, and it addresses the problem that in IR the use of 

                                                           
1  In several interpretations CBIR is “Content Based Image Retrieval”. 
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textual language and the methodology of terminological treatment always appear as 
the natural and only one way to consider documents and information. 

Within the traditional organization of libraries, databases and DL, a number of 
attempts have been made to adapt IR systems to the new demands of users and to the 
needs of multimedia documents, but these attempts often have resulted in highly 
complex and difficult solutions. The weakness in common among these 
experimentations is the incapability of renewing the fundamental principles of the 
system.2 What is needed, instead, is a general revolution of perspective, replacing the 
principle of term-based document processing with the content-based principle, which 
is adequate to appraising dynamic multimedia content as well as textual content. In 
fact, the main criterion of the contentual analysis of documents is to constitute 
directly the means of processing, searching and accessing on the basis of the real 
content of each document: text, figure, sound, or a whole richly combined. 

In the specific field of visual arts, innovative thesauri have been established for 
indexing every kind of image related to various forms of art. One of the more 
important classification indexes surely is the Art and Architecture Thesaurus (AAT) 
[3]. A second salient art classification system, a partial alternative to AAT, is 
ICONCLASS (ICONographic CLASsification System), applied to an “iconographic” 
classification of the objects [4]. However, also these attempts can be criticized for 
trying to resolve the problem within the traditional term-based system. 

2 Multimedia Handling of Digital Documents 

2.1 The New Way to Documents Searching 

In the last twenty years, the growing importance of multimedia documents, the new 
tools offered by digital technologies, and the creation of multimedia databases and DL 
of high complexity, have led to investigate the possibility of multimedia analysis and 
indexing based on the real nature of multimedia queries, which must address search 
techniques to operate within the new multimedia digital libraries.3

 

The debut of CBIR, in the late 1980s, was founded on image processing and on 
computer vision studies [7-8]. Then, in the late 1990s, the attention to video 
documents progressed, managing visual documents involving movements, speaking 
and sounds, and pressing the studies toward a more complex MMIR [9]. Therefore, at 
the beginning of the 21st century, investigating problems related to user interaction 
and system response has been possible [10], as well as the improvement of processing 
algorithms [11]. Finally, today, more specific problems can be studied, related to the 

                                                           
2  Some advanced proposals in the methodology of IR were presented by Nancy Williamson 

and Clare Beghtol [1]. Another important theoretical reflection on IR is the “pragmatist” 
issue discussed by Hjørland and colleagues [2]. 

3  Elaine Svenonius was among the first researchers to comprehend the problematic new area of 
indexing languages [5]. William Grosky was among the first to draw some general 
conclusions for a coherent and effective management of new multimedia databases and DL 
[6]. 
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semantic understanding of the query, to assure a system able to understand user’s 
request through both contentual and conceptual specifications [12].4 

During this development, the increasing use of IR in commercial and scientific 
circles has also stimulated specific interest in the field of the Computer Science that, 
unlike Library Science and Documentation, has faced various problems from the 
perspective of the processing and evaluation techniques for the raw constitutive data 
of document contents. From a computer-centred perspective the way consists: in the 
construction of new and specific indexes of multimedia data, in developing high-level 
analysis and query systems with many options, in developing data analysis algorithms 
able to calculate a huge number of variables, in the setting up of results evaluation 
and ranking systems that improve response quality also interacting with user 
specifications, and, finally, in the development of analysis and search paradigms able 
to relate the automatic objective representations of the computer with the intellectual 
sophisticated analysis by the human. 

Anyway, the state of the art of MMIR systems still shows a series of open 
problems, with several consequences [13]. The main problem is imposing the content-
based method for multimedia information processing having such advantages that it 
will naturally replace the traditional IR system. To establish a utility-centred research 
focus is critical, bridging the so called “utility gap”, or the distance between users’ 
expectations and real systems usefulness [14]. Specific methods and protocols of 
evaluation and benchmarking for MMIR systems are necessary, allowing appraisal of 
advantages and ineffectiveness, of user’s satisfaction related to procedures and 
results, and of improvement possibilities.5 So, one of the great challenges for the 
future is the need to move from the academic and experimental state of MMIR to a 
practical and commercial phase, based on cooperation between research and industry. 

Beyond this, since the effectiveness of the information process is largely 
influenced by the interaction of the operator with the system, a lot needs to change 
relating to the user. The whole system of approach to multimedia databases and DL 
must be re-established on the basis of the natural and increasing demands to define 
the query by operations in continuous interaction between human and computer [15]. 
Various researchers are occupied with analysis of surveys taken in documentation 
centres, libraries or archives, focused on the verification of the usefulness of MMIR 
interactive methods, and of the active learning of the system arising from user’s 
relevance feedback [10, 16]. 

Among studies about MMIR effectiveness for users, the most successful line is the 
English one, in which the work of Peter Enser and Christine Sandom is predominant 
[17]. This has brought CBIR researchers to stigmatize as a “semantic gap” the 
semantic ineffectiveness of the search systems based only on automatic content 
processing. Such a void is identified in the distance between the high-level conceptual 
representation of an object, appropriate to human knowledge, and the low level formal 

                                                           
4  See also the web site of the Semantic Media Project, announced in 2012:  
http://semanticmedia.org.uk 

5  See the TRECVID activities on the web site of TREC Video Retrieval Evaluation:  
http://www-nlpir.nist.gov/projects/trecvid 
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denotation, appropriate to the computer. Therefore, the semantic approach cannot be 
neglected by a content-based system, and the necessity that a complete MMIR system 
allows every search through all the means that the user desires – semantic and 
contentual – is once more confirmed.6 

Finally, very relevant for the stabilizing and the growing significance of MMIR 
studies, is the foundation in 2012 of the International Journal of Multimedia 
Information Retrieval, aiming to present achievements both in semantic and in 
contentual treatment of multimedia.7 

2.2 Principles of MMIR and Content-Based Retrieval 

Many of the strings that users create to query a multimedia digital library or a 
multimedia database, or also the Web, are aimed for a search that goes beyond the 
information or subjects definable with precise term constructions, and points to 
qualities appropriate to the content taken in itself. Simple queries, not subsequently 
refined relating to time and space, to actions, to the expressive forms, can be satisfied 
in the ambit of term-based systems. However, more complex query strategies require 
completion with further operations that by the traditional methods and tools do not 
always bring the result that the user expects, or they are simply impossible. 

Therefore a system of MMIR is more helpful, since the formulation of the query 
does not have to be forced within the limits of the textual language, but it can be sent 
as it is naturally produced, directly in visual, sound, audiovisual, and textual means. 
This is a really new model, where the query can be expressed to the system as it 
arises, and as it arises it can be appropriated and answered by the computer, according 
to a content-based processing logic: through colours, forms, structures, sounds, 
movements etc. – and words, when they are the content. 

This will be possible only if documents are analyzed and indexed not only 
according to the terminologically reportable or translatable data – semantically – but 
also by structuring a sort of index directly constituted by the concrete and formal data 
– contentually. However, in this context the concept of indexing must be intended in 
wider sense: a content-based index will be made of the data with which the computer 
operates for reproducing images, sounds, or words contained in the documents. 

The sense of the problem can be schematized with a simple example of MMIR 
and, especially, of Visual Retrieval. A search system that imposes to set 
terminological strings is not useful for someone who desires to retrieve some images 
having a certain combination of forms and colours. Any combination of phrases will 
fail the retrieval goal if only the name of the author, or the title of the work, are in the 
set of the indexing terms. Indexing or classification data refer to another system 
setting, of an intellectual and specialist kind, and they seem to be abstract data 
relating to the image, useful only when they are known before the search (e.g. fig. 1).8 

                                                           
6  However, some researchers have expressed different opinions. For an overview of studies on 

users’ needs, see also pp. 231-234 of Frederick Lancaster’s book [9]. 
7  See the first papers of: International Journal of Multimedia Information Retrieval. Springer, 

London (2012-). 
8  The painting is by Leonardo D’Amico (L’ultima neve, 1998, oil on canvas, 30x50 cm). 
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Fig. 1. Example of textual-visual search 

If a VR system can be searched by proposing the combination of textures or shapes 
and colours that the user imagines, or he vaguely remembers, it is possible to go 
directly to the contentual core of the document concretized by the image. In this way, 
a visual document can be retrieved together with similar documents, and with 
information, textual and conceptual, connected in several ways to it (e.g. fig. 2).9 

Five different levels of VR processing for visual documents can generally be 
carried out. The semantic mode is the most traditional method, and it consists in  
 

 

Fig. 2. Example of visual-visual search 

                                                           
9  Top right painting by Leonardo D’Amico (Silenzi invernali, 1998, oil on canvas, 40x50 cm). 
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defining text labels, which describe characteristics, classes, meanings, titles or names, 
attributed to an image. The shape retrieval mode relies on the computer’s ability to 
compare extracted forms of an archived figure and those extracted from a query 
model. Texture processing is based on breaking up stored images into sections, then 
the system estimates the similarity of the structural composition with a model figure. 
Colour processing consists in representing images using colour or grey scale 
properties. Finally, the parametric mode is based on determining parameters of shape, 
texture and colour of images, through figure templates or by filling in a grid [12]. 

Video Retrieval documents treatment has some in common with VR, but handling 
audiovisuals needs to give consideration to elements such as time, movements, 
transformations, editing, camera movement and, often, sound and text data. VDR 
processing runs by the extraction of video-abstract characterized by spatio-temporal 
factors, supplemented by information on textual data relating to the written and the 
spoken in the video. 

The first VDR treatment operation is usually the rearticulation and segmentation of 
the video stream into four levels of increasing complexity: the frame, which is almost 
always a still image; the sequence, which is an early articulation of frames in spatio-
temporal development, and it may have sound; the scene, that has a high level of 
complexity, in which sequences are connected to create a sense; the entire film, that is 
a unique product of all scenes, giving sense and meaning to the whole. After video 
segmentation there are analysis and extraction of the so-called video-abstract, or 
video-summary, that is a base for query and retrieval processing as it is of less 
complexity than the entire video. Queries can be set by key-frames, allowing users to 
launch a search in form of visual query. Information on movements and sounds, as 
texts, can then be added for the completion of the video-query [18]. 

 

Fig. 3. Model of a video elements analysis 

Audio Retrieval method differs since an audio data stream is connoted by tempo-
related properties, and properties relating to frequency and sound characteristics such 
as tone, pitch, timbre, melody and harmony. The same can be said for audio 
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documents treatment, as AR techniques have some in common with the whole 
MMIR, but specialising under specific sonorous respects. This even means working 
directly with contentual elements and concrete objects, as ineffable as sounds may 
seem, without excessive mediation based on terminological methods. 

Emerging issues in AR are robust notation, alignment of different versions, 
comparing variations. Emphasis must be given to audio-thumbnailing, or making 
audio-abstracts, and audio browsing. They are connected together, in as much as 
drawing a complete effective sound synthesis allows to browse and evaluate an audio 
document in the analysis and search. Some running modalities of AR are: speaker 
identification, based on the ability to recognize human voices regardless of the words 
spoken; the typical similarity query, which search a database using sample tracks; 
query-by-humming, that allows search by similitude to an audio model or strummed 
or hummed by user. Main models of AR may be considered Music Information 
Retrieval, Music Recommender Systems, and Automatic Speech Recognition [19]. 

3 Bases and Sense of the MMIR Organic Approach 

3.1 Objectives and Effectiveness of the Content-Based System 

The scope and the goals of the whole content-based system can be specified starting 
from a schematizing of the development from IR principles to MMIR principles: the 
Information Retrieval is a system of analysing and searching, through terms, of 
documents of textual kind, which also can be applied to visual, audio and video 
documents; the MultiMedia Information Retrieval is proposed as a general system of 
processing and retrieving, through texts, images and sounds, for documents of every 
kind or full multimedia. 

The content-based processing method is proposed as the only one really able to 
achieve the goal of the MMIR: to retrieve the object that is truly being searched, 
beyond any abstract mediation of a linguistic and intellectual kind. 

Finally, considering the sense of the organic complex of the four MMIR specific 
methodologies – TR, VR, VDR and AR – it is necessary to specify that, to reach a 
good level of precision in the retrieval of multimedia documents, all the search 
modalities need to work in constant interaction, inside a single system, according to a 
univocal principle. A single search interface is required, allowing the composition of 
a query formula that combining images and texts, sounds and terms, or all these 
together, is useful for searching very complex documents – whose informative 
content extends beyond all the levels of sense and meaning, where the semantic 
definitions do not have less importance than the contentual characteristics. 

In a multimedia DL, by a common MMIR search procedure, the user may start the 
query with the preliminary selection of a section, and of a part of it, by using 
appropriate text strings. Using definitions, terms, titles and names can be a suitable 
and fast method for reducing the massive content of the whole database, as to correct 
some result noise. The user may proceed with browsing, by which queries can be 
simply sent to the system by selecting some of the retrieved objects, or by assembling 
or inputting from the outside example models. In this way, by moving among so 
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many objects that resemble the desired one, or in relation to it, it is possible to send to 
the computer different example data, containing the characteristic data that must be 
matched with the objects in the database in order to extract them as query results. 

3.2 Mathematics and Sensibility 

A critical question of MMIR is what effectiveness the mathematical procedures of 
content-based systems can have, relating to the practical objectives of users’ 
information searching. The research for computational algorithms and data processing 
techniques which are not only mathematically efficient but also pragmatically 
effective goes toward overcoming of the distance between computer and human, 
taking into account the information qualities expected by the human operator [20]. 

The more technical-theoretical problem is the interpretation of the multimedia 
object. This has a considerable value in the search process when the demand of 
information goes beyond the perceptive characteristics of the object – automatically 
calculable by the computer – and goes to the level of the semantic interpretation – 
definable only by the human. So, the content-based query needs to be knowledge-
assisted, which means that the user may query the system with the support of subject 
descriptions. The use of subjects created by the human operator can be very useful to 
indicate both to the user and to the system what the mathematical analyses of an 
example model cannot directly gather. Therefore, even if the mechanical and absolute 
efficiency of the mathematical processes may be certain, their utility related to the 
demands of every end user is not certain. 

The automated procedures of MMIR systems avoid superfluous mediation, 
handling directly the original object characteristics or, more exactly, the data of its 
digital version. Moreover, the data into the search index can directly be produced by 
the system that will use them, in the more appropriate manner, including operations 
speed. Possible algorithm’s mistakes or approximations are due to known causes, and 
they are calculable as systematic errors that can be taken into account in managing the 
final results. 

So, in comparison to the individual variables of manual methods and to the hidden 
interpretation errors, the automated processes are often of greater reliability, at least in 
certain contexts. Nevertheless, very advanced and expensive hardware and software 
systems are necessary for an effective processing of larger and richer multimedia 
documents, and this surely slows the investigation and application of new retrieval 
technology, while the consequent advantages are unclear. 

Primarily, however, content-based and automatic methods are not always 
appropriate to satisfy the increased demands of researchers and experts, as of common 
users. The sense of an object represented in a document, in fact, has to be gathered in 
its true totality, in the simultaneous consideration of its sensitive and intellectual 
qualities. Systems oriented to the concrete content are inadequate to indicate the 
multiplicity of the intellectual interpretative points of access, and the nonexistent 
sensibility of the computer cannot fully be produced by algorithmic elaborations of 
the numerical data representative of the qualities of the documented objects. 
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If MMIR systems succeed, somehow, in showing validity in the case of a direct 
and contentual-objective approach to the document, they present a greater narrowness 
in the case of a theoretical and intellectual-interpretative approach. Besides this 
problem, well known as the semantic gap, there is also to be considered the parallel 
problem of the semiotic gap, or “sensory gap” [21]. 

3.3 Integration of Contentual and Semantic Principles and Methods 

The solution to the conflict between conceptual and concrete means of accessing to 
information, or between term-based and content-based systems of processing, can 
only be a solution of organic integration between principles and methodologies. 

Such an ultimate achievement has been in development especially by Peter Enser 
[22]. Comparing the two search methodologies, the author does not use the definition 
“term-based” anymore, since this has been abundantly criticized, but rather he speaks 
of a possible “alliance” between “concept-based” and “content-based” paradigms. 
Enser proposes a technical-practical solution represented by the “hybrid systems” of 
image retrieval. The search interfaces of such systems allow the “terminological 
formulation” of the query, “text-matching” of documents based on terms contained in 
metadata, CBIR techniques to input “concrete search models”, and evolved modalities 
of “translation” of a terminological query in visual query. 

However, searching for a true organic principle for the MMIR method cannot be 
resolved through a simple hybridization of techniques. The limits of the contentual-
objective consideration of the document and the discrepancy in comparison to the 
semantic-interpretative consideration are the explicit manifestations of the problem of 
the semantic gap. The purpose of MMIR system is to give the support to overcome 
such voids through the simplicity of document processing offered by the computer 
and the rich semantic expectations of the user. 

Jonathon Hare, Paul Lewis, Peter Enser and Christine Sandom stress the 
characteristics of such a gap of representation [23]. The representative levels of a 
document vary from the lower level, composed by the simple extraction of its “raw 
data” immediately extracted by the computer, up to the higher level, constituted by 
the “semantics” that it carries as they are interpreted by the users. When the meaning 
is considered, in addition to content, this opens a void between the lower and the 
higher levels in which the documented objects can be positioned. 

A satisfying proposal for a solution, given by Enser and colleagues, is “to attack 
the gap from above”, considering the use of ontologies. A large set of annotations and 
labels related to an object is far from representing it in its semantic richness, which 
seems, instead, to be representable positioning the object inside an ontology. The 
appeal to ontologies in MMIR systems allows making explicit part of the meaning of 
a document, and this makes possible formulating the query also through the concepts 
and the relations among concepts. Thus, the multimedia query can be semantically 
completed, integrating content-based search tools [23-24]. 

Using ontologies is the way to establish an organic approach for all multimedia 
document kinds, able to take into account univocally their concrete and conceptual 
representation. Besides that, however, some other considerations are necessary which 
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concern one of the fundamental principles of the MMIR: imagination and 
creativeness as a style of the method to conduct information and documents 
searching. Accepting the integration of ontologies in MMIR systems, a certain rigor 
seems to be residual in these conceptual tools, which can raise again the problem of 
the rigidity and abstractness of the typical IR schemes. To avoid such risk, a further 
hypothesis can be made about combining ontologies with folksonomies, systems of 
free collaborative categorization of contents on the basis of labels directly assigned by 
end users, or “social tagging”. These systems, proposing their function close to the 
controlled semantics, can enrich them of more flexibility in metadata and tags 
definition. In this direction goes a discussion started by the same founders of the 
Semantic Web and Web 2.0 [25-26]. 

Everything is abreast of the principles of the MMIR, where the possibility for the 
user to search freely through models or sketches allows the system to learn at the time 
new information on the documents, that will be stored together with information 
already defined, integrating and widening its interpretative abilities. The integration 
between the semantic tools of ontologies and folksonomies, contemporarily integrated 
to the content-based tools of CBIR, can bring to the reconciliation of the opposition 
between the principles of the semantic-interpretative and of the contentual-objective 
information handling, in the general organicity of all the organs of the MMIR.10 

4 Definition of the MMIR Methodology and Conclusions 

4.1 MMIR Paradigms Currently Being Studied 

Paradigms and protocols tested so far in design and implementation of MMIR 
methodology are all quite similar. In general, in the system process two major 
interrelated parts can be distinguished: operations relating to the documents analysis 
and the creation of databases and indexes, and operations concerning the processes of 
search and retrieval of documents and information [10-11, 20]. 

As regards the content-based treatment and analysis of documents and the 
consequent creation of databases and representative indexes, some steps are required, 
but they are not necessarily sequential and are often repeated, updated or integrated 
with each other. These steps can be summarized in table 1. 

Before the system can effectively apply to the content-based processing, the pre-
processing analysis of the multimedia files is crucial. Multimedia data must be treated 
according to multiform strategies, capable of detecting also information related to rich 
structures or continuous changes of objects. Such a characterization may be 
conducted automatically, saving time and costs, and then almost always must be 
integrated with human intervention. 

If the analysis of the semantics needs to be broadened, some intellectual 
interpretation is required. However, human intervention can be deferred until some 
syntactic features of an object can be used. For example, in an advanced video  
 

                                                           
10 A broader discussion of the gap and possible solutions is in an author’s previous paper [27], 

focused on discussing the problem of the semantic gap in new multimedia search methods. 
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Table 1. Analysis, storage and indexing 

Analysis. Before introduction into the system, documents are processed with its 
analysis tools, automatic or semi-automatic, to identify the elements of their content. 

Datafiling. The constitutive elements of each document are elaborated for creating 
the general data file, representative of the whole object, stored in the system database. 

Characterization. The characteristic data of the main aspects of a document are 
drawn out of its content, from the data of the constitutive elements. The characteristic 
data are, then, inserted in the metadata connected to the general datafile of the 
document. 

Indexing. The index is created and updated constituted by the characteristics and 
general data of the documents. Every value is represented once only but, for each 
value, a referring link is created to every datafile and metadata that contains it. 

Description. Documents characteristics are valued, in a manual, semi-automatic or 
automatic way, and then described through numerical or textual strings. These strings 
are inserted in the metadata of each document and represented in the index. 

Interpretation. The contents of the documents are semantically interpreted by the 
human operator, assisted by the system or not, to identify their conceptual aspects. 
The various semantic indexing terms are inserted in the metadata and in the index. 

Query analysis. The analysis operations of the document can be entirely executed 
in automatic way, also during the query, to allow very free and interactive searches. 

 
analysis, movement can be considered to add meaning to the material characteristics 
of a figure. Then, since the analysis and indexing processes are never definitive, even 
the learning tools applied in a query are useful to the system to classify documents, 
automatically learning from semantic information spontaneously sent by the user. 

Content-based characterization and description are stratified in levels. At the 
lowest level of extraction are mere pixels, representative of shapes, colours etc. In an 
intermediate stage, complete objects and their content characteristics are extracted. At 
the highest level, abstract concepts can be derived from the document, forming the 
human interpretation. Syntactic representations, such as histograms and structures, are 
indicative of the data extracted in the lower levels. Semantic descriptions, such as 
labels, are meaningful to the abstractions in the higher levels. 

The indexing process is distinguished in two operating levels. The syntactic 
indexing level allows searches based on templates or via a sample, which forces users 
to the data extracted from the lower stages of analysis, as details of texture, shape, 
size and so on. The semantic indexing level fosters searches also via conceptual 
elements, but according to current technology this indexing not necessarily needs be 
produced by human intervention, as automatic tools may calculate probability and 
recurrence of elements able to give a first objective interpretation of documents. 

Even the several steps of structuring search operations and documents retrieval do 
not necessarily have a preparatory order, and can turn around themselves during the 
processes. These operational phases can be summarized in table 2. 
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Table 2. Search and retrieval 

Preliminary search. The first approach to a system usually consists in a 
terminological interrogation, through texts or through selection by menu and lists, 
with the purpose of selecting a part of the documents in the whole database. 

Model composition. A tool for the creation of query models allows the creation of 
an example of the desired object with which to start searching the system. 

Model proposal. It is possible to propose external models for the search that 
allows interrogation by models introduced from outside the database. 

Search. The core phase of the search consists in the use of the identified documents, 
or of the proposed models, or of various single elements, as data for the comparison 
operations with the data of the index related to the objects of the database. 

Matching. The system detects the match between the search data and those of the 
documents in the database when their similarity is included in the planned evaluation 
parameters. Then the system achieves the automatic capture of identified documents. 

Ranking. When a number of documents are captured, the system shows them in 
order from the more to the less correspondent to the different required 
characteristics, and this allows the user to browse and to value them. 

Deepening. After the evaluation of the first results, the search can be deepened 
using further extracted documents, changes in the objects characteristics, selection of 
their parts, or the association of various contentual and semantic elements. 

Interaction. All the operations are often in a phase of interaction and of learning. 
The interaction with the operator allows the system to understand the user’s search 
criterions and to address the query, so the computer learns from the human 
interpretation given to the different steps of the process. 

 
The main parameters of the matching techniques are the level of characteristics 

extraction from the documents and the structural measurements. The common search 
and retrieval strategy found in different systems is almost always based on the low-
level characteristics of multimedia objects, without any ability to implement 
automatic interpretations of them, assigning to users the task of defining the 
relevance/non-relevance of certain document characteristics. 

A real interaction with the user, however, allows the system to understand humans’ 
search criterions and to address the query. Emerging learning methods foresee a 
system able to learn by users’ spontaneous instructions produced during the search. 
Automatic data acquisition can be used by the system to build models of categories or 
domains that will be referenced in the automatic evaluation of an object as if the 
system had learned an idea of it. Difficult goal is to put in place a search and retrieval 
framework including semantic indexes supervised or created by the human. 

Developing robust relevance ranking algorithms is also crucial. So, the system may 
show retrieved documents in a reliable order from the more to the less correspondent 
to the query goal. This allows the user to browse and to value search models further, 
also using terminological means not only for preliminary search, thus deepening again 
the query between system results and semantic evaluations. 
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4.2 Concluding 

The context of the MultiMedia Information Retrieval is composed of the traditional 
systems of analysis, search and retrieval of textual, visual, sound and audiovisual 
documents, of today’s systems applied to the management of new multimedia 
documents, and of the different theoretical and technical attempts to establish a more 
advanced and effective system for handling, organizing and disseminating the whole 
of digital documentation in digital libraries and in the Web. This context is varied and 
dynamic: it involves the work of very different professionals, but it can be 
interconnected by the goal of realizing a simple and effective organic information 
tool, which answers the demands of as many users as possible. 

Inside the organic set of the MMIR another complex is present, composed of its 
organs endowed with specific theoretical, technical and applicative aspects, and 
appropriate for every kind of multimedia document search: Text Retrieval, Visual 
Retrieval, Video Retrieval and Audio Retrieval. 

The more advanced MMIR systems can be very useful in the support of both 
theoretical research and creative practice, as well as a tool for professionals and a 
guide for general users. The user’s query can simply and freely be constituted by the 
input of a model image or sound, with or without conceptual specifications through 
parameters or texts, and the system can retrieve documents that possess similar 
characteristics. The user always can interact with a system predisposed for welcoming 
unpredictable variations of the search way and for understanding the human strategy, 
learning time by time from the researcher’s behaviour. 

Concerning the organic complex of the MMIR methodologies, in order to reach a 
good level of precision, the coexistence of all modalities of retrieval is essential, 
including those based on terms. The terminological query is useful as a preliminary 
method to select part of a large database and to centre the search basing on data such 
as information ambits, typologies, classes, titles, or authors. Then, it can constitute a 
system for cleaning the inevitable noise of a content-based interrogation, by 
specifying a semantic interpretation that the automatic system is not able to detect in 
the direct analysis of the content characteristics of the document. 

All the different procedures operate better in continuous and organic interaction, in 
a single query interface. Allowing several search strategies, combining words, figures, 
movements, sounds and concepts, is critical for searching very complex documents, 
whose content extends through all levels of sense and meaning.11 
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Abstract. Two major themes continue to be a subject of discussion when dealing 
with digital libraries: how should the education programs in LIS (Library and In-
formation Science) schools be changed or updated in order to provide the needed 
knowledge (skills ?) for librarians in the digital age and, closely related, how 
could the three major memory institutions (libraries, archives and museums) de-
fine common educational curricula for professionals in the three domains, now 
that the digital age is blurring the boundaries between the three profession. In this 
paper we will present some considerations about the first topic, in order to share 
the experience gained through the organization and the participation in five 
events, having as theme the educational needs of the new librarians and the possi-
ble synergies of research and education in the field of digital libraries. It is hoped 
that it can serve as a further stimulus for discussions and for the definition of  
possible common actions in the digital libraries community.  

Keywords: digital libraries, education, research in digital libraries, information 
professionals. 

1 Introduction 

Computer Science and Library and Information Science communities practice and do 
research differently and as a result their outcomes such as curricula, projects results, 
digital products and publications are different. But digital libraries and the things they 
bring with it, such as curation of digital collection, interoperability, metadata, which 
are prompting a move from a “Library model” to a “Digital Library model” are push-
ing to close the gap between the two communities. This paper examines some of the 
theoretical differences between the two communities as well as the experiences of 
sharing expertise and how the Digital Library model is contributing to this overlap 
and how education and research on digital libraries are evolving to support the new 
synergies. 

In a simple view, the notion of Digital Libraries involves some combination of 
multimedia content and computer programs. It has unique advantages such as very 
low marginal costs for creation, storage, management and speed access and distribu-
tion but also involves the disadvantage of increased legal obstacles for access to  
information and the weakness of economic sustainability. Research in “Digital Librar-
ies” has been going on now for over 15 years (even though there is not yet a general 
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agreement on the exact meaning of the term), leading the way to research also in 
fields of memory institutions. As a result the Digital Library Universe is a very com-
plex one, encompassing a number of different technologies, disciplines and applica-
tion fields. In addition to that, research in Digital Libraries can be tackled from many 
different perspectives and angles. Digital Libraries are, for example, information sys-
tems and their technology can be researched as such; but they are also organizations 
and they can be researched also in that respect; they are arenas for the study of infor-
mation seeking behaviour and for social processes such as learning and knowledge 
sharing, which can be another dimension of research; they are collections of content 
that need curation (collection, description, preservation, retrieval, etc); they are social 
institutions with a social mandate, and as such they are affected by social, demo-
graphic and legal issues. Interdisciplinary perspectives cover a wide range of  digital 
libraries management issues and research findings offer insight into educational cur-
riculum and real world practice.  

From this multifaceted perspective it appears that Digital Libraries continue to be a 
new topic in existing research fields, and education has to take into account this inter-
disciplinary and multidisciplinary aspect. Experts from the two communities should 
offer their views in the operational, managerial and strategic challenges that face digi-
tal libraries managers and researchers now and in the next decades. 

2 Literature Review 

Taken in isolation from each other, Library and Information Science and Information 
Technology approaches have a number of constraints. Coleman [7] noted that for too 
long, LIS schools have responded to the impact of IT in the workplace by simply 
adding to the existing LIS curricula courses such as Systems Analysis and Design, 
Database Fundamentals, Human Computer Interaction, and so on. The IEEE Techni-
cal Committee on Digital Libraries (TCDL) promotes research in the theory and ap-
plication of digital library technologies. Issues of interest include: Searching and 
browsing; Indexing for multimedia objects; Authoring, Scripting and capturing  
systems; Resource discovery; User interface; Collaborative research; Information 
representation; Intelligent agents; Workflow; Telecommunication and networking; 
Interoperability; Scalability; Content storage and distribution; Protection of intellec-
tual property and user privacy; and Accounting, billing and payment systems.  
The Computing Curricula [8, 10] outline Digital Libraries as an elective area with 
topics such as digitization, storage and interchange, digital objects, composites and  
packages, metadata, cataloguing, author submission, etc.  

Another approach has been to merge; often the merger is with larger departments 
such as Communications and Education and less often with IT-intensive ones such as 
Computer Science [12]. Coleman [7] concludes that anecdotal evidence suggests that 
both approaches leave novice LIS graduates with overwhelming feelings of informa-
tion overload, the impression that the library profession is in chaos, and a sense that 
there is no real core LIS disciplinary knowledge beyond the service ethic, descriptive 
and procedural knowledge of information resources and their use. 
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Tennant, a professional librarian, discusses [21] the shortage of digital librarians 
and explains why public service LIS professionals must become ”tech-savvy”. How 
can you offer good public service, he asks, if you don't know the "universe of possi-
bilities"? A digital librarian should distinguish ASP from PHP (two different ways of 
creating dynamic web pages), and be able to understand and evaluate a variety of 
information technologies for their potential use. Are librarians still needed? Google 
has become a nearly omnipresent tool of the Internet, with its potential only now be-
ginning to be realized.  Users are more and more starting their research from Google 
page and librarians can become an outdated species. Miller and Pellen [14] compre-
hensively explore the path libraries need to travel to benefit from the search tool, 
rather than being overwhelmed and destroyed by it. 

Over the past years, digital content has been generated faster than our ability to 
manage, preserve and disseminate it. Some of the current efforts in research have 
been focused on improving our capacity for better managing repositories, for preser-
vation and for building infrastructures for searching, accessing and re-using net-
worked digital resources. Bruce [2] affirms that the intellectual and technical issues 
associated with the development, management and exploitation of digital libraries are 
far from trivial and we are still a long way to consider it solved. What is needed is a 
coordinated approach to digital library research combining expertise of LIS and Com-
puter Science with applications such as e-learning, e-government, e-science and  
digital humanities. This will make it possible to make significant progress towards 
semantics based multimedia knowledge networks. 

3 Methodology 

While interdisciplinary convergence is needed, it will not suffice in overcoming all 
the constraints. We want to share here our experiences of the participatory nature in 
Digital Library curriculum design and discuss how, as a team with different back-
grounds (Humanities and Computer Science, Education and Research), we developed 
a common understanding using a “workshop model” which has been run and itera-
tively refined at five major international conferences, involving over 200 participants. 
The cooperation started with a workshop held in 2005 in Parma with the title “Infor-
mation Technologies profiles and curricula for libraries”, jointly organized by the 
DELOS Network of Excellence, the European Library Automation Group (ELAG) 
and the University of Parma International Master in Information Studies [11]. The 
second event was in 2008, with a panel organized at the ECDL Conference in Aarhus, 
having as subject: “The Web versus Digital Libraries: time to revisit this once hot 
topic” [6]. In November 2010 the DL.org project joined forces with the International 
Master “Digital Libraries Learning” (DILL, a Master Programme funded by the EC's 
Erasmus Mundus program), organising a seminar in Parma with the title “Education 
and Research in Digital Libraries” [9]. In 2011 a Workshop with the title “Linking 
Research and Education in Digital Libraries” was held at the TPDL Conference in 
Berlin, as a continuation of the previous one [5]. Finally, a last workshop with the title  
 



190 A.M. Tammaro, V. Casarosa, and D. Castelli 

 

Fig. 1. A tag cloud for Research and Education in Digital Libraries 

“Can Research help Education in Digital Libraries?” was organized, in connection 
with the LIDA 2012 Conference in Zadar [1]. 

In section 4 we will briefly present the main aim and outcomes of the first two 
events, where the focus was mostly on understanding the educational needs of future 
librarians, to cope with the increasing need of skills in Information Technology. In 
section 5 we will briefly describe the other three events, where the focus was mostly 
in trying to understand the possible sinergies of a closer cooperation between Re-
search and Education in the field of Digital Libraries.  

4 Professional Profiles for Digital Library 

Since the impact of IT on all disciplines will only continue to increase, also the inter-
est for interdisciplinary curricula development is increasing. A new approach should 
view curriculum development intellectually at the unit level (what topics and learning 
objectives/competencies are common across related disciplines) and how best to fa-
cilitate this development for professional graduates. At the very least, such ap-
proaches could use research findings about interdisciplinary learning to improve the 
problem solving and competencies of graduates.  

The Workshop “Information Technologies profiles and curricula for libraries”, 
held in Parma in 2005, wanted to identify and define the IT profiles and skills needed 
in libraries and information centres, and to propose a set of educational actions that 
could result in making those skills available in the short medium term. A first set of 
presentations was on the theme “Relationships and cooperation between IT education 
and LIS schools”, which provided an overview of the current position in educational 
issues with respect to information technologies for libraries and recent trends in  
research on digital libraries. A second  set of presentations was introducing and  



 Interdisciplinary Perspectives on Research and Education for Digital Libraries 191 

discussing the general theme of “Competencies and Profiles”, devoted to the contribu-
tors' own experience and case studies of skills and competencies. Both sets of presen-
tations were supplemented by a process of feedback through a series of parallel 
breakout sessions and workgroup discussions, which were then reported back and 
discussed in plenary sessions on the second day.  

During the workshop two “new” professional profiles needed in a digital library 
were discussed. The first profile was that of a “digital librarian”, with a deep knowl-
edge of the (digital) content of the library, and enough knowledge of IT tools to allow 
him/her to” curate” (the term was not yet trendy at that time) the collections of the 
library. The second profile was that of a “system librarian”, with a good knowledge of 
Information Technologies and Architecture, and enough knowledge of library ser-
vices and management to allow him/her to formulate the requirements for a Digital 
Library Management System and to use and manage the system once that it was  
operational.  

In the second event, a panel at ECDL 2008, it was discussed the relationships be-
tween the Web and both the traditional and the digital libraries. To stimulate discus-
sion, the view of one camp was claimed to be that since “all” the information was 
available on-line, the use of smart search engines and clever software tools would 
allow the Web to provide all the information (and the services) needed by an informa-
tion seeker. The view of the other camp was that the value of information was not just 
in its sheer quantity, but was rather in the organization and the quality of the informa-
tion made available, and that could never be accomplished by “programs”. Some 
years later, with the continuous increase of the information available on the Web and 
the advances in search engine technologies, an even more radical question could be 
raised, questioning the need of libraries at all, whether digital or not. More and more 
it appears that when there is an information need, everybody (including scholars) is 
first “googling” on the Web to find the desired information, and it is not known how 
many information seekers will continue by accessing also some (digital) libraries in 
order to satisfy their information need. During these years however, digital library 
technologies have supported the transition of libraries from traditional to digital, and 
those technologies are today mature enough to support not only the availability of the 
library content online, but also the provision of advanced services for library users. 

At the end of the panel the position that gathered most of the consensus was the 
one supported (not surprisingly) by Google, The main mission of a web search engine 
should be to provide access to the ”world’s information”, and make it universally 
accessible and useful, whereas the main mission of a digital library should be to or-
ganize the information needed and used by one or more specific user communities 
and make it easily accessible and useful to those communities. The difference in mis-
sion implies therefore a difference in scale (the web is measured in billions of pages, a 
digital library is measured, at best, in millions of documents), a difference in coverage 
(as broad as possible in the web, as deep as possible in the library) and a difference in 
services, i.e. how to add value to the content of the library (precision and general 
services in the web, completeness and specific services for a user community in the 
library). The web and the digital library have therefore similar and complementing 
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missions, and they should take advantage of each other, and focus on the delivery of 
useful and relevant (web) services to their user communities.  

What emerged from these first two events was the identification of three main pro-
files at the operational level of a library. Two of them, namely the digital librarian and 
the system librarian, have been mentioned before , while the third one, that could be 
called the “end-user librarian”, is a profile with a deep knowledge of the information 
needs and applications of the selected user community. The end-user librarian should 
be able to provide input to the digital librarian on one side and to assist the library 
users on the other, by providing reference services (possibly using web search en-
gines) and assistance in the use of the new functionality (possibly) made available by 
the digital library, such as annotations and collaboratories. 

5 Research in Digital Library 

In 2010 the International Master DILL (DIgital Libraries Learning) and the European 
project DL.org organized together a one-day seminar (“Research & Education in 
Digital Libraries”), as a forum for discussion between the research communities par-
ticipating in the DL.org activities and the communities of Digital Library education in 
Europe, with the aim of starting a dialogue about research and education in digital 
library and to explore ways for a closer cooperation between those communities. 
DILL is a two-year international master program (which was funded until 2011 by the 
European Union under the Erasmus Mundus program) that is bringing forward the 
idea of interdisciplinary education in Digital Libraries by providing to its students 
courses which span some of the different aspects underlying digital libraries. DL.org 
(now ended) was a project funded by the European Union under the 7th Framework 
Program to bring forward a research program focussed on interoperability in digital 
libraries, which means that research should consider not only the technical dimension, 
but also other dimensions that might be affected by interoperability issues (e.g. policy, 
quality, user profiles, legal aspects).  

Among the main accomplishments of the DL.org project there is the completion of 
a conceptual model for Digital Libraries [3] (initiated by the DELOS Network of 
Excellence), which includes the three roles (profiles) of library professionals men-
tioned above, and which has been widely used in DILL and in other courses and 
Summer Schools addressing the educational needs of library professionals, to estab-
lish a common view of the entities and the concepts underlying the “Digital Library 
Universe”.  

The stated objectives of the seminar (only partially attained) were:  

• Start discussing how to implement a European scale mechanism for exchanging, 
sharing and integrating research results into education in digital libraries 

• Start defining research topics suitable for PhD students to ease the integration of 
research done in European projects and research done in Universities 

• Discuss how the interoperability research results of DL.org can be transferred to 
education in digital libraries 
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The discussions prompted by a number of interesting presentations brought into 
evidence a wide range of issues, going from the need to transfer research outcomes 
into learning material, to the need for DL professionals to have hands-on experience 
with IT tools and services, to the need to work towards stronger theoretical founda-
tions for digital libraries. A practical result was the identification of a few research 
topics for DILL Master Thesis and the opportunity for internships for the DILL  
students attending the workshop.  

In 2011 DL.org and DILL continued their cooperation organizing a workshop 
("Linking Research and Education in Digital Libraries”) in connection with the confer-
ence TPDL 2011. The aim of the workshop was to bring forward the discussions al-
ready started at the previous events, namely how to better exploit the results of research 
for education in Digital Libraries, or more generally, for education to “information 
workers”. As briefly mentioned at the beginning, all professionals working in the so-
called "memory institutions" (libraries, archives and museums) are increasingly facing 
the need to reconsider their educational needs in order to maintain the traditional leader-
ship in the cycle of knowledge creation, distribution and preservation. The increased 
availability of digital information made possible by the Web is blurring the boundaries 
between those institutions and is transforming the respective professionals in a more 
general role of "information workers". The main thread of discussion was a critical  
review of the roles of the information professionals, considering not only the  
impact brought by the advances in the technical dimension, but considering also other 
dimensions such as policy, quality, user profiles, legal aspects, etc.  

A number of interesting topics were presented and discussed during the workshop, 
such as the need for a theoretical foundation in order to transform the "librarian pro-
fession" into a "librarianship discipline"; the possibility of using a "conformance 
checklist" to assess the conformance of a digital library with the conceptual model 
proposed by DL.org, showing how the checklist could provide the basis for defining a 
set of topics needed in digital library education. A discussion about the skills needed 
by a professional in order to evaluate a digital library, focusing more on the organiza-
tional and interpersonal skills rather than the technical ones, was useful in highlight-
ing a (different) set of topics needed in digital library education. Several examples 
advocated the early involvement of students into research projects requiring skills 
both in Library and Information Science and in Computer Science. An interesting 
perspective introduced the notion that a change in terminology, when going from the 
library world to the world of the Web and Linked Open Data (e.g. from "catalogue" to 
"graph", from "document" to "aggregation"), actually implies a complete re-thinking 
of the meaning of all those terms, and therefore also a re-thinking of their educational 
aspects. 

A concluding panel provided additional views and experiences in education in  
digital libraries. At the conclusion of the panel and the of workshop there was a general 
agreement that information professionals, given the increased use of Web technologies 
for knowledge dissemination and for collaboration, definitely need an increased  
education in the usage (and development) of interactive tools and services to  
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facilitate their activities as information professionals. It was unclear (and it was left 
open) how and where to draw the line between increased education in Computer  
Science in general, and increased education in the usage of advanced applications and 
tools available for memory institutions.  

In 2012 DL.org and DILL organized together another event in this series, namely a 
panel (“Can Research help Education in Digital Libraries ?”) in connection with the 
conference LIDA 2012. As in the other events, the main aim of the panel was to ex-
plore how the research activities and the educational activities can interact together at 
an earlier stage, in order to benefit each other from a better knowledge of the respec-
tive needs and objectives. The panellists were chosen so as to represent both sides of 
the matter. The introduction to the panel presented the following considerations, as a 
way to start a debate both among the panellists and with the audience.  

It is becoming more and more clear that the pace of advancement of the technolo-
gies underlying and supporting Digital Libraries and the services that they provide is 
not matched by similar advancements in the educational curricula leading to “Digital 
Librarianship”. Over the last 15 years Digital Libraries, or more generally the “Mem-
ory Institutions”, have seen a significant level of research in many of the fields that in 
one way or another are related to the production, description, collection, preservation, 
retrieval and usage of digital information. In many cases the outcome of those re-
search activities has resulted in tools and technologies (e.g. interoperability of data at 
the semantic level, natural language processing, automatic analysis and classification 
of texts, building of multimedia collections) which allow a more effective way of 
providing the traditional services of the memory institutions.  

In parallel with those developments, the educational curricula of librarians, archi-
vists and museum curators have been (slowly) updated to reflect the changes in the 
professional environment, but those changes in the curricula often appear to be dic-
tated more by the need to “run after” the technology, rather than a deep re-thinking of 
the educational needs of the memory professionals, resulting just in the increase of the 
“technology component” of the curricula.  

The presentations and the discussions during the panel somehow confirmed those 
initial considerations, especially when looking at some of the emerging areas of inter-
est for the publication, access and re-use of scientific material. For example, there is an 
increasing need to publish and make accessible experimental data (e.g. data banks, data 
sets of results, methodologies and workflows), which implies for a library the ability to 
manage new and different types of content; there is an increasing need to curate, col-
lect, aggregate and make available data coming from many different sources, which 
implies for a library the ability to manage repository registration and validation, policy 
definitions, representation of ontologies and mappings, etc.; there is the need to  
provide access to different “views” of a digital library, which implies for a library  
the ability to provide “virtual digital libraries” on demand. Very few of the participants 
in the panel and the audience seemed to have “standard” curricula covering those 
emerging topics.  
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6 Conclusions  

Coleman [7] writes that often the starting place for designing an interdisciplinary 
course involves an eight-step process to interdisciplinary course and curriculum  
planning:  

1. Assemble an interdisciplinary team;  
2. Select a topic;  
3. Identify disciplines from which the course needs to draw;  
4. Develop the subtext for the course (subtext is the abstract issue or issues which 

form the substantive topic of the course);  
5. Structure the course by identifying the conceptual glue that holds it together, keep-

ing in mind not only what is taught but to whom;  
6. Select the readings;  
7. Design the assignments;  
8. Prepare the syllabus. The syllabus must specify what disciplines are included and 

why.  

Through the series of events described in the paper, the interdisciplinary collaboration 
between Library and Information Science and Computer Science has been able to 
achieve a preliminary understanding of steps 2 and 3 and (to some extent) 4 of this 
process, focusing on the Digital Library domain. The events were useful for identify-
ing the state and characteristics of education and theoretical research in Digital Li-
brary and confirmed the understanding that both theory building and theory use in 
education are intertwined, in order to construct a cohesive body of knowledge in the 
field. The results confirm that the degree of interdisciplinarity within Digital Library 
has increased and is growing. Further research is needed to evaluate this and other 
strategies based on the recognition of a wider range of channels for communication of 
research to practice and education. The events showed a tendency to converge into a 
few subfields, such as digital curation, information seeking and Digital Library use, 
information retrieval in the Web. However, the declining share of theoretical devel-
opments are showing to Library and Information Science researchers the urgency and 
the importance of continuous and creative research in that field, in collaboration with 
Computer Science researchers. 
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