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Abstract Differential games with time-inconsistent preferences are studied. Non-
cooperative Markovian Nash equilibria are described. If players can cooperate at
every instant of time, time-consistent equilibria are analyzed for the problem with
partial cooperation. Cooperation is partial in the sense that, although players coop-
erate at every moment t forming a coalition, due to the time inconsistency of the
time preferences, coalitions at different times value the future in a different way,
and they are treated as different agents. Time-consistent equilibria are obtained by
looking for the Markovian subgame perfect equilibria in the corresponding nonco-
operative sequential game. The issue of dynamic consistency is then considered.
In order to guarantee the sustainability of cooperation, players should bargain at
every instant of time their weight in the whole coalition, and nonconstant weights
are introduced. The results are illustrated with two examples: a common property
resource game and a linear state pollution differential game.

1 Introduction

In the study of intertemporal choices it is customary in economics to consider the so-
called Discounted Utility (DU) Model, introduced in Samuelson (1937). In the DU
model, agent’s time preferences are time-consistent and they are characterized by a
single parameter, the constant discount rate of time preference. However, empirical
observations seem to show that predictions of the DU model sometimes disagree
with the actual behavior of decision makers (we refer to Frederick et al. 2002, for a
review on the topic). In addition, if there are several players, although it is typically
assumed that all economic agents have the same rate of time preference, there is no
reason to believe that consumers, firms or countries have identical time preferences
for utility streams. For instance, in a non-cooperative setting, Van Long et al. (1999)
studied feedback Nash equilibria for the problem of extraction of exhaustible re-
sources under common access in the case of different but constant discount rates.
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There are also problems—for instance, in the analysis of international trade agree-
ments, climate change policies, or the exploitation of common property natural re-
sources; we refer to Jørgensen et al. (2010) and Van Long (2011) for two recent
surveys on dynamic games in these topics—in which it is natural to assume that
players can communicate and coordinate their strategies in order to optimize their
collective payoff. In this cooperative framework, if time preferences of players in
the problem are time-inconsistent, or they apply different discount rates (constant
or not), the notion of Pareto efficiency is lost. For the case of constant but differ-
ent discount rates in a discrete time setting, Sorger (2006) proposed a recursive
Nash bargaining solution. Also in a discrete time setting, Breton and Keoula (2014)
studied the stability of coalitions in a resource economics model. In a continuous
time setting, De Paz et al. (2013) (see also Marín-Solano and Shevkoplyas 2011)
studied the problem of asymmetric players under two fundamental assumptions: all
players commit themselves to cooperate at every instant of time t , and the different
t-coalitions (with different time-preferences) lack precommitment power. Equilibria
were computed by finding subgame perfect equilibria in a noncooperative sequential
game where agents are the different t-coalitions (representing, for instance, different
generations). Hence, this solution to the problem is time-consistent provided that all
players commit to cooperate at every instant of time t .

The objectives of this chapter are the following. First, results derived, in a con-
tinuous time setting, in Karp (2007) and Ekeland and Lazrak (2010) for the case of
time-distance and nonconstant discount functions are extended to a noncooperative
differential game with more general discount functions. This is in fact a straightfor-
ward generalization of the results in Marín-Solano and Shevkoplyas (2011). Then,
attention is addressed to extend the setting of partial cooperation among players
studied in De Paz et al. (2013). In order to guarantee the stability of the grand coali-
tion, nonconstant weights are introduced, so that players can bargain their weight in
the grand coalition at every instant of time. Strictly speaking, although the proposed
solution assumes cooperation among players at every instant of time t , it is a nonco-
operative Markovian Nash equilibrium for the non-cooperative sequential game de-
fined by these infinitely many t-coalitions. In this sense we call this solution a time-
consistent equilibrium with partial cooperation. It is important to realize that, in the
standard case with a common and constant discount rate for all players, if weights
are constant, standard dynamic optimization techniques (the Pontryagin’s maximum
principle, or the Hamilton–Jacobi–Bellman equation) provide time-consistent solu-
tions. However, there are cases in which no constant weights exist guaranteeing
the sustainability of cooperation along time (see e.g. Yeung and Petrosyan 2006,
and references therein). For this standard problem, the introduction of nonconstant
weight provides a way to construct dynamically consistent solutions guaranteeing
the stability of the grand coalition. The price to be paid is that the proposed solution
with nonconstant weights is found for a problem with time-inconsistent preferences,
and this makes the problem less computationally tractable. Maybe, what is more
relevant is to check which are the effects of introducing time-inconsistent prefer-
ences in economic models. First, a simple common access resource game solved
in Clemhout and Wan (1985) is studied by introducing heterogeneity and noncon-
stancy in the discount rates. Finally, a linear state pollution differential game with
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the same kind of time preferences model is also studied. Along the paper we will
assume that players are rational, in the sense that they are aware of the changing
preferences and they look for time-consistent solutions.

The chapter is organized as follows. In Sect. 2, we describe the noncooperative
problem. The problem with partial cooperation and nonconstant weights is studied
in Sect. 3. Finally, Sect. 4 analyzes the two above mentioned models coming from
the field of environmental and resource economics.

2 Markovian Nash Equilibria in Noncooperative Differential
Games with Time-Inconsistent Preferences

Within the framework of the (β, δ)-preferences introduced in Phelps and Pollak
(1968), differential games with time-inconsistent preferences were already studied
in Alj and Haurie (1983). In that paper the authors analyzed intergenerational equi-
libria, extending previous definitions and results to stochastic games and intragen-
erational conflicts. More recent references on the topic are Haurie (2005), Nowak
(2006) and Balbus and Nowak (2008). In this section we study Markovian Nash
equilibria in differential games for a rather general model with time-inconsistent
preferences.

First, let us review the problem in case of just one decision maker. Let x =
(x1, . . . , xn) ∈ X ⊂ Rn be the vector of state variables, u = (u1, . . . , um) ∈ U ⊂ Rm

the vector of control (or decision) variables, L(x(s), u(s), s) the instantaneous util-
ity function at time s, T the planning horizon (terminal time) and S(x(T ), T ) the
final (scrap or bequest) function. Let d(s, t) be an arbitrary discount function repre-
senting how the agent a time t (the so-called t-agent in the hyperbolic discounting
literature) discounts utilities enjoyed at time s. For instance, if d(s, t) = e−r(s−t)

we recover the standard problem with a constant instantaneous discount rate of time
preference. In the case of time-distance discounting with a nonconstant discount
rate, d(s, t) = θ(s − t) = exp(− ∫ s−t

0 r(τ )dτ). For our general problem, an agent
taking decisions at time t (the t-agent) aims to maximize

J (x,u, t) =
∫ T

t

d(s, t)L
(
x(s), u(s), s

)
ds + d(T , t)S

(
x(T ), T

)
, (1)

with

ẋi (s) = gi
(
x(s), u(s), s

)
, xi(t) = xi

t , for i = 1, . . . , n.

In Problem (1) we assume that functions L(x,u, s), S(x,T ) and gi(x,u, s), i =
1, . . . , n, are continuously differentiable in all their arguments. In the following we
will also assume that d(s, t) is continuously differentiable in both arguments. In
general, unless the discount function is multiplicatively separable in time s and the
planning date t , i.e. d(s, t) = d1(s)d2(t), for all t ∈ [0, T ], s ∈ [t, T ], the optimal
solution from the viewpoint of the agent at time t will be no longer optimal for fu-
ture s-agents. Hence, the solution provided by the use of standard optimal control
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techniques (such as the Pontryagin’s maximum principle, or the Hamilton–Jacobi–
Bellman equation) is time inconsistent. In this paper we center our interest in the
search of time-consistent solutions (agents are sophisticated, according to the liter-
ature of hyperbolic preferences).

In order to solve Problem (1), an intuitive way to derive a dynamic program-
ming equation is to discretize it, find later on the Markov perfect equilibrium in the
corresponding sequential game and define finally the equilibrium rule of the orig-
inal problem by passing to the continuous time limit (provided that it exists). This
is the approach followed in Karp (2007) in the derivation of a dynamic program-
ming equation extending the classical Hamilton–Jacobi–Bellman equation for the
problem of time-distance discounting with a nonconstant discount rate of time pref-
erence. Alternatively, we can follow the approach introduced in Ekeland and Lazrak
(2010) (later on extended in Ekeland and Pirvu 2008, to a stochastic setting) for the
same problem. Next we briefly describe the latter procedure and the corresponding
results derived in Marín-Solano and Shevkoplyas (2011).

If u∗(s) = φ(s, x(s)) is the equilibrium rule, then the value function is given by

V (x, t) =
∫ T

t

d(s, t)L
(
x(s),φ

(
x(s), s

)
, s

)
ds + d(T , t)S

(
x(T ), T

)
(2)

where ẋ(s) = g(x(s),φ(x(s), s), s), x(t) = xt . Next, for ε > 0, let us consider the
variations

uε(s) =
{

v(s) if s ∈ [t, t + ε],
φ(x, s) if s > t + ε.

If the t-agent has the ability to precommit her behavior during the period [t, t + ε],
the value function for the perturbed control path uε is given by

Vε(x, t) = max
{v(s),s∈[t,t+ε]}

{∫ t+ε

t

d(s, t)L
(
x(s), v(s), s

)
ds

+
∫ T

t+ε

d(s, t)L
(
x(s),φ

(
x(s), s

)
, s

)
ds + d(T , t)S

(
x(T ), T

)
}

. (3)

Definition 1 A decision rule u∗(s) = φ(s, x(s)) is called an equilibrium rule if

lim
ε→0+

V (x, t) − Vε(x, t)

ε
≥ 0.

This definition of equilibrium rule is rather weak, as explained, e.g., in Ekeland
et al. (2012), and in particular is satisfied by the optimal solutions in a classical opti-
mal control problem. Concerning regularity conditions, in Karp (2007) and Ekeland
and Lazrak (2010) it was assumed that decision rules were differentiable. This con-
dition was not assumed in Ekeland and Pirvu (2008). In fact, the differentiability of
the decision rule is not needed in the derivation of the following result (see Marín-
Solano and Shevkoplyas 2011, for a proof): if the value function is of class C1, then
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the solution u = φ(x, t) to the integral equation (2) with

u∗ = φ(x, t) = arg max
u

[
L(x,u, t) + ∇xV (x, t)g(x,u, t)

]

is an equilibrium rule, in the sense that it satisfies Definition 1.
If there is no final function and T = ∞, in Marín-Solano and Shevkoplyas (2011)

it was proved that, if there exists a bounded value function of class C1 solving the
integral equation

V (x, t) =
∫ ∞

t

d(s, t)L
(
x(s),φ

(
x(s), s

)
, s

)
ds (4)

where

u∗ = φ(x, t) = arg max
u

[
L(x,u, t) + ∇xV (x, t)g(x,u, t)

]
, (5)

then u∗ = φ(x, t) is an equilibrium rule, in the sense that it satisfies Definition 1.
In order to guarantee the finiteness of the integral in (4), Ekeland and Lazrak

(2010) restrict their attention to convergent policies (i.e. equilibrium rules such that
the corresponding state variables converge to an stationary state).

We can easily generalize the previous results to multi-agent problems. Let us
consider a differential game defined on [0, T ]. The state of the game at time t is
described by a vector x ∈ X ⊆ Rn. The initial state is fixed, x(0) = x0. There are N

players. Let ui(t) ∈ Ui ⊆ Rmi be the control variables of player i. Each agent i at
time t seeks to maximize in ui her objective functional

Ji

(
x, t, u1(s), . . . , uN(s)

) =
∫ T

t

di(s, t)Li

(
x(s), u1(s), . . . , uN(s), s

)
ds

+ di(T , t)Si

(
x(T ), T

)

subject to

ẋ(s) = g
(
x(s), u1(s), . . . , uN(s), s

)
, x(t) = xt . (6)

In a noncooperative setting with simultaneous play, we restrict our attention to the
case when players apply Markovian strategies, ui(t) = φi(x, t), for i = 1, . . . ,N .
Note that open-loop strategies are not appropriate for our problem, since time-
consistent players with time-inconsistent preferences decide at each time t accord-
ing to their new time preferences, and taking into account the value of the state vari-
able at time t , xt . Time-consistent Markovian Nash equilibria in a noncooperative
differential game can be obtained as a generalization of the results for one deci-
sion maker. Let (φnc

1 , . . . , φnc
N ) be a N -tuple of functions φnc

i : X × [0, T ] → Rmi ,
i = 1, . . . ,N , such that the following assumptions are satisfied:

1. There exists a unique absolutely continuous curve x : [0, T ] → X solution to

ẋ(t) = g
(
x(t), φ1

(
x(t), t

)
, . . . , φN

(
x(t), t

))
, x(0) = x0.
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2. For all i = 1,2, . . . ,N , there exists a continuously differentiable function V nc
i :

X × [0, T ] → R verifying the integral equation

V nc
i (x, t) =

∫ T

t

di(s, t)Li

(
x(s),φ1nc

(
x(s), s

)
, . . . , φnc

N

(
x(s), s

)
, s

)
ds

+ di(T , t)Si

(
x(T ), T

)
, Vi(x, T ) = Si(x, T ),

where

unc
i = φnc

i (x, t)

= arg max{ui }
{
Li

(
x,φnc

1 (x, t), . . . , φnc
i−1(x, t), ui, φ

nc
i+1(x, t), . . . , φnc

N (x, t), t
)

+ ∇xV
nc
i (x, t)

× g
(
x,φnc

1 (x, t), . . . , φnc
i−1(x, t), ui, φ

nc
i+1(x, t), . . . , φnc

N (x, t), t
)}

. (7)

Then the strategy (φnc
1 (x, t), . . . , φnc

N (x, t)) is a time-consistent Markov Nash equi-
librium, and V nc

i (x, t), i = 1, . . . ,N , are the corresponding value functions for all
players in the noncooperative differential game.

In an infinite horizon setting (T = ∞ and there is no final function), equations
(4) and (5) generalize as follows. Let (φnc

1 , . . . , φnc
N ) be a N -tuple of functions φnc

i :
X × [0,∞) → Rmi such that the following assumptions are satisfied:

1. There exists a unique absolutely continuous curve x : [0,∞) → X solution to

ẋ(t) = g
(
x(t), φnc

1

(
x(t), t

)
, . . . , φnc

N

(
x(t), t

))
, x(0) = x0,

2. For all i = 1,2, . . . ,N , there exists a bounded continuously differentiable func-
tion Vi : X × [0,∞) → R verifying the integral equation

V nc
i (x, t) =

∫ ∞

t

di(s, t)Li

(
x(s),φnc

1

(
x(s), s

)
, . . . , φnc

N

(
x(s), s

)
, s

)
ds,

where unc
i = φnc

i (x, t) solves (7).

Then the strategy (φnc
1 (x, t), . . . , φnc

N (x, t)) is a time-consistent Markov Nash equi-
librium, and V nc

i (x, t), i = 1, . . . ,N , are the corresponding value functions.

3 Time-Consistent Solutions in a Differential Game with
Asymmetric Players Under Partial Cooperation

In the analysis of intertemporal decision problems with several agents, when players
can communicate and coordinate their strategies in order to optimize their collec-
tive payoff, cooperative solutions are introduced. If there is a unique and constant
discount rate of time preference for all agents, the Pareto efficient solution is eas-
ily obtained by solving a standard optimal control problem. However, in the case
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of different discount rates or time inconsistent preferences, when looking for time-
consistent cooperative solutions, standard dynamic optimization techniques fail. In
these cases, when agents lack commitment power but they decide to cooperate at
every instant of time, they act at different times t as sequences of independent
coalitions (the t-coalitions). The solution we propose in this chapter, which is an
extension of that in De Paz et al. (2013) (see also Marín-Solano and Shevkoplyas
2011) assumes cooperation among players at every time t , but is a non-cooperative
(Markovian Nash) equilibrium for the non-cooperative sequential game defined by
these infinitely many t-coalitions.

In this section, we tackle the problem of maximizing

J c =
N∑

i=1

λi(xt , t)

∫ T

t

di(s, t)Li

(
x(s), u1(s), . . . , uN(s), s

)
ds (8)

subject to (6), where λi(xt , t) ≥ 0, for every i = 1, . . . ,N , and
∑N

i=1 λi(xt , t) = N .
Coefficients λi(xt , t) represent the bargaining power of agent i at time t .

Note that, in general, there are two sources of time-inconsistency in Problem (8).
First, there is the time-consistency problem related to the changing time preferences
of the different t-coalitions, as we have discussed in the previous paragraphs. In
addition, if players are not committed themselves to cooperate at every instant of
time t , a problem of dynamic inconsistency or time-inconsistency can arise, inde-
pendently of the form of the discount function: it is possible that players initially
agree on a cooperative solution that generates incentives for them, but it is prof-
itable for some of them to deviate from the cooperative behavior at later periods.
Haurie (1976) proved that the extension of the Nash bargaining solution to differ-
ential games is typically not dynamically consistent. We refer to Zaccour (2008) for
a recent review on the topic. For the case of transferable utilities, if the agents can
redistribute the joint payoffs of players in any period, Petrosyan proposed in a series
of papers a payoff distribution procedure in order to solve this problem of dynamic
inconsistency (see e.g. Yeung and Petrosyan 2006; Petrosyan and Zaccour 2003,
and references therein).

In De Paz et al. (2013) this issue of dynamic consistency (related to the stabil-
ity of the whole coalition) was not considered. In that paper it was assumed that
weights are given and constant. Agents commit themselves to cooperate at every
instant of time t . There are several problems in which this seems to be a rather rea-
sonable assumption, since players necessarily cooperate. Consider for instance, the
intra-personal problem of a decision maker who faces how to allocate her money
in order to buy different goods that she values in a different way (different utility
functions and different impatience degree or discount rate). In a similar way, there
is the problem of a family whose members take consumption decisions according
to different preferences. There are also problems in which it is always profitable to
cooperate, because if they do not cooperate they obtain nothing. For this kind of
problems in which cooperation is guaranteed, equilibria were computed by finding
subgame perfect equilibria in a noncooperative sequential game where players are



226 J. Marín-Solano

the different t-coalitions (representing, for instance, different generations). How-
ever, in general the sustainability of cooperation can not be assured. For instance, in
a discrete time setting, Breton and Keoula (2014) illustrated how, for a simple model
of management of a renewable natural resource, if players apply different discount
rates and have equal weights, the sustainability of cooperation is lost. If utilities are
transferable, payoff (imputation) distribution procedures can be introduced in or-
der to guarantee the stability of the whole coalition, extending in an easy way this
method to the problem with asymmetric players and time inconsistent preferences,
as in the case of differential games with time-distance non-constant discounting (see
Marín-Solano and Shevkoplyas 2011).

If utilities are not transferable, we refer to Yeung and Petrosyan (2006) for a
study in some models of constant weights guaranteeing the dynamic consistency of
the whole coalition. Non surprisingly, they found that there are problems in which
such constant weights guaranteeing the sustainability of cooperation do not exist.
Sorger (2006) proposed, in a multiperiod (discrete time) setting with two asymmet-
ric players, a recursive Nash bargaining solution which gives rise to a dynamically
consistent equilibrium, by assuming that weights are bargained at each period of
time and are therefore state-dependent. In this paper we depart from the model in
De Paz et al. (2013) and consider the possibility that weights depend in general on
the moment t at which the decision is taken, and also on the current state xt . Hence,
at time t , given the initial state xt , and knowing which will be the equilibrium deci-
sion rule of future s-agents, s > t , the members of the coalition decide their decision
rule and bargain their current weight in the coalition. Since the equilibrium rule of
future s-agents depends on the changing preferences and, also, on the changing
weights, the members of the coalition decide at time t their decision rule and also
their current weights by taking into account this information. Non surprisingly, in
our model, in order to guarantee the sustainability of the cooperation, weights λm

of players in whole coalition should be non-constant, in general, but a result of a
bargaining procedure at every time t . This applies also to the problem with constant
and equal discount rates of time preference. As we present in the Introduction, the
price to pay if weights are assumed to be of the form λi(x, t) is that the solution
obtained by applying the standard optimal control techniques is time-inconsistent
also in the case of equal and constant discount rates, hence the problem should be
solved always as a problem with time-inconsistent preferences.

Let us briefly analyze first the problem in which all players have equal (and
constant) weights in the whole coalition. The objective of the whole coalition is
then to find a time-consistent solution to the problem of maximizing

J c =
N∑

i=1

λm

∫ T

t

di(s, t)Li

(
x(s), u1(s), . . . , uN(s), s

)
ds (9)

subject to (6). As we prove later, for this problem, if V c
i (x, t), i = 1, . . . ,N , is

a set of continuously differentiable functions in (x, t) characterizing the value
function of all agents in the problem, then the decision rule (uc

1, . . . , u
c
N) =
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(φc
1(x, t), . . . , φc

N(x, t)) solving

max{u1,...,uN }

{
N∑

i=1

λiLi(x,u1, . . . , uN , t) +
N∑

i=1

λi∇xV
c
i (x, t)g(x,u1, . . . , uN , t)

}

with

V c
i (x, t) =

∫ T

t

di(s, t)Li

(
x(s),φc

1

(
x(s), s

)
, . . . , φc

N(x, s), s
)
ds, (10)

for every i = 1, . . . ,N , is a (time-consistent) Markov Perfect Equilibrium for the
problem with partial cooperation (9). The extension to the infinite horizon problem
is straightforward.

Next, let us consider Problem (8). If uc
i (s) = φc

i (s, x(s)), i = 1, . . . ,N , is the
equilibrium rule, then the joint value function is

V c(x, t) =
N∑

i=1

λi(x, t)

∫ τ

t

di(s, t)Li

(
x(s),φc

1

(
x(s), s

)
, . . . , φc

N(x, s), s
)
ds. (11)

The planning horizon τ can be finite or infinite. We assume that, if τ = ∞, along the
equilibrium rule, the value function (11) is finite (i.e. the integral converges). This is
guaranteed if we restrict our attention to convergent policies (along the equilibrium
rule the state variables converge to a stationary state). Hence we have:

Theorem 1 If there exists a value function of class C1 solving the set of N integral
equations (10) where

(
uc

1, . . . , u
c
N

) = (
φc

1(x, t), . . . , φc
N(x, t)

)

= arg max{u1,...,uN }

{
N∑

i=1

λi(x, t)
(
Li(x,u1, . . . , uN , t)

+ ∇xV
c
i (x, t)g(x,u1, . . . , uN , t)

)
}

, (12)

and there exists a unique absolutely continuous curve x : [0, τ ] → X solution
to ẋ(t) = g(x(t), φc

1(x(t), t), . . . , φc
N(x(t), t)), x(0) = x0, then (uc

1, . . . , u
c
N) =

(φc
1(x, t), . . . , φc

N(x, t)) is an equilibrium rule for Problem (8), in the sense that
it satisfies Definition 1.

Proof According to Definition 1, for ε > 0, let us consider the variations

uε
i (s) =

{
vi(s) if s ∈ [t, t + ε],
φc

i (x, s) if s > t + ε,
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for i = 1, . . . ,N . In the following, we denote u = (u1, . . . , uN), uε = (uε
1, . . . , u

ε
N),

v = (v1, . . . , vN) and φc(x, t) = (φc
1(x, t), . . . , φc

N(x, t)). Let

V ε
i (x, t) =

∫ τ

t

di(s, t)Li

(
xε(s), uε(s), s

)
ds,

where xε(s) denotes the state trajectory obtained from equation (6) when the deci-
sion rule uε(s) is applied. By definition,

V c(x, t) − V ε(x, t)

=
N∑

i=1

λi(x, t)
[
V c

i (x, t) − V ε
i (x, t)

]

=
N∑

i=1

λi(x, t)

[∫ t+ε

t

di(s, t)
[
Li

(
x(s),φc

(
x(s), s

)
, s

) − Li

(
xε(s), v(s), s

)]
ds

+
∫ τ

t+ε

di(s, t)
[
Li

(
x(s),φc

(
x(s), s

)
, s

) − Li

(
xε(s),φc

(
xε(s), s

)
, s

)]
ds

]

.

Note that
∫ τ

t+ε

di(s, t)Li

(
x(s),φc

(
x(s), s

)
, s

)
ds

= V c
i

(
x(t + ε), t + ε

)

−
∫ τ

t+ε

[
di(s, t + ε) − di(s, t)

]
Li

(
x(s),φc

(
x(s), s

)
, s

)
ds.

In a similar way,

∫ τ

t+ε

di(s, t)Li

(
xε(s),φc

(
xε(s), s

)
, s

)
ds

= V c
i

(
xε(t + ε), t + ε

)

−
∫ τ

t+ε

[
di(s, t + ε) − di(s, t)

]
Li

(
xε(s),φc

(
xε(s), s

)
, s

)
ds.

Therefore,

V c(x, t) − V ε(x, t)

=
N∑

i=1

λi(x, t)

[∫ t+ε

t

di(s, t)
[
Li

(
x(s),φc

(
x(s), s

)
, s

) − Li

(
xε(s), v(s), s

)]
ds

+ V c
i

(
x(t + ε), t + ε

) − V c
i

(
xε(t + ε), t + ε

)
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+
∫ τ

t+ε

[
di(s, t) − di(s, t + ε)

]

× [
Li

(
x(s),φc

(
x(s), s

)
, s

) − Li

(
xε(s),φc

(
xε(s), s

)
, s

)]
ds

]

.

Hence,

lim
ε→0+

V c(x, t) − V ε(x, t)

ε
= (A) + (B) + (C),

where

(A) = lim
ε→0+

1

ε

(
N∑

i=1

λi(x, t)

∫ t+ε

t

di(x, t)

× [
Li

(
x(s),φc

(
x(s), s

)
, s

) − Li

(
xε(s), v(s), s

)]
ds

)

=
N∑

i=1

λi(x, t)
[
Li

(
x,φc(x, t), t

) − Li(x, v, t)
]
,

(B) = lim
ε→0+

1

ε

(
N∑

i=1

[
V c

i

(
x(t + ε), t + ε

) − V c
i

(
xε(t + ε), t + ε

)]
)

=
N∑

i=1

λi(x, t)
[∇xV

c
i (x, t)

(
g
(
x,φc(x, t), t

) − g(x, v, t)
)]

,

and

(C) = lim
ε→0+

1

ε

(
N∑

i=1

[∫ τ

t+ε

[
di(s, t) − di(s, t + ε)

]

× [
Li

(
x(s),φc

(
x(s), s

)
, s

) − Li

(
xε(s),φc

(
xε(s), s

)
, s

)]
ds

])

= 0.

Summarizing

lim
ε→0+

V c(x, t) − V ε(x, t)

ε

=
N∑

i=1

λi(x, t)
[(

Li

(
x,φc(x, t), t

) + ∇xV
c
i (x, t)g

(
x,φc(x, t), t

))
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− (
Li(x, v, t) + ∇xV

c
i (x, t)g(x, v, t)

)]

≥ 0

and the result follows. �

Remark 1 It is important to realize that, unless di(s, t) = α(t)βi(s) (or, in particular,
di(s, t) = e−ρ(s−t), i.e. all players discount the future by using the same constant
discount rate of time preference) and weights λi are constant, for i = 1, . . . ,N , the
time-consistent solution provided by condition (12) in Theorem 1 is different to that
obtained by applying the classical Pontryagin maximum principle (or the Hamilton–
Jacobi–Bellman equation) to the problem of maximizing (8) subject to (6) from the
viewpoint of the time preferences of all players at time t = 0.

4 Examples

In this section we illustrate our results with two simple models coming from the field
of environmental and resource economics. In the first example we solve a common
property resource model studied in Clemhout and Wan (1985) with time-distance
nonconstant discounting. For this model we compute both the Markovian Nash equi-
libria and the time-consistent equilibria with partial cooperation. We restrict our at-
tention to the particular case of constant weights. The second example is a pollution
linear state differential game whose equilibria are state independent. Although this
is not a nice property from an economic viewpoint, it has the advantage that, in the
computation of time-consistent equilibria within the framework of partial coopera-
tion, in the problem with nonconstant weights for the different players, it is rather
natural to restrict our attention to time dependent but state independent weights. In
this case we are able to derive explicit formula for time consistent equilibria with
arbitrary weights.

4.1 A Common Property Resource Game

Let us consider the problem of exploitation of a renewable natural resource in which,
if x(t) represents the stock of natural resource at time t , and hi(t) is the harvest
rate at time t of player i, for i = 1, . . . ,N , the state dynamics is described by the
equation

ẋ(s) = x(s)
(
a − b lnx(s)

) −
N∑

i=1

hi(s), x(t) = xt . (13)

Players have logarithmic instantaneous utility functions depending just on their har-
vest rates, and they discount the future according to different distance-based non-
constant discount rates of time preference. Hence, the intertemporal utility function
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for player i is given by

Ji =
∫ ∞

t

θi(s − t) lnhi(s)ds.

4.1.1 Noncooperative Markovian Nash equilibrium

In players do not cooperate, let us look for stationary strategies. According to the
results in Sect. 2, player i aims to look for the solution to

max{hi }

{

lnhi + (
V nc

i (x)
)′
[

x(a − b lnx) − hi −
∑

j �=i

φnc
j (x)

]}

,

where φnc
j (x), j = 1, . . . ,N , denotes the equilibrium strategy of player j in feed-

back form. Hence hi = ((V nc
i (x))′)−1. We look for a value function of the form

V nc
i (x) = αnc

i lnx +βnc
i , for i = 1, . . . ,N . Then hnc

i = φnc
i (x) = (αnc

i )−1x. By sub-
stituting in equation (13) and solving we obtain

x(s) = exp

[(

lnxt +
∑N

j=1 1/αnc
j − a

b

)

e−b(s−t) + a − ∑N
j=1 1/αnc

j

b

]

.

Hence,

lnφi

(
x(s)

) = e−b(s−t)xt + a − ∑N
j=1 1/αnc

j

b

(
1 − e−b(s−t)

) − lnαnc
i ,

for every i = 1, . . . ,N . Therefore, since

Vi(x) =
∫ ∞

t

θi(s − t) lnφi

(
x(s)

)
ds,

then

αnc
i lnx + βnc

i =
[∫ ∞

t

θi(s − t)e−b(s−t)ds

]

lnx

+ a − ∑N
j=1 1/αnc

j

b

∫ ∞

t

θi(s − t)
[
1 − e−b(s−t)

]
ds

− lnαnc
i

∫ ∞

t

θi(s − t)ds.

By simplifying we obtain

αnc
i =

∫ ∞

0
θi(s)e

−bsds,
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βnc
i = 1

b

(

a −
N∑

j=1

1
∫ ∞

0 θj (s)e−bsds

)∫ ∞

0
θi(s)

[
1 − e−bs

]
ds

− ln

(∫ ∞

0
θi(s)e

−bsds

)∫ ∞

0
θi(s)ds

and

hnc
i (x) = x

∫ ∞
0 θi(s)e−bsds

,

for i = 1, . . . ,N .

4.1.2 Time-Consistent Equilibrium with Partial Cooperation

Next, let us compute the time consistent equilibria in case players at every time t

decide to cooperate among them, but coalitions taking decisions at different times
do not cooperate. We restrict our attention to stationary strategies, and weights are
assumed to be constant. According to Theorem 1, we look for the solution to

max{h1,...,hN }

{
N∑

j=1

λj lnhj

+
(

N∑

i=1

λi

(
V c

i (x)
)′
)[

x(a − b lnx) − hi −
∑

j �=i

φc
j (x)

]}

.

Therefore, hc
j = λj (

∑N
i=1 λi(V

c
i (x))′)−1. We look for a set of value functions of the

form V c
i (x) = αc

i lnx + βc
i , for i = 1, . . . ,N . Then

hc
j = φc(x) = λjx

∑N
i=1 λiα

c
i

.

By substituting in equation (13) and solving we obtain

x(s) = exp

[(

lnxt +
∑N

j=1 λj − a
∑N

j=1 λjα
c
j

b
∑N

j=1 λjα
c
j

)

e−b(s−t)

−
∑N

j=1 λj − a
∑N

j=1 λjα
c
j

b
∑N

j=1 λjα
c
j

]

.

Hence, proceeding as in the noncooperative case, we easily obtain
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αc
i lnx + βc

i =
[∫ ∞

t

θi(s − t)e−b(s−t)ds

]

lnx

+ a
∑N

j=1 λjα
c
j − ∑N

j=1 λj

b
∑N

j=1 λjα
c
j

∫ ∞

t

θi(s − t)
[
1 − e−b(s−t)

]
ds

− ln

(∑N
j=1 λjα

c
j

λi

)∫ ∞

0
θi(s)ds.

By simplifying we obtain

αc
i =

∫ ∞

0
θi(s)e

−bsds,

βc
i = a

∑N
j=1 λj

∫ ∞
0 θj (s)ds − ∑N

j=1 λj

b
∑N

j=1 λj

∫ ∞
0 θj (s)ds

∫ ∞

0
θi(s)

[
1 − e−bs

]
ds (14)

− ln

(∑N
j=1 λj

∫ ∞
0 θj (s)e

−bsds

λi

)∫ ∞

0
θi(s)ds

and

hc
i (x) = λix

∑N
j=1 λj

∫ ∞
0 θj (s)e−bsds

,

for i = 1, . . . ,N . Note that αnc
i = αc

i , as in the case of constant and equal discount
rates.

4.2 A Linear State Differential Game of Pollution Control

As a second example, we consider the environmental problem studied in Jørgensen
et al. (2003) where N countries (the players of the game) coordinate their pollution
strategies to optimize their joint payoff. Let us denote by Ei(t), for i = 1, . . . ,N ,
the emissions of country i at time t . The evolution of the stock of pollution S(t) is
described by the differential equation

Ṡ(τ ) =
N∑

i=1

Ei(τ) − δS(τ), S(0) = S0, (15)

where δ > 0 represents the natural absorption rate of pollution. The emissions are
assumed to be proportional to the production and hence the revenue from production
can be expressed as a function of the emissions. In particular, the revenue function
of country i is assumed to be logarithmic. The damage cost is a linear function on
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the stock of pollution. The intertemporal utility function for player i is given by

Ji =
∫ ∞

t

θi(τ − t)
(
lnEi(τ) − ϕiS(τ)

)
dτ

Next we compute both the time-consistent Markovian noncooperative and with par-
tial cooperation equilibria.

4.2.1 Noncooperative Markovian Nash Equilibrium

In this case, player i aims to maximize

max{Ei }

{

lnEi − ϕiS + (
V nc

i (S)
)′
(

Ei +
∑

j �=i

φnc
j (S) − δS

)}

,

where Enc
j = φnc

j (S) is the equilibrium rule. Then Enc
i = (−(V nc

i )′(S))−1. We look

for a value function of the form Vi(S) = αnc
i S + βnc

i . Then Enc
i = φnc

i = (−αnc
i )−1.

By substituting in (15) we obtain Ṡ(τ ) = ∑N
j=1(−αnc

j )−1 − δS(τ), whose solution
with the initial condition S(t) = St is

S(τ) = e−δ(τ−t)St −
N∑

j=1

1

δαnc
j

(
1 − e−δ(τ−t)

)
.

By identifying the value functions we obtain

αnc
i S + βnc

i =
∫ ∞

t

θi(τ − t)
[
lnφnc

i

(
S(τ)

) − ϕiS
]
dτ

=
∫ ∞

t

θi(τ − t)

[

− ln
(−αnc

i

)

− ϕi

(

e−δ(τ−t)S −
N∑

j=1

1

δαnc
j

(
1 − e−δ(τ−t)

)
)]

dτ.

By simplifying we obtain

αnc
i = −ϕi

∫ ∞

0
θi(τ )e−δτ dτ,

βnc
i = − ln

(

ϕi

∫ ∞

0
θi(τ )e−δτ dτ

)∫ ∞

0
θi(τ )dτ

− ϕi

δ

N∑

j=1

1

ϕj

∫ ∞
0 θ(τ )e−δτ

(∫ ∞

0
θi(τ )

(
1 − e−δτ

)
dτ

)
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and the emission rule becomes

Enc
i = 1

ϕi

∫ ∞
0 θi(τ )e−δτ dτ

.

4.2.2 Time-Consistent Equilibrium with Partial Cooperation

Finally, let us compute the time-consistent equilibrium for the problem with par-
tial cooperation. In comparison with the previous example on the management of a
common property access resource, we consider the case of nonconstant weights for
this problem. Since the decision rule for linear state games is typically independent
on the state variable (the pollution stock), it seems natural to restrict our attention
to weights λi(t), i.e. independent on the state variable. This simplification allows to
solve the model. The payoff for the grand coalition is given by

J c =
N∑

j=1

λc
j (t)

∫ ∞

t

θj (τ − t)
(
lnEj(τ) − ϕjS(τ)

)
dτ.

According to Theorem 1, we must solve

max{E1,...,EN }

{
N∑

j=1

λc
j (t)

[

lnEj − ϕjS + (
V c

j (S)
)′
(

N∑

i=1

Ei − δS

)]}

.

The equilibrium rule is given by

Ei = − λi(t)
∑N

j=1 λj (t)(V
c
j (S))′

.

We look for a family of value functions of the form Vj (S) = αc
j (t)S + βc

j (t), for
j = 1, . . . ,N . Then the emission rules become

Ei = − λi(t)
∑N

j=1 λj (t)α
c
j (t)

. (16)

By substituting (16) in (15) we obtain the linear differential equation

Ṡ(τ ) = −
∑N

j=1 λj (t)
∑N

i=1 λi(t)α
c
i (t)

− δS(τ) = − N
∑N

i=1 λi(t)αi(t)
− δS(τ),

whose solution with the initial condition S(t) = St is given by

S(τ) = e−δ(τ−t)St −
∫ τ

t

e−δ(τ−z)

∑N
i=1 λi(z)α

c
i (z)

dz.
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In order to compute the values of the (nonconstant) coefficients αc
i (t), βc

i (t), pro-
ceeding as in the previous example, note that

αi(t)S + βi(t) =
∫ ∞

t

θi(τ − t)
(
lnEi(τ) − ϕiS(τ)

)
dτ

=
∫ ∞

t

θi(τ − t)

[

ln

(

− λi(τ )
∑N

j=1 λj (τ )αc
j (τ )

)

− ϕi

(

e−δ(τ−t)St −
∫ τ

t

e−δ(τ−z)

∑N
j=1 λj (z)α

c
j (z)

dz

)]

dτ.

By identifying terms we obtain

αc
i (t) = −ϕi

∫ ∞

0
θi(τ )e−δτ dτ

and

βc
i (t) =

∫ ∞

t

θi(τ − t)

[

ln
λi(τ )

∑N
j=1 ϕj

∫ ∞
0 θj (z)e−δzdz

− ϕi

∫ τ

t

e−δ(τ−z)

∑N
j=1 ϕj

∫ ∞
0 θj (s)e−δsds

dz

]

dτ.

From (16), the emission rule of country i is given by

Ec
i (t) = λi(t)

∑N
j=1 λj (t)ϕj

∫ ∞
0 θj (τ )e−δτ dτ

.

For instance, in the case of a constant and common discount rate for all players but
nonconstant weights, θi(τ ) = e−ρτ , emissions of country i become

Ec
i (t) = (ρ + δ)λi(t)

∑N
j=1 ϕjλj (t)

.

In Jørgensen et al. (2003) parameter conditions ensuring the time consistency of
the coalition (so that payoffs obtained when they cooperate are higher than payoffs
in the case of non cooperation) were established when players are not symmetric.
By introducing nonconstant weights obtained from a bargaining procedure at every t

(by using e.g. the Nash bargaining solution), a time-consistent solution guaranteeing
the stability of the coalition can be found.

5 Conclusions

In this chapter, differential games with time-inconsistent preferences generated by
the introduction of general (not necessarily time-distance) discount functions are
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studied. Both the noncooperative setting and a framework with partial coopera-
tion are analyzed. The corresponding dynamic equations for the derivation of time-
consistent equilibria are obtained. In order to guarantee the stability of the grand
coalition, nonconstant weights are introduced, so that players can bargain their
weight in the grand coalition at every instant of time. In particular, the introduction
of nonconstant weights provides a way to construct dynamically consistent solu-
tions guaranteeing the stability of the grand coalition in problems in which the play-
ers discount the future by using constant (and not necessarily different) discount
rates. The price to be paid is that the use of nonconstant (time and/or state depen-
dent) weights induces time-inconsistent preferences. The results in the chapter are
illustrated with two simple examples coming from the field of environmental and
resource economics. In a first example, a simple common access resource game is
studied by introducing heterogeneous and time-distance nonconstant discount rates.
Weights of players in the problem with partial cooperation are assumed to be con-
stant. The second example analyzes a linear state pollution differential game with
the same kind of time preferences. For this problem, nonconstant weights in the
problem with partial cooperation are introduced.
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