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Preface

The First Annual Privacy Forum (APF 2012) was held in Limassol, Cyprus, dur-
ing October 10–11, 2012. The forum was co-organized by the European Network
and Information Security Agency (ENISA) and the European Commission Di-
rectorate General for Communications Networks, Content and Technology (DG
CONNECT), with the support of the Department of Computer Science of the
University of Cyprus. APF 2012 was endorsed as an official event of the Cyprus
Presidency of the Council of the European Union.

As ICT technologies develop, they put a rapidly growing number of services
and tools in the hands of users, companies, and governments. This trend started
accelerating with the widespread use of the Internet, developed with the Web 2.0
concept, and is currently evolving toward the Internet of Things (also known as
ambient intelligence, pervasive computing, or ubiquitous computing). The hot
topic today in business events is “big data”; this refers to the massive availability
of data on all aspects of society. There is no doubt that these developments
will transform society, with many beneficial effects on the quality of our lives.
However, one of the main concerns is that these developments have a tendency
to systematically erode our privacy. Addressing this challenge requires a deep
understanding of the political, legal, sociological, psychological, and technical
aspects of these problems.

While there are many scientific events dedicated to privacy and privacy tech-
nologies, there is a need for an event at a European level that brings together
key decision-makers and scientists to discuss the latest developments. In order to
achieve this mix, the program of APF 2012 had an unusual combination: it con-
sisted of invited speakers and panels interleaved with a set of contributed papers
that had undergone a scientific review process. But in contrast with most scien-
tific events, researchers were encouraged to submit positions papers or overview
papers that offered a broader perspective on their research.

As a result of the Call for Papers, 26 papers were submitted; after a thor-
ough review by the members of the scientific Program Committee, 20 papers
were accepted for presentation at APF 2012. Following the completion of the
Forum, 13 papers were revised by the authors and selected for inclusion in these
proceedings.

Among the recommendations of the Forum are the need for more privacy-
respecting tools, that research should seek innovative tools to empower users
by enhancing transparency, that empirical understanding of data flows should
be the starting point for actors’ agendas, and also that data protection agencies
should analyze market failures in privacy technology and intervene with scientific
and economic precision.



VI Preface

Several people have contributed to the success of APF 2012. First we would
like to thank all the presenters, as well as the authors who submitted their work.
We sincerely thank all the Program Committee members, who volunteered to
review the papers and discuss the comments. APF 2012 would not have been
such a success without the tireless contribution of the staff of ENISA. We would
also like to thank the colleagues at the European Commission DG CONNECT
as well as the Computer Science Department of the University of Cyprus and in
particular Prof. Marios Dikaiakos and Mrs. Maria Poveda for their continuous
support and collaboration throughout the organization of this event. Our grati-
tude is also extended to the Cyprus Presidency of the EU Council for endorsing
APF 2012 as one of the official events of the Presidency. Finally we want to ex-
press our gratitude to the Business Software Alliance (BSA), Austrian Airlines,
and the Cyprus Telecommunication Authority (CYTA) for their support. We
would also like to thank our partners NESSOS, CEPIS, the Cyprus Computer
Society and EGI.

We hope that this forum can play a stimulating role in the European and
international privacy community — offering a forum for the exchange of views
and ideas between policymakers, research communities, and industry.

October 2012 Demosthenes Ikonomou
Bart Preneel
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A Problem-Based Approach for Computer-Aided
Privacy Threat Identification�

Kristian Beckers, Stephan Faßbender, Maritta Heisel, and Rene Meis

paluno - The Ruhr Institute for Software Technology – University of Duisburg-Essen
firstname.lastname@paluno.uni-due.de

Abstract. Recently, there has been an increase of reported privacy threats hitting
large software systems. These threats can originate from stakeholders that are part
of the system. Thus, it is crucial for software engineers to identify these privacy
threats, refine these into privacy requirements, and design solutions that mitigate
the threats.

In this paper, we introduce our methodology named Problem-Based Privacy
Analysis (ProPAn). The ProPAn method is an approach for identifying privacy
threats during the requirements analysis of software systems using problem frame
models. Our approach does not rely entirely on the privacy analyst to detect
privacy threats, but allows a computer aided privacy threat identification that is
derived from the relations between stakeholders, technology, and personal infor-
mation in the system-to-be.

To capture the environment of the system, e.g., stakeholders and other IT sys-
tems, we use problem frames, a requirements engineering approach founded on
the modeling of a machine (system-to-be) in its environment (e.g. stakeholders,
other software). We define a UML profile for privacy requirements and a reason-
ing technique that identifies stakeholders, whose personal information are stored
or transmitted in the system-to-be and stakeholders from whom we have to protect
this personal information. We illustrate our approach using an eHealth scenario
provided by the industrial partners of the EU project NESSoS.

Keywords: privacy, threat analysis, problem frames, requirements engineering.

1 Introduction

Identifying privacy threats to a software system is difficult, because of a lack of struc-
tured approaches for identifying stakeholders that have privacy requirements in a
system. In addition, finding methods to fulfill these requirements, and fulfilling the
functional requirements of the system-to-be at the same time, is even more challenging.

Westin defines privacy as “the claim of individuals, groups, or institutions to deter-
mine for themselves when, how, and to what extent information about them is commu-
nicated to others” [19]. The privacy specification in the ISO 15408 standard - Common

� This research was partially supported by the EU project Network of Excellence on Engineering
Secure Future Internet Software Services and Systems (NESSoS, ICT-2009.1.4 Trustworthy
ICT, Grant No. 256980).

B. Preneel and D. Ikonomou (Eds.): APF 2012, LNCS 8319, pp. 1–16, 2014.
c© Springer-Verlag Berlin Heidelberg 2014



2 K. Beckers et al.

Criteria for Information Technology Security Evaluation (or short CC) [14] defines four
privacy goals. These goals can be refined into privacy requirements for a given software
system. Anonymity means that a subject is not identifiable within a set of subjects, the
anonymity set. Unlinkability of two or more items of interest (IOI) means that within
a system the attacker cannot sufficiently distinguish whether these IOIs are related or
not. Unobservability of an IOI means that an IOI is not detectable by any subject unin-
volved in it and anonymity of the subject(s) involved in the IOI even against the other
subject(s) involved in that IOI. A pseudonym is an identifier of a subject other than one
of the subject’s real names. Using pseudonyms means pseudonymity.

In this paper, we introduce our methodology named Problem-Based Privacy Analy-
sis (ProPAn). The ProPAn method provides assistance for the initial steps of any given
privacy analysis, which is to figure out those parts of the system, where personal in-
formation, we have to protect, can be disclosed by counterstakeholders. We use the
problem frame [15] requirements engineering approach to model the machine (system-
to-be) in its environment (e.g. stakeholders, other software). We extend the UML4PF
framework [5] with a UML profile for privacy requirements and a reasoning technique.
This reasoning technique identifies the domains, in which personal information is stored
or to which personal information is transmitted. Additionally, our technique identifies
the domains, to which counterstakeholders have access. From these identified domains,
our technique derives the possible privacy threats of the system-to-be. We illustrate our
approach using an eHealth scenario provided by the industrial partners of the EU project
Network of Excellence (NoE) on Engineering Secure Future Internet Software Services
and Systems (NESSoS)1.

A number of guidelines for privacy are available. The Fair Information Practice
Principles (– or short FIPs) [18] – are widely accepted. They state that a person’s in-
formed consent is required for the data that is collected, collection should be limited for
the task it is required for and erased as soon as this is not the case anymore. The collec-
tor of the data shall keep the data secure and shall be held accountable for any violation
of these principles. The FIPs were also adapted in the Personal Information Protection
and Electronic Documents Act in Canada’s private-sector privacy law. In the European
Union, the EU Data Protection Directive, Directive 95/46/EC does not permit process-
ing personal data at all, except when a specific legal basis explicitly allows it or when
the individuals concerned consented prior to the data processing [9]. The U.S. have no
central data protection law, but separate privacy laws, e.g., the Gramm-Leach-Bliley Act
for financial information, the Health Insurance Portability and Accountability Act for
medical information, and the Children’s Online Privacy Protection Act for data related
to children [11]. These legal guidelines must be implemented by any given software sys-
tem for which the guidelines apply. Our work supports privacy threat analysis, which
has to be performed in order to comply with any of these regulations.

The rest of the paper is organized as follows. Section 2 presents the problem frame
approach and our support tool, and Sect. 3 presents the eHealth case study. We introduce
our method in Sect. 4, and illustrate its application to the case study in Sect. 5. Section 6
contains related work, and Sect. 7 concludes.

1 http://www.nessos-project.eu/

http://www.nessos-project.eu/
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<<problemFrame>>
Commanded 

Behaviour

<<machine>>
ControlMachine

<<biddableDomain>>
Operator

<<causalDomain>>
ControlledDomain

<<requirement>>
Commanded 

Behaviour

O!E4
<<connection>>

CM!C1
CD!C2

<<connection>>

C3
<<constraints>>

E4
<<refersTo>>

<<phenomena>>
C1: control, C2:Feedback

C3:causal relation, 
E4: operator commands

Fig. 1. Commanded Behaviour problem frame

abbreviation: String
description: String

<<Stereotype>>
Domain<<Stereotype>>

Biddable Domain

(uml)
Class

<<Stereotype>>
Machine

<<Stereotype>>
Lexical Domain

<<Stereotype>>
Causal Domain

<<Stereotype>>
Connection Domain

<<Stereotype>>
Display Domain

<<Stereotype>>
Designed Domain

Fig. 2. Inheritance structure of different
domain types

2 Background

We use the problem frames approach to build our privacy threat identification on, be-
cause problem frames are an appropriate means to analyze not only functional, but also
dependability and other quality requirements [12,1].

Problem frames are a means to describe software development problems. They were
proposed by Jackson [15], who describes them as follows: “A problem frame is a kind of
pattern. It defines an intuitively identifiable problem class in terms of its context and the
characteristics of its domains, interfaces and requirement.”. It is described by a frame
diagram, which consists of domains, interfaces between them, and a requirement. We
describe problem frames using class diagrams extended by stereotypes as proposed by
Hatebur and Heisel [13]. All elements of a problem frame diagram act as placeholders,
which must be instantiated to represent concrete problems. Doing so, one obtains a
problem description that belongs to a specific class of problems.

Figure 1 shows an example of a problem frame. The class with the stereotype
�machine� represents the thing to be developed (e.g., the software). The classes
with some domain stereotypes, e.g., �causalDomain� or �biddableDomain� repre-
sent problem domains that already exist in the application environment. Jackson distin-
guishes the domain types causal domains that comply with some physical laws, lexical
domains that are data representations, and biddable domains that are usually people.
We use the formal meta model [13] shown in Fig. 2 to annotate domains with their
corresponding stereotype.

Domains are connected by interfaces consisting of shared phenomena. Shared phe-
nomena may be events, operation calls, messages, and the like. They are observable
by at least two domains, but controlled by only one domain, as indicated by an excla-
mation mark. For example, in Fig. 1 the notation O!E4 means that the phenomena in
the set E4 are controlled by the domain Operator. These interfaces are represented as
associations, and the name of the associations contain the phenomena and the domains
controlling the phenomena.
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In Fig. 1, the ControlledDomain domain is constrained and the Operator is referred,
because the ControlMachine has the role to change the ControlledDomain on behalf of
the Operator’s commands for achieving the required Commanded Behaviour. These
relationships are modeled using dependencies that are annotated with the corresponding
stereotypes.

Problem frames support developers in analyzing problems to be solved. They show
what domains have to be considered, and what knowledge must be described and rea-
soned about when analyzing the problem in depth. Other problem frames besides the
commanded behavior frame shown in Fig. 1 are required behaviour, simple workpieces,
information display, and transformation [15].

Software development with problem frames proceeds as follows: first, the environ-
ment in which the machine will operate is represented by a context diagram. Like a
frame diagram, a context diagram consists of domains and interfaces. However, a con-
text diagram contains no requirements. An example is given in Fig. 3. Then, the prob-
lem is decomposed into subproblems. If ever possible, the decomposition is done in
such a way that the subproblems fit to given problem frames. To fit a subproblem to a
problem frame, one must instantiate its frame diagram, i.e., provide instances for its do-
mains, phenomena, and interfaces. The instantiated frame diagram is called a problem
diagram. Examples are given in Fig. 4, 5, and 6.

Since the requirements refer to the environment in which the machine must operate,
the next step consists in deriving a specification for the machine (see [16] for details).
The specification describes the machine and is the starting point for its construction.

The UML4PF framework provides tool support for this approach. A more detailed
description can be found in [5].

3 Case Study

To illustrate our approach for identifying privacy threats, we use a scenario taken from
the health care domain. It concerns managing Electronic Health Records (EHR)s and
is provided by the industrial partners of the EU project NESSoS. EHRs contain any
information created by health care professionals in the context of the care of a patient.
Examples are laboratory reports, X-ray images, and data from monitoring equipment.
The information stored in the EHR shall only be accessed with the consent of the pa-
tient. The only exception is a medical emergency, in which case the patient’s physical
status may prevent her from giving the consent. In addition, the information in the EHR
supports clinical research.

In Fig. 3 we present a context diagram of the electronic health system (EHS). The
EHS is the machine to be built and the lexical domain EHR is directly connected to
it. The EHS is also connected to the Patient using the Browser Patient, a Mobile De-
vice, which is further connected to Sensors that are in turn attached to the Patient. A
Monitor or the Browser Care Providers connects the machine to the health care pro-
fessionals Nurse and Doctor. The Researcher uses the Browser Researcher to access
the Research Database Application, which is in turn connected to the EHS.

We identified 19 preliminary functional requirements for the EHS, which were re-
fined into 34 functional requirements and corresponding problem diagrams. For reasons
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<<contextDiagram>>
Electronic Health System

<<biddableDomain>>
Patient

<<causalDomain,connectionDomain>>
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<<machine>>
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RDA!{sendMedicalData} R!{requestMedicalData},
BR!{sendMedicalData}

N!{createEHR,requestEHR}, 

BCP!{sendEHR}
M!{sendEHR}

Fig. 3. Context Diagram

of space, we focus on the following requirements for the remainder of the paper, which
define the basic functionality of a EHS and include a potential privacy threat:

RQ1.1 Store EHR, which are created by care providers.
RQ1.2 Display EHR to care providers as needed
RQ15.1 Send alarms, appointments or instructions using EHR from Doctor to Patient
RQ15.2 Send automated alarms or instructions based on EHR analysis to Patient
RQ16 Release medical data to Researchers

The problem diagram for RQ1.1 describes creating and storing of EHRs (depicted in
Fig. 4). The Patient is connected to a Sensor that reports the Patient’s vital signs to the
EHR Create & Store Machine using a Mobile Device. The machine stores the EHR.
In addition, the Patient can use the Browser Patient to create an EHR. Doctors and
Nurses can use the Browser Care Providers to command the machine to create EHRs.

The problem diagram for RQ1.2 shown in Fig. 5 describes how care providers can
access the EHR. Doctors and Nurses can either use the Monitor or the Browser Care
Providers to request EHRs from the EHR Load Machine. The machine can access the
EHR and display it on either the Monitor or the Browser Care Providers to the Doctors
and Nurses.

The release of medical information to researches described in RQ16 and depicted
in the problem diagram in Fig. 6. Researchers can use the Browser Researcher to re-
quest medical data from the Research Database Application. This application requests
the data in turn from the ReleaseMedicalDataMachine, which releases it the Research
Database Application. The application sends the information to the browser, where it
is shown to the Researchers.

The problem diagrams for RQ15.1 and RQ15.2 are drawn in a similar manner.
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Fig. 4. Problem Diagram for Requirement RQ1.1

Fig. 5. Problem Diagram for Requirement RQ1.2

4 Method

An overview of the ProPAn method is shown in Fig. 7. It consists of four steps Draw
context diagram and problem diagrams, Add privacy requirements to model, Generate
privacy threat graphs, and Analyze privacy threat graphs that will be explained in detail
in the following.

4.1 Creation of the Model

The first step of the ProPAn method is to Draw context diagram and problem diagrams
for the given Set of functional requirements. For this purpose, we use the UML4PF tool.
The result of this step is a Model containing context diagram and problem diagrams.
This step follows the basic principles of requirements engineering using the problem
frames approach as explained in Sect. 2.
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Fig. 6. Problem Diagram for Requirement RQ16
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Fig. 7. Illustration of the ProPAn method

4.2 Privacy Requirements

As a second step we consider the Set of privacy requirements the system-to-be shall
enforce. To Add privacy requirements to model we introduce a new stereotype. In Fig.
8 the UML profile is shown. We derived this stereotype from the CC’s privacy speci-
fication. All privacy specifications follow the pattern that they describe whose privacy
shall be protected from whom. For our privacy threat identification it is not necessary
to distinguish between the different privacy goals, such as anonymity, unlinkability, un-
observability, and pseudonymity (see Sect. 2), but the profile offers the opportunity to
easily refine our general privacy stereotype. The general privacy stereotype has three
attributes. The attribute stakeholder is the biddable domain whose privacy shall be pro-
tected against the domain given in the attribute counterStakeholder. In the attribute
Description a more detailed textual description of the privacy requirement can be given.
Our threat identification focuses on internal counterstakeholders, i.e. domains that oc-
cur in a problem diagram. In contrast to the term “attacker” a “counterstakeholder”
may obtain sensitive data about the stakeholder involuntarily.

The Model containing context diagram and problem diagrams is updated to obtain
the Model updated with privacy requirements. For our example, we add the privacy
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Fig. 8. Privacy Profile Fig. 9. Privacy Requirement

requirement Preserve anonymity with the stakeholder Patient and the counterstake-
holder Researcher (see Fig. 9).

4.3 Graph Generation

All graphs (V , E) that we use for our threat identification in the ProPAn method are
labeled and directed. The set of vertexes is a subset of the domains occurring in the
model, formally V ⊆ Domain. The edges are annotated with problem diagrams and
point from one domain to another, formally E ⊆ Domain × ProblemDiagram ×
Domain. In the following we describe a graph (V , E) only by its edges E .

Global Information Flow Graph. To Generate privacy threat graphs we use the Model
updated with privacy requirements as an input. From this static model we create the
global information flow graph G, which is an over-approximation of the information
flow occurring in the system-to-be. An edge (d1, p, d2) is in G, iff the domains d1 and d2
are not equal, are both part of the problem diagram p, and the domain d2 is constrained
in p. This is expressed using the following formula.

G = {(d1, p, d2) : Domain× ProblemDiagram×Domain |
d1 �= d2 ∧ d1, d2 ∈ p ∧ constr(d2, p)}

Because of the annotation of the edge we keep the information which problem diagram
causes the information flow. Thus, our information flow graph contains traceability links
that are used in our further analysis. The semantics of an edge (d1, p, d2) ∈ G is that in
problem diagram p there is possibly an information flow from domain d1 to domain d2.

Stakeholder Information Flow Graph. We now want to determine where data of the
stakeholder s, whose privacy shall be protected against the counterstakeholder c, is pos-
sibly processed or stored. Using the global information flow graph G, we can compute
the stakeholder information flow graph Ss ⊆ G. The algorithm for the computation of
Ss is given in Listing 1.1.

The algorithm operates on four sets. During the algorithm the set D contains all do-
mains from whom possibly an additional information flow can occur. D is initialized as
the singleton set containing the stakeholder s. The domains, which have already been



Problem-Based Privacy Threat Identification 9

1 var D, U : Set[Domain]; P : Set[ProblemDiagram];
2 var E, Ss : Set[Domain × ProblemDiagram × Domain];
3 D := {s}; U := ∅; P := {p : ProblemDiagram}; Ss := ∅;
4 repeat
5 E := ∅;
6 foreach d ∈ D do
7 foreach p ∈ P do
8 E := E ∪ {d ’ : Domain | (d, p, d ’) ∈ G • (d, p, d ’)}
9 endforeach

10 endforeach;
11 U := U ∪ D ;
12 D := {d : Domain | d /∈ U ∧ ∃d ’ : Domain; p : ProblemDiagram • (d ’, p, d)∈ E};
13 P := P \ {p : ProblemDiagram | ∃d, d ’ : Domain • (d,p,d ’) ∈ E};
14 Ss := Ss ∪ E
15 until D = ∅ ∨ P = ∅ endrepeat

Listing 1.1. Algorithm for the computation of the stakeholder information flow graph

used by the algorithm, are collected in the set U, which is initially empty. The set P
consists of all problem diagrams, which are not yet part of an information flow in the
stakeholder information flow graph. The set P is initialized as the set of all problem
diagrams. The set E is used to temporally store the edges, which will be added to the
stakeholder information flow graph at the end of each iteration. The set Ss is the re-
sulting stakeholder information flow graph and is initialized as the empty set of edges.
Inside the repeat loop, we firstly initialize the set of new edges E as empty (line 5). We
then iterate all domains of D (line 6) and all problem diagrams of P (line 7). All edges
from G, which start from a domain in D and are annotated with a problem diagram in
P, are added to E (line 8). After the iteration of D and P, all domains from D are added
to the used Domains U (line 11). Then the set of domains D is updated to the set of
domains, which are reachable from the new edges E, but are not in U, i.e., they have not
yet been used (line 12). The set of problem diagrams P is reduced by the set of problem
diagrams that occur as annotations in the set of new edges E (line 13). At last, the new
edges E are added to the stakeholder information flow graph Ss (line 14). The algorithm
terminates when one of the sets D or P is empty (line 15). This is ensured, because each
domain and each problem diagram is considered for at most one execution of the repeat
loop.

It is sufficient to consider each problem diagram for at most one execution of the
repeat loop, because all information flows that would be added later, are redundant to
the existing information flows.

Counterstakeholder Graph. To determine which information the system-to-be pro-
vides to the counterstakeholder c, we generate the counterstakeholder graph Cc. An edge
(c, p, d) is in Cc iff the counterstakeholder c and the domain d both occur in the problem
diagram p. We express this using the following formula.

Cc = {(d1, p, d2) : Domain× ProblemDiagram×Domain | d1 = c ∧ d1, d2 ∈ p}
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Please note that the counterstakeholder graph Cc is not a subgraph of the global informa-
tion flow graph G. The semantics of an edge (c, p, d) ∈ Cc is that the counterstakeholder
c may gain information from the domain d in the problem diagram p, which differs from
the semantics of an edge in G.

Privacy Threat Graph. Finally, we automatically generate the privacy threat graph
Ts,c for the stakeholder s and the counterstakeholder c. This graph connects the stake-
holder information flow graph Ss with the counterstakeholder graph Cc. From Cc the
privacy threat graph Ts,c contains only the edges from Cc, which point to domains,
which possibly provide information about the stakeholder s. We call this counterstake-
holder subgraph Cc,s ⊆ Cc. The privacy threat graph Ts,c contains only the edges from
Ss, which are part of a path from the stakeholder s to a domain that possibly provides
information to the counterstakeholder c. We call this stakeholder information flow sub-
graph Ss,c ⊆ Ss. Ts,c is then the union of Ss,c and Cc,s. Formally we have:

Ss,c ={(d, p, d′) : Ss | ∃(e, p′, e′) : Cc; (d1, p1, d2), . . . , (dn−1, pn−1, dn) : Ss•
d′ = d1 ∧ dn = e′}

Cc,s ={(e, p, e′) : Cc | ∃(d, p′, d′) : Ss • e′ = d′}
Ts,c =Ss,c ∪ Cc,s

Thus we generate in the Phase Generate privacy threat graphs one Privacy Threat
Graph for each privacy requirement, which is part of the Model updated with privacy re-
quirements. All graph generations are performed automatically using OCL expressions.
The details of the automatic graph generation are described in Sect. 4.5.

4.4 Analysis

For the Analyze privacy threat graphs we have to note that in the Privacy threat graphs
we can distinguish two kinds of edges:

1. Edges (c, p, d) have the semantics that the counterstakeholder c may gain informa-
tion from the domain d in problem diagram p.

2. All edges (d1, p, d2) with d1 �= c, i.e. the edges do not start from the counterstake-
holder c, have the semantics that information is possibly transferred from domain
d1 to d2 in problem diagram p.

In the analysis we have to take a closer look at all domains d for which a problem
diagram p exists such that (c, p, d) ∈ Ts,c. For each such domain d, we may have found
a privacy threat against the stakeholder s from the counterstakeholder c. The threat
graph Ts,c provides us two different kinds of information according to the two different
kinds of edges in the graph as mentioned above.

1. We provide the information which requirements may allow the counterstakeholder
c to gain information from the domain d about the stakeholder s. These require-
ments are contained in the problem diagrams p with (c, p, d) ∈ Ts,c.
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2. How the information about the stakeholder s got to the domain d is described
through the path (s, p1, d1), . . . , (dn−1, pn, d) where the requirements in the prob-
lem diagrams pi should explain which information is transferred to which domain.

Since our approach is an over-approximation of the system’s actual information flow,
there can be edges that actually do not represent an information flow in the system.
These edges can be identified manually by studying the problem diagram and the re-
quirement expressed in it. Edges that after the removal of the above-mentioned edges
are no longer part of a path starting from the stakeholder, can be removed. To solve the
threats in the refined threat graph T ′

s,c there are again two possibilities, which also can
be used in combination.

1. For an edge (c, p, d) ∈ T ′
s,c, the requirement in the problem diagram p can be

modified or an additional requirement can be added, expressing that the counter-
stakeholder c is not able to gain personal information of the stakeholder s via the
domain d.

2. For an edge (d1, p, d2) ∈ T ′
s,c with d1 �= c, the requirement in the problem diagram

p can be modified or an additional requirement can be added, expressing that no
personal information of the stakeholder s is processed or stored by the domain d2.

The outcome of our last step Analyze privacy threat graphs is the Model with addi-
tional or updated requirements created from the Model updated with privacy require-
ments and the Privacy threat graphs.

4.5 Technical Realization

For the generation of the graphs explained in Sect. 4.3 we developed the ProPAn tool2.
This tool generates the four kinds of graphs, namely the global information flow graph,
the stakeholder information flow graph, the counterstakeholder access graph, and the
privacy threat graph, from a UML model. This model has to contain problem diagrams
and has to be annotated with the stereotypes presented in Sects. 2 and 4.2. The graphs
are generated automatically without user interaction for all privacy requirements, stake-
holders, and counterstakeholders, respectively using OCL expressions.

The generation of the global information flow graph G is done by the OCL expression
shown in Listing 1.2. This OCL expression first defines the sets of all domains doms
(lines 1-3) and all problem diagrams pds (lines (4-6) of the model. For the generation
of G, the expression iterates the set of all problem diagrams pds (line 8). For each
domain p ∈ pds the sets pdoms (lines 9-12) and pcdoms (lines 13-17) are generated.
The set pdoms consists of all domains that are part of the problem diagram p. The set
pcdoms includes all constrained domains of the problem diagram p. Then the elements
of pcdoms and pdoms are iterated (lines 18-19). For all c ∈ pcdoms and d ∈ pdoms
with d �= c an edge (d, p, c) is added to the global information flow graph G (line 20).

For the generation of the global information flow graph G, we iterate all problem
diagrams and for each problem diagram, we iterate all domains that are part of it
and all constrained domains in it. Hence, G contains at most #ProblemDiagram ·

2 http://www.uni-due.de/swe/propan.shtml

http://www.uni-due.de/swe/propan.shtml
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1 let doms: Set(Class) =
2 ProblemFrames::Domain.allInstances().base Class
3 in
4 let pds: Set(Package) =
5 ProblemFrames::ProblemDiagram.allInstances().base Package
6 in
7 let G: Set(Tuple(d1 : Class, pd : Package, d2 : Class)) =
8 pds→iterate(p; A: Set(Tuple(d1 : Class, pd : Package, d2 : Class)) = Set{} |
9 let pdoms: Set(Class) =

10 p.member→select(oclIsTypeOf(Association)).member.type→asSet()
11 →intersection(doms)→asSet()
12 in
13 let pcdoms: Set(Class) =
14 p.member→select(oclIsTypeOf(Dependency))
15 →select(getAppliedStereotypes().name→includes(’constrains’))
16 .target→select(oclIsTypeOf(Class))→asSet()
17 in
18 A→union(pcdoms→iterate(c; B: Set(Tuple(d1 : Class, pd : Package, d2 : Class)) = Set{} |
19 B→union(pdoms→iterate(d; C: Set(Tuple(d1 : Class, pd : Package, d2 : Class)) = Set{} |
20 if d�=c then C→including(Tuple{d1=d, pd=p, d2=c}) else C endif)))))
21 in G

Listing 1.2. OCL Expression for Global Information Flow Graph

#Domain2 many edges. Thus, the asymptotic time complexity for the generation of
all privacy threat graphs is in O(#ProblemDiagram ·#Domain2), because for the
generation of all other graphs, the global information flow graph is used.

For the generation the ProPAn tool uses the Eclipse Platform [7], the Acceleo model
to text framework [8] and the graph layout tool GraphViz [4]. Each generator is realized
as Acceleo template, which generates a dot file. An Acceleo template uses OCL to query
a model and transforms the query results in a file format defined by the template. In our
case it is the dot file format which can be read by Graphviz to generate different kinds of
graphical representations. These templates are exposed as plug-ins to the Eclipse Front-
End. So they directly integrate with modeling tools like Papyrus [3] and UML4PF [5].

5 Application on the Case Study

In this section, we will apply our method described in Sect. 4 on the NESSoS EHS case
study introduced in Sect. 3.

5.1 Graph Generation

Figure 10 shows the global information flow graph, which the ProPAn tool generated
from the problem diagrams of the 5 requirements mentioned in Sect. 3. For a better read-
ability, we joined the edges starting from and ending at the same domain and annotate
the resulting edge with the set of problem diagrams, the joined edges were annotated
with.

To analyze if researchers may gain information about patients in the EHS, we added
a privacy requirement, which is shown in Fig. 9 in Sect. 4.2. Figure 11 shows the
threat graph for the stakeholder patient and the counterstakeholder researcher, which
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Fig. 10. Global Information Flow Graph
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Fig. 11. Threat Graph for Stakeholder Patient and Counterstakeholder Researcher

the ProPAn tool generated from the global information flow graph and the privacy re-
quirement. The red part with bold edges and white arrowheads depicts the counterstake-
holder graph, and the green parts depict the stakeholder graph. To improve readability,
we again aggregated all edges that start from the same domain and also end at the same
to domain to one edge, annotated with the set of problem diagrams of the aggregated
edges.

5.2 Analysis of the Threat Graph

As mentioned in Sect. 4.4, we have two possibilities to solve the privacy threats that the
threat graph identifies. We can consider the edges starting from the counterstakeholder
and restrict the information the counterstakeholder can access or we consider the other
edges of the threat graph and restrict the information flow between the domains.

The threat graph TPatient,Researcher in Fig. 11 has only two edges from the counter-
stakeholder Researcher to the other domains. From these red, bold edges with white
arrowheads, we can see that in the problem diagram for requirement RQ16 (see Fig. 6)
the researcher may gain information from the lexical domain EHR and the connection
domain Browser Researcher. One possibility to resolve this threat would be to modify
requirement RQ16 in such a way that the medical data released to researchers has to be
anonymized or pseudonymized.

The other possibility to resolve the privacy threat would be to update all requirements
that lead from the Patient to the lexical domain EHR in such a way that they forbid to
write personal information about the patient into it. Which problem diagrams have to
be considered for this, is shown by the annotations of the green edges that are part of
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a path from the Patient to the EHR. In Fig. 11, there is only one path from the Patient
to the EHR, which is annotated with the requirements RQ1.1, RQ15.1, and RQ15.2. To
solve the privacy threat we could update those requirements such that the medical data
of the patient is stored in an anonymized or pseudonymized way in the electronic health
record.

However, since the electronic health record of a patient has to contain personal in-
formation, we restrict the information the Researcher gets in requirement RQ16. We
change requirement RQ16 to: “Release medical data pseudonymized to researchers.”

6 Related Work

Deng et al. [6] present a threat analysis framework for privacy based upon the threat
categories: linkability, identifiablitiy, non-repudiation, detectability, information disclo-
sure, content unawareness, and policy/consent noncompliance. These threats are mod-
eled for the elements of an information flow model, which has data flow, data store,
processes and entities as components. Privacy threats are described for each of these
components. Hence, privacy threat identification for an existing data flow model is sim-
plified, because for each data flow element in a model only the threats shown in the tree
need to be considered. In a last step, the authors relate the privacy threats to privacy
enhancing technologies, which can be used to mitigate them. The work differs from our
own, because the privacy threat identification has to be carried out manually.

The PriS method [17] elicits privacy requirements in the software design phase. Pri-
vacy requirements are modeled as organizational goals. Furthermore, privacy process
patterns are used to identify system architectures, which support the privacy require-
ments. The PriS method starts with a conceptual model, which also considers enterprise
goals, stakeholders, privacy goals, and processes. It is based upon a goal-oriented re-
quirements engineering approach, while our work uses a problem-based approach as a
foundation. The difference is that our work focuses on a description of the environment
as a foundation for the privacy analysis, while the PriS method uses organizational goals
as a starting point. In addition, the PriS method has to be carried out manually.

Hafiz [10] describes four privacy design patterns for the network level of software
systems. These patterns solely focus on anonymity and unlinkability of senders and
receivers of network messages from protocols, e.g., http. The patterns are specified in
several categories. Among them are intent, motivation, context, problem and solution,
as well as forces, design issues and consequences. This work focuses on privacy issues
on the network layer and can complement our work in this area.

Asnar et al. [2] present a computer-aided approach to detect security threats based
upon SI* models. The authors present patterns that can be used to identify specific
areas in the models that present a security threat. The authors investigate access control
permissions and search for roles in the models that have more permissions than they
require to fulfill their goal. This analysis is carried out semi-automatically using graph
patterns. The difference to our work is that we focus on privacy threat detection and we
base our work upon the problem frames approach instead of SI*.
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7 Conclusions

In this paper, we have presented the ProPAn method. The ProPAn is a problem-based
approach for semi-automatic identification of privacy threats during the requirements
analysis of software systems. The privacy threats are derived from potential access of
counterstakeholders to personal information that are part of the system-to-be. We have
extended the problem frames approach with the ProPAn tool3, which consist a UML
profile for privacy and a privacy threat graph generator.

The privacy threat graph helps to determine where personal information of a stake-
holder may be processed and stored across the boarders of the problem diagrams, which
correspond to subproblems of the overall development task. It also shows from which
domains the counterstakeholder may gain information about the stakeholder. In our ex-
ample the threat graph showed us that the requirement RQ16 contains a privacy threat
violating the privacy requirement Preserve Anonymity.

Our graphs have formal semantics, which are strongly related to the problem frames
approach. The generation of the threat graph for a privacy requirement, which is formu-
lated with our introduced stereotype. The generation is performed automatically by the
ProPAn tool from the problem diagrams, which represent the requirements the system-
to-be has to fulfill. Our privacy threat identification is independent of the actual privacy
goal, such as anonymity, unlinkability, unobservability, and pseudonymity, and gives
guidance to detect possible privacy threats as early as possible in the software engineer-
ing process.

In summary, the ProPAn method has the following advantages:

– The privacy threat identification is re-usable for different projects.
– The privacy threat graph are generated automatically using our proposed tool chain.
– The identified privacy threats can be traced to a specific (sub-)problem of the

system-to-be.
– The (sub-)problems can be enhanced with privacy requirements that constrain the

functional requirements. Thus, we provide guidance where to apply privacy en-
hancing technologies.

Since our approach relies on the information flow inside the system-to-be, it can
only detect those privacy threats that stem from an information flow starting from a
stakeholders to a counterstakeholders, who both are part of system-to-be.

In the future, we plan to elaborate more on the later phases of software develop-
ment. For example, we want to apply our approach to software components that were
developed with the ProPAn method. We aim to identify privacy threats for existing ar-
chitectures and propose solutions for these problems. The knowledge gathered during
the usage of the approach might lead to the discovery of privacy threat patterns. More-
over, we want to extend the ProPAn method to support counterstakeholders that are not
part of the system-to-be, but external attackers. We plan to provide extensions of the
ProPAn method and tool that allows one to model the capabilities of these attackers and
engineer a reasoning method for deciding if a privacy mechanism can protect a system
against a certain attacker.

3 http://www.uni-due.de/swe/propan.shtml

http://www.uni-due.de/swe/propan.shtml
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Abstract. Many ICT applications involve the collection of personal information 
or information on the behaviour of customers, users, employees, citizens, or pa-
tients. The organisations that collect this data need to manage the privacy of 
these individuals. In many organisations there are insufficient data protection 
measures and a low level of trust among those whose data are concerned. It is 
often difficult and burdensome for organisations to prove privacy compliance 
and accountability especially in situations that cross national boundaries and in-
volve a number of different legal systems governing privacy. In response to 
these obstacles, we describe instruments facilitating accountability, audit, and 
meaningful certification. These instruments are based on a set of fundamental 
data protection goals (DPG): availability, integrity, confidentiality, transpa-
rency, intervenability, and unlinkability. By using the data protection goals in-
stead of focusing on fragmented national privacy regulations, a well defined set 
of privacy metrics can be identified recognising privacy by design require-
ments and widely accepted certification criteria. We also describe a novel  
conceptual framework and architecture for defining comprehensive privacy 
compliance metrics and providing assessment tools for ICT applications and 
services using as much automation as possible. The proposed metrics and tools 
will identify gaps, provide clear suggestions and will assist audit and certifica-
tion to support informed decisions on the trustworthiness of ICT for citizens 
and businesses. 

1 Introduction 

Rapid developments in IT technology are constantly offering new IT products and 
services that involve personal data processing. An enormous amount of digital infor-
mation is collected, stored, and shared all over the world. Alongside the benefits, new 
risks arise when privacy concerns are not properly addressed during the development 
process. The worldwide exchange of personal data, electronic surveillance possibili-
ties, and the discriminatory use of personal information for actions such as profiling 
and identity theft impose advanced privacy concerns for individuals and significant 
economic and reputational risks for businesses. 
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The fundamental right to the protection of personal data is recognized in Article 8 
of the Charter of Fundamental Rights of the European Union and is set forth in the 
national data protection acts implementing the European Data Protection Directive 
95/46/EC and the ePrivacy Directive 2002/58/EC. European national data protection 
acts recognize the rights of data subjects and impose obligations on data controllers, 
providing sanctions and remedies in cases of law infringements. 

Privacy regulations apply to all the processes that relate to personal information. 
Personal information is any information relating to an identified or identifiable natural 
person (data subject) including secondary personal information such as log data. Pub-
lic and private organisations are not always aware of the amount and existence of 
such personal identifiable data and therefore do not fully apply data protection regula-
tions. Thus data protection non-compliance is a common problem in the EU. Data 
protection authorities who are responsible to safeguard the protection of the individual 
under the Data Protection Directive have neither the financial means, staff, nor  
powers to ensure full data protection compliance.  

The processing of personal data is subject to rapid technical innovation. Law mak-
ers are therefore more and more refraining from regulating specific technical require-
ments for the processing of personal data. Instead principles of fair data processing 
and technical and organisational measures have been identified and put into legisla-
tion. Recently, regulators have introduced data protection goals (DPG) as a more 
comprehensive and adequate way to ensure data protection and privacy [DSK]. 

Compliance audits are one of the key mechanisms of the accountability principle 
and data protection regulations enforcement. Moreover, voluntary product audit pri-
vacy certifications are becoming more prevalent, providing competitive advantages 
and fostering user trust. Instead of sanctioning violations of privacy, promising mar-
ket advantages offer positive incentives for implementing and observing privacy. For 
example, the EuroPriSe privacy seal [EuroPriSe] certifies that a product or service is 
compliant to regulations, based on an evaluation provided by privacy experts using a 
variety of time consuming legal and technical validation steps. Automatic tools are 
needed to assist auditors in assessing data protection compliance in an efficient and 
reliable way, improving the likelihood that the data protection goals defined by  
regulations are indeed met.  

The difficulty in data protection is to produce comparable results in the absence of 
reliable privacy compliance indicators. This is partly due to the fact that data protec-
tion measures and compliance requirements are subject to legal decisions produced by 
the weighing of contrary principles such as data availability and data confidentiality. 
Thus, the validation and final result whether a specific data processing application is 
compliant with data protection law cannot be achieved automatically using informa-
tion technologies alone; however, the evaluation process can be supported by privacy 
compliance indicators and an automatic toolset that allows for better and faster as-
sessment of data protection compliance prerequisites and metrics. In doing so privacy 
compliance indicators support any data protection monitoring or assessment, such as 
Privacy Impact Assessments (PIA) [PIA] or an accountability program resulting in 
third party certification. 



 Conceptual Framework and Architecture for Privacy Audit 19 

 

Our objective is to define a comprehensive set of privacy compliance metrics and 
create a set of assessment tools. Those tools will enable an audit of how an organisa-
tion performs based on those metrics, using as much automation as possible, and will 
provide clear suggestions for improvements. These metrics will be mapped to the 
protection goals, thus providing a means to assess which data protection principles are 
violated and why. The metrics will be defined and implemented with a set of privacy 
preserving techniques for their computation using a privacy by design approach.  

Our privacy compliance assessment initially focuses on four main contexts: priva-
cy policy compliance in general, and then specific compliance in the data storage, 
data sharing, and web sites operated by the organisation under audit. Other areas will 
be considered in future work. 

The transformation of legal data protection requirements into technical metrics and 
the assessment of compliance poses a serious research challenge. New technologies 
are challenging lawmakers by introducing more complex systems and services which 
may be in conflict with the law. Current approaches in PIA and other assessment me-
thodologies lack systematics and focus on the risks, based on the perspective of the 
organization either from a technology, an economic, or a legal point of view with 
each one of them demanding priority. They lack an explicit and systematic coverage 
of the protection of the interests of the data subjects. Data protection and data security 
operate from different perspectives and consider different risk sources: the attacker-
model of data security aims to protect the operation of the organization primarily from 
persons who can pose special risks because they act as (former) employees, unfair or 
fraudulent citizens, as customers, or hackers. Data protection, by contrast, models 
organisations and their processing operations as potential attackers on the integrity 
and privacy of persons who are the data subjects in their roles of citizen, customer, 
client, patient, etc. Audit tools incorporating data protection goals go beyond data 
security assessment by operationalisation of data protection requirements which allow 
focusing on a common approach towards legal requirements, technical implementa-
tion and economic calculation without one of these domains dominating the other 
[Rost2012].  

The paper is organised into three main sections where we discuss Data Protection 
Goals, Privacy Assessment, and the proposed Assessment Tool Architecture. 

2 Data Protection Goals 

The right to protection of personal data is established by Article 8 of the Charter and 
Article 16 TFEU and in Article 8 of the European Convention on Human Rights 
(ECHR) as well as by national laws. It imposes an obligation on private and public 
organisations to observe the right to privacy when processing personal data. The Eu-
ropean Data Protection Directive only provides very general guidance on how data 
protection shall be implemented by technical and organisational measures. Due to the 
rapid developments in ICT, regulations on specific requirements are quickly outdated. 
The latest approach of privacy legislators [DSK] is to refrain from regulating specific 
technical security requirements; instead the regulators introduce Data Protection 
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Goals (DPG) as a more comprehensive and adequate way to ensure the protection of 
the individual [LDSG-SH]. The classification and applicability of protection goals has 
recently been elaborated in several articles and studies [AAL][GB2012][ZH2012]. 
The specific function and merit of “goals” is their ability to express a compulsory 
directive (normative ought), and their ability to address aspects of rules of operation, 
particularly of system applications. Having the same goals the different domains may 
be addressed coherently; experts may pursue the same direction and thus the same 
goal. The DPG provide a standardised approach to data protection investigations and 
audits [Rost 2012]. Data protection can be refined into specific fundamental protec-
tion goals: availability, integrity, confidentiality, transparency, intervenability, and 
unlinkability [RP2009].  The “classic” security goals of data security, availability, 
integrity, and confidentiality, focus primarily on guaranteeing the safe and secure 
maintenance of operation and infrastructure of an organisation. Data protection, by 
contrast, specifies these demands from the perspective of the data subjects (more pre-
cisely: citizens, customers, users, and patients) and augments this perspective with 
further demands derived from the basic rights of individuals. The specific demands 
can also be shaped into protection goals.  

The following definitions are from Secttion 5 paragraph 1 of LDSG-SH. Availabil-
ity is ensured if processes are timely available and can be used according to the rules. 
Integrity is ensured if data remain undamaged, complete, attributable, and up to date. 
Confidentiality requires that only authorized access is possible. Transparency means 
that the processing of personal data can be reproduced, verified and reviewed with 
reasonable. Unlinkability is ensured if personal data cannot or can only with unrea-
sonably high efforts be collected, processed or used for another than its defined pur-
pose. Intervenability requires a process to be designed in such a way that the data 
subject can exercise her rights effectively.  

Availability, integrity, and confidentiality are classic, best practice IT-security pro-
tection goals since the 1990s.Data protection- goals also address transparency – as a 
prerequisite for the governance and regulation of technical-organisational processes– 
unlinkability – as an operationalisation of purpose bindingness/purpose separation – 
and intervenability – to operationalise data subject rights and the requirement on  
operators of systems to demonstrate that the data subjects have control over their in-
formation and are not dominated by the system. These goals comprehensively and 
explicitly address all relevant data protection aspects in a processing operation with 
respect to the data itself, the system and the procedures implemented [BM2012]. Us-
ing the same best practice methodology as in IT-security reduces translation errors 
between legal requirements and technical implementation [RB2012] and provides the 
methodology for privacy by design [RB2011].The data protection goals allow for the 
implementation of objective-specific protection measures which are technically and 
organisationally viable and controllable [Probst 2012].  

With respect to governance the COBIT-framework [COBIT] offers a best practice 
to address regulation and controlling of processes. Key performance indicators and 
key risk indicators offered by this framework can be utilized as a regulative variable 
to implement and enforce data protection compliant processes in organisations. Some 
of the risk indicators have been specified for the RFID PIA Framework [PIA] and 



 Conceptual Framework and Architecture for Privacy Audit 21 

 

were further put into more concrete form by the German Federal Office for Informa-
tion Security (BSI) “Privacy Impact Assessment Guideline” [BSI]. The PIA Frame-
work strives to address potential security and privacy risks and proposes measures to 
mitigate risks in the context of RFID. Nevertheless, this framework does not provide a 
systematic approach to specific privacy indicators (e.g., use of encryption to ensure 
confidentiality) or metrics (e.g., to determine the encryption level of a concept to 
secure confidentiality: in an organisation, how much information is sent encrypted?) 
to actually determine the scope of legal compliance. The PIA risk approach fails to 
identify those legal requirements which have not been implemented and whose non-
implementation causes a potential threat. Privacy compliance indicators developed 
from DPG will cover not only risk based indicators but also performance and re-
quirement based indicators. The privacy indicators focus on the performance of an IT 
product or service as compared to user and provider requirements and values, as de-
fined in the legal requirements.  

Data protection goals guide the systematic assessment of all privacy aspects of data 
processing for emerging technologies as well as for audits of running systems. Any 
audit will start with a description of its target of evaluation (ToE). This requires a 
comprehensive analysis of the processing operations, the players involved, and the 
data that is processed. Only an accurate analysis of who collects and processes per-
sonal data at what moment allows determining the applicable regulations and  
requirements.  

The protection goals have been tested first on an implementation of ambient  
assisted living [AAL] technologies which aims to assist elderly or challenged individ-
uals to live a more independent life. The use of AAL-technology provides a good 
example to illustrate a data protection audit scenario. To determine all relevant as-
pects a cube-model is used. The DPG CUBE (see [DSK], below) allows integrating 
and considering all parties involved and determines the work space which is the target 
of privacy evaluation (ToE).  

In trying to determine the ToE one has to consider the data, the IT-systems, and the 
processes used. Relevant data groups in an AAL-scenario are intervention data (e.g., 
remote-medication by setting an injection or securing doors), vital signs (e.g., blood 
sugar, weight, temperature), behavioural data (sleeping-, eating-, working-, and rest-
ing times), technical infrastructure data, measurement and environmental data (e.g., 
temperature, lighting, humidity, sound level), triggered data (e.g., alarm contact, on-
off switch). With these data in mind the IT-technology producing the data comes into 
focus as well as the processing, transmitting, archiving, and deletion.  

In any use-case we see three process domains that are important in the processing 
of data: 1. Processes involving the data subject e.g. patient, 2. Processes involving the 
organisation or service provider (e.g., doctors office, hospital, public administration, 
insurance company), and 3. Infrastructural processes involving service providers of 
the organisation under 2. (e.g., data centres, access and content providers, but also 
controlling authorities and research institutes). Each process belongs to a process-
owner who needs to be responsible and accountable for its design. This is where most 
often responsibility gaps are detected.  
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Fig. 1. DPG CUBE - differentiated risk assessment [Rost2011] 

For example, if a person suffers from an early stage of Alzheimer and keeps forget-
ting to turn off the stove, close and lock the door at night or receives remote medica-
tion, AAL-technology can assist this person to control electrical items or the door by 
the use of sensor-systems which monitor status. Monitoring facilitates remote caretak-
ing and allows the person to live at home and postpone admission to an institution. 
However, monitoring may entail a harmful degree of surveillance and deprivation of 
freedom if data protection is not observed. Lack of acceptance and trust may deter 
people from using such assistance.  

The process-domains addressed in our AAL-example distinguish between the per-
son concerned who needs to understand the system and must be able to control it 
(e.g., set-off an alarm); The process-owner, e.g. a home care organisation which is 
responsible for the functioning of the care system and its control mechanisms and 
interventions (e.g., what is to be done if an alarm is set off?); and on the infrastructure 
domain level a data centre which is processing the data collected at the home. By 
focusing on processes, the organisational structures, legal relationships and their justi-
fication, and also the responsibilities come into focus. By applying the DPG the  
extent of processing and access to data becomes visible and facilitates finding the 
appropriate legal basis or identifying an illegal process.  

The three descriptive dimensions of the cube in our example are: 1) the processed 
data: e.g. door open – door closed, time stamp; 2) the basic processes and their own-
ers that play a role in data processing: the person concerned opening and (not) closing 
the door, the care service monitoring the activities and offering the intervention ser-
vice, the insurance paying for the service and the data centre hosting the IT; and 3)  
the protection goals to be applied to the complete use-case operationalising data  
protection norms [BM2012].  

In our example the home would be equipped with technology to monitor the door 
status (closed/open) and send out an alarm in case the door stays open longer than 
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usual or for more than a specified time. With regard to the DPG we consider what 
kind of data is accessible/sent (transparency) to whom (integrity, confidentiality) for 
what reason (unlinkability) and how the person concerned and the organisation can or 
cannot intervene (intervenability). The care taking organisation needs to decide 
whether to send to the control room:  

1. the exact time when the door was opened and closed (highly intrusive  
because habits and behaviour can be monitored),  

2. the amount of time the door is open without a time stamp (less intrusive  
because no tracking of behaviour is logged), or  

3. only the alarm-signal from a box taking the time the door is open at the home 
of the patient (privacy-friendly because no monitoring of behaviour takes 
place).  

The care taking organisation also needs to decide whether the same access rights 
should be granted to the insurance company or whether it is sufficient to report the 
number of alarms or no data at all; and also how the IT-system integrity and confiden-
tiality is ensured and whether redundant system architecture is provided. Finally, how 
to deactivate the system in case, e.g. during repair work, the craftsmen need an open 
door so that an alarm should not be set off.  

The cube provides a model which enables us to describe the three dimensions rele-
vant for data protection compliance analysis. The dimensions allow different view- 
and entry points. The advantage of the model consists of its ability to identify process 
responsibilities crucial for determining a ToE. All too often, only data security is ad-
dressed when IT-technology is assessed. The three dimensions of the cube ensure and 
enable all relevant stakeholders in an IT application to identify data types, processes 
and systems relevant for an assessment of the data protection performance of an IT 
application. The positioning of DPGs in a differentiated risk assessment for technical 
and organisational measures is illustrated above in [DSK].  

The cube-model approach clarifies that data is always produced by a specific 
process which is carried out by specific application of IT-technology. When it comes 
to compliance every process must be covered by a legal basis which governs the ac-
tivities of the person or technology involved. This is often overlooked when designing 
and evaluating ICT. The protection goals address compliance requirements in a com-
prehensive yet abstract manner. A catalogue of technical and organisational protection 
measures is deployed to implement the protection goals, as in the German Federal 
Office for Information Security [BSI] baseline protection [Probst2012].  

On the dimensions of data and processes, we analyse which functional objectives 
are to be achieved by the process, what kind of data is required, which technical 
measures should have been chosen, and who is responsible in which role. Based on 
the processes, we can distinguish functions and determine the purposes that will gen-
erate the necessary data. In an assessment of a technical system, demonstrating what 
kind of data can be generated is of great importance. The data must be concretely 
defined and categorised in a manner that is relevant to its content.  
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The main focus of the third dimension of the DPG cube is the protection goals—
the regulation and controllability of organisational processes. Here, process-
organisational paradigms such as [ITIL, CoBIT], or processes based on ISO-oriented 
quality management are fairly well known. DPGs are expected to augment these para-
digms. The approach, framework and toolset described in this paper will help determine 
the status of a system and match it to the target state, determined in the DPG-CUBE 
model. This procedure will support the data protection management of an organisation 
in continually monitoring data protection compliance.  

In summary, contemplating data and processes is necessary to determine the pur-
pose and necessity of a data processing. Contemplating data and protection goals 
leads to the analysis and determination of the protection demand of the data at hand, 
and governs the choice of technical and organisational protection measures. Contem-
plating processes and protection goals visualises processes and their regulation in the 
data protection management of the organisations involved. The generic DPG CUBE 
allows determining the protection demands of data and IT systems, measured 
processes, legal relationships and responsibilities, as well as the legally-weighted 
protection goals and protection measures. By addressing these relationships in a  
systematic manner, we address privacy compliance in a holistic way. 

3 Privacy Assessment 

The first step towards the development of privacy metrics and the associated assess-
ment tools is the availability of a conceptual model for privacy onto which the  
assessed system can be mapped. Roughly speaking, it should define how the privacy-
aware system is ideally supposed to be implemented. Privacy is a complex property 
characterised by numerous structural features, such as processing actions, data, pur-
poses, obligations, users, authorisations to perform processing actions, and so on. All 
these concepts have to be properly formalised and composed to form the conceptual 
model for the privacy domain.  

The conceptual model should be built around the principles of the DPG CUBE, and 
thus it has to support data specification, organisation and aggregation, as well as role-
based data manipulation processes, protection goals and privacy policies, data protec-
tion mechanisms and adversary models. Although some proposals exist for languages 
to specify privacy policies, such as XACML [XACML], our analysis of the literature 
revealed the absence of a conceptual model that comprehensively considers all the 
concepts needed. Therefore, we first introduce a proper conceptual model. We ap-
proached this task by considering a subset of core privacy elements, originally forma-
lised in [BL08], centred on the concept of purpose and related purpose-based access 
control policies. The preliminary version of the conceptual model, which is 
represented in the UML Class diagram in Figure 2, is discussed in [CF2012]. 

A key element of the model in Figure 2 is the concept of Purpose, which specifies 
the reasons for data collection and use.  The other main components of the model are 
explained through our running example. Suppose that the AAL system manages data 
for assisting, marketing and analysis purposes. This can be modelled by PS1, an  
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instance of element PurposeSet, which groups these purposes.  At any point in time 
the system administrator may decide to add a new Purpose to a PurposeSet, to remove 
or modify an existing Purpose. Therefore, an instance of PurposeSet can change dy-
namically over time. Data owners accessing the AAL system grant consent to use 
their data for specific purposes and prohibit their processing for other purposes. This 
is reflected  in our conceptual model through the IntendedPurpose element which 
models a collection of allowed (intended) purposes (aip) and prohibited (intended) 
purposes (pip), which are bound to data (for simplicity, in Figure 2 we assume that 
data are  organised according to the relational model). The purposes collected by an 
IntendedPurpose element must belong to the same PurposeSet. In our example, sup-
pose that Bob, who suffers from Alzheimer, granted consent to process the state of the 
door of his apartment, which is modelled by means of an instance of element Data 
called doorState, for assisting purposes only. Bob also specified that his data cannot 
be processed for marketing purposes. These privacy requirements can be modelled 
through an IntendedPurpose IP1, including assisting in the aip component and mar-
keting in the pip component, respectively, which is then assigned to doorState. In 
contrast, the element AccessPurpose collects the access purposes that are assigned to 
ProcessingActions that access and manipulate data. For instance, in our example, 
suppose we have AP1, an instance of AccessPurpose including purpose assisting, and 
that AP1 is assigned to the ProcessingActions monitoring, openDoor, closeDoor, and 
sendingAlarm. A required (but not sufficient) condition to allow a ProcessingAction 
to process a set of data is that the purposes grouped by the IntendedPurposes assigned 
to the data and those collected by the AccessPurpose associated with the Processin-
gAction belong to the same PurposeSet and are compliant. 

Let us suppose that at a given point in time the system administrator introduces the 
new ProcessingAction homeMonitoring, which checks the state of windows and doors 
of the apartment where a patient lives for security reasons. Accordingly, the adminis-
trator 1) adds Purpose security to PurposeSet PS1, 2) introduces AccessPurpose AP2 
which includes security in the declared purposes, and 3) assigns AP2 to homeMonitor-
ing. As a consequence, Bob, who wants to benefit from the homeMonitoring service, 
1) includes security in the aip set of IP1 assigned to doorState, 2) introduces IP2, 
which is an instance of IntendedPurpose whose aip set consists of the purpose securi-
ty, and 3) assigns IP2 to windowState. The required condition for the execution of 
homeMonitoring on doorState and windowState is satisfied. On the other hand, moni-
toring, openDoor, closeDoor, and sendingAlarm cannot process windowState since 
the access purposes assigned to the ProcessingActions and the IntendedPurposes as-
signed to the data are not compliant (the aip set of IP2 assigned to windowState does 
not include the Purpose assisting).Besides the straightforward concepts of User, the 
model in Figure 2 introduces the concepts of Role and ConditionalRole as a way to 
fine tune the administration of access rights. Role is composed of a set of attributes 
that characterise the role properties. For instance, a Role domiciliaryAssistant may be 
specified to model employees of the AAL service provider characterised by the city 
where they work, and the zone of the city. The attributes of a Role are initialized 
when the Role is assigned to a User. For instance, if the Role domiciliaryAssistant is 
assigned to user Mary, zone is set to ‘Rosemont’, whereas if it is assigned to Alice, 
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access purpose and IP1, assigned to doorState, includes assisting in the set of allowed 
purposes. Therefore, AP1 complies with IP1. As such, Alice is allowed to execute the 
ProcessingActions monitoring, openDoor, closeDoor and sendingAlarm (associated 
with AP1) on Bob’s doorState. 

The conceptual model also supports the specification of data minimisation re-
quirements, i.e., requirements that specify the largest set of data that can be collected 
and processed by the system under analysis. The elements Relation and Attribute (see 
Figure 2) are used to define the scheme of the data that can be collected. The minimi-
sation requirement specifies that the tables schemes of the system under analysis must 
not have more attributes than those specified in the corresponding Relation element. 
The specification is performed by setting the Boolean attribute minimisation of ele-
ment Relation to true. A similar mechanism is used to require the minimisation of the 
processed data. More specifically, the element ProcessingAction allows the specifica-
tion of the Relations and the Attributes that can be involved in the execution of the 
ProcessingAction.  

Requirements belonging to different categories (e.g., privacy policies and data mi-
nimisation) are integrated into a unified instance of the conceptual model (that is, as 
constraints on the corresponding entities). According to the DPG cube principles, 
multiple views can then be defined on the expressed requirements, allowing analysts 
to look at the requirements from the perspective of different data protection goals.  

After specifying the requirements, the second step for the definition of the assess-
ment mechanisms is the mapping of the components of the system under analysis to 
elements of the privacy conceptual model. This practice requires the analysis of the 
access control component, the database structure, and the configuration options of the 
assessed system.  

Metrics are defined to evaluate the compliance of the mapped system to the refer-
ence requirements and, in case of non-compliance, to determine the non-compliant 
components (e.g., obligation support, role and purpose management).  The output of 
such metrics evaluation will then be used by the assessment toolset to provide a set of 
recommendations on how to improve the system under assessment. A privacy metric 
expresses the similarity measure of the expected system state with the actual state of 
the system. Every policy involves a distinct set of conceptual model elements; there-
fore, a metric is required for every significant combination of conceptual elements.    

For instance, suppose the AAL system supports Role-based access control. In this 
case, the mapping of AAL roles to conceptual roles is straightforward. In contrast, if 
roles are not supported, a possible countermeasure is to introduce a guest role with 
basic authorisations, and to assign it to all the users.  

As another example, suppose that doorState is a column of the table Patient that 
collects patient's data. Suppose that the access to doorState is performed by the SQL 
query extractDoorState. Based on the conceptual model, an access purpose must be 
assigned to each processing action, whereas allowed and prohibited intended purposes 
must be assigned to data. If the AAL system does not record this information for 
doorState and/or extractDoorState, a warning message is returned by the assessment 
toolset along with proper recommendations to improve the system (e.g., information 
on the missing purposes).  
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The requirements constrain how the mapped elements must be related and  
configured.  For instance, constraints can require  

1. every action to be associated with an access purpose,  
2. every data with an intended purpose, and  
3. every user with a role.  

Each constraint will have a weight that specifies its relevance. For instance, sup-
pose that constraints 1 and 2 have weight 5, since the purpose is the key concept of 
the system, while the weight of constraint 3 is 1, since if no role is assigned to a user, 
he/she cannot be authorised to perform any action.  These constraints can be used to 
achieve a compliance measure of the mapped model with the conceptual model. The 
number of satisfied constraints along with their weights will provide a compliance 
measure.  

Furthermore, several dimensions of the mapped model can be measured and used 
to analyse the effectiveness of privacy protection. For instance, an analyst may be 
interested in counting and deriving:  

1. all access purposes that comply with an intended purpose (e.g., in our exam-
ple, considering IP1 the resulting measure is <1,{AP1}>),  

2. all roles that are authorised for an access purpose (e.g., considering AP1, we 
derive <1,{ domiciliaryAssistant }>),  

3. all users that belong to a conditional role (e.g., for domiciliaryAssistantCR, 
we get <1,{Alice}>),  

4. all access purposes that are granted to a user based on the conditional role 
the user belongs to (e.g., in case of Mary we derive <0, Ø >). 

Dedicated metrics will also be defined to analyse the compliance of the system with 
data minimisation requirements. For instance, suppose the mapped elements include 
the Table Patient, which collects personal and sensitive data of all the patients, and 
the Relation PatientRM, which represents the scheme of Patient. Let us suppose that 
the AAL requirements specify the Relation PatientRR, whose minimisation attribute 
is set to true, and the ProcessingAction extractDoorStateR, which requires the 
processing of Attribute doorState of PatientRR under a minimisation constraint. Since 
the attribute minimisation of PatientRR is set to true, the relation PatientRM, which is 
derived from table Patient, can include only Attributes corresponding to those of Pa-
tientRR. A metric can check this constraint and count the number of attributes of  
PatientRM that are not included in PatientRR. Similarly, the SQL query extract-
DoorState is traced back to the processing action extractDoorStateR for which a data 
minimisation requirement is defined. Therefore, it is required to check that the set of 
data fields of extractDoorState is a subset of extractDoorStateR, and to count the 
number of possibly exceeding fields. 

Even in the case of 100% compliance, further measures may be needed, because 
having all the necessary components for enforcing privacy-preserving access control, 
does not necessarily mean that the current access control configuration correctly  
enforces the desired privacy requirements.  
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Our conceptual model includes key concepts that are required for specifying gen-
eral privacy requirements and supporting the assessment of existing systems with 
respect to these requirements. Moreover, the proposed metrics provide a quantifiable 
measure of different privacy aspects of the system under analysis.  However, specific 
application domains may require additional conceptual elements that are not included 
in the current version of the conceptual model. Therefore, we cannot argue that the 
proposed conceptual model is complete. A direct parall can be traced with software 
testing. Testing cannot prove that the developed system satisfies the specification, but 
helps developers to increase the quality of the developed systems. 

We support the assessment of implemented software systems both at run time and 
post execution. The metrics that can be evaluated at runtime are those associated with 
privacy policies expressed in terms of the current system state and/or previous states, 
whereas post-execution metrics involve  events and states that refer to current, past 
and future points in times.  

As far as the run-time assessment is concerned, metrics computation requires the 
analysis of the system behaviour with respect to the privacy requirements that express 
invariant properties of the system, such as the policy Authorisation introduced above. 
The derived measures are used to constrain the system execution by allowing, forbid-
ding, or obligating the execution of operations associated with the involved events.   

For instance, in case of invocation of an SQL query (e.g., openDoor), the run-time 
assessment metrics verify its authorisations. In case of non-compliance, the metric 
assessor will determine the non-compliant components. As an example, suppose that 
Mary executed action openDoor accessing Bob’s data. The system will inform the 
proper controller that Mary does not satisfy the ConditionalRole constraint and there-
fore she is not authorised to execute the processing action openDoor. The output  
of the query evaluation will also provide a set of recommendations on how to  
improve/correct the configuration of the access control mechanism in place. 

In contrast, privacy policies that can be checked by post-execution metrics are 
those that refer to current, past and future points in times. This allows for specifying 
complex trace execution constraints that involve retention conditions and obligations 
that refer to a future point in time.  

For instance, suppose that the AAL system is used to monitor diabetic patients.  
Patients are required to periodically measure their glycaemia with a device that auto-
matically informs the AAL system of the measured value. The entire measuring and 
notification process is modelled by means of the ProcessingAction monitoringNotifi-
cation. The policy GlycaemiaAlarm states ‘if the glycaemia exceeds a certain value, a 
physician must be contacted by phone within 5 minutes and informed of the measured 
value of the involved patient’.  The called user should have activated the Conditiona-
lRole doctor, and this role should be among those the patients gave the consent to 
access their personal data for assisting purposes. In this case, referring to the compo-
nents of our conceptual model, glycaemia data are sensitive Patient data collected by 
the system for the Purpose of assisting the patient, doctor is a Role, and the phone-call 
is an Obligation associated with monitoringNotification. GlycaemiaAlarm is a policy 
that can be evaluated only by the post execution assessment, since checking the obli-
gation requires delaying the analysis till after the query execution.  Therefore, in our 
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example a phone call trace must be included in the AAL system log that should be 
checked five minutes after the invocation of monitoringNotification. 

4 Assessment Tool Architecture 

This section discusses the proposed architecture for the assessment toolset that will 
support the privacy audit process. The toolset will facilitate privacy metrics computa-
tion, identify gaps and provide compliance improvement recommendations. The  
intended users of the toolset are experienced external privacy auditors and internal 
privacy reviewers, so we assume a certain level of expertise and maturity. We also do 
not intend the tools to be totally automated, they are intended to make the work of 
these specialists more efficient, but not to replace them. 

The assessment tool architecture which we propose is driven by two guiding prin-
ciples, transparency and extensibility.  It is designed to provide easy plugging of pri-
vacy compliance metric assessor components, each providing user interface (UI), 
analysis, and reporting capabilities for the particular technical metrics. This approach 
enables a gradual delivery process, starting with a limited set of assessor plugins, 
while targeting additional assessment techniques, areas, and privacy goals at a later 
stage. The modular approach also allows customized toolset packaging depending on 
particular target customer needs and audit type. The transparency principle aims to 
show the users how assessment decisions have been made, and what evidence has 
been collected during the analysis. The transparency is enforced by a required inter-
face for all assessor plugins. This interface assures that each assessor provides evi-
dence of the compliance or non-compliance and also advises for the improvement of 
the metric performance of the assessed artefact.  

A conceptual architectural diagram of assessment tooling is shown in Figure 3. It 
comprises three main modules, the Audit Engine, the set of Metric Assessor Plugins, 
and the Administration module.  

The Audit Engine is the core of the system, responsible for audit planning, privacy 
compliance analysis execution and report generation. The assessment process begins 
with the Planning component, which collects all the necessary information needed to 
understand the scope, plan and execute the analysis. Users might be asked to provide 
target privacy requirements for the system under assessment, in terms of the concep-
tual model described above, specify the desired assessment categories and supply any 
other metric-specific inputs. The Execution component performs the actual com-
pliance analysis, according to the selections made and to information collected during 
the planning stage. Depending on the particular assessment logic and needs, if com-
plete automation cannot be achieved, execution might be interrupted to collect addi-
tional user inputs. The Reports and Analysis component generates and presents detailed 
reports for the completed audit together with recommendations for improvements. In 
particular, Evidence Reports provide a record of all non-compliance evidence found. 
The Advisor generates recommendations for compliance improvements based on 
analysis results. Recommendations might be derived from a particular set of metrics 
that has been executed together with the higher level conclusions drawn from the  
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Fig. 3. Conceptual Privacy Audit tooling architecture 

accumulative results of multiple metrics. The Assessment History Manager tool pro-
vides capabilities for viewing and for the analysis of previously executed audits. This 
enables tracking of compliance progress and improvement history.  

A simplified sample audit report is shown in Figure 4. In reality, metrics will be 
more complicated and the resulting report will provide more details and capabilities. 
We plan to present audit results in a display compatible with the DPG CUBE model, 
providing different views on privacy compliance, from the perspectives of data pro-
tection goals, roles, processes and data. This visualisation capability is an item for 
future research.  

The main audit report will show a general summary of the compliance analysis 
with grades and brief details for each metric that has been assessed. It will also allow 
rerunning of certain assessments to re-evaluate the metric after fixes have been ap-
plied; enable comparison to previous assessment results and drilling down into more 
detailed reports. The detailed reports will include more information about the data 
protection goals the particular metric is linked to and the concrete analysis steps that 
have been performed. They will also present the collected evidence of any non-
compliance found and recommendations, such as guidelines on concrete measures to 
implement for compliance improvement.  

The Metric Assessor Plugins are a set of pluggable components, each encapsulat-
ing everything that is needed in order to plan for, execute and report about a particular 
technical metric. Each metrics assessor contains:  
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1. its contribution to the planning UI,  
2. its assessment execution code together with related user input UI if needed, and  
3. its metrics-specific report generation capabilities.  

The latter will include support for assembling and presenting metrics-specific assess-
ment details, evidence and recommendations. Therefore, as shown on the conceptual 
architecture diagram in Figure 3, each metrics assessor possibly contributes to each of 
the three Audit Engine main modules. Each metrics assessor will also include specific 
information to facilitate its later use within an audit report, such as the assessment 
category it relates to (e.g., data store assessment) and the particular protection goals it 
is linked to. 

 

Fig. 4. Sample audit report 

For example, one of the possible metrics can deal with overall validity, consistency 
and usability of the target privacy policy, specified in terms of the conceptual model 
described in the previous section. In other words, this metric should validate that the 
target privacy requirements make sense and would lead to a usable, conflict-free sys-
tem. Following the AAL scenario above, the related assessor plugin can, for example, 
perform quantitative analysis and warn if there are too many users with a Conditiona-
lRole doctor and too few with the ConditionalRole domiciliaryAssistantCR. It can 
also detect that according to the policy no AccessPurpose will be granted to some user 
based on his ConditionalRole (e.g., the case of Mary and the privacy policy Authori-
sation) or that there are no roles authorised for a certain AccessPurpose.  
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As described in the previous section, the system under analysis is mapped to the 
elements of the privacy conceptual model, by analysing the access control component, 
the database structure, and the configuration options of the assessed system. Thus 
another possible metric assessor plugin could examine the access policies that are 
actually used by the system (e.g., written using XACML) and verify their consistency 
with the desired target conceptual privacy policies and model. Moreover, yet another 
plugin could verify that the elements of the mapped system are related among them 
and configured according to the conceptual model constraints, for example, that every 
user is associated with a role.  

Another metric assessor plugin could provide anomaly detection capabilities for 
identifying unauthorised or non-compliant database access by potential hackers, privi-
leged insiders or other end-users. Patterns that do not conform to an established nor-
mal behaviour, and are thus considered suspicious, can be extracted by examining 
logs (post-execution assessment) and SQL queries intercepted at runtime. For exam-
ple, in the AAL scenario, we could detect that while most of the time Alice triggers 
extractDoorState SQL query for accessing the database table Patient, which holds 
personal and sensitive data of patients, she also occasionally sends extractPhone-
Number query without being restricted to do so by the system. It might indicate, for 
example, that Alice is using patient's data (including the data of Bob) for marketing 
purposes without having an appropriate consent for that. This plugin would need to 
contribute to the planning UI, by providing plugin-specific screens where log location 
and database access parameters can be specified by the assessment tool users. 

In our example, the AAL system manages data not only for assisting, but also for 
the purpose of analysis. In this case, it is necessary to assess anonymity of the datasets 
being shared with external parties (e.g., for statistical analysis). The Privacy Audit 
tool could provide a plugin that performs such an assessment based on anonymity 
metrics for privacy-preserving microdata release, for example k-anonymity [Swee-
ney2002]. It will contribute a dataset upload screen to the planning UI and its assess-
ment result will appear under the Data Sharing Assessment category, as shown in the 
sample report in Figure 4. The plugin will respond with the result protection level 
("Low" in Figure 4) according to the value of k for which k-anonymity is guaranteed 
and the particular value of k will be shown within the plugin-specific assessment  
details view. 

A plugin for data minimisation assessment could support cases like the AAL door 
status and alert sending scenario described in the previous sections. The plugin will 
check that the system collects only the minimal amount of information needed, like 
alarm-signal events, but not the exact times the door was opened or closed. The as-
sessment can be made by inspecting database schema and SQL queries for the pres-
ence of legitimate data elements only, according to the privacy requirements defined 
in the conceptual model. For example, let's say that privacy requirements specify that 
the attribute alarmTimestamp is part of the Relation PatientRR, whose minimisation 
attribute is set to true. The plugin will then analyse the schema of the database table 
Patient in the system under assessment, detect and warn about any fields beyond the 
above-mentioned permitted minimal set of attributes, such as doorOpenTimestamp or 
doorClosedTimestamp. 
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Yet another metric assessor plugin can deal with detection of obligation events and 
give an assessment of their compliance with the privacy requirements. For example, 
the plugin will analyse AAL log files, look for and correlate between records related 
to glycemia alarm events and events of establishing phone calls. The plugin will then 
verify that the user being contacted by phone has a ConditionalRole doctor and that 
this role is among the roles to which this particular patient gave the consent for  
accessing his bloodSugarMeasurement data. 

The last module of the assessment tooling, the Administration module, provides 
management and configuration capabilities. For example, the Plugin Manager compo-
nent will be responsible for the management of the Metrics Assessor Plugins repository, 
including viewing, editing and capabilities of adding new assessors or removing others. 
The Scheduler component allows the scheduling of automatic runs of pre-configured 
audits. The Tool Configuration component will enable adjustments of any other tool 
configuration, e.g., user interface options, general reporting options and any other 
settings. 

We do not address the implementation details of any of the plugins at this stage of 
our work, Any discussion of algorithms for the privacy preserving computation of the 
metrics is beyond the scope of this conceptual design.   

5 Related Work 

In this section we describe relevant related work concerning privacy metrics and  
assessment tools. 

5.1 Privacy Assessment 

The systematic development of security and privacy assessment techniques is recog-
nized today as a paramount requirement to assess the quality of any system with  
respect to its security and privacy guarantees [Jaquith2007]. However, most of the 
efforts developed so far focus on security, rather than on privacy [SA2009]. Savola 
[Savola2006] provides some high-level guidelines for the development of a frame-
work for security evaluation based on security behaviour modelling and security  
evidence collection. The use of an ontology-based approach in support of run-time 
security monitoring is presented in [EOS09], and [HSHJ08] presents a security me-
trics framework, in which security metrics are associated with security patterns as a 
way to facilitate the interpretation of measurements. Information assurance metrics 
are described in [SPMNLH04], in which a review of existing metrics is performed, 
along with the proposal for a new taxonomy for information assurance metrics. A 
logic-based approach for reasoning about system security properties has been pre-
sented in [DFGK09] and applied to trusted computing. 

Research on privacy assessment, however, is still in early stages, due mainly to the 
fact that despite recent advances in the field, privacy is still not a clearly defined con-
cept. A discussion of measurements of compliance with security and privacy regula-
tions and standards is presented in [Herrmann07]. Additionally, the preliminary study 
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reported in [Savola2010] presented a high level risk-driven methodology for privacy 
metrics development.  

Much of the research efforts in the field have been instead devoted to anonymity 
metrics for privacy-preserving microdata releasing. Examples of such metrics are k-
anonymity [Sweeney2002], l-diversity [MGKV06], t-closeness [LTV07], and diffe-
rential privacy [Dwork2008]. These metrics capture different aspects of the disclosure 
risk, imposing some requirements on the association of an individual with the released 
sensitive private attributes, by making different assumptions on the attacker's back-
ground knowledge. Other works [Bezzi2010, RFD09] attempt to define an aggregated 
anonymity metric, based on information theory. 

The need for a formal approach to privacy preservation was recognized by [Dat-
ta2011]. In this work, a logic-based model was defined with the aim of facilitating 
privacy polices specifications, and enforcement and compliance analysis. That model 
has been complemented with algorithms to check audit logs for compliance with pri-
vacy policies. It was also applied to several US privacy laws and resulted in the first 
complete logical specification and audit of all disclosure-related clauses of the 
HIPAA Privacy Rule [DGLKD10]. 

5.2 Existing Assessment Tools 

Today privacy compliance analysis is still mainly done by specially trained experts, 
using reference documents, templates, forms and guidelines about how the audit 
should be conducted, rather than by applying automatic or semi-automatic analysis 
tools. Several commercial resources exist, for example the Privacy Management 
Toolkit [InfoShield] providing templates, forms, regulations library and expert com-
mentary, and the Compliance Meter [CompMeter] which assigns privacy compliance 
scores based on the expert review of the templates filled by the customers. Following 
the European Committee for Standardisation (CEN) workshop on data protection & 
privacy (WS/DPP) in 2005, several workshop agreement (CWA) reference documents 
have been developed, including those on “Personal Data Protection Audit Frame-
work" defining standard practices, templates, questionnaires and processes for audits.  

The research on privacy metrics is still in its incipient stage and therefore not many 
tools exist. One of the more researched areas is the anonymity metrics of datasets, 
where some metrics are already available and thus naturally more tools exist to meas-
ure them. For example, the Privacy Analytics Risk Assessment Tool [PARAT]  
measures the risk of re-identification in different scenarios.  There are tools providing 
capabilities both for anonymised dataset creation and for evaluation of the anonymisa-
tion status, like [CAT] and UTD Anonymisation ToolBox [UTDToolBox].  

Another area where some metrics exist is on access control policy. Although 
access control is usually associated with security, it has also privacy aspects, mainly 
related to the policy adequateness and conflicts. For example, if the policy allows all 
the users to access all the data, there is probably a privacy violation. There are works 
that analyse the access control policy for finding conflicts and dominance [Vaniea08, 
Martin07], but little exists in terms of assessment of the quality and quantity of the 
privileges given to the various roles for accessing various data objects. 
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Protecting individual privacy on the web draws a lot of research attention. Web site 
privacy seal solutions, such as TRUSTe [TRUSTe], provide certain web site assess-
ment capabilities. For example, TRUSTe is able to verify the site against its privacy 
policy but not compliance, and to scan the site for potential threats but not towards 
compliance with legal regulations. However, there is not enough transparency in 
terms of how exactly these capabilities are achieved, what particular assessment steps 
are performed and what techniques are used. Moreover, the TRUSTe seal does not 
address EU regulations, especially in terms of data collection. 

Protecting individual privacy on a web site requires first of all that the site itself is 
secured from any type of hacking. Several commercial tools for testing web site vul-
nerability exist, for example, Acunetix Web Vulnerability Scanner [Acunetix] and 
IBM Rational AppScan [AppScan]. While these tools assess web site ability to resist 
various types of known attacks, it is not enough from the privacy preservation pers-
pective. Web sites should be also examined in terms of the privacy policy existence 
and relevance, the limitation of the private data that the users are required to supply 
for clearly specified purposes, the processing that this data undergoes, the level of 
data protection within the data store, open sessions separation and more. There are no 
automatic tools with such wide assessment capabilities. 

6 Conclusions 

We have presented a conceptual framework for privacy auditing based on the legal 
concept of data protection goals, supported by a formal definition of technical privacy 
metrics. We described the privacy compliance assessment tools architecture, based on 
transparency and extensibility principles. 

Our goal is to define a set of technical privacy metrics, by using a sound and for-
mal approach to privacy quantification. This will represent a significant advance to 
the state-of-the-art for many reasons. First, the majority of previous proposals focused 
mainly on security. Those addressing privacy only considered data sharing by propos-
ing a set of metrics to quantify the degree of anonymity of the released data. In con-
trast, we plan to develop a more general framework, in which data sharing is only one 
of the considered dimensions. Moreover, our ambitious goal is to combine both a 
sound and theoretical foundation of the developed metrics with an easy way of  
computing them and presenting the results to users.  

We have designed a framework to allow easy plugging of privacy compliance me-
trics assessment components, each providing its specific user interface, analysis and 
reporting capabilities for the particular technical metrics. This approach enables gra-
dual development, addition of more assessment techniques and areas in the future by 
other users and certification bodies, and the creation of a customised toolset packag-
ing depending on particular target customer needs and audit type. Use of the frame-
work will provide assessment transparency, by clearly showing how the decisions 
have been made, and what evidence has been collected during the analysis. 

In this paper we have discussed the initial results we have achieved with our priva-
cy preserving framework. The work is still in its early phases and a lot of work  



 Conceptual Framework and Architecture for Privacy Audit 37 

 

remains to be done. In the near future we plan to work both on theoretical and imple-
mentation aspects. We plan to investigate the completeness and effectiveness of the 
conceptual model. We plan to identify new privacy metrics that can provide a meas-
ure of robustness to inference and statistical privacy attacks. We also plan to assess 
the capabilities and the scalability of our framework with case studies of realistic 
complexity. We also plan to work with users with the aim of getting feedback and 
suggestions on how it can be enhanced.  
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Abstract. Private data is commonly revealed to the party performing
the computation on it. This poses a problem, particularly when outsourc-
ing storage and computation, e.g., to the cloud. In this paper we present
a review of security mechanisms and a research agenda for privacy-
preserving computation. We begin by reviewing current application sce-
narios where computation faces privacy requirements. We then review
existing cryptographic techniques for privacy-preserving computation.
And last, we outline research problems that need to be solved for im-
plementing privacy-preserving computations. Once addressed, privacy-
preserving computations can quickly become a reality enhancing the
privacy protection of citizens.

1 Introduction

There are very strong privacy-enhancing techniques for communication and au-
thentication available to citizens, but when it comes to actually processing the
data few choices are available. Projects such as ANON and JAP [10] or TOR
[20] enable anonymous communication. Tools such as IDEMIX [15] even enable
anonymity-preserving authentication over these communication channels. Nev-
ertheless, the data sent over anonymous (and authenticated) channels is rarely
protected from the recipient.

This problem becomes prevalent when outsourcing storage and computation,
e.g., to the cloud. Service providers such as Facebook or Google have made a
business out of exploiting this data for advertising purposes. Big data is collected
about habits and preferences of customers.

This problem is not due to a lack of available security mechanisms. Cryp-
tography provides tools for privacy-preserving computations, such as secure
multi-party computation, homomorphic encryption, order-preserving encryption
or zero-knowledge proofs. In contrast to anonymous communication and authen-
tication these mechanisms often lack a user-friendly implementation. This paper
proposes a research agenda for implementing privacy-preserving computation
bringing it closer to users’ (and service providers’) adoption. This paper does
not argue that no further research in cryptography is necessary – quite the
contrary, but existing mechanism should already be made available to system
implementers. Furthermore, this paper focuses on the computational aspect,
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i.e., securing data while computing, and not data privacy aspects dealt with
k-anonymity [52] or differential privacy [21].

In the next section we present two exemplary scenarios where computation
on private data is strictly necessary, but not desired or even illegal. In criminal
investigations police institutions often need to exchange data about subjects,
places or objects, but are (rightfully) restricted to necessary and proportionate
cases. This may hinder investigation success. Privacy-preserving computation
enables performing this data exchange, such that only data which is clearly
linked to a related case is revealed, but other data is kept private. Innocent
suspects are protected while criminal investigations are fostered.

In the future smart electricity grid household collect fine-grained consumption
data and transmit it to the grid and utility providers. This data enables infer-
ences about the household inhabitants and their preferences and represents a
significant privacy invasion. In the Netherlands smart meter roll-outs have been
stopped for this reason. Privacy-preserving computation enables smart meter
data processing, such as billing, without revealing one’s consumption data to
the providers. It thereby reconciles the need for a smart grid with the privacy
concerns of the citizens.

In Section 3 we review and compare a number of mechanisms for privacy-
preserving computation. Secure multi-party computation [54] has been invented
thirty years ago, but implementations are only beginning to emerge. Recently
fully homomorphic encryption [22] has arisen as an alternative, but theoretical
solutions are still to inefficient to be put to practice. Outsourced storage [11,45]
can be efficiently processed if it is encrypted using searchable [14] or order-
preserving encryption [3,13]. Data collected by cyber-physical sensors can be
securely (and privately) processed using zero-knowledge proofs [26]. We will only
gives a coarse characterization of techniques in order to judge their applicability
in different scenarios.

Finally, in Section 4 we outline an agenda of tools that will help implement
privacy-preserving computations and thereby increase user adoption. Currently,
designing and implementing privacy-preserving computations is difficult. The
programmer has to have problem-specific know-how for its application, pro-
gramming experience to select the best implementation method and security
awareness in order to ensure privacy. In a lot of cases the programmer has to
make a choice between secure or privacy guarantees and efficiency. If he chooses
to be efficient security needs to verified manually. Furthermore, every new com-
putation (even if done at run-time) requires the same level of effort. We present
a proposal for tools that should help remedy these problems.

2 Scenarios

We consider two exemplary scenarios where privacy needs to be protected dur-
ing computation, i.e. they require privacy-preserving computation. These are
criminal investigations and smart meter billing. Although both scenarios deals
with computation on private data their most prominent solutions use different
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techniques. Whereas criminal investigations are implemented using secure com-
putation, smart meter billing is implemented using zero-knowledge proofs. This
also highlights the applicability of different scenarios to different technologies.
We will try to devise the characteristics of the scenarios lending them to specific
technologies.

2.1 Criminal Investigation

In federated states or organization of states, such as the European Union or
the United States, a common approach to organized crime is necessary. For this
purpose, federal law enforcement agencies, such as Europol or the FBI, have
been established. Nevertheless, data privacy laws (rightfully) restrict supplying
institutions from sharing their data, unless there is a hard corroborating evidence
on a case and subject under investigation.

A common tool for the criminal investigator is data mining using social net-
work analysis of the data stored in their warehouses. It graphically depicts the
suspects and their connections to other people or artifacts, such as telephone
numbers or bank accounts, and allows the computation of certain metrics. Not
all the facts composing the entire picture of a case may be known to one inves-
tigator. In particular, in pan-European organized crime, local police forces may
only be aware of a partial view of the picture.

This necessitates data exchange between the institutions, but European data
privacy laws restricts data exchange to necessary and proportionate cases. There-
fore we propose a solution where the local investigator, or an investigator at the
superordinate institution has access to all information, but without revealing
sensitive or private details. This allows the investigator to still use SNA and
profit from its achievements without breaking individual privacy rights or guide-
lines of other institutions.

Therefore privacy-preserving SNA – a special form of privacy-preserving data
mining – has been suggested in the literature [39]. Each party inputs their view
of the social network to a secure computation and the result is the anonymized
combined view. No additional information, e.g., about unrelated suspects, is
revealed, i.e., their privacy is being preserved.

Note that in order to compare for identical entries in the social network – a
computation on joint data is necessary. No party can by itself decide whether
the data of the other party matches its own. It is therefore important to note
that in this scenario both parties provide (private) input.

For the practical adoption of privacy-preserving computation in criminal in-
vestigations several legal, political and social considerations have to be taken
into account. We argue that the ready-to-use availability of the technology will
spur the public discussion on these topics.

2.2 Smart Meter Data

Smart metering refers to the collection of consumption profiles at customer’s
households with the help of so called smart meters (SM). Smart meters measure
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electricity consumption in households and communicate their readings at regular
intervals to the back-end system. Alternatively, the back-end system can also
query the smart meter for its data (pull). A Trusted Platform Module in the
smart meter holds key material and creates signatures over the data to ensure
authenticity and integrity until it arrives at the back-end system. There the
consumption profile and the tariff data from the respective customer’s contract
are used to calculate the price the customer has to pay for the time period
covered by the profile.

Smart metering has encountered massive privacy concerns from media [35],
data privacy experts [16] and consumers [30]. The fact that whole consumption
profiles of households are transmitted to and stored by suppliers is troubling
w.r.t. customer privacy. Data confidentiality can be easily protected in transit
between smart meter and back-end system. However, their storage at the suppli-
ers’ IT-systems still endangers customer privacy. Depending on resolution and
the availability of different services’ profiles (e.g. water, heat, electricity) one can
read the profile and ”see” more or less clearly what happens in the household:
For instance, when family members wake up (light switched on), whether they
shower in the morning (water, heat, and electricity for water heater), whether
they drink hot beverages with their breakfast and when or if they leave for work
or school. Furthermore, the frequency of washing and drying clothes, cooking or
the amount of time the TV is turned on can be inferred. For further research on
what electricity consumption profiles tell about the inhabitants see [7,29,40,51].

These inferences make consumption profiles very privacy-sensitive data and
these profiles might even have value in the advertising market, for instance. On
one hand, disgruntled employees or external attackers might attempt to steal it
for profit or out of malice. On the other hand, the supplier could seek subsidiary
revenues by selling this data himself. Depending on the local jurisdiction, this
might even be legal.

The important point is, that currently there are no reliable, technical mea-
sures in place to prevent abuse of consumption profiles. Merely organizational
measures, policies or laws sanction the abuse of privacy related data but require
a trace or proof of abuse and do not prevent it in the first place.

First [36] and later independently [46] introduce a privacy component into the
standardized smart meter / meter data management (MDM) reporting commu-
nication link. This component hides the actual consumption profile from the
MDM and therefore also from the supplier. This only requires small changes
compared to current smart meter reporting. The privacy component intercepts
smart meter readings, then uses tariff information provided externally (over the
Internet or by the MDM) to calculate the billing amount and sends only the
resulting billing amount to the MDM.

The technical solution in this scenario is a Zero-Knowledge Proof (ZKP). The
user proves to the service provider that it truthfully computed the bill. This
works for two reasons: First, the user only computes on his private data, i.e.,
there is no second party (private) input. Second, the integrity and authenticity
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of the data is ensured by trusted components. The smart meters can digitally
sign their measurements and are implemented with trusted hardware.

We envision this scenario setup to be quite common in cyber-physical systems.
It has already been described by Danezis and Livshits in a related position paper
for cloud computing [19]. Sensors collect data about people. Obviously, this data
may be privacy-sensitive and protected by privacy legislation. These sensors can
ensure the integrity of the collected data, but should not reveal it. Using a ZKP
the user can perform the computation itself in a privacy-preserving fashion and
prove correct computation. Other examples of this scenario setup include, e.g.,
road toll pricing [6] or e-ticketing in public transportation [32].

For the practical adoption of this technology a user device (plug-in compo-
nent) needs to be part of the protocol [36]. While the business implications of
this design are not field-tested, we argue that increased privacy of the consumer
might make an interesting business case.

3 Security Mechanisms

In this section we briefly and mostly non-technically review the mechanisms of
secure computation, homomorphic encryption, order-preserving encryption and
zero-knowledge proofs. We address the properties of each in terms of security,
performance and functionality. Balancing these three objectives is the challenge
of privacy-preserving computation. Particularly, we highlight their suitability for
certain application scenarios.

3.1 Secure Multi-party Computation

Yao introduced secure two-party computation in [54]. Secure (two-party) compu-
tation allows two parties to compute a function f over their joint, private inputs
x and y, respectively. No party can infer anything about the other party’s input
(e.g. y) except what can be inferred from one’s own input (e.g. x) and output
(e.g. f(x, y)).

Yao’s initial protocol uses a technique called garbled circuits. Alice prepares
a circuit for the function to be computed and encrypts (and garbles) this cir-
cuit. The encrypted circuit is transferred to Bob who obtains keys for his input
using oblivious transfer. Bob then decrypts (part of) the circuit obtaining the
function result. For a detailed, technical description of circuit garbling and its
implementation see [42].

Now, there are many protocols for secure computation. They can be clas-
sified into generic and special protocols. Generic protocols can implement any
functionality whereas special protocols implement one specific function. Generic
protocols contain a translation step for the function – similar to Yao’s garbled
circuit construction. Their security proof, however, is independent of the func-
tion. Special protocols are usually more efficient, since they use problem insight
to optimize the protocol. They need to proven secure manually for each protocol
instance.
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For a very long time generic protocols exist for multi-party computations in
the computational [25] and information-theoretic setting [9]. Also they exist for
many different security models. Most notable are the semi-honest and malicious
security models [24]. In the semi-honest model the parties are assumed to follow
the protocol. In the malicious model they may deviate arbitrarily. The policy
implications of these models need to be discussed in the context of the concrete
use case and its actors, e.g., criminal investigations. A detailed investigations is
subject to further research and out of scope of this position paper.

Security of secure computations is often defined by comparison to an ideal
model. In the ideal model there is a trusted third party. All parties send their
inputs to the trusted third party which computes the function and returns the
result to the parties. The function implemented by the third party is also ideal
functionality. Each attack feasible in the real protocol execution must also be
feasible in this ideal model.

It is important to note that neither model prevents inferences about the input
from the result. This may be particularly sensitive if one party may influence
the function to be computed. For example, assume that one may party may pri-
vately issue a query about the other’s party private database. Then it is hard to
preserve the privacy of the database without additional measures such as differ-
ential privacy [21]. Furthermore, no security model prevents the substitution of
inputs. Therefore an interest in the correct computation of the result needs to be
assumed. This is subject to economic security models, such as non-cooperative
computation [50]. Even when implementing a non-cooperative computation se-
cure computation may be difficult to implement [2,27,28]. Nevertheless using
specialized protocols it can even be implemented for mixed security models [41].
Implementing a proxy, e.g., using cloud computing, may help solve the prob-
lem [37]. In theory, it is possible to implement any computation using rational
players [34], but it requires physical assumptions.

There exist a number of domain-specific programming languages for imple-
menting secure computations [8,12,18,31,33,42,48]. They can be classified into
those tied to a generic protocol [8,12,31,42] or those based on generic program-
ming languages [18,33,48]. The second kind can implement a wider variety of
protocols, but also enables implementing insecure protocols. The ones tied to a
specific protocol may be proven secure independent of the functionality. Such a
proof extends to all protocols implemented in this language, but the language
prevents implementing many special, possibly more efficient protocols.

We classify them into systems specifying the ideal functionality and systems
specifying the protocol description. Just FairPlay [42] and FairPlayMP [8] are
instances of systems which only describe the ideal functionality of a secure com-
putation, i.e. what is to be implemented by the protocol. All of the other lan-
guages, compilers or frameworks are instances of systems where the programmer
can – at least partially – specify how the protocol is implemented. This approach
leads to significantly more efficient protocols, but puts an additional burden on
the programmer.
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3.2 Homomorphic Encryption

Homomorphic encryption supports a homomorphism of (at least) one arithmetic
operation on the ciphertexts to an arithmetic operation on the plaintexts. Addi-
tively homomorphic operation supports addition as the homomorphic operation
on the plaintexts. Let E(x, r) denote the encryption of plaintext x with random-
ization parameter r. Then the following addition properties hold

D(E(x)E(y)) = x+ y

The most popular additively homomorphic encryption system is Paillier’s [44].
It is public key and satisfies modern security definitions (semantic security). Its
performance is comparable to other public key encryption systems.

Gentry recently developed a fully homomorphic encryption scheme [22]. It
supports both, addition and multiplication, and therefore allows the computation
of arbitrary functions on the ciphertext. Nevertheless, its performance is severely
restricted in practice [23] and more efficient schemes are still subject to research.

As middle-ground there are somewhat homomorphic encryption schemes. They
support a limited number of multiplications and thereby enable to compute a
wider class of functions than purely additively homomorphic encryption. Their
performance is comparable to additively homomorphic encryption [43].

A fundamental advantage of homomorphic encryption compared to secure
computation is its non-interactivity. The client submits input and a server can
perform the computation without learning anything but ciphertexts. The re-
sult is a ciphertext as well. Therefore computations on homomorphic encryption
can be performed off-line and do not depend on the network performance. The
client only has to communicate data linear in its input length whereas in secure
computation it is linear in the function’s complexity.

Nevertheless, besides its performance homomorphic encryption also has a
number of limitations. First, the result and each intermediate result is encrypted.
Therefore the server cannot make any decision based on its value. Similar to se-
cure computation the server therefore needs to compute over all choices, i.e., in
every conditional branch both branches need to be evaluated. This increases the
complexity of each function to its worst case complexity and further increases
the performance penalty.

More severely, computations on homomorphic encryption must be performed
under the same key. It has been proven in [53] that no fully homomorphic en-
cryption scheme with multiple keys can exist. This implies a collusion attack
for collaborative computations. When two parties submit input, one party only
holds the public key. The input data of this party may be decrypted by the
private key holder, e.g., by a collusion with the server. Homomorphic encryption
therefore seems less suitable for collaborative computations.

Additively homomorphic encryption can also be used to implement secure
computation [17]. This makes the computation interactive again, but prevents
the collusion attack. Usually secure computation based on homomorphic encryp-
tion is less efficient than other generic protocols [47].
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3.3 Order-Preserving Encryption

Order-preserving encryption [3,13] ensures that the order (greater-than relation)
of the ciphertexts is the same as the order of the corresponding plaintexts. This
allows a server to efficiently search on the ciphertexts using binary search or
perform range queries. In turn this capability enables performing most database
queries on encrypted data [11,45].

Efficient encrypted database – where the key is stored outside of the database
– have many applications in privacy-preserving computing. Cloud computing
using a database-as-a-server model can be secured against the service provider
such that insider or targeted attacks are significantly complicated. As such real-
world applications of prototypical system have been already reported [11].

The efficiency gain of order-preserving encryption mainly stems from its main
difference to the homomorphic encryption. The result of the computation on the
ciphertexts is publicly available to the server performing the computation. This
enables implementing significantly more efficient algorithms.

Another instance of such an encryption scheme is searchable encryption [14].
Searchable encryption allows to compare for equality of plaintexts using a token
issued by the private key holder. Differently from order-preserving encryption it
can be proven secure in more standard security models. The best security proof
for order-preserving encryption is that it is as secure as possible under the order-
preserving constraints [13]. How secure this level of security is still subject to
research. Searchable encryption has been proven secure against chosen plaintext
attacks.

Searchable encryption requires a linear scan over the data, i.e., an index is use-
less. It therefore has not found the same acceptance in the database community
as order-preserving encryption, although it also allows range queries [49].

Clearly, since the result of the comparison is revealed, this type of encryption
is limited to specific functions. First, the size of the ciphertexts needs to re-
main manageable. Second, certain functions may allow breaking the encryption
scheme. For example, a public-key order preserving encryption scheme would
allow binary search for arbitrary plaintexts. It cannot be secure. Therefore all
order-preserving encryption schemes are symmetric.

Due to the limitation of the functionality, order-preserving encryption has
limited applications. A secure, encrypted database is certainly a great achieve-
ment, but more complicated applications seem to be difficult to design. They
may not be securely implementable and if they are, then their construction can
be very complicated.

3.4 Zero-Knowledge Proofs

Zero-Knowledge Proofs (ZKP) have been introduced in cryptography a long time
ago [26]. They allow the proof of knowledge of some data that satisfies a certain
function. In the example of smart meter data, this function is the signatures by
the smart meters and the billing amount. The household then proofs knowledge
of consumption data that is signed and amount to the bill.
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ZKPs in the first place ensure integrity, i.e., the function has been computed
truthfully. As such their application to privacy-preserving computation is not
obvious, but ZKPs allow the outsourcing of the computation while verifying the
integrity of the computation. Therefore they allow the outsourcing the originator
of the (private) data, although it might not be trusted. At least it can ensure
the confidentiality (privacy) of the data. The ZKP ensures that it cannot cheat.

Consequently, ZKPs are applicable in settings where data is collected about a
person, such as smart metering or road-toll pricing. ZKPs are similarly limited
as homomorphic encryption when it comes to input of multiple parties. Then
secure computation is the method of choice, but ZKPs can also be implemented
non-interactively. Nevertheless due to the emergence of more and more cyber-
physical systems where sensors collect data about person ZKPs will probably
enjoy wider adoption.

The initial ZKPs were generic allowing to proof for any function in NP. Then
some special ZKPs were designed, e.g., for discrete logarithms or range proofs.
Recently, compilers translating function descriptions into ZKPs have been pre-
sented [4,5].

ZKPs are also the basis for privacy-preserving authentication. A user can proof
the possession of an attribute - such as age or driver’s license – without revealing
any private information. Furthermore, all transaction may remain unlinkable.
Therefore the future adoption of ZKPs to privacy-preserving computation seems
even more likely. We recommend to also consider the position paper [19] by
Danezis and Livshits which already outlines similar ideas on ZKPs.

4 Research Agenda

In order to foster the adoption of privacy-preserving computation for many more
applications there need to be tools. These tools need to ease the design and
development of privacy-preserving computing applications. Currently, there is a
lot of manual effort in developing a privacy-preserving application. This hinders
adoption in practice due to a lack of skills and available resources. Development
tools can significantly lower the barrier of adoption. Other characteristics such
as security (privacy) and even performance can be made to fit, if the system is
designed cleverly.

4.1 Compiler

As mentioned before there already exist some compilers for secure computa-
tion and zero-knowledge proofs. These compilers unfortunately currently still
fall short of the requirements of the developers. We will highlight some design
principles, challenges and ideas for achieving the full potential. These design
principles should be seen as visionary, ambitious objectives and even partial,
but rigorous achievement can be viewed as scientific success.
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I. Only the ideal functionality should be specified.

The principle of FairPlay shows the right direction. It is already difficult
enough for the programmer to acquire problem domain-specific knowledge in
order to design a successful application. If the programmer also has to care
about security (and complex performance aspects), he will be overburdened.
The compiler has to take care of it.

A necessary additional specification is the data origin, i.e., which party pro-
vides which input. There may be a need for some security policies, but largely
extending current access control. Privacy-preserving computation allows to en-
force policies, such as security against a service provider. There is no longer a
grant or deny decision.

In the system architecture there may also be a need to specify trust relation-
ships. Nevertheless, there should not be a restriction to or reliance on specific
trust assumptions. Instead, privacy-preserving can reduce or even remove most
of the commonly necessary trust assumptions.

II. Security should be guaranteed.

Except for the specification of policies and trust assumption security must be
guaranteed. Every successfully compiled program must be secure. The definition
of security must depend on the policy and the security model (which may also
be specified as part of the policy). Ideally, the compiler generates a proof or is
certified that the compiled program is secure. We have seen for secure compu-
tations that some domain-specific languages violate this principle for security
reasons.

There are several security models available in the cryptographic literature,
but sometimes they may fall short in capturing the system’s dependencies. For
example, it is easy to design a protocol that is secure in the semi-honest protocol,
if all inputs can be revealed by the result of the function. Therefore additional
tools analyzing the functionality for admissible information flow in the entire
system are necessary. Only, if the programmer is not capable of “shooting him-
self in the foot”, a system can be considered simple to implement and secure.
Therefore, there is a clear need for security models and tools augmenting the
available cryptographic security models.

Language annotations, such as type systems, may significantly simplify this
problem. E.g. type systems for information flow [1] allow only specifying pro-
grams that do not contain non-admissible information flows. Type systems can
encode any type of security proof, but the research challenge remains to analyze
the admissible information flows.

III. Performance optimization should be automatic.

Out of the set of admissible protocols according to the security model the
compiler should select the best performing one. This selection should be au-
tomatic, i.e., without the need of specification by the programmer. There are
several challenges and approaches to this problem.
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First, the compiler may use many of the algorithms available to the compiler
community. Algorithms like data flow or program analysis need to be augmented
for additional criterion – security. We see a number of results in this area, e.g.,
in secure computation optimization [38].

Second, there is a need for a clear performance model. The typical complexity
measure of algorithms do not fit any more, since there is this additional criterion
of security. Let n be the input length, then we also have the security parame-
ter k. Now, what is faster O(n2k) or O(nk2)? Performance models can make
decision for this and are already often used in other compilers, e.g., SQL query
optimization.

Given a comprehensive performance model, the programmer should no longer
need to specify the type of mechanism to be used. Instead, based on analysis
of the data model and the function the compiler should select the optimally
suitable one, e.g., secure computation or homomorphic encryption. Admittingly,
some methods, such as order-preserving encryption, can be hard to fit into this
model, particularly due to their unclear security model.

Based on the problem of complicated complexities the programmer may actu-
ally implement a sub-optimal algorithms, because he is not aware of all informa-
tion for the decision. Therefore the compiler should be equipped with capabilities
to rewrite programs, such that they perform better. Some rewriting techniques,
e.g., common sub-expression elimination, have been developed in compiler de-
sign. Again, these need to be augmented by a security criterion. Furthermore,
since there is no programming language established yet, we can also adapt the
design of the language.

5 Conclusions

In this paper we investigated the status and future challenges of privacy-preserving
computation.We have the security mechanisms available, but face the challenge of
implementing them. Performance has already been proven in several applications
not to be the prohibiting factor anymore and available computational resources
continue to increase.

The problem will shift to the development of the applications. Current tools
do not scale to the expected increase in privacy-preserving computation. We
outlined some exemplary application which can serve as blue prints for others
waiting to be implemented.

We then outlined the research challenges for a compiler for privacy-preserving
computation. Based on three principles relating to the three objectives of privacy-
preserving computation we described some research challenges and approaches.
The purposes of this agenda is entice discussion and interest among interdisci-
plinary stakeholders in order to foster the adoption of privacy-preserving
computation. Seeing what will be possible may lift some of the prejudices privacy-
preserving computation currently faces. Ultimately only the uptake of technology
will lead to a better protection of the citizen’s privacy.
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Abstract. The proposal for a new privacy regulation d.d. January 25th 2012 in-
troduces sanctions of up to 2% of the annual turnover of enterprises. This ele-
vates the importance of mitigation of privacy risks. This paper makes Privacy 
by Design more concrete, and positions it as the mechanism to mitigate these 
privacy risks.  

In this vision paper, we describe how design patterns may be used to make 
the principle of Privacy by Design specific for relevant application domains. 
We identify a number of privacy design patterns as examples and we argue that 
the art is in finding the right level of abstraction to describe a privacy design 
pattern: the level where the data holder, data subject and privacy risks are  
described. 

We give an extended definition of Privacy by Design and, taking Solove’s 
model for privacy invasions as structuring principle, we describe a tool and  
method to use that tool to generate trust in systems by citizens.  

Keywords: privacy, privacy design pattern, privacy-by-design, system  
engineering, trust, tooling.  

1 Introduction 

The European Commission is preparing a reform of the current European data protec-
tion directive [1]. In their proposal for a new Data Protection Regulation [2], the 
Commission stated that it will  

“… examine [...] the possibilities for the concrete implementation of the concept 
of 'privacy by design' [...] to enhance data controllers' responsibility.” [3] 

An explanation of the principle of Privacy by Design (PbD) is given in a footnote:  

"The principle of ‘Privacy by Design’ means that privacy and data protection are 
embedded throughout the entire life cycle of technologies, from the early design 
stage to their deployment, use and ultimate disposal. This principle features inter 
alia in the Commission Communication on ‘A Digital Agenda for Europe’ - 
COM(2010) 245."  

The Digital Agenda for Europe embraces the same definition of Privacy by Design 
with no further explanation or reference [4]. The trail for defining the concept stops 
there. 
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Legislation makes extensive references to “privacy by design”, but fails to specify 
what it means exactly, as has also been pointed out by Van Lieshout [5], who argues 
that a holistic approach to Privacy by Design indeed offers surplus value but that ac-
tual implementation is confronted with difficulties such as lack of economic incen-
tives, legacy systems, and lack of adoption of trust of end-users and consumers in 
PbD. 

The omission of a clear definition of PbD entails that for European citizens, policy 
makers, authorities and industry it is currently unclear what a request for PbD practi-
cally means. Still, many are confronted with such requests, not only in communica-
tions from the Commission, but also by local authorities1 and in calls for the 7th 
Framework Research Programme. PbD currently is only an apparent solution, not a 
real one. 

1.1 Privacy by Design: History of a Vague Concept 

Although the term Privacy by Design was not yet used, a joint paper by the Dutch 
Data Protection Authority and TNO FEL2 is one of the first papers that take a generic 
look at privacy from a designer’s perspective [7]. The first explicit public reference to 
the term Privacy by Design can be found in the title of a workshop held at the confer-
ence “Computers, Freedom & Privacy 2000: Workshop on Freedom and Privacy by 
design” [8]. Around the same time, the EU FP5 project PISA focussed on Privacy 
Incorporated Software Agents under the name of PbD and Privacy Enhancing Tech-
nologies [9]. In North America, PbD was cultivated mainly by Cavoukian [10]. Ca-
voukian stated that PbD is based on seven “foundational principles” [11], but recently 
other principles, such as data minimisation are also emerging [12]. The translation of 
these principles to actual designs of systems is done by example. Therefore, every-
body is free to postulate a particular design (process) as “Privacy by Design”, and we 
see companies as Microsoft and IBM doing exactly that [13, 14]. 

1.2 Roles and Responsibilities 

Cavoukian hypothesises an evolutionary approach [15] where industry and consumers 
find out together what works and what not. The advantage of this approach is that it 
leaves room for innovation whereas a purely government regulated approach would 
merely leave room to comply. However, a disadvantage of a pure evolutionary ap-
proach is the individual nature of it. If each (commercial) party can decide for itself 
what PbD means in their application domain, then citizens, consumers, local authori-
ties, end users and policy makers will have to understand the differences between how 

                                                           
1 Charter for a Democratic Use of Video Surveillance [6]: “It is important to include in these 

protocols the “Privacy by design” method, which encourages personal data protection to be 
considered at the early stages of the system design.” No further explanation of the concept is 
given. 

2 With support from the Information & Privacy Commissioner of Ontario of that time, Tom 
Wright.  
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each different party implements PbD. This asks a lot of those citizens, end users, etc., 
and is therefore at least a missed opportunity for transparency with regard to respect-
ing citizen’s rights, but also for market transparency. 

In every market domain also operational governmental organisations are active in 
the role of data holder and designer, collecting data and designing and building in-
formation systems such as police, defence, healthcare institutes, education, etc. 
Whether these parts of government also can afford to make the mistakes3 that are 
inherent to an evolutionary approach remains to be seen, because liability and respon-
sibility may weigh differently on public services than they do on commercial busi-
nesses. This is a second disadvantage of a pure evolutionary approach. 

An open question is what citizens and consumers actually need to know about PbD 
in order for the concept to be useful. Perhaps the concept of PbD has the biggest value 
between industry and government, not between industry and consumers? 

PbD emphasises the role of the designer and integrator in preventing privacy 
breaches. This does not discharge a owner from taking his responsibility, as, in EU 
laws, the owner of the system (which makes him the data controller/holder) is responsi-
ble, not the party that designed or built it. These parties are not even “known” to data 
protection laws. The designer does have an influence on the use of technology because 
technology is not neutral as has been stated in the first of Kranzberg’s truisms [16]. It 
has a function, which through its form –its design- is communicated to its users. 

Privacy certification (PC) [17] and privacy impact assessment (PIA) are in itself 
not PbD. One could argue that a system that was designed according to the principles 
of PbD should have a good PIA result, and should very quickly and easily be certified 
by a PC. 

1.3 (Behavioural) Economic Perspective 

If individual and collective privacy interests could be aligned with economic interests 
then our economic interests would also stimulate privacy. However, a study on the 
benefits of Privacy Enhancing Technologies [18] found that individual citizens in 
general do not flock to products and services that protect their privacy better. This 
should be investigated further, but this first study undermines the potential market 
mechanism. Borking theorizes [19] that the application of models for customer  
adoption [20] should be further studied to address this issue. 

If we cannot leave it to behavioural economics or a strict evolutionary approach to 
protect data subjects’ privacy, then we may need a joint approach with industry and 
government together. Already, the proposal for a (new) EU privacy regulation [2] 
includes sanctions of up to 2% of the annual turnover (in case of international enter-
prises) or 1.000.000 EUR. Whether this will actually have an impact remains to be 
seen, but it creates the first economic incentive on an organisational level to address 
privacy risks. As legislation does not specify how to mitigate those risks, that void 
could be filled by making Privacy by Design more concrete. 
                                                           
3

 Bad evolutionary changes die off because the phenotypes that carry them are being “punished” 
by their environment. Who punishes bad forms of PbD? Will this happen before or after 
people’s privacy has been breached? 
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1.4 Problem Statement 

The specific meaning in a particular application domain of the principle of 'Privacy by 
Design' is unknown. It is an open question what citizens and consumers actually need 
to know about PbD in order for the concept to “work”.  

This means that currently PbD as a concept is not usable to communicate trust (or a 
lack of trust) in particular systems to European citizens and end users. This is a prob-
lem for policy-makers, end users, system integrators, system designers, researchers 
and, last but not least, for citizens themselves, because it keeps alive a sense of 
opaqueness and general distrust with regard to information systems4. 

There are no collective resources available, other than by example and/or by indus-
try, as to what Privacy by Design actually means in a particular application domain. 
Nor is it known what relevant best practices are, what their consequences are, or 
which methodologies and tools are available. Innovation in protecting privacy is also 
hampered, because it is unclear to policy makers, citizens and purchasers how  
to compare innovations (Privacy Enhancing Technologies, PET) on their ability to  
mitigate privacy risks. 

This leaves some questions, which we will attempt to address from a European 
perspective: 

- How can PbD be made a useful concept? This also leads to the next question: 
- Do we let each designing party (industry and technical parts of governments) 

decide per casus or product line what PbD means, or is there a need for some 
government involvement, for example to guard some definitions and to help  
define PbD per application domain? 

This paper describes a vision for the second approach of the second question: how 
the general concept of privacy by design can be translated to specific application  
domains in a way that is transparent and practical. In this effort, progress is the goal, 
not perfection. The steps that are needed are 

(1) Common understanding of the key concepts involved; 
(2) Clear, workable definition of privacy by design; 
(3) Set of tools and / or methods to give substance to privacy by design. 

This vision paper follows this structure. The intended audience is quite broad: pol-
icy makers, system designers, legal and sociological scientists. This implies that we 
cannot go too deep into each topic, and that each type of audience may feel that too 
many basics have been included. This approach is however necessary to obtain  
common understanding through this medium. 

2 Common Understanding of Key Concepts 

The presence of common understanding in the key concepts is a requirement to build 
trust upon: privacy, trust, design and the life cycle of a system. 
                                                           
4 We have accepted the risks that come with the heavy use of IT systems. That is not the same 

as trusting them. 
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2.1 Privacy 

From the point of view of a designer, a sort of checklist to verify whether his system 
potentially violates the privacy of data subjects is desirable. However, privacy is a 
broad, abstract, and subjective concept and its meaning depends on context scope, and 
culture. As such, it is hard to define. These are some examples in recent literature and 
reference works [21, 22, 23, 24, 25], one of which we repeat here: privacy is the abili-
ty to control and limit physical, social, psychological and informational access to the 
self or one’s group [26]. However, from these definitions we learn that privacy is 
considered a right, a freedom, a capacity, a claim and an ability. Apparently it is a 
concept that is hard to capture in a single complete definition. Langheinrich gives  
a short history of the concept [27], and illustrates the origination of five specific  
categories of privacy that together appear to encapsulate all previous definitions: 

• Privacy of personal behaviour (media privacy); 
• Privacy of territory (territorial privacy); 
• Privacy of the person (bodily privacy); 
• Privacy of personal communications (interception privacy), and 
• Privacy of personal data (data or information privacy). 

2.2 Privacy Invading Activities 

From a (US) law perspective, Solove [28] describes a taxonomy of invasions of pri-
vacy, with a collection of activities that potentially interfere with one’s privacy, 
grouped into four categories. To do this, he illustrates the concept of privacy with a 
very basic system design, see Fig. 1. Solove mentions the data subject and the data 
holder, and describes all encountered kinds of privacy invasions in those terms.  

 

Fig. 1. - 16 potential privacy invasions (Solove, 2006) 

There may be other models that are more extensive, specific or appropriate for the 
EU perspective. The expression of this model in information flows between entities 
and the completeness makes it accessible from the point of view of a designer.  
A model that separates all possible concerns involved helps as a checklist, which 
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makes it very practical and readily useful in a design process. The explicit mapping 
on the data subject and data holder of the potential privacy invasions can easily be 
used to map those invasions also into other views in system design such as behaviour-
al (use case diagrams, sequence diagrams) and structural (composition, deployment) 
as can be done with UML [29]. 

The five categories that Langheinrich described can be mapped onto Solove’s  
system design according to Table 1.  

Table 1. -Mapping of Langhenrich’s categories on Solove’s privacy invasions 

Solove Langheinrich 
Information collection: sur-
veillance 

Privacy of personal behaviour (media privacy); 
Privacy of personal communications (interception 
privacy) 

Invasions: intrusion Privacy of territory (territorial privacy); 
Privacy of the person (bodily privacy) 

Information collection, Infor-
mation processing and Infor-
mation dissemination 

Privacy of personal data 

 
This short mental exercise suggests that a formal and complete definition for  

privacy may be possible. 

2.3 Trust 

The impact of applying privacy by design to an engineering process, should be a 
minimum “amount” of trust from data subjects in the new system with regard to the 
protection of their privacy. As Solove’s model clearly illustrates, information flows 
one way: from the data subject to the data holder. Information is power, so there is 
fundamentally an imbalance of power in the relation between the data subject and the 
data holder which erodes trust. The process of privacy by design should be such that 
the interaction between all these parties leads to trust on all six points described below 
for the relation between data subject and data holder. This situation is complicated 
because in the design of systems there are more parties involved than just the data 
subject and the data holder: the user, designer, installer, maintainer, etc. The relation 
between the data subject and the data holder is the primary relation where trust should 
flow, but this depends on the (perceived) trust between the designer and data holder. 

Trust may have even more definitions than privacy [30]. Just like in the virtual 
communities of Ridings et al [32], the data subjects, data holders and system design-
ers involved in the design and use of systems generally do not converse directly with 
each other, so trust is at the generalized, collective level. Ridings et al asserts that 
trust consists of three factors: ability, benevolence and integrity. Ability is skills or 
competencies that enable an individual to have influence in a certain area. Benevo-
lence is the expectation that others (i.e. trusted parties) will have a positive orientation 
or a desire to do good to the trustee. Integrity is the expectation that another will act in 
accordance with socially accepted standards of honesty or a set of principles that the 
trustor accepts, such as not telling a lie and providing reasonably verified information. 
In the context of PbD, these could be explained as described in Table 2. 
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Table 2. - Three factors of trust in the relations between data subject, data holder and designer 

 Ability Benevolence Integrity 
Data-subjectdata 
holder 

The data holder 
has the skills to 
protect my priva-
cy. 

The data holder is 
concerned about 
my privacy. 

The data holder 
acts in accor-
dance to the writ-
ten and unwritten 
rules w.r.t.  
my privacy. 

Data-
holderdesigner 

The designer has 
the skills to de-
sign a system 
according to our 
needs. 

The designer is 
concerned about 
the privacy impact 
of his design. 

The designer acts 
in accordance to 
the design rules 
and best practic-
es in this domain. 

 
Ridings et al describe objective and measurable criteria to assess these different 

factors of trust in a particular community [32]. Let’s focus on benevolence of the 
designer w.r.t. the privacy impact of his design. One criterion of trust might be “who 
initiates the discussion of potential privacy risks of a particular future technology?” 
Another criterion might be “in which phase of the design are privacy concerns taken 
into account?” In the public discussion around the use of UAV’s for domestic surveil-
lance, a privacy advocate might ask “if even such an invasive tool can be made ‘pri-
vacy by design’ after it has been designed in the first place, what then, is the value of 
PbD?” This is a clear sign of a lack of trust of the part of the privacy advocate in the 
designers of such systems. System designers and (future) data holders can address this 
issue by pro-actively communicating their worries about particular technologies, as 
head of Google Eric Schmidt recently did about drones [31]. 

2.4 The Law 

Underlying these factors of trust, there is the legal basis, the way that a society has 
agreed upon to interact with each other. In Europe, the ECHR, Art.8 [32] addresses 
privacy. The data protection directive of 1995 is about personal data protection, which 
is a subset of privacy (e.g. excluding Solove’s invasions). A directive must be inte-
grated in the national legislative body of all EU Member States. Hence, organisations 
operating on the European markets face a diverse set of implementations of the Euro-
pean Data Protection Directive [34]. This has some disadvantages. It makes it more 
difficult for citizens and consumers to understand how their privacy is protected in 
other member states. It requires more investments by industry to tailor products and 
services for each member state, and multinational corporations are forced to incorporate 
multiple, perhaps conflicting, privacy policies within one organisation. Addressing these 
issues, the new Data Protection Regulation becomes immediately enforceable as law in 
all member states simultaneously without the necessity to be transposed into national 
law. This ends the numerous interpretations of the Directive in the member states. 
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In the domain of security, there will probably still be a Directive [35], not a Regu-
lation. So in that domain, the EU KP7 SMART project [36] investigates some form of 
template structure for laws that deal with privacy-by-design. This might be helpful in 
keeping and building recognisability from the point of view of citizens, and therefore 
trust. 

2.5 Design 

Of the four definitions that the dictionary holds for “design”, three are relevant for the 
notion of PbD5. The first is design as noun, i.e. a plan or blueprint. The second is 
design as a verb, i.e. creating the plan or blueprint and refers to the early phases of the 
life cycle of a system. The third is also design as a verb, but with the meaning to in-
tend. [37] All three definitions are relevant because an intentional design process is 
necessary to keep and earn trust in the resulting blueprint and its application. 

When the design process becomes complex or large in some aspect, it is often 
called systems engineering. This introduces the concept of the system. According to 
the International Council on Systems Engineering (INCOSE), 

"a system is a construct or collection of different elements that together pro-
duce results not obtainable by the elements alone. The elements, or parts, 
can include people, hardware, software, facilities, policies, and documents; 
that is, all things required to produce systems-level results. The results in-
clude system level qualities, properties, characteristics, functions, behaviour 
and performance. The value added by the system as a whole, beyond that 
contributed independently by the parts, is primarily created by the relation-
ship among the parts; that is, how they are interconnected." [38] 

The notion of a system also sets boundaries around it – its scope. This implies that 
PbD is limited to the boundaries of a system, and that these boundaries of the system 
should be described in order to be able to understand what the scope of PbD is in that 
particular instance. This hints that if a particular subsystem is designed according to 
the principles of PbD, whichever they may be, this subsystem can still be violating 
privacy laws when it is part of a broader system or connected to other systems6. The 
consequence is that a system that is designed according to the principles of PbD can 
still violate privacy laws when used improperly. Not only do we need to describe the 
limits of the system, we also need to describe and regulate its use. 

2.6 Privacy and Process Models to Describe the Life Cycle of Systems 

A process model for the life cycle of systems is a useful simplification of the inherently 
stochastic and sometimes unpredictable life cycle phases of a system. Such models 
range in detail, scope, track record and in flexibility, among other aspects.  
A good model for a design process covers all relevant phases of a system’s life cycle, 

                                                           
5 The fourth definition is a pattern used to decorate something. This could be useful for reducing 

the sense of invasiveness of a design [50]. 
6 E.g., the apps on mobile phones and on social network sites can drastically alter the privacy 

impact of those systems. 
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and lets the designer and owner keep track of result, time and costs, in relation to re-
quirements and constraints, even, or especially, in adverse circumstances, during those 
phases. A process model also serves as a template in the sense that it helps to methodol-
ogically follow each prescribed step. This enhances traceability, accountability and 
transparency in the design process. From the point of view of accountability, it is good 
practice to choose and apply a specific design process: you can verify whether the nec-
essary steps have been taken, whether the transitions between the steps have been done 
under the right circumstances, and you can predict the next steps. The output of a phase 
is the start point for the next phase. So, if privacy requirements have been set at the 
beginning, then later in the process there should be a design where these privacy re-
quirements have been taken into account. However, an actual design process is never 
flawless, so there may be mistakes in the resulting design. 

There are many models for system life cycles, most of them originating in system 
engineering processes. Depending on the nature of a particular design challenge, a 
specific process-model is selected. For example, the Waterfall model is a simple and 
widely taught process model for designing systems. It consists of the phases Specifi-
cation, Implementation, Integration, Test and Maintenance. However, the definition 
for PbD from the Commission itself references other phases in the life cycle of sys-
tems: the deployment, the use and the disposal phases. This disqualifies the Waterfall 
model for PbD because it does not acknowledge the importance of how the system is 
actually used, or of data disposal at the end of the life cycle of a system. Another issue 
with the Waterfall model is that it assumes that all stakeholders know what the prob-
lem is and on top of that, wastes no time deliberating different solution directions. 
The first phase of the Waterfall model is directly the requirements phase. The motiva-
tion for a particular solution direction stays implicit, and the Waterfall model is there-
fore not transparent. This is a risk for keeping and gaining trust. Another issue is that 
of repurposing a system. In a sense, scope creep is recycling, which can be beneficial 
from environmental and economic perspective. From the point of view of trust and 
transparency, we need methodological approaches to changing purposes of existing 
systems. The Waterfall model also lacks these. 

There are other methods such as SIMILAR [39] and TOGAF [40] that do not ig-
nore these phases of the life cycle of existing systems. The S of SIMILAR stands for 
State the Problem, and both SIMILAR and TOGAF have a cyclical structure, which 
addresses repurposing of systems. It goes too far to specify a particular design process 
model for PbD, but it is important to be clear about the process that is being followed, 
and to have a process that addresses the full life cycle of a system. A process model 
however, is an empty shell without the design patterns to apply it to. 

2.7 Privacy and Design Patterns 

With regard to PbD, the concept of design patterns is quite elegant. It does not men-
tion implementation details, while at the same time describing the relevant aspects: 
problem, solution and consequences. A further, quite interesting property, is that it is 
for design patterns not necessary for an implementation to exist. This makes it  
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possible to also describe and register future technologies as design patterns. A design 
pattern can be considered good, or even best practice if it is agreed to have a particu-
larly good track record. 

Design patterns were first introduced in the domain of building architecture [41], 
but they became known to the information processing communities when they were 
introduced in IT and Object Oriented software design [42]. A design pattern is an 
abstraction of a design, in the sense that it is not concerned with implementation de-
tails. However, from the point of view of system design, design patterns exist at dif-
ferent levels of abstraction of the system. This can be illustrated with four abstractions 
of the same part of a house of which one function is to deliver privacy: an outer wall. 
A well placed wall can shield the data subject from (the feeling of) invasion, and can 
also actually prohibit information collection, as visualised in Fig. 2. 

• A wall is a solid structure that 
separates outside from inside, on 
one floor-level; (physical view) 

• A wall can be built with masonry; 
(design view) 

• A wall can be used to shield 
against information collection; 
(use view)  

• The strongest variety of this 
brickwork pattern to resist winds 
blowing straight into the wall, is 
Flemish Bond with headers every 
5th row. (performance view) 

 
Fig. 2. A wall shields the data subject against 
invasions and information collection 

As shown in this example, a design pattern can be described in different system as-
pects: the physical layout, the use case, the functional (as in information flow) design 
and all other system aspects or system views. Whether they are documented and  
intended as such is not relevant. 

An example of a privacy design pattern that is about information processing is il-
lustrated in Fig. 3. In this functional decomposition (not a process flow!) we point out 
that information and information processing that works at levels 0 (signal) and 1 (en-
tity), by definition could contain personal data, while other layers should not, because 
they are by definition not concerned with individuals. Processing at level 2 (situation) 
determines “what” is happening. And finally, only processing at level 3 could make 
the decisions with regard to proportionality7, because that is where the (potential) 
impact of the situation, and therefore also of (not) doing something is taken into  
account. 

                                                           
7 Note that this design pattern does not say anything about whether processing is being done by 

an automated, or a human agent.  
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JDL Level Example 
Est Impact Not secure 
Impact assess-
ment 

Impact assess-
ment 

Est Situation Known robber 
present 

Situation assess-
ment 

Blacklisting 

Est Entities Faces, identity 
Entity assess-
ment 

Face recogni-
tion 

Est Signals Images 
Signal assess-
ment 

Video camera 

 

 

Fig. 3. -Data abstraction layers [43]- personal data resides at levels 0 (signal) and 1 (entity). 
The proportionality equation is done at level 3: impact assessment. 

The level of abstraction of a design pattern determines whether a design pattern is 
relevant for privacy. This level of abstraction should be the same as the elements that 
are relevant for privacy: the data subject, the data holder and the privacy risks to be 
mitigated. In the example of the outer wall, the design view (how to build it) is not 
relevant from the point of view of privacy. The physical view as described is still 
incomplete because it still allows transparent walls, which would feel invasive and 
allow surveillance. So, to make the design pattern a privacy design pattern, it would 
have be changed as follows: the “privacy-wall” is a solid opaque structure that sepa-
rates the data subject from a data holder, specifically in terms of information collec-
tion. How this particular type of wall implements the shielding against information 
collection, is not mentioned. A different design pattern could be envisioned that puts 
the wall around the data subject and the data holder instead, thereby allowing data 
collection, but preventing information dissemination. 

3 Extended Definition of Privacy by Design 

Based on the discussion of related concepts above, we propose the following extended 
definition of PbD: 

The principle of ‘Privacy by Design’ envisions that privacy and data protective 
measures are operative throughout the entire life cycle of technologies: from 
the early design stage to their deployment, use and ultimate disposal. This is 
done by applying a design process that covers all life cycle stages and by ap-
plying privacy and data protection design patterns which are well understood 
and are the known best-practice for the particular purpose they are used for, 
and domain they are used in. The resulting design documents and systems 
should limit all the privacy invading activities to the minimum according to the 
foundational principles of privacy by design. 
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A system designed according to this approach would score good on a PIA, and 
would be very easy to certify on any privacy norms. This definition links the defini-
tion as used in EU legislation with the foundational principles of PbD. It makes ex-
plicit what is expected from designers, and how traceability is organised through  
design methods. 

3.1 Privacy Design Patterns 

This definition requires agreement in a domain on what the respective best practices 
are for design patterns. Most design patterns that have been published so far are appli-
cable in the domain of software engineering, and many security design patterns have 
also been published. Examples of a few very specific privacy design patterns can be 
found in [44]. A large collection –and structuring- of ICT Security design patterns is 
described in [45]. This paragraph introduces a more generic set of Privacy Design 
patterns that may be the start of a more complete set: 

- privacy requirements patterns; 
- anonimization and pseudonymization; 
- hiding of personal data; 
- data minimization; 
- transparence, auditing and accounting patterns; 
- informed consent. 

Since for every engineering effort the system requirements are the starting point, 
we argue that privacy requirements should form an integral part of such system re-
quirements. And since the expression of user needs in requirements in itself can be 
seen as a pattern, we propose the following first set of patterns that help describe the 
privacy requirements and select the appropriate set of controls that ensure (or make it 
likely) that the privacy requirements are met: privacy needs identification, vulnerability 
assessment, privacy threat assessment, private information valuation, determination of 
privacy risks and selection of privacy controls. The first five of these six patterns would 
combine to a Privacy Impact Assessment (PIA). 

We continue with the description of a second set of privacy design patterns related 
to Anonimization and Pseudonymization. These are important and often recurring 
patterns in the privacy domain: they relate to the removal of the identity of the data 
subject in the data, or the replacement of the data subject’s identity by an anonymous 
identifier: the pseudonym. These patterns can be recognized in many cases, e.g. the 
use of a pseudonym by a user of an internet forum, or the anonymization of data as is 
done in e.g. the voting process which is by law required to be completely anonymous. 
Patterns in this category are: aggregation, k-anonymity, pseudonymous email, revoca-
ble privacy [47], blur (part of) image [48, 49] and decrease time resolution. A third 
set of privacy design patterns can be found around the hiding of personal data, such 
as different types of encryption, batched routing and morphed representation. The 
fourth set of design patterns we propose, revolve around data minimization. The idea 
here is to limit risks for disclosure of PII by limiting either the contents or the size of 
the data collection. The fifth set of design patterns has to do with methods that im-
prove transparence and show – or even better: prove – to the data subject or to parties 
acting on his behalf, that due care has been taken: logging, publication, peer review 
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and right of inspection by data subject. The last set of privacy design patterns we 
discuss here, is a set of patterns around informed consent. These describe patterns that 
may be used to inform the data subject, and to get his or her consent for the particular 
purpose and method of private data processing and/or storage: opt-in and opt-out, 
notification sign and privacy statement. 

3.2 Use Cases 

In the article “Engineering Privacy by Design” [12] Gürses et al also identify the 
problem of vagueness of the definition of Privacy by Design, and they posit data mi-
nimization as a “foundational first step to engineer systems in line with the principles 
of privacy by design”. From this perspective two case studies are described that show 
how privacy preserving techniques may be applied to design privacy friendly systems 
for two applications: (1) an e-petition system, where the identity of the data subject 
needs to be concealed but the transaction content needs to be disclosed, and (2) an 
electronic toll pricing (ETP) system where the identity is disclosed but the transaction 
data (being data subject locations) remain concealed. 

Looking at these use cases, we can easily discern which of the privacy design pat-
terns described above, have been applied here. For both of the use cases, we recognize 
the following design patterns: identification of privacy needs, privacy threat assess-
ment, private information valuation, vulnerability assessment, and determination of 
privacy risks. These design patterns emerge in the analysis the authors have done in 
order to derive the privacy requirements. 

For the first use case, that of the privacy-friendly e-petition system, we recognize 
the use of encryption in order to provide anonymity. Furthermore, claims are used 
(“verified credentials”) instead of ordinary names or identifiers. The publication pat-
terns is used to improve transparence. And finally, the authors employ Layered  
Encryption (via the use of the TOR network) in order to achieve anonymous  
communication. 

The second use case, that of the privacy-friendly electronic toll pricing system, na-
turally uses a different set of design patterns because it has different privacy goals. In 
this use case, we see: subsidiarity (by choosing to not store all of the location data in 
one single database, but rather to leave it in the on-board units) and cryptography, 
through the cryptographic commitments. 

We argue that, in addition to these design patterns, a more clear choice of the de-
sign methodology, and of the application of the other seven foundational principles of 
PbD would benefit the privacy of data subjects in these use cases. For example, the 
end-of-life phase is also ignored by Gürses et al. 

3.3 Supporting Tool and Methods 

In the areas of software engineering and of security, rich collections of design patterns 
already exist. Large online communities contribute to the descriptions of existing and 
new design patterns. Such communities also arise for privacy design patterns [46]. 
Published and reviewed collections of design patterns may help a system designer  
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determine which privacy design patterns (PDP) are best practice, and it may help data 
subjects to recognize the signs of good implementations of such design patterns. A 
good knowledge base contains a body of reference of PDP’s and facilitates searching 
from different entries: 

- privacy invading activities and their associated risks which are to be mitigated by 
a PDP, along the categories of Solove and Langheinrich, or those introduced by 
Van Lieshout [5], or by Cvrček and Matyás [51]; 

- real world instances (implementations) of the design pattern. This information 
would typically come from a Privacy Impact Assessment. Citizens and designers 
can inspect those implementations; 

- consequences of applying the PDP. Citizens can recognize those consequences; 
- types of systems that would benefit from applying PDP’s, e.g. road pricing  

system, surveillance system, hospital information management system; 
- manual’s, documentation, publications and intellectual property that helps build-

ing the PDP’s, while staying technology-, and therefore vendor-neutral; 
- maturity of PDP’s. It may have an indication of the Technology Readiness Level. 

Designers and procurers can choose the amount of risk they want to take with  
regard to new PDP’s. 

The tool could be implemented in the form of a website with a database behind it. 
This tool and methods will increase trust because it directly influences the six factors 
influencing trust that were introduced earlier: 

- the benevolence of the data holder and the system designer is illustrated by how 
well they maintain their respective systems in the knowledge base; 

- the ability of the data holder and the system designer is illustrated by their choice 
for a suitable design process and design choices w.r.t. PDP’s; 

- the integrity of the data holder and the system designer is illustrated by their par-
ticipation in the knowledge base, and by following the best practices and design 
methodologies that are recommended for their respective domains. 

4 Conclusions 

Legislation makes extensive references to “privacy by design”, but does not specify 
what it exactly means. This omission of a clear definition of PbD in the European 
landscape entails that from the point of view of European citizens, policy makers, 
local authorities and industry there is currently an unclear situation with regard to 
what the implications of a request for PbD actually entails. For example, it should be 
investigated whether the value of PbD can be improved by including the roles of  
designer or builder of a system in Data Protection Laws.  

It would be elegant if individual and collective privacy interests could be aligned 
with economic interests. However, citizens currently do not flock to products and 
services that better protect their privacy, so there is no market mechanism favouring 
privacy protecting design. If we cannot leave it to economics to protect data subject’s 
privacy, then we may need a more regulated approach. Already, the proposal for a 
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(new) privacy regulation creates a clear economic motivation, at least for enterprises, 
to address privacy risks. Privacy by Design could be the label of the method that de-
scribes how to mitigate such risks. At the same time, technology advances, the con-
text changes and our knowledge improves. So, in addition to regulation, designing 
privacy by design should be an on-going, transparent dialogue between representa-
tives of data subjects, data holders and system designers.  

In order to facilitate this dialogue, some terminology must be defined more clear. 
The five categories of privacy that we encountered in literature can be mapped on 
Solove’s system design which suggests that Solove’s taxonomy is inclusive enough. 
This helps build trust in any methodologies and tools that are based on such a  
taxonomy. 

Applying a design process model enhances traceability, accountability and trans-
parency in the design process. An essential element of PbD should be, that the privacy 
requirements must be clearly and early stated as part of the functional requirements. 
Apart from serving as guide in the implementation /construction process, they also 
give guidance when testing the resulting system for compliance. The design process 
model should further cover the entire life cycle from problem statement to system 
disposal, including also the use-phase: a system that is designed in line with the prin-
ciples of PbD can still violate privacy laws when used improperly. 

In addition to common understanding of key concepts and the application of the 
right process model, we propose a more coherent approach to privacy design patterns 
(PDP). PDP’s describe technology on an abstract level, and as such can also describe 
both existing, and not-yet-existing technology that enhances privacy of the data sub-
ject. We suggest that, when describing a privacy design pattern, the privacy invading 
activities (of Solove) that have to be mitigated are also mentioned, in other words: 
which privacy problem is solved. The community of PbD-designers could be  
supported with a knowledge base of such patterns. 

There may be more foundational principles than the seven of Cavoukian, e.g. data 
minimisation could be another. An extended definition of PbD has been given that 
links the definition as used in EU legislation with the foundational principles of PbD. 
It makes explicit what is, in a certain domain, expected from designers, and how 
traceability is organised through design methods. This approach can be applied to all 
domains, as long as the PDP’s are considered best practice in the respective domains. 
This implies that intrinsically intrusive domains such as surveillance can also benefit 
from a PbD-approach. 

A tool and a set of use cases for that tool are envisioned to approach PbD with the 
help of privacy design patterns and design process models. Different types of stake-
holders can address their interests with the tool in different design phases. It can be 
used by designers, citizens, DPAs and policy- and decision makers, among others. 
This tool would expand the level of transparency from what data is being collected, to 
how are we protecting your privacy? 

The new privacy regulation introduces sanctions up to 2% of the annual turnover 
of enterprises. This elevates the importance of mitigation of privacy risks. This vision 
paper positions Privacy by Design as the mechanism to mitigate these privacy risks, 
and gives practical guidelines to design Privacy by Design. 
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Abstract. This work proposes a pragmatic approach towards refining
as well as complementing Ann Cavoukian’s seven principles of Privacy by
Design. In an analysis of the principles’ definitions, practical handicaps
as well as essential complementary claims are pointed out. Based on
these insights the authors come up with a more consistent and pragmatic
definition of Privacy by Design governed by seven requirements.

A practical application of this new definition of Privacy by Design is
demonstrated by means of an example scenario in the context of video
surveillance. It is shown that by applying the principles of the new def-
inition to the redesign process of a conventional surveillance system, a
significantly more privacy-aware intelligent surveillance system can be
be obtained.

1 Introduction

Ann Cavoukian’s seven principles of Privacy by Design (PbD) are as well rec-
ognized as appreciated in the privacy community. Nevertheless, according to
their rather abstract nature, these principles are often hard to apply to practical
problems. Incorporating their practical experiences, the authors come up with
an in some aspects slightly more relaxed, but in total more comprehensive and
practically applicable refinement of PbD.

This work is organized as follows. Section 2 discusses Ann Cavoukian’s prin-
ciples of PbD. Section 3 summarizes related work on privacy paradigms. The
authors come up with a new definition of the seven principles of PbD in Sect. 4.
In Sect. 5 the new principles are applied to video surveillance, before concluding
in Sect. 6.

2 Discussion of Privacy by Design Principles

In the following paragraphs, this work analyzes the seven principles of PbD by
Ann Cavoukian [1] with regard to consistency and practical applicability.

B. Preneel and D. Ikonomou (Eds.): APF 2012, LNCS 8319, pp. 73–85, 2014.
c© Springer-Verlag Berlin Heidelberg 2014



74 C. Bier et al.

2.1 Proactive Not Reactive – Preventive Not Remedial

The first principle of PbD describes the process character of designing privacy-
preserving systems, aiming at proactively eliminating privacy risks.

“The Privacy by Design approach is characterized by proactive rather
than reactive measures. It anticipates and prevents privacy invasive events
before they happen. PbD does not wait for privacy risks to materialize,
nor does it offer remedies for resolving privacy infractions once they have
occurred – it aims to prevent them from occurring. In short, Privacy by
Design comes before-the-fact, not after.”

The authors completely agree to the basic rationale behind this definition, i.e.,
dealing with threats to privacy at the earliest possible stage of a design process.
However, technical progress often introduces new threats to formerly secure and
privacy-preserving systems, i.e., by highly creative inventions that could not have
been anticipated at the time the system was designed. Advances in cryptanal-
ysis can significantly weaken a previous state-of-the-art encryption algorithm.
Therefore, even though the principle is consistent, the authors claim that it is
not sufficient.

Due to the process nature of this principle, it is notoriously difficult to measure
to which extent it is fulfilled by a given system design. Therefore, only direct
comparison is possible but unsatisfying. Given two functionally similar system
designs, a qualitative head-to-head comparison can be carried out. However, only
if two designs provide exactly the same functionality and system design A uses a
real subset of personal information of the competing system design B, the result
will be instructive.

The proactive approach is easy to understand but hard to apply. Although
a privacy impact assessment (PIA) is a powerful method to identify potential
privacy risks, expert know-how is needed to resolve the problems.

2.2 Privacy as the Default Setting

“We can all be certain of one thing – the default rules! Privacy by Design
seeks to deliver the maximum degree of privacy by ensuring that personal
data are automatically protected in any given IT system or business
practice. If an individual does nothing, their privacy still remains intact.
No action is required on the part of the individual to protect their privacy
– it is built into the system, by default.”

Ann Cavoukian describes Privacy as the Default Setting as a property of a system
or process, which ensures maximum privacy as long as not requested otherwise by
the individual. Non-mandatory system functionality that is in need of additional
collecting or additional processing of personal data must be disabled by default.

From the authors’ point of view the above definition is not satisfying regarding
its consistency.
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Users of real world systems are not likely to sustainably restrict themselves
to a stripped-down default operational mode of a given system. Therefore PbD-
compliant systems have to be designed in a way that privacy is not “knocked
out” as soon as a user invokes a non-mandatory system function.

It needs to be stressed that the system must fulfill this requirement inde-
pendent of a user’s informed consent. Consequently, a PbD-compliant system
must not provide inappropriately privacy-invasive functionality in any opera-
tional mode. In other words, each subsystem or functionality must be designed
according to the principles of PbD, regardless of whether or not it is available
in the default operational mode of the overall system.

In terms of measurability, operational modes of systems of comparable func-
tionality can be qualitatively compared to each other. However, approaches
on evaluating real world systems against abstract system models seems more
promising, yet to this day is a topic of basic research.

Finally, the principle of privacy as the default setting can be operationalized
by means of incorporating requirements such as enforcement mechanisms for
purpose binding of collection and processing of personal data as well as the
regular storage time of collected personal data at an early stage.

2.3 Privacy Embedded into Design

“Privacy by Design is embedded into the design and architecture of IT
systems and business practices. It is not bolted on as an add-on, after
the fact. The result is that privacy becomes an essential component of
the core functionality being delivered. Privacy is integral to the system,
without diminishing functionality.”

With the principle of Privacy Embedded into Design Ann Cavoukian postulates
that privacy aspects and functional aspects should be addressed with equal pri-
ority when designing a new system or process from scratch. Moreover, Cavoukian
claims that privacy measures must not be integrated on the cost of functionality.

The authors question the consistency of this definition as it is not satisfiable
in any case. The idea of a system or of any innovation is usually born out of some
kind of demand, be it missing functionality or poor usability of an existing system
or process, or be it the general need of a method or technology that facilitates
some recurring task. Due to the nature of innovation, functional requirements
usually evolve prior to privacy aspects being considered at all. Thus, privacy can
be integral to a system, but not necessarily without diminishing its functionality.

The extent to which the principle of privacy embedded into design is fulfilled
by a given design can be evaluated qualitatively by means of carrying out a PIA.
However, according to the process character of this principle, formal metrics for
quantitative analysis are not conceivable.

Eventually, the principle of privacy embedded into design can be operational-
ized by integrating PIAs into each stage of the design and development process.
The outcome of a PIA is always fed back into a further iteration or the next
stage of the process.
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2.4 Full Functionality – Positive-Sum, Not Zero-Sum

The fourth principle addresses the compatibility of privacy and functionality.

“Privacy by Design seeks to accommodate all legitimate interests and
objectives in a positive-sum ‘win-win’ manner, not through a dated, zero-
sum approach, where unnecessary trade-offs are made. Privacy by Design
avoids the pretence of false dichotomies, such as privacy vs. security,
demonstrating that it is possible, and far more desirable, to have both.”

Figure 1 illustrates the three different concepts in game theory needed for un-
derstanding Cavoukian’s definitions as well as the revised version in Sect. 4.
Depending on a starting point (dots in Fig. 1), functionality F and privacy P
can evolve. Changes are denoted with ΔP and ΔF respectively.

– zero-sum: A concept in the field of game theory in which the sum of the
outcomes is equal to zero (see Fig. 1a), i.e., a positive ΔP results in a negative
ΔF with the same quantity and vice versa.

– positive-sum: A concept in the field of game theory in which the sum of the
outcomes is greater zero (see Fig. 1b), i.e., either ΔP or ΔF can be negative,
but the sum is positive.

– win-win: A special case of a positive-sum game where it is necessary that
every participant has an outcome greater zero, i.e., privacy and functionality
increases (see Fig. 1c).

In other words, fulfilling this principle of PbD requires that a given system’s
functionality must only be extended if at the same time the systems privacy-
awareness is improved. This requirement inhibits any kind of pragmatic trade-
offs, i.e. neither tolerating a minor cut of functionality for significantly improved
privacy nor sacrificing a bit of privacy for undoubtedly beneficial functionality
is possible.

The principle is also inconsistent from a theoretical point of view. Starting
with a situation of full privacy and zero functionality, adding functionality that
requires personal information necessarily reduces privacy. Generally speaking,
there have to be trade-offs between functionality and privacy in some cases.

In order to assess whether a new design results in a win-win, positive-sum or
zero-sum situation, the degrees of privacy and functionality have to be measured.
For this, privacy as well as functionality requirements have to be prioritized and
weighed against each other. After determining to which fraction the requirements
are actually fulfilled by a given design, the weighted sums over the fractions
of privacy and functionality fulfillment can be calculated. From an operational
point of view, however, weighting of requirements is a controversial issue and
developing a method for objectively resolving conflicting requirements is an open
research question.

2.5 End-to-End Security – Full Lifecycle Protection

“Privacy by Design, having been embedded into the system prior to the
first element of information being collected, extends securely throughout
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Functionality F 

Privacy P 

P + F = 0 

(a) Zero-Sum

Functionality F 

Privacy P 

P + F > 0 

(b) Positive-Sum

Functionality F 

Privacy P 

P, F > 0 

 

 

(c) Win-Win

Fig. 1. Comparing zero-sum, positive-sum and win-win

the entire lifecycle of the data involved – strong security measures are
essential to privacy, from start to finish. This ensures that all data are
securely retained, and then securely destroyed at the end of the process,
in a timely fashion. Thus, Privacy by Design ensures cradle to grave,
secure lifecycle management of information, end-to-end.”

Adequate security mechanisms are essential to protect personal information and
have to be incorporated into the design process from the beginning. As this
also applies for privacy, both privacy and security measures have to go hand in
hand during the whole lifecycle. Only then, consistency can be maintained and
over-regulation can be avoided.

Formal models exist to prove the security of low-level building blocks. How-
ever, measuring the security of complex system is a challenging task. Using wrong
attacker models or using faulty implementations of protocols can put personal
information at risk, even when the system seems to be secure.

Standards for certification, e.g., Common Criteria, can be used to specify
security requirements, verify their fulfillment and thus make security operational.

Security has to be considered as a process, thus technical specification is
not sufficient. People’s security awareness must be brought forward; roles and
responsibilities must be defined and deployed.

2.6 Visibility and Transparency – Keep It Open

Knowing what is going on with one’s personal data is a fundamental precondition
for using one’s legal right to informational self-determination. From a user’s
perspective, without transparency any other privacy measures do not take effect.

“Privacy by Design seeks to assure all stakeholders that whatever the
business practice or technology involved, it is in fact, operating according
to the stated promises and objectives, subject to independent verifica-
tion. Its component parts and operations remain visible and transparent,
to both users and providers alike. Remember, trust but verify!”
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Transparency can be achieved via audits, notifications and information. A ba-
sic requirement for trust and verification is the definition of consistent privacy
compliance rules. A precondition for verifiable information is the integrity of the
information chain. However, when considering transparency isolated from other
privacy requirements, one neglects that privacy requirements are not without
mutual conflicts, e.g., transparency has to be weighed against unlinkability.

How to measure transparency depends on the considered aspect, e.g., a trans-
parency mechanism for a data storage can be judged by comparing a user’s ability
to find out where personal data is located prior to and after implementation.

Only a broad management approach allows to align transparency with the
other data protection targets. Audits can support organizational measures like
appointing a data protection officer.

2.7 Respect for User Privacy – Keep It Individual and User-Centric

The last principle focuses on the relationship between the user and the system.

“Above all, Privacy by Design requires architects and operators to keep
the interests of the individual uppermost by offering such measures
as strong privacy defaults, appropriate notice, and empowering user-
friendly options. Keep it user-centric!”

The last element of PbD is not an autonomous principle, rather it is a reminder
that the whole privacy process is in fact about the user and that a PbD compliant
system should be designed in this maxim. Only if privacy features are easy to
use and user centric, they can fulfill their task.

This also means that the needs of different users have to be considered. While
consent and configuration empower the user, general data avoidance is a pater-
nalistic, illiberal concept. It is fair to offer data avoidance as an option for the
user. But to set data avoidance as a default and unchangeable setting, refuses
the user the right to information self-determination. Hence, data minimization
(with respect to the specified purpose) and not data avoidance should be the
guideline for privacy by design.

Multiple approaches allow to measure user acceptance of a system. Doll et al.
[2] and Tullis et al. [3] show how to measure user satisfaction and experience.

As User-Centric Privacy is a transversal principle, activities like user surveys
and usability walkthoughts are embedded into the design of all privacy-relevant
components.

3 Related Privacy Principles

Besides the discussed PbD Principles by Ann Cavoukian [1], who introduced the
term over ten years ago [4], Langheinrich [5] was one of the first researchers who
focussed on the application of a PbD framework. His six principles for guiding
system design are based on the Fair Information Principles (FIP) by the OECD
[6]. His playground for a first case study was the domain of ubiquitous computing.
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A couple of other examples for important application areas for PbD are given
by Schaar [7] in 2010.

Spiekermann and Cranor [8] take a more user-centric approach. Based on a
three-layer model of user privacy concerns they developed a “privacy-by-policy”
and “privacy-by-architecture” design method. Both approaches are limited to
specific privacy requirements, namely notice, choice and data minimization.
Guerses et al. [9] criticise the missing distinctiveness of the PbD principles. They
propose to start from data avoidance as the best and first step towards PbD.
Their worry is that starting from a specified purpose and considering different
privacy goals afterwards will lead to unlimited processing of personal data by
stepwise extension of the purpose.

Based on the foregoing national and international discussions [10], Rost and
Bock [11] propose six data protection targets. As they do not describe an over-
all design meta-process, the authors incorporate them as a mandatory but not
sufficient building block of the PbD approach presented in this work.

4 A New Definition for Privacy by Design

Ann Cavoukian phrases PbD as an attitude rather than a meta-process and thus
does not provide a strict definition and concrete requirements. As other PbD
definitions and standards are either selective or incomplete, the authors redraft
PbD in a more concrete and applicable fashion and add missing requirements.

Definition 1 (Privacy by Design). PbD is a property of a meta-process for
designing information technology, physical technology, business processes or or-
ganizational structures (target of design). Such a meta-process fulfills PbD if the
requirements 1 to 7 hold. The final target of design is compliant to PbD if it is
developed under permanent application of a design meta-process fulfilling PbD.

PbD cannot assure that a target of design (ToD) is not privacy invasive.
However, if PbD is applied properly the implementation of the ToD is as little
privacy invasive as possible.

As a basis for the following requirements and as a precondition for legal con-
siderations, the person or committee in charge has to define the purpose of the
ToD explicitly. This is expressed in the first requirement:

Requirement 1 (Purpose Specification). For each target of design, its con-
crete purpose has to be specified prior to the design process. The purpose must
not be changed during the design process or the operational phase. When the
purpose of a targed of design needs to be extended or changed, an entirely new
design process has to be initiated. Functionality that is specified during the design
phase must appropriate to the specified purpose.

The second requirement rephrases the “Proactive not Reactive”-Principle:

Requirement 2 (Preventive Privacy Protecting Action). Preventive Pri-
vacy Protecting Action holds, if there is no privacy invasive event in the target
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of design without a preventive privacy protecting action. A preventive privacy
protecting action is triggered whenever a privacy invasive event occurs. In case
the event is not mandatory for the functionality of the target of design, the pre-
ventive action has to inhibit the privacy invasive event. Else, the action has to
limit the impact of the event to a minimum.

The third requirement incorporates the common principle of limiting collec-
tion, use, retention and disclosure of personal information into the design process.

Requirement 3 (Privacy as the Default Setting). For the default opera-
tional mode of a target of design the following principles shall apply:

– Non-mandatory but privacy-relevant features or sub-processes must be ex-
cluded in a way that the system is reduced to its purely functional purpose
plus non privacy-relevant features or subprocesses.

– Only the minimal necessary amount of personal data shall be collected by a
system or during a process.

– The usage of this data shall be bound to the purely functional purpose of the
system or process.

– The storage time of the data shall be well-defined beforehand.
– In addition to this, the latter three of the previously described principles shall

also be applied to each additional feature or subprocess that can be activated
by and with the informed consent of a user.

The fourth requirement stresses that Privacy Embedded into Design requires
that privacy is hierarchically nested into each component of the ToD.

The consideration of a more pragmatic regulation for trade-offs between func-
tionality and privacy during a concrete design process requires a new definition of
the Positive-Sum requirement. Designing a new ToD does not always start from
scratch, i.e., privacy invasive features are often created by adding new function-
ality to an existing system. Thus, the new definition also has to be applicable as
a guideline for the evolution of a system.

Requirement 4 (Positive-Sum Privacy). Positive-Sum Privacy consists of
a starting point (see Fig. 1), an evolutionary step and an assessment of the
method:

– Starting point of a comparative evaluation of a target of design is an outdated
predecessor with less than full functionality and less than full privacy, both
greater than zero.

– In an evolutionary step, a trade-off between privacy and functionality is al-
lowed if and only if it results in a positive-sum of functionality and privacy.

– The positive-sum has to be clear and not based on biased evaluation methods.
If there is reasonable doubt, Positive-Sum Privacy is not fulfilled.

In order to account different aspects of privacy and as a requirement to assess
Positive-Sum Privacy, general data protection targets are needed. Such targets
also assure a broader view on privacy issues.
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Requirement 5 (Consider the Data Protection Targets). Data protec-
tion targets are the main guideline for all design decisions regarding privacy
and privacy management. For each major design decision, the consideration of
the data protection targets: Confidentiality, Integrity, Availability, Transparency,
Unlinkability, Intervenability has to be documented.

Confer ISO 27001 and related standards for the definitios of Confidentiality, In-
tegrity, and Availability. Integrity additionally incorporates accuracy of personal
information.

Transparency represents the traceability of collection, usage and dissemination
of personal data. Unlinkability refers to the limitation of use to well-defined
circumstances, i.e., the specified purpose. Intervenability addresses the ability of
the person responsible to control a system or process. Additionally, the person
affected itself should be enabled to interact with the ToD.

Requirement 6 (Full Life Cycle Protection). All security and privacy mea-
sures have to be in place before any personal information is processed by the
target of design. The measures have to stay active until the last piece of personal
information is deleted or has left the target of design.

As privacy is an individual matter, it is difficult to standardize. Nevertheless
PbD must account for the needs of persons affected by the ToD.

Requirement 7 (Individual Centric Privacy). The target of design should
be configurable as far as possible. Potential alternatives for implementing a spe-
cific functionality or privacy feature shall be interchangeable in a modular way.
The configuration of the target of design shall be adaptable for each individual
affected.

For ease of use and practical reasons, the ToD should offer configuration tem-
plates. An individual configuration might also contain a more privacy invasive
functionality. By this means, consent is a subset of Individual Centric Privacy.

5 Example: Intelligent Video Surveillance

The subsequent paragraphs illustrate the rephrased definition of PbD in the
context of an intelligent privacy-aware video surveillance system.

As a starting point assume an airport being monitored using a conventional
video surveillance system, which is supposed to be replaced for efficiency reasons.
The purpose of the video surveillance system is to observe critical infrastructures
of the airport, i.e., regions of the airport that must not be accessed by unautho-
rized persons. The system is also used for manual tracking of intruders, thus its
cameras do already cover the airport to a great extent. The security personnel is
faced by a large number of screens that show the live video streams. Furthermore,
video data of all cameras is stored in an archive for manual investigations.

Video surveillance is often criticized as an unselective measure putting people
under general suspicion. Modernizing video surveillance due to efficiency needs
is an opportunity for carrying out a PbD compliant redesign.
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5.1 Purpose Specification

The overall purpose of the considered surveillance measure is enabling security
personnel to observe critical regions of the airport more efficiently, i.e., intrusions
into critical regions have to be detected autonomously, so that an operator can
concentrate on handling incidents. With regard to incident handling, the purpose
of the system is also to assist at tracking intruders across several cameras. Fi-
nally, offline analysis of reported incidents must be facilitated, i.e., for hindsight
investigations of the police the video archive must provide a search function for
specified persons. This purpose specification must be adhered during the whole
design phase of the system as well as at any instant in time of its usage. As
a consequence, the final system must prevent reuse in illegitimate ways, e.g.,
observing employees by configuring their workplaces as critical regions.

5.2 Preventive Privacy Protecting Action

The baseline requirement of detecing intrusions into critical regions can be ful-
filled in a rather noninvasive fashion. Person detector algorithms are only run-
ning on specific cameras that cover critical regions and neither the cameras’ live
streams nor the video archive is accessible in the default operational mode. A
person detector virtually transforms certain events into alarms. Thus no per-
sonal data is stored and no preventive privacy protecting action regarding the
system design itself is required.

Tracking intruders across various cameras is clearly more privacy invasive. As
a preventive privacy protecting action, enabling this function requires the system
to be put into an alert mode with extended logging of the operator’s interactions.

Regarding the video search function, a first preventive privacy protecting ac-
tion can be similar, i.e., the function is inhibited in the default operational mode
and is only available in a dedicated hindsight investigation mode with extended
logging and additional security measures.

As soon as the search function delivers results, preventive privacy protecting
actions must be in place to ensure that these items of personal data do not
leave the system and must not be used for any other than the intended purpose.
This can be implemented by a usage controlled infrastructure as well as integrat-
ing policy enforcement mechanisms into system components that are capable of
inhibiting and modifying system actions [12].

5.3 Privacy as the Default Setting

Privacy as the default setting can be applied to the workflow of intelligent video
surveillance systems in a relatively straight forward fashion. The default opera-
tional mode does not offer any privacy-invasive functionality, i.e., neither person
tracking nor searching in the video archive. Regarding the video archive, there
must be a default period of time after which video data is regularly deleted (e.g.,
after 72 hours) if not assigned to criminal investigation proceedings. Only when
an intrusion into a critical area has been detected, the operator is asked to assess
the situation and to decide whether to put the system into the alert state or not.
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5.4 Positive-Sum Privacy

Paragraph 5.2 already explained how system functionality is being separated
into a rather unselective, but less privacy-invasive default operational mode, i.e.,
intrusion detection for critical regions, and a highly invasive yet highly selective
alert mode, i.e., tracking or locating intruders throughout the airport.

This design is compliant to Positive-Sum Privacy as in total the system is
less privacy invasive and only in highly selective situations trades privacy for
valuable functionality.

By adding signs which announce the presence of a video surveillance system,
the overall transparency and thereby the privacy protection of the system is
improved. This change improves the privacy of the system without improving
its functionality. Thus, it does not comply with the rather strict PbD Win-Win
principle. In the Positive-Sum Privacy requirement such changes are possible
and highly desirable.

5.5 Data Protection Targets

The first subset of the data protection targets, namely confidentiality, integrity,
and availability, can be subsumed under the heading of data security targets.
Although challenging, these are well investigated and concepts from the areas of
cryptography, access control and redundancy can be applied. This work focusses
on the second subset of the data protection targets, which can be considered as
data privacy targets : transparency, unlinkability, and intervenability.

In [13], Vagts proposes a more transparent system where in addition to the
mandatory notification signs, people can interact with the video surveillance
system using their smart phones. By this means people can easily access more
detailed information such as who is the operator in charge for the system, what
kinds of data are being collected and processed by the system, for which purpose,
and how long is data regularly stored.

Regarding an intelligent video surveillance system, it is reasonable to claim
that any piece of collected personal data must be tied to the purpose of the
surveillance measure. By incorporating a usage control infrastructure [12], un-
linkability can be achieved by means of inhibiting the association of collected
data with external databases.

Regarding the data protection target of intervenability, video surveillance sys-
tems constitute a special case of data processing systems that generally collect
and process personal data without an individual’s explicit consent. Stored data
also has to be deleted after a relatively short period of time, e.g., 72 hours, if
it has not been tagged as subject to criminal investigation proceedings. Hence,
from the point of view of individuals affected by a video surveillance measure,
intervenability in the sense of individuals’ legal rights to request deletion or
correction of their personal data is neither realistic nor necessary.

However, when conceiving the security personnel operating the video surveil-
lance system as users, then intervenability can be seen as enabling operators to
be in control of the system. An intelligent video surveillance system must by
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no means be enabled to take automated decisions. Referring to the underlying
scenario, if the intelligent video surveillance system detects a person entering
a critical region, the system must not automatically start tracking this person,
but rather incorporate the operator into the assessment and handling of the
situation.

5.6 Full Life Cycle Protection

When applying the paradigm of full life cycle protection to the context of intelli-
gent video surveillance systems, it is sufficient to claim that the system must not
be run if only a single privacy or security measure is faulty or inactive. According
to section 4, each privacy or security measure is a preventive privacy protecting
action of some other privacy-invasive system functionality, otherwise a measure
would be unnecessary.

5.7 Individual Centric Privacy

Intelligent video surveillance systems constitute a special case where the system’s
user is its operator rather than the affected individuals whose personal data are
at risk. However in contrast to the data protection target of intervenability, the
paradigm of individual centric privacy should not be projected to the operator,
who has to be considered as a potential attacker at the same time. Providing
the operator with too many options for configuring the system will most likely
result in a system that is vulnerable to abuse.

6 Conclusion

Based on existing notions of PbD, in particular Ann Cavoukian’s original for-
mulation, this work proposed a more consistent, applicable and comprehen-
sive definition of PbD. This definition should be understood as a meta-process
with explicit requirements. This meta-process shall serve as a guideline for sys-
tem or process designers tackling the controversial relationship between innova-
tive functionality and state-of-the-art privacy protection. By means of applying
the new definition of PbD to an example in the context of video surveillance
the authors demonstrate their perspective on privacy engineering in modern
information systems.
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Abstract. This paper briefly explains the concept of Privacy by Design (PBD); 
provides an overview of the benefits and value of PBD for regulating and mi-
nimizing the threats to privacy posed by the increasing development, deploy-
ment and use of Privacy-Invading Technologies (PITs); outlines some of the 
limitations, constraints and potential criticism of PBD and the practical chal-
lenges of achieving, implementing and enforcing PBD legislation; and provides 
some potential counter-arguments to the criticism and some ways to help over-
come the main challenges and constraints. 
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1 Introduction 

The benefits and value of PBD1 are now increasingly recognized or apparent for re-
gulating and minimizing the threats to privacy posed by PITs.2  But, PBD is not a 

                                                           
1 Coined by Peter Hope-Tindall, during 1999, and promoted in a significant way by Ann Ca-

voukian, PBD can be described as both a form of ‘Value-Sensitive Design’ (VSD) and Les-
sig’s “code as law”. PBD is the realization of values, in this case the principles of privacy and 
corresponding rules/regulations, via the physical design, technical specifications, architecture 
and/or computer code of the device, system or technology concerned, where applicable. The 
aim of PBD is to design and develop a system or device (i.e. software and/or hardware) in a 
way that supports and materializes those privacy principles, values and rules as goals and 
functions, whereby that system or device then becomes ‘privacy-aware’ or ‘privacy-friendly’. 
In other words, PBD can be defined as practical measures, in the form of technological and/or 
design-based solutions, aimed at bolstering privacy/data protection laws, better ensuring or 
almost guaranteeing compliance, and minimizing the privacy-intrusive capabilities of the 
technologies (i.e. PITs) concerned. 

2  For the purposes of this paper, Privacy-Invading Technologies (or Privacy-Intrusive  
Technologies) (PITs) are generally/broadly defined as and encompass: 
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panacea for defending privacy. The concept is certainly not immune to criticism and 
the significant challenges and difficulties of legislating for PBD, implement-
ing/enforcing PBD, and monitoring, measuring or assessing its effectiveness cannot 
be overlooked.   

Section 2 briefly explains the concept of PBD and outlines the benefits and value 
of PBD legislation. Section 3 summarizes the practical challenges of achieving PBD 
legislation. Section 4 outlines the challenges of enforcing and implementing PBD 
legislation. Section 5 provides an overview of some of the limitations and constraints 
of PBD. Section 6 explains some of the additional and potential criticism of PBD, 
while Section 7 offers counter-arguments to the criticism. Section 8 proposes ways  
to help overcome these challenges. Section 9 concludes the paper with some  
concluding remarks. 

2 The Growing Need for PBD Legislation 

Although the words “privacy by design” (or “data protection by design”) are not yet 
specifically found in the current legal framework in the US and EU, and the current 
data protection legal framework and privacy policies certainly do not seek to influ-
ence and/or alter the basic architecture of computer systems/information technology 
[Agre and Rotenberg, 1997],3 some provisions that require the implementation of 
technical measures can be found in US and EU legislation.  

In the US, for example, the Privacy Act 1974 requires government agencies to: 
“establish appropriate administrative, technical, and physical safeguards to insure the 
security and confidentiality of records”.4 In addition, Section 1173 of the Health In-
surance Portability and Accountability Act 1996 similarly requires healthcare provid-
ers to implement technical and physical safeguards, in order to “ensure the integrity 
and confidentiality of the [health] information”. In the EU, Directive 95/46/EC  
                                                                                                                                           

Any form or type of technology, whether hardware or software, product or ser-
vice, which poses a particular threat to privacy and/or is capable of being used 
to substantially violate an individual’s right to privacy and/or data protection 
rights. 

PITs mainly consist of technologies with (blatant or latent) surveillance capabilities or other 
technologies that disallow techniques/approaches for reducing privacy risks/threats. To 
some extent, however, nearly all information and communication technologies (ICTs) could 
be potentially regarded as PITs, including, for example, the Internet, digital services, mobile 
phones, cameras, credit cards, electronic voting machines and even contemporary photo-
copiers. Moreover, all technologies that enhance and/or replace human senses, particularly 
sight and hearing, are PITs. Therefore, PITs include not just ICTs, but especially other types 
of technologies, such as DNA technology, neurotechnology, identification technologies, na-
notechnologies, advanced imaging technologies and mass surveillance technologies. 

3 This issue may be about to change. Article 23 of the EC’s draft proposal for a General Data 
Protection Regulation (COM(2012) 11/4 draft) is dedicated to “data protection by design” 
requirements. However, as later explained, these requirements are only applicable to data 
controllers. 

4 Title 5, U.S.C. Part I, Chapter 5, Subchapter II, § 552a (e) (10).  
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(Article 17(1)) requires that data controllers “must implement appropriate technical 
and organizational measures to protect personal data”. Article 4.1 of the ePrivacy 
Directive (Directive 2002/58/EC) requires that a “provider of a publicly available 
electronic communications service must take appropriate technical and organisational 
measures to safeguard security of its services”, and Article 14(3) requires the adoption 
of measures “to ensure that terminal equipment is constructed in a way that is compat-
ible with the right of users to protect and control the use of their personal data”. Ar-
ticle 3.3(c) of Directive 1999/5/EC5 also delineates that certain apparatuses may be 
required to incorporate “safeguards to ensure that the personal data and privacy of the 
user and of the subscriber are protected”. 

However, while there is already a very limited legal basis for PBD in the US and 
EU (i.e. legal provisions that require technical measures), the legal provisions  
place an emphasis on Privacy-Enhancing Technologies (PETs).6 The existing legal 

                                                           
5 Directive 1999/5/EC of the European Parliament and of the Council of 9 March 1999 on radio 

equipment and telecommunications terminal equipment and the mutual recognition of their 
conformity.  

6 The PISA (Privacy Incorporated Software Agent) project consortium defines PETs as “a 
system of ICT measures protecting informational privacy by eliminating or minimizing per-
sonal data thereby preventing unnecessary or unwanted processing of personal data, without 
the loss of the functionality of the information system” [van Blarkom, G.W. et al., 2003,  
p. 33]. PETs mainly comprise of cryptographic techniques, encryption, pseudonymization 
and anonymization software, firewalls, onion-routing communications, and other privacy pro-
tection tools developed primarily to better ensure the security, confidentiality and integrity of 
personal data. Indeed, as initially conceptualized, PETs, like PBD, are equally intended to be 
built into the architecture or ‘fabric’ of an information system (or technology, device, etc.) at 
the very outset [Hes and Borking, 2000]. However, while the concept of and premise behind 
PETs are similar to PBD, PETs and PBD are not the same. PETs are effective (software) 
technologies or ICT measures, but they can still be potentially circumvented or penetrated. 
On the other hand, the circumvention of PBD solutions is essentially meant to be (practically) 
impossible or exceptionally difficult, since it would mean attempting to force the de-
vice/system concerned to perform an act it is not designed or engineered to do or is not  
capable of doing (in its present form). The privacy risk or threat of technologies and/or the 
potential for abuse of the privacy-intrusive capabilities of PITs by the controllers/operators of 
these technologies is permanently removed, for the most part, through the regulation and mi-
nimization (or elimination) of those risks, threats and capabilities. Furthermore, PBD goes 
beyond PETs. Whereas PETs are mainly technical/technological or software-based solu-
tions/ICT measures for protecting privacy and maintaining data security, PBD, as Cavoukian 
[2011] advocates, also includes ‘privacy-friendly’ physical design/architectural solutions and 
technological/software-based solutions, and business practices/processes, organization meas-
ures and modes of operation [see Cavoukian, 2011]. However, it is important to note that 
these other non-technical measures should not serve to substitute ‘privacy engineering’. In 
addition, PBD emphasizes the need to implement PETs, but also requires ‘privacy by default’ 
settings and the necessary tools to allow users to participate in the protection and manage-
ment of their personal data (e.g. access controls, user participation tools, etc.). Moreover, 
while PETs are often mainly focused on ICT privacy/security issues, PBD, as opposed to 
PETs, can potentially address the privacy threats of not just ICTs, but also the threats posed 
by other types of PITs (e.g. imaging technologies). Hence, PBD does not just apply to com-
puter or information systems, but may apply to just about any type of device, system, service 
or technology, albeit to a certain extent. 
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provisions are also only applicable to data controllers/service providers, and primarily 
do not apply to technology manufacturers/developers. Moreover, the technical em-
phasis, found both in law and industry standards, is all too often focused on data secu-
rity. As a result, there is a lack of guidance, binding rules and established industry 
standards on the technical solutions for ensuring the principles of privacy overall.7 
While data security is an important element of privacy protection, it is just one prin-
ciple of privacy and not the whole picture. All of the privacy principles, which are 
similarly enshrined in the OECD Privacy Guidelines (1980), EU Directive 95/46/EC 
and the US Privacy Act 1974, must be realized through PBD. 

An emphasis on data security is especially not sufficient to address the type of 
threats posed by the latest PITs. Many of the latest PITs pose a threat to privacy 
beyond the consequences of unauthorized access to personal information/data. For 
instance, the ability to see through clothes (using body scanners) or walls (using 
LEXID® devices), listen to and record public conversations (using, e.g., public 
CCTV microphones), scold people from afar (using, e.g., public CCTV loudspeak-
ers), conduct wide-area aerial surveillance (using UAVs with advanced cameras), 
potentially read people’s minds (using neurotechnology), constantly track people’s 
movements (using, e.g., mobile phones, RFID technology, GPS tracking devices, 
automatic license plate recognition technology, etc.) and predict the health, intelli-
gence and attributes of individuals (using DNA technology) are just a few examples 
of the incredible privacy threats that data security nor informational privacy/data pro-
tection alone cannot adequately address. Essentially, given the legal requirements for 
safeguarding privacy and the diverse privacy risks, the law must significantly go 
beyond legal provisions that only mandate technical solutions/measures for data secu-
rity [Borking, 2010].  

As opposed to only focusing on the technical measures for data security, technical 
and design solutions should, for instance, also help to control what personal data may 
be collected or accessed, when and how it may be collected, accessed or shared, for 
how long it may be stored, and provide data subjects the means to easily access their 
stored personal data. Accordingly, a holistic approach should be taken, whereby all 
the privacy principles are incorporated into the design of the system or device con-
cerned, where applicable. 

The physical or practical implementation/realization of the privacy principles 
through PBD can potentially address the threats to privacy at the earliest possible 
stage of a PIT’s lifecycle – i.e. during the research, design and development stages. 
However, if we do not take into consideration the other privacy principles or norms 
(i.e. beyond data security), when designing and/or developing the functions of the 
relevant system or device, a diminishing potential for the realization or viability of 
those principles/norms will likely result. For example, with regards to the 
access/participation principle of privacy, while a data subject’s right to request access 

                                                           
7 See, for further discussion, the Online consultation comments on the European Commission 

staff paper, “Early Challenges to the Internet of Things”, comments submitted by CA, Inc., p. 6, 
http://ec.europa.eu/information_society/policy/ 
rfid/library/index_en.htm 
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to review the personal information stored on them by a data controller is provided for, 
e.g. within Directive 95/46/EC, the implementation of this right will likely be too 
difficult, impractical or costly, if the relevant information system has not been de-
signed/developed in the first place to execute this request efficiently and/or cost-
effectively. PBD will also especially be imperative in a ‘ubiquitous information society’, 
where it will likely prove difficult to determine all the responsible entities and to enforce 
privacy/data protection laws in the traditional way, and will also be evermore impor-
tant as ICT becomes increasingly pervasive within everyday life and as cross-border 
data flows continue to increase. The latter is especially a problem, since different 
legal jurisdictions will likely continue to have different or even conflicting data pro-
tection laws/rules/standards. As Reidenberg points out, technological solutions can 
better ensure the consistent protection of personal data, to a certain extent, regardless 
of geographic location, legal jurisdiction or the adequacy of the legal framework, 
since “mechanisms that automate the implementation of data policies will facilitate 
uniformity across the areas of law and marketplace” [Reidenberg, 2000]. By working 
to address the privacy-intrusiveness of PITs at the design stage, PBD is also needed 
for helping to ensure that we are able to better stay apace with the ever-increasing and 
ever-evolving technological threats to privacy.  

PBD may also be a pragmatic and integrated approach for safeguarding both priva-
cy/liberty and security in the 21st Century. There are clear technological examples 
demonstrating this to be true. For instance, the automatic employment of privacy 
algorithms/software solutions during the generation of body scanner images, together 
with intelligent detection engines or automatic threat recognition capabilities, can help 
airport screeners/security officers to detect/locate threats by highlighting objects and 
helping to reduce human errors. At the same time, these measures can better protect 
the privacy of passengers by reducing the unnecessary level of graphic detail found in the 
images and/or potentially doing away with the need for human operators to directly view 
the images. Built-in and automatic limitations on storing, printing and transmitting the 
body scanner images can also better ensure the privacy principles are implemented. 
Strong encryption for RFID microchips, which can potentially help to prevent ‘cloning’ 
and the unauthorized access to the stored personal information, and protocol-level 
controls, which can potentially ensure that only authorized readers are able to read 
certain RFID microchips, also enables the security benefits of electronic identification 
and tracking to be realized, where and when appropriate. Designing/developing 
CCTV microphones, currently deployed in the UK and more recently in Canada, us-
ing artificial intelligence/software agents, can enable the permanent limitation of the 
activation of the recording capabilities of CCTV microphones when only certain 
sounds considered dangerous are detected. The potential sound detection capability of 
microphones attached to pan-tilt-zoom (PTZ) CCTV cameras can also enhance the 
ability of CCTV camera operators to aid in criminal investigations and support public 
security and potentially reduce the number of PTZ cameras needed to cover a larger 
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area [see Kim et al., 2007],8 while at the same time can potentially facilitate a certain 
level of privacy out in public.9 Designing/developing CCTV loudspeakers, also cur-
rently deployed in the UK, in a way that enables their use to be registered and  
prevents abuse or disproportionate use, for instance, may also allow the operators to 
assess where and how the loudspeakers can be more effectively deployed and used. 
As a result, PBD can also help to provide the potentially effective means for avoiding 
the false dichotomy of privacy vs. security [Cavoukian, 2009]10 and for proving that 
protecting privacy and maintaining public security is not necessarily a zero-sum game 
[Ibid.]. U-Prove cryptographic technology, the ‘anonymous credential system’ Identi-
ty Mixer, the Prime/PrimeLife FP7 research project and Cynthia Dwork’s Differential 
Privacy scheme, for example, may bring to light or demonstrate the non-zero-sum 
properties of PBD and PETs. 

However, neither law nor technology alone can effectively ensure privacy is main-
tained and both are not fully self-sufficient [Reidenberg, 2000].11 As Reidenberg 
[2000] further argues, both forms of regulation “embody inherent limitations  
that preclude adequacy for effective protection of privacy”. Therefore, a proper  

                                                           
8 Sound is omni-directional as opposed to vision, which is directional, and, unlike vision, sound 

is not negatively affected by poor lighting or entirely obstructed by obstacles/objects. Micro-
phones can provide CCTV systems and operators the ability to detect crime beyond a cam-
era’s field of view and can help them to work better in areas with insufficient light. If several 
microphones are installed at a certain distance from each other, the location of the sound 
source can automatically be determined, based on the time difference of the arrival from the 
sound source to the sensors [see Kim et al., 2007, p. 384]. A PTZ CCTV camera can be 
pointed in that direction and the operator can be both audibly and visibly alerted to contact 
the police immediately. CCTV microphones can, therefore, enhance the vigilance and effec-
tiveness of CCTV camera operators and help them to observe more monitors or video 
streams, without having to hopelessly attempt to watch each simultaneously at all times. 

9 The potential PBD solutions, based on artificial intelligence/software agents, for CCTV mi-
crophones could also be applied to the video recording capabilities of public surveillance 
CCTV cameras. For example, a software algorithm/agent could be potentially used to process 
images in real-time and distinguish between ‘suspicious behavior’ or illegal activities and 
‘innocent behavior’ or legal activities and then only begin to record video when a suspected 
crime or anti-social act is actually taking place, ignoring ordinary activities (see The Royal 
Academy of Engineering: Dilemmas of Privacy and Surveillance: Challenges of Technologi-
cal Change. London, (2007), p. 42,  
 http://www.raeng.org.uk/news/publications/list/ 
reports/dilemmas_of_privacy_and_surveillance_report.pdf  

However, the current capabilities of artificial intelligence/software agents is not yet so-
phisticated enough to realize these potential PBD solutions. Moreover, the incorporation of 
artificial intelligence/software agents may also require separate legislation to address the as-
sociated ethical issues (see, for further discussion, Schermer, 2007). 

10 See also Ann Cavoukian’s “7 Foundational Principles of Privacy by Design”, January 2011,  
  http://www.ipc.on.ca/images/Resources/ 
7foundationalprinciples.pdf 

11 The same is true for security, since security cannot be maintained with technology alone. 
Laws are also clearly still required. 
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combination or mixture of law and technology is required to effectively safeguard 
privacy. PBD is that critical combination of law and technology. Indeed, while PBD 
may significantly ease the dependence of privacy/data protection on user-level regula-
tions and the compliance thereof, legislative instruments or other legal instruments 
will not simply become obsolete due to technological solutions. As Bruce Schneier, 
similarly points out, while technology is critical for protecting privacy, in the end, 
privacy boils down to the existence of laws and legal protections.12 PBD solutions 
(and computer code) are not a substitute or replacement for law, but rather are com-
plementary to law, and PBD is not an approach to replace lawmakers or lawyers with 
computer programmers or engineers. Computer code neither replaces lawmakers or 
lawyers. Moreover, computer code, when used to enforce privacy/data protection 
laws, is not or does not become law, but remains as the technical means for enforcing 
the laws [Dommering, 2006]. For instance, as Schwartz argues, a technical solution 
like P3P is necessary to provide the machine-to-machine protocol to enable a web 
browser and website to negotiate privacy standards, but laws are also necessary to 
require that those negotiations take place [Schwartz, 2000, p. 759].13  Besides, PBD 
should be based on and enforced through law [Hildebrandt and Koops, 2010].  

In order to realize the potential benefits of PBD, legislation, which mandates the 
implementation of PBD solutions/measures, should be adopted. Alternatively, explicit 
PBD provisions could be further incorporated into existing (privacy/data protection) 
legislation for different domains and technologies. In addition, PBD provi-
sions/requirements could also be incorporated into existing legislation on defective 
products and the liability of manufacturers thereof. However, adding specific provi-
sions to existing legislation may not be sufficient. In any case, PBD requirements 
should not be laid down in more voluntary codes, guidelines or self-regulations, but 
rather ought to be mandated by binding ‘hard’ laws. 

Either way, the legal requirements to implement PBD should be applicable, where 
relevant, to both private and public entities and both manufacturers/developers of 
hardware and software (i.e. technology providers) and data controllers/service provid-
ers. As the Article 29 Working Party similarly points out, data controllers are often 
merely users of ICT and can hardly be considered in a position to take any relevant or 
effective security or data/privacy protection measures on their own, even if they 
wanted to.14 Data controllers may also not be able to find or procure adequate and/or 
suitable PETs and the unfavorable economic incentives are not helping to address this 
technological deficiency. In addition, PBD legislation should mandate that the prin-
ciples of privacy must be engineered into all PITs (with certain exceptions) (or initial-
ly just ICTs and digital services) manufactured/developed for private use and/or 
commercial sale and government use in the jurisdiction(s) concerned. 

The implementation/enforcement of PBD legislation will require technology manu-
facturers/developers to be reasonably held accountable/liable for failing to incorporate 

                                                           
12 Schneier, B. “Strong Laws, Smart Tech Can Stop Abusive ‘Data Reuse’”. Wired News, 28 

June 2007, http://www.schneier.com/essay-175.html 
13 However, P3P was never fully realized and is not the best example of PBD. 
14 Article 29 Working Party, “The Future of Privacy”, 1 December 2009, WP 168. 
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adequate and verifiable PBD solutions/technical measures.15 Likewise, manufactur-
ers/developers should be held accountable/liable for ‘privacy defective’ devic-
es/products and services that result from demonstrated negligence/fault and cause 
damages to a person (or group of persons) as a consequence,16 albeit subject to cer-
tain exceptions (e.g. the “state of the art defense” exception). The implementa-
tion/enforcement mechanisms could potentially consist of a mix of certification 
schemes, privacy audits (performed by neutral third parties), conformity declarations, 
product recalls, and sanctions. The individuals substantially affected may also be 
entitled to receive compensation. 

Accordingly, Article 23 of the official draft EU General Data Protection  
Regulation, 17  which significantly proposes “data protection by design” (i.e. PBD)  
requirements, should additionally stipulate that these requirements also apply to the 
manufacturers/developers of the products/services in question. Besides, the additional 
application of Article 23 (paragraphs 1 and 2) to manufacturers/developers could bring 
greater legal clarity and purpose to paragraph 3 of Article 23, which empowers the EC 
to adopt delegated acts specifying appropriate technical measures/mechanisms  
(i.e. PBD solutions) for implementing PBD for products and services.18 

3 Challenges of Achieving PBD Legislation 

However, there are a number of considerable challenges that must be prevailed over 
before achieving the adoption of PBD legislation, not to mention the resistance and 
objections that will likely be raised by technology developers/manufacturers and  
powerful lobby organizations on their behalf. 

To begin with, it will be difficult to ensure that PBD legislation (or PBD provi-
sions) is both comprehensive and technology-independent, covering all threats to 
privacy posed by the latest technologies in existence, let alone those yet to be  
developed or imagined, and also specific/precise enough at the same time.  

                                                           
15 In 2009, Senator Patrick Leahy introduced S.1490, titled “the Personal Data Privacy and 

Security Act of 2009”, which aimed to hold software companies liable for security flaws or 
vulnerabilities and to mandate that business entities implement data privacy and security 
technical and physical safeguards in the system’s design and impose civil penalties on enti-
ties that fail to do so. While the legislation essentially covered ‘information privacy’, as op-
posed to the protection of privacy overall, the legislative proposal has some similarities to 
the PBD legislation proposed here.  

16 A perfect and fairly recent example of a privacy defective device/service includes certain 
models of the Trendnet home security cameras that were discovered to have flawed firm-
ware allowing anyone to access online live feed without requiring a password.  

17 Proposal for a Regulation of the European Parliament and the Council on the protection of 
individuals with regard to the processing of personal data and on the free movement of such 
data (General Data Protection Regulation), COM(2012) 11/4 draft. 

18 Article 23, para. 3 of the proposed General Data Protection Regulation could potentially 
have an indirect effect on technology manufacturers/developers, since the specification of 
appropriate measures/mechanisms for implementing PBD for products and services would 
likely put pressure on the manufacturers/developers of those services/products to conform. 
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The law, in terms of privacy protection, is often enhanced either with greater speci-
ficity through additional specific legislation or additional specific provi-
sions/amendments to existing laws. Specificity helps to allow the law to be predictable 
and consistent and removes ambiguity. Moreover, in order to ensure that the necessary 
PBD solutions can be developed appropriately, the underlying PBD requirements man-
dated through PBD legislation will need to be clarified precisely and consistently  
[Pasic, 2011].19  

Still, both greater precision and clarity and sufficient room for flexibility is needed. 
Flexibility allows for the adjustment to new circumstances or the emergence of new 
technologies, which is especially required in a world of constantly advancing PITs. 
Sometimes flexibility in law is effective, while at other times more specificity is re-
quired. For instance, the legal definition of personal data and the definitions of what 
constitute PITs, location information and tracking devices require flexibility, in order 
to ensure all applicable technologies, devices, etc. are broadly covered now and in the 
future. On the other hand, the definition of location information also requires a certain 
level of specificity, in order to remove any doubts or close any legal loopholes con-
cerning the privacy of location information. Moreover, stipulating which particular 
sounds, for example, may appropriately activate CCTV microphones to begin record-
ing clearly requires a certain degree of specificity. Essentially, the difficulty is to  
balance the need for specificity with the benefits and needs of flexibility. 

PBD legislation, in particular, also requires flexibility, since it is nearly impossible 
to delineate every design and/or technical requirement and may also be unhelpful to 
overly prescribe the PBD solutions for each and every PIT, even though there may 
often be just one or two meaningful solutions for each type of PIT. The goal is for the 
potential PBD legislation to be as broad and comprehensive as possible when mandat-
ing the implementation of PBD solutions. Nevertheless, the PBD solutions will also 
need to consider the particular or unique characteristics and privacy threats and risks 
of the different devices, systems or technologies concerned.   

The resulting practical challenges of implementing PBD and embedding the prin-
ciples of privacy into the design/architecture of ICT and other categories of PITs, in 
reality, also cannot be ignored. Evidently, ‘translating’ written legal norms/principles 
into design solutions/computer code or bridging the significant differences between 
legal (natural) language and computer/machine language is a major challenge. 20 
Creating devices or systems that are capable of effectively implementing laws and 
rules that we as humans understand in the form of legal natural language (LNL) and 
devices, systems, computers, etc. understand in the form of legal machine language  
 

                                                           
19 For further discussion, see Pasic, A.: Privacy by Design: An industry perspective on the 

challenges and opportunities of privacy (2011),  
    http://www.eurescom.eu/?id=531 
20 For further discussion on the conflict between laws/regulatory principles and privacy engi-

neering approaches, see Guarda, P., Zannone, N.: Towards the development of privacy-
aware systems. Information and Software Technology, vol. 51, no. 2, 337-350 (2009).  
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(LML)21 is also a major challenge. Indeed, the extent to which legal protection can 
be programmed, engineered or automated is open to discussion, and there is currently 
no single widely accepted methodology or approach for translating privacy/data pro-
tection laws/principles/policies into technological/design solutions. Basically, “there 
is no well established and worldwide accepted view on the way privacy protection 
and the consolidation thereof can be built into software” [van Blarkom, G.W. et al., 
2003, p. 2]. The same is still true overall for PBD.22   

There are some limited benefits from the flexibility, as briefly explained above, of-
ten intrinsic in natural language, which will be mostly forgone due to the specificity 
and rigidity of machine/computer language. As Grimmelmann argues, “[b]ecause a 
computer, rather than a person, makes a program’s decisions, rules encoded in soft-
ware are free from ambiguity, discretion, and subversion” [Grimmelmann, 2005,  
p. 1723]. The challenges or difficulties generally concern the flexibility of human 
interpretations and understanding of natural language, and how this also differs or 
conflicts with the rigidity of machine/computer language interpretation [Grimmel-
mann, 2005]. For instance, lawmakers/legal practitioners may interpret or understand 
the legal norms/privacy principles differently, given the lack of overall consensus on 
what constitutes privacy, and these interpretations may also change over time and 
under different circumstances, causing the ‘translation’ to be further complex. And, 
evidently, “[a]s the complexity of particularized rules increases, their formal realiza-
bility decreases” [Grimmelmann, 2005, p. 1733]. Technology/design-based solutions 
work best for areas/matters where there is a consensus on meanings, but is certainly 
more challenging where there is significant disagreement [Yeung and Dixon-Woods, 

                                                           
21 Using LML to implement LNL was also proposed/developed for enhancing the “safety intel-

ligence” of Next Generation Robots (NGRs) and may also be applicable for better ensuring 
the privacy friendliness/privacy awareness of other technologies. see Yueh-Hsuan, W., 
Chien-Hsun, C., Cheun-Tsai, S.: Safety Intelligence and Legal Machine Language-Do we 
need the Three Laws of Robotics? In: Yoshihiko, T. (ed.) Service Robot Applications.  
InTech Education & Publishing (2008),  

    http://works.bepress.com/weng_yueh_hsuan/3 
22 Accordingly, the consortium for the Privacy Incorporated Software Agents (PISA) project, 

funded under the European Framework Programme, set out to establish an accepted methodolo-
gy for incorporating privacy protection into software and to address the technical challenges of 
data protection, formulating a process that included analyzing the legal requirements to deter-
mine the required human behavior, then translating privacy laws and data protection rules into 
design or technical solutions for each requirement, based on the “engineering psychology"  
approach, and subsequently conducting a privacy audit. The methodology, called “Design Em-
bedded Privacy Risk Management” (DEPREM), was developed to realize “privacy know-
ledge engineering” (PYKE), in order to build the privacy principles and data protection rules, 
based on the formulation of ontologies, into an intelligent software agent [van Blarkom, G.W. 
et al., 2003, p. 169]. While the Handbook of Privacy and Privacy-Enhancing Technologies 
[van Blarkom, G.W. et al., 2003], created by the PISA project consortium, provides a metho-
dology for designing for privacy, it is more relevant for developing PETs and middleware to 
protect privacy, than for PBD. Ontologies can help to provide the common language and un-
derstanding necessary for incorporating the principles of privacy into the design and architec-
ture of technologies [van Blarkom, G.W. et al., 2003]. 
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2010]. In addition, some of the legal norms/privacy principles may be too vague or 
may not be specific or detailed enough, which may call into question the ability of 
programmers/engineers to effectively develop/implement PBD solutions for realizing 
the privacy principles/legal norms in a methodical and consistent way [Pasic, 2011].23 
As Grimmelmann insightfully also explains, programmers require precision, since 
they must articulate their objectives within the computer program text as “a list of 
instructions, written in one of a number of artificial languages intelligible to a com-
puter” and these languages are “highly constrained”, relative to human languages, and 
the instructions have “a fixed and precise meaning” [2005, p. 1728]. Accordingly, the 
significant difficulty of identifying a widely accepted methodology or approach for 
‘translating’ privacy/data protection laws/principles into technological/design solu-
tions may be due to the fact that the laws and principles are somewhat too ambiguous.  

Therefore, the PBD requirements will need to be detailed and precise enough, in 
order to ensure that developers/manufacturers are able to clearly identify or determine 
the specific requirements [Pasic, 2011]. Then, developers/manufacturers/engineers 
will also be better able to develop/implement concrete PBD-based solutions for com-
plying with these specific requirements and norms, while still taking into considera-
tion the specific characteristics and various privacy threats/risks of different devices, 
systems or technologies concerned. Equally, the principles of privacy and other legal 
privacy norms will also need to be as specific as possible, in order for computer pro-
grammers to effectively codify the privacy principles/norms through computer code. 
Nevertheless, as Grimmelmann points out, even the most precise rules could still 
provoke a certain degree of discretion or judgment and facts are still vulnerable to 
different preconceptions and other “non-legal sensibilities” [Grimmelmann, 2005,  
p. 1733].  

But, while legal specificity/precision is required for practical purposes, at the same 
time, the concept of PBD legislation again may also need to be technologically-
neutral, goal-orientated and general or flexible enough to ensure that all technologies, 
devices, systems, etc. and domains are covered. Also, the corresponding PBD re-
quirements will need to be flexible enough to allow and encourage the development 
of innovative PBD solutions. But, in any case, all PBD solutions must strictly be 
based on the defined privacy principles, norms and relevant laws. Finding the right 
balance will be a considerable challenge. 

Furthermore, the challenges pertain to the potential political and economic reserva-
tions. In order to induce lawmakers to take the necessary steps to adopt new compre-
hensive laws requiring the implementation of PBD, they will need to further recognize 
that the protection of privacy is an additional source of political legitimacy. In addi-
tion, before the adoption of PBD legislation can be achieved, lawmak-
ers/policymakers will also need to be influenced and convinced, perhaps through 
concrete PBD solutions and validated real-life demonstrations, that privacy can be 
engineered into PITs. Indeed, by providing the actual ability to take concrete steps, 

                                                           
23 Pasic, A.: Privacy by Design: An industry perspective on the challenges and opportunities of 

privacy (2011), http://www.eurescom.eu/?id=531 
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PBD could potentially offer the necessary preconditions for addressing privacy  
concerns on a political and economic level [see Agre and Rotenberg, 1997]. 

The economic reservations can come from the extra costs and burdens associated 
with PBD. Significant investment and resources from both the private and public 
sector will need to be allocated to carry out the necessary research and development 
and innovation, in order to realize effective PBD solutions, tools and methods for 
implementing and enforcing the relevant privacy principles and laws thereof. In view 
of that, there will certainly still be moments when companies and governments are 
inclined to violate privacy and design devices or systems that threaten privacy, wheth-
er deliberately or unintentionally, lawfully or unlawfully. The actual implementation of 
PBD depends, in part, on the willingness of technology developers/manufacturers to 
comply, which in turn is influenced by their need to design/develop profitable and 
marketable products. Technical solutions cost money and avoiding or delaying com-
pliance may be the easy or more profitable way out. Since PBD solutions come at an 
additional cost, in order for PBD to be employed or implemented at an acceptable 
rate, the developers/manufacturers of PITs must also be convinced and fully aware of 
the value and financial justification or business benefits in complying and the finan-
cial costs, risks and liabilities of failing to comply. From a business perspective, as 
Borking points out, it makes no sense for a technology developer to invest in a priva-
cy protecting solution (i.e. a PBD solution), if the actual costs of the solution are 
greater than the value it actually offers [Borking, 2010, p. 260]. The value will only 
increase as consumers increase their demand for privacy-friendly products/services. 
However, relatively “little work has been done to evaluate the economic impact of 
privacy policy” [Agre and Rotenberg, 1997] or to study the “economics of privacy”24 
or to explore how privacy can potentially be monetized.25 

Essentially, as long as the business case and economic incentives are weak and the 
political will is absent, PBD legislation will not materialize. Reaping the benefits of 
PBD will equally require constructive political and economic choices, in addition to 
technical choices. Therefore, radically changing the way companies and governments 
design, develop and/or procure PITs will require, not just new technological and legal 

                                                           
24 See, e.g., Posner, R.: The economics of privacy. American Economic Review, vol. 71, no. 2, 

405-409 (1981); Posner, R.: An economic theory of privacy, Regulation, 19-26 (1978).  
25 The topic, however, since 1997, has grown into its own area of specialty. see, e.g. Taylor, 

C.R.: Private demands and demands for privacy: Dynamic pricing and the market for cus-
tomer information. Technical report, Department of Economics, Duke University (2002); 
Acquisti. A.: Security of Personal Information and Privacy: Technological Solutions and 
Economic Incentives. In: Camp, J., Lewis, R., (eds.) The Economics of Information Securi-
ty. Kluwer (2004); Jentzsch, N., Preibusch, S., Harasser, A., Ikonomou, D., Tirtea, R.: Study 
on monetising privacy. An economic model for pricing personal information. ENISA 
(2012). For additional examples of papers/books on the “economics of privacy”, see, e.g., 
Acquisti’s academic website/blog available at:  

  http://www.heinz.cmu.edu/~acquisti/economics-privacy.htm 
       John Borking has also conducted significant research on the costs of privacy risks for 

businesses and on quantifying the economic justifications for organizations to invest in  
privacy risk-reducing technical solutions, such as PETs.   
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solutions, but also the sound basis, legal support and incentives to overcome  
significant economic and political reservations. 

4 Practical Challenges of Enforcing and Implementing PBD 
Legislation 

Moreover, there are also noteworthy challenges of enforcing PBD legislation. As data 
controllers/processors and service providers increasingly use so many different tech-
nologies, devices, tools and systems, and as systems become increasingly complex, 
determining the specific technical problem or defect, identifying the responsible/liable 
party and establishing a link between the problem, defect or malfunction and the pri-
vacy damage is now less and less obvious.26 For example, a RFID system could be 
composed of different types of RFID tags and readers, databases, fixed/mobile com-
puting devices and software.27 As a result of the (potential) lack of a clear under-
standing of responsibility or liability, the enforcement of PBD requirements will be 
problematic. 

Again, the mixture of implementation/enforcement mechanisms could potentially 
consist of a mix of certification schemes, privacy audits, conformity declarations, 
product recalls and sanctions.  There are established industry standards, implement-
ing measures and audit mechanisms for ensuring data security, and, on top of that, 
comprehensive guidelines/checklists for conducting general and specific Privacy Im-
pact Assessments (PIAs).28 However, the difficult challenge is to develop additional 
standards, methodologies, criteria, indicators and mechanisms for auditing/judging the 
adequacy, performance and quality of the implementation of PBD. The challenges 
also pertain to the difficulty of measuring or quantifying privacy protection and, thus, 
the implementation of PBD requirements, in the normal or traditional sense. Indeed, 
often what you cannot measure, you cannot enforce effectively. Moreover, product 
recalls of software may be somewhat impossible or ineffective, and conformity  

                                                           
26 See RISEPTIS: Trust in the Information Society: Research and Innovation on Security, Pri-

vacy and Trustworthiness in the Information Society. A Report of the Advisory Board 
RISEPTIS (2009). 
(RISEPTIS was composed of more than 30 experts and was supported by an EC-financed 
‘Coordination Action’ project, THINKTRUST, whose objective was to develop a research 
agenda for Trustworthy ICT). 

27 See Cannataci, J.A.: Recent developments in privacy and healthcare: Different paths for 
RFID in Europe and North America?. International Journal of RF Technologies, vol. 2,  
173–187 (2010/2011).  

28 See, e.g., the ICO PIA Handbook for guidelines on conducting PIAs, available at: 
http://www.ico.gov.uk/upload/documents/ 
pia_handbook_html_v2/index.html; Privacy and Data Protection Impact Assess-
ment Framework for RFID Applications, 12 January 2011, available at:  

  http://ec.europa.eu/information_society/ 
 policy/rfid/documents/infso-2011-00068.pdf 
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declarations are basically insignificant if the technical/design specifications utilized 
are still ambiguous or indefinite.  

In addition, it will also be difficult to regulate the development of certain technolo-
gies/devices, such as surveillance technologies, strictly used by governments/public 
authorities for law enforcement and/or military purposes. These devices indeed may 
still need to be designed in way that more effectively violates privacy, while, never-
theless, still complies with the relevant laws and constitutional protections concerning 
their deployment and use. Even so, PBD requirements/obligations should overall still 
be applicable for technologies developed for law enforcement purposes.29 While there 
may be some distinctions on how different actors (governed by different laws and 
needs) may be involved in using the same technology for different purposes, especial-
ly in light of creating PBD policies/requirements, the PBD approach is meant to be 
applicable regardless of the technology, legal framework or activity concerned. Once 
again, the concept behind the PBD approach, accordingly, must be technologically, 
entity and activity-neutral, as far as possible. 

The success and effectiveness of the development and implementation of the re-
quired technical/design solutions is also dependent on the means, abilities, capacities 
and resources of the technology developers/manufacturers. Equally, the implementa-
tion of PBD depends on the availability of the required skills and know-how of  
programmers/engineers. 30  Undoubtedly, as a result, the development of certified-
compliant PBD solutions and certified engineers/programmers will be a lengthy and 
complex process and will demand substantial investment, dedicated resources and 
training [Pasic, 2011]. 

Global data processing also poses significant challenges to the effectiveness of en-
forcement mechanisms [Reidenberg, 2000], and the responsible manufactur-
ers/developers are not always located in the concerned/relevant legal jurisdiction. 
Indeed, most major digital/online services do not originate from the EU, and Euro-
pean PBD legislation would be pressed to regulate (or enforce technical measures for) 
any digital/online services, for example, that utilize servers based only in the US. 
Therefore, ideally, both the US and EU, and beyond, should adopt PBD legislation, 
given the global nature of the Internet and digital revolution and the privacy prob-
lems/threats at hand. Moreover, without common standards, between the US and the 
EU, for example, interoperability issues may also further emerge, if only the  
EU adopts and enforces PBD legislation. Although the EU is moving in the right  

                                                           
29 Significantly, this is consistent with the EC’s Proposal for a Directive on the protection of 

individuals with regard to the processing of personal data by competent authorities for the 
purposes of prevention, investigation, detection or prosecution of criminal offences or the 
execution of criminal penalties, and the free movement of such data, COM(2012) 10 final, 
Brussels, 25.1.2012. Article 19 of the EC’s proposal requires EU Member States to ensure 
that data controllers are complying with obligations arising from data protection by design 
and privacy by default. 

30 See Pasic, A.: Privacy by Design: An industry perspective on the challenges and opportuni-
ties of privacy (2011), http://www.eurescom.eu/?id=531 
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direction, with the proposed General Data Protection Regulation,31 which significant-
ly proposes “data protection by design” (i.e. PBD) requirements, it is highly unlikely 
that the US will adopt similarly comprehensive privacy legislation anytime soon. 

5 Limitations and Constraints of PBD 

While PBD may be critical for protecting privacy against the intrusive capabilities of 
the latest technologies, in practice the approach is not without additional limitations 
and constraints. Legally mandating that technical solutions be implemented at the 
earliest stage of development is, once again, not a panacea, not to mention the chal-
lenges of implementing/enforcing PBD and the potential criticism of PBD. There is 
simply no single, all-encompassing way to completely ensure that data controllers and 
operators/users of PITs consistently comply with all the privacy/data protection laws 
and principles.  

Although PBD solutions aim to minimize the intrusive capabilities of the technolo-
gies concerned, PBD cannot address every privacy threat posed by every PIT, since 
likely not all privacy threats posed by the latest technologies can be designed or engi-
neered away. As a case in point, PBD is understandably not an all-encompassing solu-
tion for dealing with the very complex and dynamic privacy issues surrounding the 
greater advancement and use of DNA analysis technology,32 ‘predictive technology’ 
and neurotechnology. Similarly, as Grimmelmann [2005] points out, technolo-
gy/software cannot implement every legal rule. Consequently, there are certainly 
some privacy threats/risks outside the scope of PBD solutions, at least for the time 
being. Therefore, where PBD (and PBD legislation) might not provide adequate safe-
guards for the most privacy-intrusive and disruptive technologies, further specific 
regulations/laws should also not be overlooked. Furthermore, maybe certain PITs 
should not be deployed or used at all, where and when the capabilities are particularly 
detrimental to the interests of a free and democratic society. 

PBD solutions, in the end, are just as important as the laws, principles and norms 
that mandate these solutions be implemented, influence the end result of PBD, pro-
vide the legal mechanisms to intervene in the chain of production, specify the liability 
of not complying, punish those who illegally hacked or intentionally circumvented the 
PBD solution, ensure transparency, regulate overall how or where PITs are dep-
loyed/used and establish the enforcement and audit mechanisms. The law altogether 
must also be capable of ensuring that the inappropriate/unlawful development and  
use of PITs is not committed with impunity and that there are explicit penalties for 

                                                           
31 Proposal for a Regulation of the European Parliament and the Council on the protection of 

individuals with regard to the processing of personal data and on the free movement of such 
data (General Data Protection Regulation), COM(2012) 11/4 draft. 

32 A simple potential example of a PBD solution for DNA technology includes limiting the 
creation and exchange of DNA profiles to chromosome zones containing no genetic expres-
sion (i.e. not known to provide information about specific hereditary characteristics), as  
recommended by the Council of the EU. see Council Resolution of 25 June 2001 on the  
exchange of DNA analysis results (2001/C187/01). 
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violations and available remedies for victims. In addition, PBD alone cannot imple-
ment all of the relevant legal requirements. For instance, administrative processes, 
such as the requirements of organizational accountability and notification require-
ments, cannot be implemented through PBD [van Blarkom, G.W. et al., 2003, p. 50]. 
Moreover, since certain PITs will again still need to be significantly intrusive for 
certain, lawful purposes (e.g., for law enforcement purposes or surveillance  
activities), constitutional and/or other legal instruments will, thus, still need to be 
considerably relied upon.  

For all practical reasons, it will obviously also be difficult, for the most part, to ap-
ply PBD legislation retroactively, i.e. to existing (or already developed and deployed) 
devices/products/systems. PITs previously developed and deployed before the enact-
ment of PBD legislation will certainly continue to exist in society, and will thus need 
to continue to be regulated primarily by user-level and ex-post regulations, where 
applicable. Thus, there will be a period of transition before achieving the new reality 
and specific objectives PBD promises. To address this limitation, the concept of “Pri-
vacy by ReDesign” was developed to apply PBD to existing systems by “rethinking, 
redesigning and reviving” these existing systems in a way that leads to the objectives 
of PBD.33 

PBD neither can answer nor solve all of the critical legal questions. For example, 
while PBD can serve to develop location-based services and related products for con-
sumer use in a privacy-friendly manner, it cannot help to determine or judge the legal-
ity of (warrantless) GPS tracking conducted in the US by law enforcement agencies or 
determine the privacy protections afforded to location information derived from mo-
biles phones, personal-locating devices, etc. or the overall level of privacy afforded to 
citizens/consumers out in public. Therefore, in summary, technical and/or PBD  
solutions alone cannot, in practice, guarantee privacy. 

Furthermore, as Sollie and Duwell [2009] argue, an anticipatory outlook is  
required when addressing new technologies. However, given that the ability of the 
designers and engineers to imagine or anticipate all future scenarios is limited  
[Albrechtslund, 2007, p. 72], it is unlikely that all the intended and unintended even-
tual uses of a particular PIT, and the privacy threats thereof, can be foreseen at all 
times during the design and development stage or even after a PIA and privacy audit 
is conducted. For instance, predicting every privacy threat now and in the future will 
be particularly difficult in a ‘ubiquitous information society’. Any uncertainty or un-
awareness of all the privacy threats and implications of the technology in question is 
equally a predicament for PBD, particularly if the technology, device, infrastructure, 
system or service has never been deployed and used yet. Therefore, since the devel-
opment of new technologies regularly occurs under conditions of uncertainty, as  
Sollie and Düwell [2009] point out, then the effectiveness of PBD may equally be 
uncertain and limited at times.  

 

                                                           
33  See the Seminar of the 33rd International Conference of Data Protection and Privacy  

Commissioners, Privacy by ReDesign Workshop, Mexico City, Mexico, November 1, 2011. 
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Despite the fact that PBD could help to better minimize the negative implications 
of the deployment and use of PITs, by controlling/minimizing the intrusive capability 
of the technology in the first place, care should be taken not to give the impression 
that technology developed under certain legal requirements is no longer susceptible to 
future ethical dilemmas or future technological advancements [Albrechtslund, 2007]. 
PBD is susceptible to the inclination that PITs, or any technology for that matter, are 
often never finished developing or advancing. As new capabilities are added, further 
unforeseen privacy implications may result. Though the goal is to design technology 
to be privacy-friendly in a way that transcends time, PBD, however, must be an ongo-
ing process that requires continuous advancement, innovation and re-assessment as 
PITs continuously advance. If PBD is not as dynamic as technological advancement, 
then just like traditional laws, the PBD approach will also fall behind. Even with the 
methodical implementation of both PIAs and PBD solutions, unforeseen threats to 
privacy could still be encountered later on. Some of the PBD solutions themselves 
might later on result in unexpected privacy implications, as the technical solutions 
further advance.  

In addition, not all PBD solutions will be effective at present or in the future. Some 
solutions, even those based on the BATs at the time and designed in a way to be fu-
ture-proof as far as possible, could prove deficient or insufficient later on or end up 
being susceptible to circumvention or even end up failing. Some, if not most, PBD 
solutions will also be vulnerable to hackers. A number of PETs, for example, devel-
oped for ensuring privacy and data security on the Internet, have already been  
circumvented. Particularly during the initial phase, many of the new PBD solutions 
developed will likely fail or be circumvented. As experience has shown, there is no 
absolute guarantee that any system, software or device is completely free of vulnera-
bilities or privacy risks/threats, just as there is essentially no absolutely impenetrable 
security system or level of software encryption or error-free computer code.34 Specif-
ically, for instance, as Grimmelmann points out, “software is vulnerable to failure in 
three related ways: It is buggy, it is hackable, and it is not robust” [Grimmelmann, 
2005, p. 1742]. Clearly, if a (PBD) software solution is hacked or somehow circum-
vented, the solution has not acted as an effective constraint [Ibid., p. 1731].  
In other words, if the software component of a PBD solution is easy to bypass,  
for instance, then the physical design/architectural/hardware component is  
inconsequential. 

In summary, PBD is, indeed, limited by the ability of designers and engineers to 
envision the privacy threats/risks posed by PITs, their ability to effectively de-
sign/engineer away all the various threats/risks to privacy and develop relevant robust 
solutions, and their ability to keep up with the ever growing threats/risks and intrusive 
capabilities of PITs.  

                                                           
34 See, for further discussion, Grimmelmann, J.: Regulation by Software. Yale Law Journal, 

vol. 114, 1719-1758 (2005).  
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6 Other Potential Criticism of PBD 

For various reasons, a number of legal authors/scholars have also criticized Lessig’s 
“code as law”,35 which is an element/component of PBD. To begin with, Gutwirth et 
al. [2008] essentially argue that Lessig disregarded the politics, dynamics and com-
plexity of lawmaking and how legal practitioners and courts operate in the real world. 
Gutwirth et al. [2008] also question the viability of achieving an “optimal mix” of 
Lessig’s four dimensions/modalities of regulation.36  

Schwartz [2000] also criticizes Lessig’s concept of “privacy-control”, clearly ar-
guing that “privacy-control seeks to place the individual at the center of decision mak-
ing about personal information use, but it can instead help us to accept smoke screens 
that disguise information privacy practices and lead to choices that are bad for indi-
viduals and for society”.37 Schwartz [2000] argues that Lessig’s “technological solu-
tion, privacy-code, which relies on measures such as P3P, is likely to form such a 
smoke screen”.38 Schwartz [2000] further questions the effectiveness of over relying 
on individual control of personal data to achieve an elevated degree of privacy, as a 
result of ‘market failures’ and failures of private agreements,39 further arguing that 
“due to the extent of the failure in the privacy market, the law at present should gen-
erally seek to minimize harms that flow from reliance on bargaining among consumers 
and data processors”.40 Moreover, Schwartz [2000] rightfully points out that Lessig’s 
approach to ‘individual privacy control’ is mostly not relevant for law enforcement 
purposes, since law enforcement agencies are generally not required to obtain  
permission to carry out, for example, surveillance operations.41 

As values, norms or rules are increasingly being built into technology, some au-
thors, including, for example, Koops [2007], have also questioned the compatibility of 
“code as law” (and PBD) approaches with the democratic system of government, if 
not sanctioned by elected representatives, in accordance with the law.42 Indeed, “code 
as law” may arguably be one way of bypassing regular democratic procedures of 

                                                           
35 In Code and Other Laws of Cyberspace, Lessig (1999) outlined how regulating technology 

has four interacting and complimentary modalities or dimensions: laws; norms; market; and 
physical architecture, and how the effective regulation of technology can be achieved 
through the “optimal mix” of these dimensions. 

36 Gutwirth, S., De Hert, P., De Sutter, L.: The trouble with technology regulation from a legal 
perspective. Why Lessig’s ‘optimal mix’ will not work. In: Brownsword, R. and Yeung, K. 
(eds.) Regulating Technologies, pp. 193-218. Hart Publishers (2008).  

37 Schwartz, P.M.: Beyond Lessig’s code for Internet Privacy: Cyberspace Filters, Privacy-
Control, and Fair Information Practices. Wisconsin Law Review, vol. 2000, no. 4, 743-787 
(2000), at 760. 

38 Ibid. 
39 Schwartz, 2000, p. 782. 
40 Ibid. 
41 Schwartz, 2000, p. 784. 
42 See Koops, B-J.: Criteria for Normative Technology: An Essay on the Acceptability of 'Code 

as Law' in Light of Democratic and Constitutional Values. Tilburg University Legal Studies, 
Working Paper no. 007/2007 (2007).  



104 D. Klitou 

 

lawmaking and/or law enforcement to regulate or restrict human behavior and activi-
ties. Computer programmers/engineers, in this sense, could indeed theoretically  
become the new lawmakers of the 21st Century, acting at the behest of either corpora-
tions or governments. 

Moreover, PBD could also potentially have some unfavorable implications for  
defending privacy and liberty. For instance, PBD could be used by govern-
ments/corporations to cunningly ease privacy concerns and divert or minimize ad-
verse reaction to the widespread deployment of certain PITs (e.g. UAVs/drones and 
RFID implants) that essentially conflict with the principles of privacy and the  
values/norms of a democratic society. 

Additional potential criticism of PBD might come from those who raise the argu-
ment that ex-ante regulations on technological development (i.e. PBD legislation) 
could jeopardize or stifle innovation [Cave et al., 2009, p. 17] or hamper technology 
deployment and, therefore, could, in the long-run, also impede economic growth and 
competitiveness [Ibid.].  

7 Countering Potential Criticism  

In response to the potential criticism, PBD does not rely excessively on individual 
“privacy control”. Indeed, PBD is an answer to Schwartz’s [2000] criticism of “code 
as law”, since PBD can serve as the means of automatically realizing the principles of 
privacy. In other words, PBD, in contrary, aims to implement the rules/principles of 
privacy protection primarily in a self-executing manner, i.e. without the constant, 
proactive or active involvement of individual choice or control or human intervention.   

Moreover, while politics and market dynamics should obviously not be ignored, 
the effectiveness of PBD is not overly contingent on finding the “optimal mix” of the 
different modalities/dimensions of regulating technology development. After all, one 
of the main reasons in favor of mandating PBD, for example, is to overcome current 
market failures. 

The PBD approach is also compatible with the way lawmakers, legal practitioners 
and courts operate in the real world. For instance, the concept behind PBD already 
has a limited legal basis in the US and EU, and the EC’s draft proposal for a General 
Data Protection Regulation proposes PBD (or ”data protection design”) requirements. 
While the current (and proposed) privacy/data protection laws primarily apply to data 
controllers/processors, and not technology developers/manufacturers, there is, never-
theless, also a legal basis for this approach. For instance, patient safety, automobile 
safety and consumer and environmental protection laws already regulate how certain 
products are designed and developed/manufactured. 

Given that PBD will still require traditional legal approaches and again is not a 
substitute for law or lawmakers, but is rather meant to implement/enforce existing 
laws, norms and principles; there is also little or no reason to assume that it is incom-
patible with democracy. As Schwartz similarly argues, the application of the privacy 
principles ensures the involvement of our democratic institutions, and since PBD is 
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based on the principles of privacy, lawmakers are already involved in the process of 
shaping the technological requirements and solutions [Schwartz, 2000, p. 787].  

While the potential criticism of PBD (and PBD legislation), concerning its impact 
on innovation and business, is not without merit, this argument may overlook the 
potential benefits of PBD in promoting the deployment and innovation of future and 
emerging technologies through the increased trust and confidence of consum-
ers/citizens. On the contrary, the hurdles to the substantial further deployment, innova-
tion and mainstream take-up of technologies are partly due to the general perceptions, 
mistrust and concerns of citizens, consumers, privacy activists and civil society. The 
hurdles may also be due to the hesitation of both technology manufactur-
ers/developers and service providers, which result from the uncertainties and ensuing 
investment risks. The growing lack of trust in companies to ensure privacy, data pro-
tection and data security is increasingly resulting in missed business opportunities and 
sluggish innovation [Williams, 2009, p. 78]. Lawmakers can alleviate the resistance 
and backlash to new technologies and facilitate their rollout and mass market take-up 
through the adoption of an appropriate and predictable legal framework. Specific and 
up-to-date privacy laws/regulations and PBD solutions will enable companies and 
governments to earn the trust and confidence of consumers/citizens over the use of 
PITs, thereby facilitating their widespread deployment and use, which in turn could 
further promote the necessary investments in advanced ICT research and innovation. 
Specific legal regulations on the design, development and manufacture of PITs could 
also enable the developers to design and manufacture these technologies with fewer 
concerns or uncertainties over the future legality and liability of their investment. 
Without specific, unambiguous, comprehensive and future-proof regulations/laws, the 
developers have no definitive standards to follow, which could further stifle innova-
tion and lead to uncertainties and confusion for both industry players and consumers 
alike. As the RISEPTIS Advisory Board similarly points out, with regards to  
e-services, appropriate technical and legal infrastructures will remove barriers to in-
novation, as businesses will only invest in e-service solutions if the legal obligations 
are clear [RISEPTIS Report, 2009, p. 14]. 

Furthermore, Grimmelmann’s warranted analysis that computer code/software is 
also malleable and vulnerable, and is not the same as physical architecture, 43 is 
somewhat offset by the fact that PBD includes both physical hard-
ware/design/architectural solutions and software solutions. PBD does not and should 
not aim to equate the two types of solutions. 

8 Overcoming the Challenges 

To address or overcome some of the challenges of striking the right balance between 
specificity and flexibility for PBD legislation, lessons could be potentially learned 
from environmental law/regulation and the approaches to ‘green by design’. As 
Hirsch notably argues, ‘command-and-control regulation’ applied in environmental 

                                                           
43 Grimmelmann, J.: Regulation by Software. Yale Law Journal, vol. 114, 1719-1758 (2005).  
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law, is not necessarily suitable for privacy law/protecting privacy [2006, p. 33]. In 
environmental law, “regulators identify the best currently existing technology for 
controlling pollution in that industry (known as the “reference technology”)” and 
“either direct all facilities in the industry to install the chosen technology (this is 
known as a “design standard”)” or require that the regulated facilities do not exceed 
the rate of pollution they would emit if they had properly used the reference technolo-
gy (this is known as a “rate-based standard”) [Hirsch, 2006, p. 33]. As Hirsch [2006] 
further points out, with regards to environmental protection, “command-and-control 
also deters innovation in pollution prevention and locks in the current state of pollu-
tion control technology” [Hirsch, 2006, p.35]. The same may hold true, as Hirsch 
[2006] argues, for privacy protection technologies. 

While the “rate-based standard” may make somewhat more sense for protecting pri-
vacy than the “design standard”, since it may permit different methods or means for 
achieving the same goal, the “rate-based standard” still relies, in effect, on the reference 
technologies on which the rate is based, as Hirsch points out, and “almost all [compa-
nies] choose the reference technologies so as to avoid any misunderstanding about com-
pliance” [Hirsch, 2006, p. 34]. As Hirsch further argues, “[b]y requiring firms to meet 
the best existing level of control technology, it gives them no incentive to exceed this 
level” and “the method is too slow for rapidly evolving industries” [2006, p. 35]. There-
fore, as Hirsch [2006] argues, both standards are just different types of command-and-
control regulation and, as a result, both would likely not hold up against the rapidly 
evolving technological means of privacy intrusion. The EDPS recommends that PBD 
could potentially adopt the ‘Best Available Techniques’ (BATs)44 approach.45 Howev-
er, BATs, which are also based on command-and-control regulations, can impel compa-
nies to adopt technological solutions that are already available [Hirsch, 2006, p. 35], 
thereby diminishing the prospect for developing more innovative solutions that are not 
yet available. Innovative PBD solutions will be crucial for minimizing the threats to 
privacy posed by future and emerging technologies. 

Overprescribing the technical/PBD solutions to address the privacy threats of PITs 
could also discourage the continuous development or enhancement of new solutions 
that could progressively achieve even better results. Unlike the EC’s draft General 

                                                           
44 Council Directive 96/61/EC of 24 September 1996 concerning integrated pollution preven-

tion and control defines BATs as “the most effective and advanced stage in the development 
of activities and their methods of operation which indicate the practical suitability of par-
ticular techniques for providing in principle the basis for emission limit values designed to 
prevent and, where that is not practicable, generally to reduce emissions and the impact on 
the environment as a whole” (Art. 2.11). Techniques include the use of technology. 

45 See European Data Protection Supervisor Opinion on the Communication from the Commis-
sion on an Action Plan for the Deployment of Intelligent Transport Systems in Europe and 
the accompanying Proposal for a Directive of the European Parliament and of the Council 
laying down the framework for the deployment of Intelligent Transport Systems in the field 
of road transport and for interfaces with other transport modes, 22 July 2009, available at: 
http://www.edps.europa.eu/EDPSWEB/webdav/site/mySite/shared/ 
Documents/Consultation/Opinions/2009/ 
09-07-22_Intelligent_Transport_Systems_EN.pdf 
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Data Protection Regulation, which gives the EC authority to mandate specific tech-
nical measures/solutions and standards, PBD legislation, as proposed here, should 
instead focus on ensuring the realization and implementation of the principles of pri-
vacy as a policy objective or outcome,46 as the US Department of Commerce similar-
ly argues.47 If privacy laws are too prescriptive, as Hirsch argues, they could impede 
technological innovation for protecting privacy [2006, p. 36]. Likewise, as the US 
Department of Commerce also points out, “by requiring a particular technology, a 
regulator may preclude the implementation of better privacy solutions and stifle inno-
vation that benefits consumers and the economy”.48  Essentially, “[e]nhanced privacy 
protection will depend on the development of new technologies” [Hirsch, 2006, p. 36] 
and the success of PBD (legislation) is dependent on the availability of the technolo-
gy/solutions to bring about that success. The PBD method or approach to protecting 
privacy, therefore, benefits from the further development of technology and, as Hirsch 
emphasizes, “[t]his development requires regulatory methods that encourage innova-
tion, not those that constrain it” [Ibid., p. 36]. Furthermore, as the US Department of 
Commerce points out, in response to the EC’s draft General Data Protection Regula-
tion, “granting the [European] Commission the power to specify technical mechan-
isms may have the significant unintended consequences because technology  
developments outpace government regulation”.49 

Therefore, the law should not overly prescribe these solutions, in order to prevent 
the drawbacks of overregulation. While the law should mandate that technology de-
velopers/manufacturers must take the necessary steps to implement technical/PBD 
solutions when designing and developing PITs, it would be advisable for lawmakers 
not to specifically determine or mandate which are those solutions, and let the respon-
sible industry players and other stakeholders work that out. The decisions on the  
specific technical measures/solutions and standards should be left open to a multi-
stakeholder process.50 In addition, PBD could potentially benefit from open technical 
standards and open collaboration/open innovation. Technology develop-
ers/manufacturers and service providers should also be allowed to collectively and/or 
individually select and develop their own solution, as long as it is strictly based on the 
relevant fundamental privacy principles and applicable laws.  

The smart implementation of privacy protection measures will require ‘smart regu-
lations’. If indeed written smartly, regulations need not slow or halt the innovation of 
even better PBD solutions. Accordingly, PBD, and the privacy laws thereof, should 
adopt the next-generation regulatory approach, as opposed to an overly prescriptive 
command-and-control approach [see Hirsch, 2006]. Next-generation standards,  
such as ‘performance-based standards’ for promoting innovation in environmental 

                                                           
46 Of course, it will be important to clarify how the policy objectives or outcomes are specified 

and thus enforced objectively. 
47 See US Department of Commerce, Informal Comment on the Draft General Data Protection 

Regulation and Draft Directive on Data Protection in Law Enforcement Investigations  
(16 January, 2012). 

48 Ibid. 
49 Ibid.  
50 Ibid. 
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protection [Porter and van der Linde, 1995], which move away from both design 
standards and rate-based standards, are not based on reference technologies and may, 
therefore, potentially help to promote the innovation of PBD solutions for protecting 
privacy by encouraging companies to select/develop their own methods [Hirsch, 
2006, pp. 38-40]. Environmental Management Systems (EMS) may also offer a help-
ful model for the protection of privacy and the implementation process of PBD, as 
argued by Hirsch, since EMS often entails continuous improvement practices [Hirsch, 
2006, pp. 60-63]. 

Furthermore, in order to address some of the challenges of measuring the effec-
tiveness of the implementation/enforcement of PBD legislation and to determine if the 
established objectives/targets have been met, measurable and viable indicators will 
need to be identified/established and data will need to be gathered to populate the 
selected indicators. Some of the indicators may include, for example, the number of 
developers/manufacturers fully aware of the new PBD requirements, the reduction in 
the number of reported/known privacy violations, the number of success-
ful/unsuccessful PBD certification audits per sector and type/category of PIT, and the 
average/estimated level of investment in PBD solutions.  

To address some of the other challenges regarding the necessary investment, re-
search-funding programmes could fund studies that aim to identify and address the 
needs for developing concrete, specific and viable PBD solutions. In addition, the 
European Commission, for instance, should continue to fund projects that aim to facili-
tate the interplay between various stakeholders and actors (i.e. engineers, programmers, 
designers, lawmakers, regulators, policymakers, privacy commissioners, privacy offic-
ers, lawyers, certification bodies, certified PBD trainers, privacy certification auditors, 
research bodies, data controllers/processors, service providers, law enforcement agen-
cies, privacy law scholars and social scientists). The projects should aim to prelimina-
rily establish best practices, standards and a roadmap for promoting PBD. Companies, 
research centers and other actors could also receive public funding to develop and 
validate a variety of PBD solutions for the most threatening PITs, and then identify 
and exchange best practices and lessons learned for implementing PBD solutions, 
based on established facts/evidence and pilot demonstrations. This could also help to 
provide the required inspiration, driving force and knowledge/evidence for PBD law-
making/policymaking. Subsequently, public funding could also be made available to 
establish dedicated PBD certified training programs to guide computer program-
mers/engineers and to communicate the identified best practices and lessons learned. 
Civil society and privacy commissioners, supported by grass roots activism, could 
also help to advocate for the necessary greater public and private investment and co-
operation in the R&D of PBD solutions [see Cavoukian, 2009]. Furthermore, since 
governments are significant buyers of PITs, the adoption/implementation of policies 
in support of the public procurement/pre-commercial procurement of privacy-friendly 
devices and systems could set a good example and further influence the  
design and development of future PITs. 
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9 Concluding Remarks 

PBD may be an important solution for ensuring the protection of the right to privacy, 
and arguably new laws should mandate that both technology develop-
ers/manufacturers and data controllers must implement PBD measures. But, as a re-
sult of the significant challenges and difficulties of implementing and enforcing PBD 
and the limitations and constraints of the approach, PBD is certainly not a panacea for 
defending privacy, in light of the increasing development and deployment of PITs. 
Laws or legal solutions do not perfectly regulate human behavior and neither do  
technologies or technical solutions. Some of these challenges, limitations and  
constraints of PBD, however, can be potentially addressed through the applica-
tion/implementation of ‘smart regulatory approaches’ and the investment in necessary 
resources and training. 

Nonetheless, the dire reality is that the serious threats/risks to privacy (and liberty) 
posed by the inertia of technological development is probably a dilemma simply too 
immense for PBD or any legal or technical solution alone. In the end, no matter how 
PITs are designed/developed, their widespread deployment and use will likely always 
be a serious cause for concern for the protection of privacy and liberty. 
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Abstract. Electronic Identity (eID) cards are rapidly emerging in Eu-
rope and are gaining user acceptance. As an authentication token, an eID
card is a gateway to personal information and as such it is subject to
privacy risks. Several European countries have taken extra care to pro-
tect their citizens against these risks. A notable example is the German
eID card, which we take as a case study in this paper. We first discuss
important privacy and security threats that remain in the German eID
system and elaborate on the advantages of using privacy attribute-based
credentials (Privacy-ABCs) to address these threats. Then we study two
approaches for integrating Privacy-ABCs with eID systems. In the first
approach, we show that by introducing a new entity in the current Ger-
man eID system, the citizen can get a lot of the Privacy-ABCs advan-
tages, without further modifications. Then we concentrate on putting
Privacy-ABCs directly on smart cards, and we present new results on
performance, which demonstrate that it is now feasible for smart cards
to support the required computations these mechanisms require.

1 Introduction

A number of countries have already introduced or are about to introduce elec-
tronic identity cards (eID) and drivers licenses. Electronic ticketing and toll sys-
tems are also widely used all over the world. As such, electronic devices become
widespread for identification, authentication, and payment. Several European
Union countries have already rolled out electronic ID cards and several others
have committed to rolling out electronic ID cards and are in various stages of
planning [1]. The increasing number of electronic identity management infras-
tructures are creating opportunities for pan-European initiatives of trustworthy
services in e-government and e-commerce and set the basis to overcome frag-
mentation, closed solutions and lack of user control and transparency [2].

As an authentication token and personal data source, an eID card is a gateway
to personal information. This implies a set of risks to the privacy of the citizen,
via the unwanted disclosure of personal information and its subsequent misuse.
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These privacy risks could become even more prominent in the future, if citizens
would be using their eIDs not only for e-government services, but also in e-
commerce for shopping online, checking into hotels, renting cards online, opening
bank accounts, etc.

A recent position paper issued by ENISA on “Privacy Features of European
eID Card Specifications” [3] underlines this need for “privacy-respecting use of
unique identifiers” in emerging European eID cards and mentions that countries
such as Austria and Germany have taken some important steps in this direction.
However, some important security and privacy threats still remain. In this paper
we take as an example the German eID card, since many consider it to be the
most advanced eID deployment [4] and we discuss three of these threats.

Technologies that can help to enhance existing eID card privacy functions are
based on privacy-enhanced attribute-based credentials (Privacy-ABCs). In par-
ticular, Privacy-ABCs can help prevent monitoring and profiling of the citizens
based on the usage of the eID cards, enforce minimal disclosure, offer the choice
of complete anonymity for the user, but also help improve the scalability of the
underlying infrastructure.

However, although these technologies have been available for a long time,
there has not been much adoption in mainstream applications and eID card
implementations [3]. We identify three reasons for this: first the available tech-
nologies based on Privacy-ABCs use different terminology for their features and
even different cryptographic mechanisms to realize them, resulting in a difficulty
for developers to understand, compare and use them. Second, the performance
of Privacy-ABCs on smart cards (like eIDs) was poor and did not allow practical
deployment. And third, Privacy-ABCs are very complex and hard to understand
for non-specialists.

Since then, a lot of progress has been made in addressing the above problems.
The goal of this paper is to describe this progress and show that Privacy-ABCs
are now attractive to be incorporated in eID solutions. In particular we report
on the progress being made by the EU-funded project ABC4Trust in bringing
together different Privacy-ABC technologies and abstract away their differences.
Then we discuss how one of these technologies (namely U-Prove) can be inte-
grated with the German eID card, given the current infrastructure, in order to
show that today’s eID systems can enjoy some of the benefits of Privacy-ABCs.
Finally, we report on the new results we got from experimenting with U-Prove
directly on contactless smart cards, indicating that both issuance and presenta-
tion can be brought down to the order of milliseconds, making Privacy-ABCs
perfectly practical on smart cards.

The rest of the paper is organized as follows. Section 2 analyses the current
solution for authentication through the German eID card and discusses the most
important privacy and security threats that relate to this. Section 3 introduces
Privacy-ABCs and shows their significant potential in addressing these problems.
Section 4 shows a case of how U-Prove can be integrated with the German eID
system and finally Sect. 5 takes a step further and discusses the possibility of
putting Privacy-ABCs directly on smart cards.
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2 Current eID Solutions for User Authentication

The German eID card translates privacy into a set of features. First of all, ser-
vices must authenticate themselves to citizens. The possibility to choose certain
attributes, so that the user can controls the transmission of his/her data is
another important feature. Moreover, citizens must consent to every access. On-
card verification supports uses such as age verification, while releasing minimum
information. Finally, restricted identification creates service-specific pseudonyms
that are unlinkable across services [4].

However, the authentication scheme based on the German eID card still raises
security and privacy concerns. In Sect. 2.2 we elaborate on them, but before
that we need to understand the entities that are involved in the authentication
protocol, as well as the steps of the protocol. We do so in the following subsection.

2.1 The eID Function

The German Federal Office for Information Security’s technical guideline TR-
03127 [5] specifies the eID card system’s architecture. Figure 1 shows an overview
of this architecture for online authentication. Three main components participate
in the protocol, namely the user, the service provider and the eID server.

The user wants to use an online service through the use of his browser. For
that, he must provide part of his personal data to the service provider in order to
authenticate. For that purpose, he uses his personal eID and the accompanying
software on his personal computer. The service provider offers online services
that can be used only by authenticated users. For authenticating the user, the
service provider uses the services of a trusted eID server, through which it can
query the data in the eID card of the user. The eID server operates as an Identity
Service Provider and answers requests for the personal data of users by service
providers. It might be operated by the service provider itself or by a third party
as an external service. In the latter case, the eID server offers its services to
the service providers who want to support the eID functionality within their
Web applications. In this case, the eID server reads the data on the eID that
are required by the service provider. Furthermore, it stores and manages the
authorization certificates and revocation lists.

Figure 1 shows the involved entities, as well as the phases of the authentication
process that are executed, when a citizen wants to use an online service and
authenticates to the service provider through her eID. As the figure shows, the
authentication process takes place according to the following steps:

1. The citizen wants to authenticate with the use of her eID card to the service
provider. The service provider forwards the authentication request to the
associated eID server. Corresponding to that, the user is presented with the
list of functions and data that the service wants to read.

2. A secure channel between the eID server and the eID client is established by
use of cryptographic protocols (PACE, terminal and chip authentication).

3. The eID client displays the requested data to the user.
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Fig. 1. The steps of online authentication to a service using the German eID card

4. After reviewing the service information and restricting which data the service
provider is allowed to get, the user enters her eID PIN to express consent.

5. The data is transmitted to the eID server. The eID server reads the subset
of the eID data according to the corresponding authorization, on behalf of
the service provider.

6. The eID server forwards the data back to the service provider as part of the
authentication response. Corresponding to that, the service provider verifies
the results and decides whether the authentication is successful.

From the process described above, we should note that it adheres to two im-
portant privacy features, namely notice and selective disclosure. Indeed, the user
is duly informed of the scope of the transaction, i.e., of which identity informa-
tion is transferred to the application owner and for which purposes the data will
be processed. The user is also given the possibility to decide on which identity
attributes to disclose and to what extent. These features are in accordance to
the privacy requirements of electronic ID cards, as defined by ENISA in 2009 [6].

2.2 Security and Privacy Problems

When compared to the privacy features offered by other European eID card
specification [3], the German new eID card is one of the most privacy-friendly
solutions. However, it follows the passive authentication protocol with bearer
tokens that we described in the previous section. Bearer tokens (security tokens)
containing user’s claims are delivered by the eID server to the service provider
without user intervention. This model is subject to several threats [7]. Here
we will focus on the most important ones, relevant to security, privacy and
availability.
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eID Server Knows All User Transactions. Even though the eID server
does not necessarily need to know where the user is authenticating and which
service she is requesting, this knowledge is passed by design to the eID server
in the current eID solution. More specifically, the eID server is involved each
time a user authenticates to a service provider using her eID, and is able to
keep track of the user actions. This enables the eID server to trace and link all
communications and transactions of each user.

This pattern is followed in most federated identity management systems today,
and it can be also observed in STORK’s architecture for eID interoperability
between different European countries [8]. In the physical world we might have
to show a government issued picture ID on different occasions. The issuer of
those picture IDs is not aware that we show those at this specific location. In
the digital world however, the default case is that the issuer knows when you
present your ID.

eID Server Knows All Customers of the Service Provider. Reversing
the above threat, the involvement of the eID server in every user authentication
constitutes a privacy threat for the service providers as well, since the eID server
learns all the customers trying to access a service. Especially if the eID server is
operated by a private company, it might be a competitive threat, if it can learn
all the customers of another company (i.e. the service provider).

User Impersonation. Since the user does not perform an active role in the
information exchange between the eID server and the service provider, there is
a high security risk of user impersonation by insider attackers at the eID server
or outsider intruders when they would gain access to the eID server’s resources.

An eID server under control of an attacker (insider or outsider) has the abil-
ity to impersonate every user at applications using eIDs for authentication. For
example, insiders can copy or alter user’s credentials and as such steal the iden-
tity of a user. In general, in a federation scenario, the insiders or outsiders who
learn a user’s credentials can impersonate the user and get access to the assets
at different applications involved in the federation.

Availability. The eID server becomes a business critical component as it is
needed for every transaction the user does with the applications. Denial of Ser-
vice attacks towards the eID server will impact all applications using the service.
Attacking this component may have a huge economic impact because the attack
spreads over different services.

All of the above problems become critical when there are currently only a
couple of eID servers operating, despite the view of the German government
that this service will be offered by multiple servers. Meanwhile, the requirement
that the eID providers are not able to track the behaviour of eID holders is
becoming more prominent. In the evaluation assessment of the recent proposal
of a Regulation “on electronic identification and trusted services for electronic
transactions in the internal market” [9] it is stated that a solution to this track-
ing problem should be aligned with the current ongoing revision of the Data
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Protection Directive and include specifically privacy-by-design rules. In the next
section we discuss specifically how the above threats can be addressed with the
privacy-by-design model.

3 Privacy-ABCs to the Rescue

To alleviate the above threats and offer more flexibility, governments can turn
to a claims-based architecture [10]. The claim-based architecture is a design
pattern used by system architects to implement claims-based identity. The main
purpose of claims-based identity is to externalize authentication. The service
provider’s interest is not to authenticate the user, but rather receive verified
claims about the user, based on which access to the service is decided. That
is, the service provider publishes a policy on accessing a specific resource and
expects to receive claims and identity tokens from trusted sources that satisfy
this policy. The trusted sources that issue such security tokens are the identity
service providers (IdSP), sometimes also called identity providers for simplicity.
In the particular eID system that we are studying in this paper, the eID server
has the role of the IdSP.

The claimed-based architecture allows separation between service providers
and identity service providers, so that there is no direct exchange of information
between them. Instead, the user lies in the middle, having control of the exchange
of his identity information. Then, on one side identity providers authenticate the
user and issue security tokens, and on the other side service providers consume
tokens. Because a service provider relies on the IdSP to provide authentic infor-
mation about the user, it is called the relying party (RP).

An example of claim-based architecture is the Identity Metasystem [11]. Claim-
based architectures can use privacy-respecting credential systems (Privacy-ABCs)
to provide untraceability andminimal disclosure. Examples of such credential sys-
tems are Idemix [12] and U-Prove [13]. Over the last few years, Idemix and U-
Prove have been developed to offer an extended set of features, even though these
features are named differently and they are realized based on different crypto-
graphic mechanisms. Recently, the European research project ABC4Trust [14],
was initiated with the goal to alleviate these differences and unify the abstract
concepts and features of such mechanisms. In particular, it brings them under the
common name privacy-preserving attribute based credentials, or Privacy-ABCs
[15]. So, Privacy-ABCs are privacy respecting credentials that are defined over
these concepts and features and are independent from the specific cryptographic
realization beneath. Overall, Privacy-ABCs offer the following advantages [15]:

– Privacy-ABCs are by default untraceable. Even when they are obtained on-
demand, IdSPs are not able to track and trace at which sites the user is
presenting the information.

– Privacy-ABCs can be obtained in advance and stored by the user while
still being able to disclose the minimal amount of information needed for a
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particular transaction. So, the real-time burden of the IdSP is diminished,
improving scalability.

– To prevent identity theft and “credential pooling”, i.e., multiple users sharing
their credentials, credentials can be bound to a secret key, i.e. a cryptograph-
ically strong random value that is assumed to be known only to a particular
user. A presentation token derived from such a key-bound credential always
contains an implicit proof of knowledge of the underlying secret key, so that
the verifier can be sure that the rightful owner of the credential was involved
in the creation of the presentation token. As an extra protection layer, the
credentials can also be bound to a trusted physical device, such as a smart
card (i.e. the eID card itself), by keeping the secret key in a protected area
of the device. That is, the key cannot be extracted from the device and so
it is not possible to make a presentation proof without the device.

– Instead of complete anonymity, if desired, users can generate an unlimited
number of pseudonyms or a batch of Privacy-ABCs and use them at the
same or different relying parties. Presentations of pseudonyms or different
Privacy-ABCs are cryptographically unlinkable, meaning that given two dif-
ferent presentations of the credentials, one cannot tell whether they were
generated by the same user. In cases where it is undesirable that users are
able to generate multiple identities on the same site, the relying party can
impose a scope-exclusive pseudonym, meaning that for a scope string (e.g. a
URL) the user can only register a single pseudonym. This feature is useful in
applications where the user should not be able to create multiple identities
based on a single credential, like for example in online petitions.

So, privacy-ABCs have significant potential to enhance existing eID card pri-
vacy functions. Their integration is perfectly realizable today, and does not nec-
essarily require modifications at the current infrastructure of the eID server and
the eID cards. This is demonstrated in the next section, where we take as a
paradigm one of the Privacy-ABC technologies, namely U-Prove, and show how
it can be integrated in the German eID system.

4 Integrating Privacy-ABCs to Existing eID Systems

U-Prove has been integrated with the German eID system and it has been
demonstrated in a typical e-Participation scenario [16]. In particular, it was
demonstrated in a local referendum application, where the citizens had to prove
their eligibility to participate, by proving properties of their identities, while at
the same time their anonymity is preserved. In this section, we generalize the
discussion and show the entities and the protocol involved. Even though in our
discussion below we still use U-Prove, the same would apply for other Privacy-
ABC systems as well (e.g. Idemix). We only use U-Prove here as an instance,
since it was used in the initial implementation [16].

Compared with the standard German eID system we discussed in Sect. 2,
the entities remain the same only that a new entity has been introduced and in
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particular the U-Prove issuer. The U-Prove issuer has two responsibilities: first
to validate the claims issued by the eID server and second to issue a U-Prove
token that contains these claims. By deploying the U-Prove issuer, applications
can leverage U-Prove Tokens providing unlinkability and anonymity to the users.

Citizen
User Agent

eID Server Service Provider

Presentation 
Token

Authentication
by means of eID

U-Prove Issuer

��Issuance and transfer
of security token

� Issuance and transfer
of U-Prove token

�

Fig. 2. U-Prove Integration with the German eID system

As Fig. 2 shows, the authentication process takes place according to the
following steps:

1. The user wants to authenticate by means of eID card to the application.
For that, the user is redirected to the eID server of her choice and she
is prompted to present the eID card and PIN-code. The eID server then
validates the identity of the user.

2. The eID server produces a security token containing the claims on user at-
tributes that are requested by the application. This token arrives at the
U-Prove issuer.

3. At the U-Prove issuer, the current security token is exchanged for a U-Prove
token, after the U-Prove issuer has validated the received token.

4. The user presents the U-Prove token to the application through a U-Prove
Presentation Proof.

The above protocol achieves a challenging combination of high assurance on
the identity of individuals through their eID and full anonymity while using a
service. User anonymity is made possible since the presentation token cannot
be tied back to the true identity of the user. The true identity of the user
was established during the authentication at the eID server, but at Step 3, the
eID token was exchanged for a U-Prove token. U-Prove ensures the unlinkability
between the issuance of the U-Prove token and its usage through the presentation
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proof (Step 4). Even if the U-Prove issuer and the service provider collude, there
is no way to link the two together. Actually, this offers the advantage to assign an
extra role to the U-Prove issuer, if desirable: that of the validator of the U-Prove
tokens at the RP. That would alleviate this extra burden from the RP without
having to introduce an extra entity in the architecture and without having to
make any compromise in terms of security and privacy.

The example above illustrates how Privacy-ABCs and eID systems can be
combined. The idea of having high assurance on the identity by means of a
smart card and being anonymous in the actual transaction on the RP sounds
esoteric, but it can be easily accomplished by means of Privacy-ABCs. This
combination is possible by leveraging e.g. a service in the cloud. This service will
learn the user’s attributes coming from the eID server but will not learn where
the user is using them. The U-Prove issuer will learn as much information as
the eID server and so both services are equal from a privacy threat modeling
perspective and should be protected in a similar way.

However a few issues of trust management need to be addressed, if a new
type of entity is introduced into the system. The U-Prove issuer learns about
the attributes that are requested and so (over time) can build a profile of the user
and the attributes that the user needs for her service at which time, e.g. (being
adult, asking for the respective credential Friday night, having been checked for
AIDS recently with no AIDS having been detected, being eligible for medical
consultation via a special type of assurance).

One could say, that the cleanest solution would be to simply regulate the U-
Prove issuer to not store any attributes after credential issuance and to audit him
for this. However experience with ID issuers raises doubt, that a “no-records-
taken”-policy would be accepted by all stakeholders, who want to look after the
U-Prove issuer and who may require some record-keeping, though the authors do
not really see a hard reason for record keeping. Quick re-issuance of credentials
after a user has lost them does not seem to be so important, that it would justify
record-keeping with that many privacy implications.

Actually, one measure to mitigate the privacy risk at the U-Prove issuer lies
in the heart of Privacy-ABCs philosophy. The eID server should always issue
tokens containing claims for all attributes in the eID cards, and let the user
decide which of these attributes to reveal to the RP, during the presentation
proof. In this way, the eID server cannot draw any conclusion on the type of the
application the tokens are being used for. At the same time, it is important that
several U-Prove issuers are available; this allows users to spread the knowledge
of certain types of attributes over their selection of providers.

Besides privacy reasons, the organizational setting of the U-Prove issuer needs
to assure that no monopoly situation can arrive, as a monopoly would also be
risky from an availability and cost perspective. While monopolies can achieve
scale effects in network-based industries and therefore can have cost advantages,
the cost risk from the point of user is the lock-in situation, that comes with the
monopoly and that allows the monopoly provider (in this case the issuer) to
dictate prices. Actually a U-Prove issuer could and should fall under the rulings
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of the recently proposed regulation on electronic identification and trusted ser-
vices for electronic transactions in the internal market [17]. Article 11 (4) therein
explicitly mentions pseudonyms (i.e. a special type of attributes), which could
be issued by eID servers (and also U-Prove issuers). The requirements set out in
the proposed regulation can be expected to establish appropriate trust into the
token issuers.

The most important aspect of the U-Prove issuer is that its cloud instances do
not learn the relationship between the user and RP. It is actually this relationship
that affects the privacy of the user because it makes profiling of the user possible.
It is in the interest of the eID server to apply Privacy-ABCs, in order not to be
seen as a “monitoring beacon”. Privacy-ABCs will also protect the privacy of
the RPs because now there is no third party (eID server) which learns all their
customers. Especially when the eID server is run by a private company, learning
all the RP’s customers is seen as a competitive threat for the RP.

Germany has gone a long way in adding privacy to the eID card, much further
as any other system. While this is certainly to the right direction, most eID
systems being deployed in Europe would benefit even more from Privacy-ABCs.
For that, it is crucial that Privacy-ABCs become part of the eID card itself. So
the delivery of the claims to the RP is done under control of the user and the
eID card. This removes immediately many of the threats discussed in Sect. 2.2
and increases the privacy of the user and RP. Can we put Privacy-ABCs on eID
cards? Could they run efficiently on the smart cards? This will be discussed in
the next section.

5 Privacy-ABCs on Smart Cards

There have been several approaches to implement Privacy-ABCs on smart cards.
Bichsel [18] and Balasch [19] focus on providing the arithmetic functionality re-
quired, i.e. fast modular arithmetic. Balasch implemented the arithmetic using
AVR microcontrollers, whereas Bichsel used the JCOP platfom. Later, Bichsel
et al. presented the first practical implementation of a Camenish-Lysyanskaya-
based Direct Anonymous Attestation scheme on a Java Card 2.2.1 [20] with a
performance close to 7.5 seconds. Tews and Jacobs [21] considered U-Prove and
succeeded in performing a presentation proof in about 5 seconds for 2 attributes
and 8s for 4 attributes. Batina et al. [22] suggest to use self-blindable certificates
and put forward an implementation that requires about 1.5s to perform presen-
tation for 1 attribute. In 2011, Mostowski and Vullers implement U-Prove on a
MULTOS card and reach about 0.5s (resp. 0.8s) for 2 (resp. 5) attributes. Up
to our knowledge, no implementation of a Privacy-ABC system is available on a
contactless smart card at this time.

We have chosen to focus on the full-fledge version of U-Prove as opposed to the
device-binding version [23], thus showing the applicability and user-friendliness
of a complete Privacy-ABC system running on an eID card. The chosen smart
card platform is a 32-bit chip made available by Invia [24]. The component
features a Sparc v8 Leon II core and embeds a lightweight public-key coprocessor
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called MEXPA running at 33MHz. We assumed an ISO/IEC 14443 contactless
interface running at a pessimistic baudrate of 106 Kbits per second.

U-Prove describes an issuance phase and a presentation phase. The two proto-
cols may employ either a group of integers modulo a prime number or an elliptic
curve defined over a field of large prime characteristic. We have considered the
case of an implementation based on elliptic curves for increased flexibility at the
algorithmic level, although some of our optimizations are readily applicable to
groups of integers.

Fig. 3. Schematics of a contactless smart card integrating U-Prove and eID application

At a high-level view, we have undertaken and combined the following
approaches:

1. reformulation of U-Prove’s protocol flow to identify the critical operations
performed by the smart card and minimize on-board computations;

2. maximal delegation of unsensitive computations to the Issuer and Verifier
within the limits of neutrality towards cryptographic security;

3. off-line/on-line optimization using a maximal number of precomputed values
stored in non-volatile memory as coupons. Coupons are internal variables
that can be generated by the smart card beforehand, thus reducing the total
latency when transactions (either issuance or presentation) take place;

4. boosting point operations using the best suited coordinate system (Jacobian,
affine or mixed Jacobian/affine) for each operation performed on the curve;

5. optimizing scalar multiplications by aggregating multiple products: comput-
ing a double multiplication ([k1]B, [k2]B) with the same basepoint B allows
to share intermediate variables even when B changes from one execution to
the next;

6. finely compare implementation strategies and trade-offs given the perfor-
mance of low-level hardware operations to find optimal settings.
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U-Prove Issuance. Further optimizations are made possible by the use of
NIST curves as recommended in the specifications of U-Prove [23]. Taking the
NIST curve P-256, we get an estimated cost of about 4.1 million clock cycles for
the most critical part of the issuance phase, neglecting modular additions and
subtractions. The memory size required remains moderate, namely of the order of
1KB of RAM. Under a clock frequency of 33MHz, 4.1 million cycles correspond to
124ms. We add a 30% overhead to take into account modular additions, pointer
management and minor CPU-operated instructions. A pessimistic additional
20ms is added to reflect one-time minor operations such as hash computations.

The total bitsize of transmissions in the issuance protocol amounts to 10 log2 p
where p is the field characteristic which, assuming a baudrate of 106 Kbps (slow-
est configuration), leads to an estimated 78ms. Putting it altogether, and ne-
glecting the execution time of off-board operations, we end up with an expected
running time of about 259ms for the complete issuance protocol.

Presentation Proof. For the presentation phase, we take the typical case
where the user generates the presentation proof, in which some attributes are
disclosed and some are not. Similar to the issuance phase, there are many possi-
ble algorithmic options for this phase as well and we may rely again on precom-
putations (coupons) and various algorithmic optimizations of aggregated scalar
multiplications.

Overall, we find that the cost of the presentation proof amounts to 38.42 ×
(n − |D|) milliseconds on the target chip, where n− |D| is the total number of
undisclosed attributes. We upper bound the extra time needed by the remaining
computations by about 45 to 50ms. This gives a typical presentation phase of
434ms for 10 unrevealed attributes, thus providing evidence that both the is-
suance and the presentation phase of U-Prove can be efficiently implemented on
a state-of-the-art contactless card.

Areas for Further Optimization. Operations on the elliptic curve could be
made faster by using efficiently computable endomorphisms over the group of
points as with the GLV method [25]. For instance, curves over a field extension
allow to use the Frobenius map to speed-up scalar multiplication. Also, curves
with coefficients a = 0 or b = 0 that have endomorphisms that one can evaluate
using roots of unity are quite appealing (other examples with specific values for
a and b are known). Also, field arithmetics can be boosted using extended fields.
Taking a curve over Fp2 = Fp/(p

2 + 1), a field multiplication which usually
requires two operands of n bits boils down to 3 multiplications with half-size
operands and one can replace a modular reduction from 2n bits to n bits with
two reductions from n bits to n/2 bits.

On a general-purpose 32-bit CPU, taking a field extension with a pseudo-
Mersenne characteristic and a sparse irreducible polynomial would probably be
the best possible choice as one can rely on both fast arithmetics and efficient
endomorphisms. Also, selecting an Edwards curve would slightly improve speed.
As investigated in [25], the best timings on a 64-bit Intel processor when no
crypto-coprocessor is available are realized with Edwards curves over Fp2 using
endomorphisms as per the GLV and GLS techniques.
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6 Conclusions

A potential future deployment of Privacy-ABCs in eID schemas would allow
going beyond the existing privacy-preserving capabilities of the German model.
In this paper we have showed the benefits of such an integration in terms of
preserving the privacy of the user. Overall, based on several properties, Privacy-
ABCs bear a high potential to challenge what must have been considered as
necessary processing of personal data in the past. If deployed broadly, Privacy-
ABCs would enable the revision of the understanding of necessary processing and
require reassessment of existing systems. Integrating them into the upcoming
European framework on electronic identification and trust services for electronic
transactions in the internal market seems possible, though further details need to
be analysed. For example, one could extend further the discussions in this paper
on establishing the appropriate trust on the token issuers, as well as continue the
analysis of further optimizations of the performance on smart cards, as discussed
in the last section.
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Abstract. The problem of federated identity, the ability to sign-in
across multiple services, has not been solved in a privacy-respecting or
secure manner. We briefly analyze the design of OpenID Connect, as
implemented by Google and Microsoft, and BrowserID as implemented
by Mozilla Personae. Then we consider a capabilities-based approach to
federated identity that posits identity to be a set of capabilities that a
user can prove to a service that they possess, such as possession of the
capability to check a particular email address. Then we show how we can
extend existing federated identity approaches can be re-designed using
capabilities verified by the use of key material.

Keywords: identity, capabilities, federation, BrowserID, OpenID.

1 Introduction

As the Web leads to a proliferation of services that each require some form of
authentication, the problem of sign-in has returned with a vengeance: Current
approaches that federate a single identity across multiple services (“federated
identity”) solve this problem at the cost of sacrificing user privacy. Due to an
inability to solve sign-in and data-sharing in a user-centric manner that is usable
by developers, currently the most popular identity system is the non-federated
Facebook Connect [13]. Also, most federated identity solutions are not standard-
ized via a standards body like the IETF or W3C, so there is not a single alter-
native federated model capable of being easily deployed across browsers. As we
can not determine the security or privacy characteristics of proprietary solutions
or iterate through the large list of federated identity systems produced in both
the academic literature and in enterprise computing, we will confine our privacy
analysis to two open-source efforts that have attracted attention and user-bases:
OpenID Connect [2], as currently implemented by Google and Microsoft, and
BrowserID [1], also called Mozilla Personae. After discussing the design of both
of these federated identity solutions, we outline a “capabilities-based” approach
that considers identity simply to be a set of capabilities that a user can prove to
a service that they possess without revealing their identity. Then we show how
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we can extend existing federated identity approaches such as OpenID Connect
[9] and BrowserID [1] with capabilities based on using key material, and outline
the future work necessary to integrate such work with anonymous credentials
and zero-knowledge proof systems.

1.1 Terminology and Assumptions

In this work, we assume there is a user that is sending some kind of information to
a relying party, a services that wish to access verified identity claims. The source
of the identity claims is called an identity provider, a service that stores and can
possibly verify identity claims on behalf of a user. The common example would
be having a user send their username and password combination to Facebook
via Facebook Connect, the identity provider, to sign-on to a third party service
such as music-sharing service Spotify, the relying party [13]. Spotify also may
require some information from Facebook, such as the full name of the users and
the songs they like in their Facebook profile, in order to customize their service.
This information required by the relying party from the identity provider are
considered identity claims.

We assume that users don’t care about sign-in, they just want to access a
service as quickly as possible. It is well-known from anecdotes that forcing users
to register a new account and sign-in leads to almost half of users being so dis-
couraged that they do not even bother to register a new account. Developers
shouldn’t care either: For most developers, all they want is the ability to au-
thenticate a user in order to provide them with some sort of access to a system,
possibly with a persistent state tracked by their system. Unless their particular
service happens to be in the business of buying and selling user’s personal data
- as many “social” services are - the developer simply wants to authenticate
and store just enough state about the user in order to have the service fulfill
its functionality. This state is usually thought of as a set of verified identity
claims, such as that a user’s first name is “Bob” and that has the email address
bob@example.org. These claims are verified in a number of different ways, such
as having the user entered them into a form when registering a new account (as
is the most common practice today) ranging or having the claimed stored locally
encrypted in a device and transferring them with some time-limited scope that
includes a digital signature. In general, identity can be broadly construed as a
set of claims about a user or a particular persona of the user, where a persona
is a set of claims that exposes only a (possibly “fictional”) facet of the user.

We also assume that users would like to minimize the amount of disclosure
of personal information to be verified to the relying party. For example, mini-
mizing the collection of personal data is sometimes required by regulatory and
government authorities, as exemplified by NIST’s “Guide to Protecting the Con-
fidentiality of Personally Identifiable Information” [12]. However, there are also
everyday examples that do not involve regulation. For example, a user may want
to sign-into a site such as Youtube that features videos that have content that
require the user to identify themselves as over a certain minimum age, such as
18. However, we assume the user would prefer not disclose their entire name and
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other personal information in this case to the relying party. Not only will we
assume that the relying party is potentially untrusted, but we would also like
to assume that the trust in the identity provider should be minimized. So, we
would like to minimize the amount of information the identity provider observes
about the actions of the user at various relying parties, which can be considered
the linkability of the transactions with relying parties by the identity provider.
We will also note that this can be generalized to any outside passive adversary
that is observing the identity provider.

1.2 Related Literature

Indeed, these problems are not new, but have already to a large extent theoreti-
cally been solved by the advent of anonymous credentials [4] and accompanying
work related to zero-knowledge proofs [8], work that often goes by the name
‘attribute-based credentials.’ The European Commission has funded a number
of large-scale projects in this area that have produced open-source implemen-
tations of anonymous credentials with zero-knowledge proof systems, such as
PrimeLife1 and ABC4Trust2 as well as commercial systems such as Microsoft’s
UProve.3 However, the concepts behind cryptographically anonymous creden-
tials and zero-knowledge proofs so far have not yet been introduced into com-
mon federated identity schemes, much less incorporated into the code of popular
browsers. Another reason is likely that the conceptual complexity of anonymous
credentials and zero-knowledge proofs seems not to match the desire by com-
panies to define the flow of information of personal data. Lastly, the ability to
create anonymous credentials with efficient zero-knowledge protocol signature
schemes has still been an active area of research, although efficiency gains are
very promising [3].

The most likely reason for lack of take-up of these technologies is that these
products is not compatible with existing browsers. Currently attribute-based
credentials require browser plug-ins, and as such plug-ins are being phased out
by browser vendors and are incompatible with the increased speed of browser
releases, we are unlikely to see any attribute-based credential scheme work. If
it was required by law, it would likely cause more harm than good by tying
users to older browsers, as shown in the case of the Korean e-banking certifi-
cate requirements that trap users with Internet Explorer and an ActiveX plug-in
with security risks. Requiring browser plug-ins has been such a catastrophe in
Korea that it has even impacted elections4 Attempting to avoid any new code
being added to browsers has been the strategy of increasingly high-profile feder-
ated identity schemes such as OpenID Connect[2] and BrowserID[1], but these
schemes have not considered any compatibility with attribute-based credentials
or having higher-security and privacy requirements.

1 http://primelife.ercim.eu/
2 https://abc4trust.eu/
3 https://research.microsoft.com/en-us/projects/u-prove/
4 http://blogs.wsj.com/korearealtime/2012/11/13/

ahn-pledges-to-end-outdated-encryption-standard/

http://blogs.wsj.com/korearealtime/2012/11/13/ahn-pledges-to-end-outdated-encryption-standard/
http://blogs.wsj.com/korearealtime/2012/11/13/ahn-pledges-to-end-outdated-encryption-standard/
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So in this paper, we focus on existing deployed Web-based identity systems
and their common (if simple) attributes such as e-mail verification, although
we present e-mail verification and identity claims within a new framework of
generalized capabilities verified by digital signatures. Second, our proposed sim-
ple extensions of existing federated identity scheme should be capable of using
any digital signature given that these cryptographic operations are now natively
being coded into browsers. We’ll investigate also including both conventional
digital signatures from identity providers like Facebook and Google as well as
the possibility of using the kinds of signature schemes needed by anonymous
credentials [5].

1.3 Capabilities

There has long been a debate between access-control lists and capabilities as a
way of providing authorization restrictions [6]. As put by Laurie, “a capability
can be thought of as a ‘handle’ representing some operation on some object. Pos-
session of the capability is all that is required to perform that operation” [11].
While it may seem counter-intuitive to remove the explicit identity of the user
from an identity-based system, the framework of capabilities is extremely useful
as it can also provide a much more fine-grained level of control than per-user
access control. Furthermore, this lack of an explicit user identifier is nonetheless
possibly a requirement for data minimization principles and anonymous creden-
tials. In the next section, we show that current federated identity-based systems
can be considered as proving the possession of a capability by a user (rather
than a program), with the possession of an email address and a password to ac-
cess being the ‘handle’ that defines the operation of a user authenticating their
identity.

2 Identity as Capability to Check Email

2.1 Problems and Example

Currently, despite years of effort around solutions like OpenID [9], the primary
form of identity on the Web is still a HTML form for filling out claims, which in
return delivers a cookie that tracks a user’s session state. Between sessions, users
have to enter a password, which is an easily phishable symmetric shared secret.
There are two attack vectors, the first from outside attackers and the second from
a compromised or malicious identity providers. First, Without proper security
considerations (such as enforcing TLS) the cookie that proclaims the session
state is easily swiped by a man-in-the-middle attack by an outside attacker. On
the other hand, the identity provider itself gets to observe all transactions with
any relying party, and may even commit transactions with user notification.

Not only is the security poor, but so is the user-experience: For users, sign-
in is not only just a means to an end, it’s often a confusing annoyance. For
developers, the situation is unsatisfactory: Instead of having to re-implement
sign-in code for their services, most developers would prefer to use a commonly
available library.
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2.2 Using Email Addresses as Identifiers

In practice identity for Web-based services can be reduced to a number of rather
simple primitives. Let us walk through a simple example. Assume a user wanting
to access a service on a web-site. The user who is visiting a site knows who they
are. The service provider does not, yet. The first element of a sign-in system
allows the user to tell the service provider who they are, i.e. to allow the user
to identify themselves. This is thought of both in federated systems and non-
federated systems as requiring the user to present an identifier to the service
provider. What the identifier hopes to identify is a single individual human (or
perhaps also a personae thereof).

However, natural language names will not work as these can be ambiguous.
Assigning numbers (as done with credit cards, telephones, and the like) is a pos-
sibility, but are difficult to remember and require a centralized database lest they
also suffer from ambiguity. Currently, email addresses of the form name@domain
seem to be the best distributed system for identity, as they are generally asso-
ciated with individual humans and tend to be globally ambiguous. Multiple,
distributed identities can be created easily by creating a new email address for
each identity. Email addresses tend to be rather natural identifiers for individ-
ual humans, as they seem to roughly approximate other naming schemes that
attach some local context in order to disambiguate a name. For example, “Jesus
of Nazareth” is approximately equal to jesus@nazareth.israel, or to use a more
modern example, “Blaine Cook, 30 Ballater Road, London” can be thought of
as blaine.cook@30.ballater-road.london. In the global system of the Internet, the
domain name is the necessary context needed to disambiguate a string identi-
fier that names an individual person. Although the domain name system is as
centralized under as phone numbers or credit card numbers, it offers a number
of additional capabilities and a well-understood extension mechanism, i.e. the
purchase of a new domain name from a domain registrar and the setting up of
an SMTP server.

There are numerous other options for what identifier can be used beyond
email addresses. Often a simple string for a user name is all that is required,
assuming the user has previously registered with the service. Yet users often
forget the particular string they may use as their identifier for a service (or be
forced to used, due to some other user registering the same string before them).
More importantly, usernames are usually “disguised” email addresses, as they
are directly tied to email addresses in the registration process.

Certain systems such as earlier versions of OpenID [9] and WebID [14] have
claimed that a URI by itself (such as http://www.example.org/bob) is a good
identifier, however, in practice these URIs are in general tied to e-mail addresses
as well (the owner of the domain of the URI as determined by the email of
whoever registered the domain name or controls on behalf of the user, as easily
determined by protocols such as WHOIS). Also, as users do not remember URIs
and do not imagine that they themselves are URIs, federated identity systems
such as OpenID 2.0 based on URIs confused users (and thus, were not used)
despite considerable deployment by companies such as Google and Yahoo! [9].
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In comparison to using self-signed certificates like WebID [14], email addresses
tend to be better than cryptographic credentials stored in the browser as the
browser is not what is being identified in a sign-on process: The human is the
thing that is being identified rather than the browser, and the human may use
multiple browsers across different devices. If a system is based entirely on using
cryptographic credentials in the browser but does not include a prompt for an
email address, then the user is unable to sign in if they lose their device. This
is one of the major problems with losing private keys in general, unless keys
are synchronized amongst multiple devices, but in this case the user is at the
behest of whoever runs the key hosting service that manages the keys of a user
in absence of their client device. This is not to say the approaches are completely
incompatible: When a client device goes away (seized by police, lost in a river,
or borrowed from a friend) and with it the user’s cryptographic tokens, a service
can still use e-mail addresses to identify a user and authenticate claims, and even
revoke and re-provision key material for client devices.

2.3 Checking E-mail as a Capability

The last step is to authenticate the user, in which the service needs to prove
that the user is who they say they are. This is done by proving that the user
controls the e-mail address and can respond to an email, usually a temporary URI
embedded in an email with some secret code. This also addresses concerns that
certain email addresses can be checked by more than one person, such as a couple
(such as “Sheri” and “Stan” in sherinstan@gmail.com) or that e-mail addresses
can be recycled by different users over time (as done by Yahoo!), but these are
cases can be dealt with by determining if someone can check the email. Thus, the
vast majority of the time, all sign-in systems do from a the perspective of security
is validate that a user controls an email address. Traditional username-password
combinations are an often unnecessary convenience as if a site has a link to
recover a forgotten password via checking for an email from the service, then the
password saved on the site for a user is irrelevant from a security perspective,
since anyone with access to their email account can reset the password.Whenever
a site uses a username-password, this almost always becomes a email-password-
reminder token. The majority of existing identity systems in the wild are at
their foundation simply systems that prove the user has the capability to check
email.

3 Privacy Issues in Federated Identity Systems

Indeed, existing federated identity systems simply hope to re-use the same iden-
tity, an email-password-reminder token, across different sites. There are two
different systems currently under development that have attracted attention:
OpenID Connect [2] and BrowserID [1]. These two systems are not designed (or
at least thought to be) capability-based systems, and do not vary in terms of
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Fig. 1. Flow of OpenID Connect (OAuth 2.0)

authentication, with BrowserID directly using email addresses and OpenID Con-
nect (in its usual deployment) simply redirecting the user to an identity provider
for signing-in with a username-password token that can be reduced to an email
address. Instead, OpenID Connect and BrowserID vary primarily in how they
conceive of the flow of information from the identity provider to relying parties
and these differences in information flow have important ramifications for pri-
vacy. Note that federated identity by nature imposes a security risk due to single
point of losing control over identity claims at the identity provider, but this risk
already present in username-password re-use, and putting the user “in-the-loop”
via the information flow of identity claims in BrowserID mitigates this risk.

3.1 OpenID Connect

OpenID Connect is a popular federated identity system meant to provide much
of the same functionality as Facebook Connect, and is deployed by large identity
providers (email providers) such as Google and Microsoft [2]. OpenID Connect
builds upon the well deployed base of OAuth 2.0 standard for server-side claim
exchange [10], but optimizes certain elements of OAuth for server-side exchange
of identity claims and requires no changes to current browsers. OpenID Connect
uses OAuth 2.0 for the authorization flow while adding a small number of non-
opaque identifiers in the response between an identity provider and relying party
as well as adding more detailed hooks for using cryptographic signing. Once the
user authenticates to an identity provider (usually via a HTTP redirection and
a username-password) and so provides the relying party an access token, the
identity claims are passed directly from the identity provider to the relying party,
and the user is out of the loop. The flow of OpenID Connect is illustrated in
Diagram 1 (the transfer of identity claims is given in green in this and subsequent
diagrams) and outlined below:
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3.2 Flow

1. A user visits a relying party that needs identity claims.
2. The relying party makes a request for identity claims to the identity provider.
3. The user is redirected to the identity provider from the relying party.
4. The user authenticates to the identity provider (typically using a username-

password combination) and is granted a bearer token.
5. User is redirected back to relying party and grants authorization token to

relying party.
6. The relying party sends the authorization token to the identity provider and

receives an access token (a bearer token with a scope and limited lifespan).
7. While the access token is valid, the identity provider sends identity claims

to the relying party.

OpenID Connect gives the identity provider ability to observe all requests
for identity claims by relying parties, which is the primary flaw from a privacy
standpoint as identities cannot be delinked from the identity provider. As the
traffic of identity claims flows directly between identity provider and relying
party, the interaction between the user and a relying party can be logged by the
identity provider, as well as traced by third-parties via traffic analysis between
the relying party and identity provider. Although this particular flow has the
advantage of possibly authorizing requests for personal data when the user is not
online and thus unable to directly intervene at the time of the request, which we
call the offline-server flow, as the user can be off-line at the time of the interac-
tion. Although this offline server flow is a distinct advantage for some use-cases
(such as when the user authorizes the requests ahead of time or on a regularly
occurring basis), it is also a danger, as the identity provider may exchange user
data with relying parties without the consent of the user, leading to the possibil-
ity of identity interactions being unknown to the user. As regarding anonymity,
although the architecture of OpenID Connect does not require that identifiers
be persistent when sent to the relying parties (and thus allows anonymity to
relying parties), the authentication mechanism to the identity provider does not
authenticate particular capabilities but instead identifies the entire user or per-
sonae on a coarse-grained manner to the identity provider, and so the identity
provider is aware of all relying party requests even if the user is anonymous
to the relying party. Thus, OpenID Connect can be thought of as absolutely
trusting the identity provider, which may be a reasonable assumption in some
circumstances but this seems to be a poor choice for use-cases that require a
higher degree of privacy.

3.3 BrowserID

BrowserID, also called Mozilla Persona, is backed by Mozilla as its primary
identity system [1]. In particular, BrowserID breaks the direct connection be-
tween the identity provider and the relying party given by OpenID Connect
[2]. Instead, the identity provider can instead mediate the transfer of identity
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Fig. 2. Flow of BrowserID

claims via the browser, which provides better unlinkability compared to OpenID
Connect. Separately, BrowserID allow users to authenticate their identity via a
“verified” email as their primary authentication scheme. However, beyond tradi-
tional email, the authentication of both the user and the identity provider (which
in the case of BrowserID is always the email provider) is done via the use of key
material. The authorization flow of BrowserID is outlined below and illustrated
in Diagram 2.

3.4 Flow

1. The user attempts to identify themselves by giving an e-mail address, and
wants to bind that address to a particular set of key material (for which
the user then provide a proof of possession) by having the identity provider
attest to that binding.

2. The browser checks to see if a private key is present in the browser associated
with that email address.

3. If no key exists for the email address locally in browser, the browser generates
key material and registers the public key with the identity provider.

4. The browser sends a signed authentication credential to the relying party.
5. The relying party verifies the authentication credentials with their locally

stored database of identity provider public keys and authenticates the user
if verification succeeds.

6. The user sends signed identity claims to the relying party from browser (for
example, possibly using HTTP POST or PUT).

From a privacy standpoint, the flow of BrowserID is superior as it avoids
the observability of relying party transactions to identity providers, although
it is a requirement that the user be “in the loop” via the browser, so the flow
only works for use-cases where the user is actually online. Thus, we call this
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particular authorization flow the online-browser flow. Although the relying party
knows the identity provider’s key and will have to check at least once with the
identity provider to determine the public key of user’s email address, it does
not have to check more than once per e-mail (given some reasonable caching
time limits). Currently, there is only one identity provider (browserid.org), but
regardless any identity provider would have the ability to transfer of identity
claims to the browser and then from the browser to the relying party. So for
observability and linkability, both the identity provider-browser and browser-
relying party connections would have to be observed by a third-party in order
to make the entire transaction observable, and thus the transaction is not easily
logged by the identity provider (although it could be by the browser). Lastly,
BrowserID is still ultimately using a coarse-grained version of identity rather
than capabilities, for using the email address as identifier enables an observer the
ability to possibly link all observed transactions across different relying parties if
they have access to these parties. Email addresses can be multiple (as would be
required for personae), pseudonymous, or throw-away, but most email addresses
have value for users insofar as they are also long-term valuable identifiers. So
while BrowserID has superior privacy compared to OpenID Connect as regards
observability of transactions and assumes the identity provider is not to be fully
trusted, BrowserID assumes the browser (and all plug-ins) are trusted and reveals
the email address to the relying party for every identity claim-based transaction.
While the capability to check an email address is the mainstay of authentication
today, this may not be enough: the reduction of the security in federated identity
to checking email can itself be problematic, for example with many email clients
not producing an error message when STARTLS fails to upgrade to TLS.

4 A Privacy-Preserving Capabilities-Based Approach

Earlier, we demonstrated that identity on the Web can be considered as a capa-
bility to check email and showed how BrowserID’s information flow breaks the
observability of the identity provider to relying party requests. In this section,
we combine these two insights by outlining how an identity provider could allow
the verification of any signed claim to have a capability. The crucial component
of BrowserID is not the use of an email address per se, but that it implements a
flow for transmitting personal data about a user as verified by signature. How-
ever, BrowserID only exposes the “user can check this email” capability, but
it hints at a much bigger opportunity: the ability for an identity flow to han-
dle general-purpose capabilities. In essence, the “signature” from the identity
provider is the proof of the possession of the capability.

The key is that the identity provider can verify other capabilities about the
user by virtue of their access to the personal data of the user. For example,
a user may have the capability to use a smart-card to verify their identity or
complete two-factor authentication via a mobile device. In fact, one can also
generalize user-centric capabilities to a more standard intuitive understand-
ing of capabilities, with the identity provider having information about what
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Fig. 3. Flow of Capabilities-Based System

programs (‘apps’) a user possesses and can run. Thus, by virtue of handing a
signed token over to the relying party, the identity provider is granting the rely-
ing party that particular capability, in a similar manner as is done with bearer
tokens in OAuth [10]. Capabilities provides important privacy advantages as a
capability-based approach does not have to disclose an email address (and so
reduce the security of the system that of SMTP), as all that is revealed is the
presence or absence of a capability. The use of digital signatures in the verifi-
cation step is crucial, as otherwise the client could simply state any capability
was possessed. In this particular variation on federated identity, there is still an
assumption of trust between the relying party and identity provider, as essen-
tially the identity provider is responsible for the veracity of the claim and any
capabilities associated thereof.5

In addition to BrowserID’s “online-browser” flow, we can combine the idea
of signed tokens as capabilities to deal with the “offline-server” flow of OpenID
Connect by simply having OAuth 2.0 deliver a token that contain signed as-
sertions of capabilities instead of the usual OAuth bearer token [10]. Thus, the
capability approach allows for the user not to be online, although the “online-
browser” approach would be superior for privacy-respecting use-cases. The flow
is illustrated in Diagram 3:

5 The creation of such an API is also straightforward; in Javascript code comparable to
existing BrowserID implementations, the generic framework would then be thought
of as navigator.capabilities.get(domain,capability type[required capability value]). So
the generic capability to check email could then be applied using naviga-
tor.capabilities.get(’gmail.com’, ’email-ownership’, ’romeda@gmail.com’). Asserting
a particular user is over the legal drinking age by citing the appropriate domain
name but without necessarily giving away the precise age or the identity (e-mail)
of the user is done by asserting the value: navigator.capability.get(’gov.uk’, ’above-
legal-drinking-age’, ’yes’).
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1. A user attempts to authenticate to a relying party, and the relying party
requests a capability.

2. The browser checks to see if a capability, i.e. a signed token, exists in the
browser.

3. If no capability is present, the browser requests a capability from the identity
provider, to be sent using either with the “offline-server” flow or using the
“online-browser” flow depending on whether or not the user is online and
their level of privacy requirements.

4. With conventional signatures, the relying party can check to the signature
with the public key of the identity provider, which they can request if the
key of the identity provider is not locally cached.

5. For the “offline-server” flow, the relying party requests the capability from
the identity provider. The identity provider sends capability to the relying
party, which then the relying provider can verify using the public key mate-
rial from the identity provider it has already received in the previous step.

6. For the “online-browser” flow, the browser sends the capability to the relying
party directly, which again the relying provider can verify using the public
key material from the identity provider.

There are also a number of variations on the flow. For example, we may
want the user to grant the identity provider permission themselves by giving
them a signed token for a capability (signed by the client device itself using
a local private key) to act on their behalf before the identity provider sends
another signed token (signed by the identity provider) to a relying party. In
this case, the role of an identity provider is shared between a browser and a
service provider for the user, which can then contact other services on behalf of
the user if authorized by the correct capability by a user via their client device.
We can imagine this being extremely useful in some socially-oriented use-cases,
as we illustrate in the following example that demonstrates the “offline-server”
flow with a step of user-verification that ensures the the ability to grant that
capability to the relying party is explicitly given by the user:

1. User A to User A’s service provider: “I want to follow User B.”
2. User A’s identity provider to User A’s browser: “Give me a signed token that

says I have the capability to act on User A’s behalf.”
3. User A’s browser to User A: “Is your service provider allowed to act on your

behalf?”
4. User A to User A’s browser: “Yes.”
5. User A’s browser to User A’s service provider: “Here’s the signed token that

says you’re allowed to act on User A’s behalf.”
6. User A’s service provider to User B’s service provider: “Here’s a signed token

that says I’m allowed to act on User A’s behalf, and they’d like to follow User
B. Here’s a URI you can contact me at to let me know if User B consents or
declines consent and publishes content.”

7. User B’s service provider to User B: “Can User A follow you?”
8. User B to User B’s service provider: “Yes”



Federated Identity as Capabilities 137

9. User B’s service provider to User A’s service provider: “User B says you can
follow her, and here is some recent content published by User B.”

10. User A’s service provider to User A’s: “You’re now following User B, and
here’s some recent content published by User B.”

5 Conclusions

Rather than invest in an entire new identity system, we have argued that simple
tweaks to existing identity systems may provide many advantages in terms of
security and privacy by considering digitally signed tokens as capabilities. In fact,
even the bearer tokens used by implementations of OpenID Connect and OAuth
implementations that avoid digital signatures can be considered as capabilities,
as the token giving the capability would just be the symmetric shared secret
given by the “string” of the bearer token. However, digital signatures present a
much more secure manner to use key material to guarantee the possession of the
capability.

From an implementation stand-point, the work is already done and so such
as system is merely a manner of tweaking current deployments: One can use
Javascript Web Tokens6 in either BrowserID or OpenID Connect flows [2], and
soon digital signature operations will be performed by the Web Cryptography
API native in the browser.7 However, one problem is then tying the capabilities
to the token in a uniform manner. Given the immense number of possible capa-
bilities, a central registry is probably not feasible. Commonly used services could
just publish their capabilities in their documentation, and using a protocol such
as WebFinger8 would then allow relying parties to inquire about the capabilities
in an automatic and decentralized manner. Capabilities actually simplifies both
OpenID Connect and BrowserID, as it gets rid of making the relying party hav-
ing to do requests for the precise personal data specified by OpenID Connect
and does not require using BrowserID’s verified email in use-cases where it is
unnecessary.

Although the proposed system presents a simple methodology to create a kind
of anonymous credentials for users, the proposed system does this by rooting the
capabilities in the key material of the identity provider or the key material of the
user on their client device. However, the blind signature schemes and interactive
proof systems needed by anonymous credentials and zero-knowledge proof sys-
tems can also at some point be added to the capabilities-based federated identity
system. The next step would be using blind signatures such as those suggested
by the PseudoID system, with a blinding service being part of the information
flow and committed either by the identity provider as a service or a third-party
service [7]. This would eventually allow, if the correct cryptographic operations
were revealed by the browser, a zero-knowledge proof system that selectively
disclosed only some part of their capability without allowing identification.

6 https://tools.ietf.org/html/draft-ietf-oauth-json-web-token-06
7 http://www.w3.org/TR/WebCryptoAPI/
8 https://code.google.com/p/webfinger/
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The system sketched here is only the beginning as regards a holistic approach
for preserving privacy. For example, in order to avoid IP-address based tracking,
one could use either the “browser-online” and “server-offline” flows over a proxy
system such as Tor.9 One could forgo the concept of persistent sessions at all
by ensuring that no logs of transactions are kept and carefully decoupling the
client and server. Future research needs to determine not only what is possible,
but how these anonymizing options can be realistically and easily implemented
on top of existing systems such as OAuth [10]. Lastly, we have barely scratched
the surface of the vast literature on capabilities, and the various research results
on capabilities should be investigated to determine if they can be applied to
federated identity-style systems.

What we have presented here is not a new system for federated identity,
but simply viewing existing systems such as BrowserID and OpenID Connect
through the lens of capabilities. We claim that capabilities actually simplifies
the apparatus needed by developers and maximizes privacy for end-users. Also,
unlike many other proposed privacy-enhancing federated identity schemes, ca-
pabilities are easy to implement on top of existing systems as, in their most
basic form, capabilities can be considered to be digital signatures provided by
an identity provider, although the higher level of privacy required by blind sig-
natures and zero-knowledge proofs will require more complex signature schemes.
Nonetheless, federated identity and the minimization of user’s data disclosure are
fully within the simple and powerful framework of capabilities, a framework that
can hopefully be at some point generalized as an identity system and permissions
component for the entire Web.
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Abstract. Course evaluations enable educational institutions to adjust
their teaching methodologies and curricula in order to suit, best, their
students’ needs. Such evaluations in Greece are being conducted for many
years in higher education institutes based on traditional print question-
naires handed-out to students at the lecture room. Compared to tradi-
tional paper-based questionnaires, the introduction of electronic student
evaluation procedures has a number of advantages that merit considera-
tion. a) it allows the students to evaluate courses from their home at their
ease and beyond privacy breaches (e.g. by avoiding his/her fellow student
looking at his/her answers), b) results are automatically archived in elec-
tronic format allowing fast further processing for the extraction of useful
information, and c) it offers the possibility of using strong cryptographic
tools to ensure student anonymity and data confidentiality. In this re-
port we describe a pilot system that is being developed by the Computer
Technology Institute & Press - “Diophantus” (CTI) within the context of
the project ABC4Trust. The project’s main goal is the development of a
reference implementation of a privacy preserving eIdentity management
framework based on the cryptographic primitives called Attribute Based
Credentials. The pilot system will offer to a group of selected students
the possibility of evaluating courses they have taken from their homes
through the Internet and provide their feedback proving their eligibility
to participate in the evaluation while, at the same time, preserving their
anonymity. In this paper we describe the architecture and main scenarios
of the pilot. CTI’s long term vision is to use the pilot as a small scale
proof of concept of privacy enhancement technologies in the eParticipa-
tion domain in order to introduce, in the future, of these technologies to
the educational communities of all levels in Greece. These technologies
will be the vehicle for supporting privacy preserving eParticipation in
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discussion groups whereby participants will provide their opinion anony-
mously but after proving that they are eligible to participate in group
discussions.

1 Introduction

Over the last years the widespread use of the Internet and the new technologies
by increasing volumes of population has made possible the creation of public
consultation fora and opinion gathering platforms towards the realization of the
concepts of eParticipation and eGovernance as integral parts of modern democ-
racies. We have entered in a phase where old government-centric practices are
strongly challenged and citizens demand direct involvement in social collective
and political issues. One of the main obstacles for the wide adoption of ePartic-
ipation tools, such as polling and opinion gathering, is the reluctance of citizens
to participate. This reluctance can be, partially, attributed to the, relatively, low
penetration of technology among citizens (especially those of higher ages). How-
ever, the main reason behind this reluctance is the lack of trust towards ICT,
which stems from the fear of citizens that systems implementing eParticipation
services and procedures may violate their privacy. Our point of view, which we
will discuss in the proposed chapter, is that trust in ICT-based Government
should be founded on the emergence of the belief, on the citizens’ side, that
the systems implementing eParticipatiin respect their privacy. The departure
point of our approach is that the emergence of such a belief can be considerably
facilitated by designing and building systems in a way that demonstrates the
respect in privacy using tools and representations that can be understood and
checked by the specialist and, to a certain degree, by the layman alike. These
tools and representations should provide sufficient evidence that the target sys-
tem indeed handles privacy concerns and requirements to a degree that can, at
least, eliminate the reluctance towards eParticipation. The ABC4Trust project,
to the consortium of which CTI belongs, aims to deepen the understanding
of a new privacy preserving, eIdentity management technology, based on At-
tribute Based Credentials. This technology enables the user to uncover only the
elements of his/her eIdentity which are required in order to prove his/her eligi-
bility in using a service. In addition, the project will organize and run the first
ever pilots of ABC deployment in two real application environments, collecting
useful feedback from the users that will participate in the pilots. One pilot will
be performed in Sweden and will develop a privacy respecting public consulta-
tion and discussion environment for secondary school pupils while the other pilot
will involve, in a privacy preserving manner, a number of University students to
perform electronic evaluation of a course they have attended at the University.
ABC4Trust will accumulate invaluable experience with ABC applications in two
specific environments. Having these two specific pilots will give the opportunity
to test credentials use and performance with two user groups of differing skills
and needs.

In this paper we will focus on the Greek pilot, which concerns remote course
evaluation of university courses. The pilot scenario and set-up, which will be
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explained in detail in the rest of the paper, are as follows: The students will
be issued credentials that certify a number of facts about them (e.g. year of
study, major, number of times students appeared in lectures, etc.), allowing stu-
dent with proper credentials to anonymously provide feedback on courses and
instructors they had during a semester or school year. To be eligible to partici-
pate, the students’ credentials should prove some facts about them, i.e. whether
they have taken the course, the year of their first registration to the university
department, and their the exact course attendance information (i.e. exact num-
ber of times the students actually appeared in lectures). All this should be done
without revealing any elements that uniquely identify the student. This privacy
requirement can be satisfied using attribute based credentials over the reference
implementation of the project where for each student a set of credentials will
be defined in the context of the project that allow proving their eligibility for
participating in a specific evaluation (e.g. proof that they are indeed students of
the department offering the course, proof that they are registered to the course
under evaluation, proof that they have attended sufficient number of classes,
indication of grade level (e.g. pass/fail, without indication of exact grade) etc.).
The student credentials are stored in their smart cards and are verified (without
ever the credentials leaving the card) by the relying party for compliance with
the relying party’s access policy.

There will be two pilot rounds over the 2012-2013 academic year. The first
round will be run within the fall 2012 semester and the other round will be
run within the spring 2013 semester. This will assure that the second trial will
take into advantage the experience from the first as well as a new version of
the reference implementation with corrections proposed during the first trial.
CTI’s plans is to use this pilot as means of introducing ABCs first to the edu-
cational community of Greece as a tool for opinion gathering of certified group
members and then to the Greek government as an eParticipation tool that re-
spects users’ privacy. Our belief is that innovations, such as ABCs, that can
introduce breakthroughs in privacy respecting eIdentity management are more
likely to be adopted and trusted by people if they are introduced gradually, in
a step-wise manner, from specialized technical groups of people to more general
non-technical groups and not in an “all-inclusive manner”, which may be viewed
by many as an abrupt, intrusive effort to interfere with people’s everyday lives
and ways of conduct.

2 The Core ABC Ideas and the ABC4Trust Project

2.1 Privacy and Privacy ABCs

Commonly used user authentication methods (e.g. PKI based) that are employed
today for controlling access to Internet services most often fall short, with regard
to respecting users’ privacy. In general this situation arises in services in which
only a subset of a user’s full identity profile is necessary to allow access to a
service. Such services range from accessing online libraries, where there is no
need to give full identity profile to access books but only a proof that you are
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subscribed to the library, to online borrowing of movies, where you may have
to prove that you are of appropriate age (e.g. older than 18) in order to watch
particular films. In such types of applications there is, clearly, a need for a partial,
and not complete, revelation of the user’s identity.

Privacy Attribute-Based Credentials or Privacy-ABCs, for short, is a technol-
ogy that enables privacy preserving, partial authentication of users. Privacy-
ABCs are issued just like normal electronic credentials (e.g. PKI based) using a
secret signature key owned by the credential issuer. However, and this is a key
feature of this technology, the user is in position to transform the credentials into
a new form, called presentation token, that reveals only the information about
him which is really necessary in order to access a service. This new token can be
verified with the issuer’s public key.

The main ABC entities are four: the Issuer, the User, the Verifier, and the
Revocation Authority. In general, the Issuer issues credentials containing certi-
fied user attributes, thereby attesting the validity of the attributes. The Verifier,
or relying party, on the other hand, offers a service with access limited only to
those users for which it can verify the possession of certain attributes (or creden-
tials). The Revocation Authority is responsible for revoking issued credentials,
i.e. disabling the possibility of creating presentation tokens out of them.

2.2 The ABC4Trust Project

Some proposals of how to realize ABC systems in the literature can be found
in [3–5]. Notable in this respect has been the appearance of two technologies,
IBM’s Identity Mixer and Microsoft’s U-Prove, as well as some preliminary work
done in past EU projects. More precisely, the EU-funded projects PRIME and
PrimeLife have actually shown that the state-of-the art research prototypes of
ABC systems can indeed confront the privacy challenges in today’s Internet
applications.

However, even though PRIME and PrimeLife showed that ABC technologies
can provide, in principle, privacy respecting user authentication, the emphasis of
understanding ABC technologies was rather on their theoretical analysis. More-
over, no agreed upon set of functionalities, information formats, and protocols
has appeared in a prototype or set of libraries form that can boost the appli-
cability and wide acceptance of ABC technologies further. Accordingly, a gap
existed between the theoretical ABC proposals and the real user authentication
applications. This gap was, further, magnified due to the lack of standardization
in the ABC domain. As a result, the European Network and Information Secu-
rity Agency (ENISA) observed in [2] that although ABC technologies have been
available for a long time, no steps have been taken towards their adoption in
mainstream user authentication and eIdentity card applications (however, coun-
tries such as Austria and Germany have taken some important steps towards
this direction).

The ABC4Trust project (see [1]) aims at eliminating the gap between the-
ory and practice in ABC technologies in order to pave the way towards their
deployment in applications requiring partial user authentication. In particular,
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the project’s two main goals are (i) to propose an architectural framework for
Privacy-ABC technologies that allows their co-existence and interchangeability
(e.g. IBM’s Idemix and Microsoft’s U-Prove) and (ii) to provide a reference im-
plementation of those ABC components that developers can deploy in order to
build privacy enhanced technologies in their own applications. A key element of
the project in demonstrating the practical use of ABC technologies is the im-
plementation of two ABC based pilot applications: one to be run in a school in
Sweden and one to be run at a University in Greece. This paper focuses on the
second pilot.

3 Towards Electronic University Course Evaluations

Course evaluations have become, today, a standard practice in most universities
around the world. However, these evaluations are most frequently conducted by
traditional means: students who happen to be in the lecture room on the day the
evaluation is scheduled are handed paper-based questionnaires which they have
to complete anonymously while the instructor waits outside. The anonymity and
absence of the instructor requirements protect student’s privacy. In cases where
the evaluations are conducted electronically, the employed infrastructure does
not preserve student’s privacy since it requires them to prove that they are eligi-
ble to participate by asking them to authenticate themselves. The authentication
reveals, at least to the authentication server, their full identity which opens the
door to linking their identity to the questionnaire form they fill in on-line. These
considerations may ever deter students from using electronic course evaluation
systems resulting in of paper-based course evaluation means with all their dis-
advantages (e.g. cost, difficulty in processing and preserving evaluation results,
small student participation etc.).

Consequently, the goal of the pilot is twofold: (i) to prove the applicability
of ABC technology in a real application environment and (ii) provide the first
implementation of an electronic course evaluation platform for universities (and
educational institutions in genera) that ensures the participants’ privacy while,
at the same time, guarantees that only eligible students participate by requiring
them to reveal only information that proves this eligibility and nothing else.

To achieve these goals, the pilot system will issue to the students Privacy
ABCs attesting that they are students of the University and have registered
to the course. These credentials will be stored on smart cards that will be dis-
tributed to participating students. Moreover, in order to achieve as much as
possible accuracy in the gathered opinions of the students, only students who
have attended the course sufficiently many times, beyond a preset threshold (can
be set to 0 if all students should participate). Thus, in order to receive attendance
credentials (one per each student appearance in the lecture room) the students
will wave their smart cards close to NFC (Near Field Communication) device
(essentially, a contactless smart card reader) installed on a computer located in
the lecture room. Thus, the number of class appearances, or class attendance
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units, of each students is equal to the number of class attendance credentials
stored in the card.

At the end of the semester, the students will be able to use the credentials
stored on their cards in order to authenticate towards the Course Evaluation
System and prove their eligibility to participate in the evaluation of the course.
They only prove to the system that (i) they are students of the University, (ii)
they are registered to the course, and (iii) they have sufficiently many attendance
credentials. Nothing else is revealed about the students at any stage of the whole
process.

The students are also expected to give feedback with respect to the usability
and effectiveness of the ABC technology. The goal is to gather information that
will be useful for ABC technology developers and will result in suitable adjust-
ments of the technology to meet their remarks and expectations. This opinion
gathering has not been done before for ABC technologies which were, instead,
evaluated on a theoretical basis by their developers themselves or by their peers
and not by actual users.

Beyond the pilot, our vision is that, as a result of the ABC technologies and
the success of the pilot, educational institutions in general will be able to run
their own trusted online course evaluation platform. Moreover, the institutions
will be able to organize fully anonymous polling procedures targeted to specific
user groups. This will be accomplished by verifying the eligibility of the users
(using ABC technologies) that are allowed to participate and disallowing users
that should not interfere with the polling from participation to avoid (perhaps
even malicious) “contamination” of the polling results.

4 eVoting vs. Privacy ABCs

Electronic Voting, or eVoting, techniques have given the opportunity to employ
computer systems in order to perform electronically national elections as well as
less critical types of opinion gathering from public consultation and discussion
fora, with low cost, potential for large participation as well as convenient and
fast processing of the election results. Of course, participants’ anonymity is the
common denominator of all these processes as one of the major anchor points for
protecting the individual’s privacy. In this respect one can argue, rather super-
ficially, that both eVoting techniques and Privacy ABCs cover the needs of all
such electronic opinion gathering processes. There is subtle difference between
them, however, that goes unnoticed at first sight and may reveal the fact the
eVoting end Privacy ABC techniques are rather complementary to each other
and can potentially be used both in opinion gathering applications. The eVot-
ing techniques focus on allowing a voter to submit, securely, a voter’s opinion
rather than authenticating her for eligibility to vote. In this respect eVoting tar-
gets the confidentiality of the vote rather than authenticating the voters. Voter
authentication is accomplished by usual PKI based techniques (using suitably
drafted election catalogues) that lead to uncovering fully the voter’s identity
to the system. To say the least, the system knows that a particular voter has
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cast her vote, a fact that the user might not want to reveal. Privacy ABCs, on
the other hand, do not target confidentiality of information but user privacy
preserving user authentication. In their context, a user can authenticate herself
to an eVoting system without revealing her identity at all, and then proceed
to cast electronically her vote, in a confidential manner (i.e. vote is encrypted)
using eVoting techniques. Therefore, eVoting and Privacy ABCs target different
security requirements and can act complementary in order to support privacy
and confidentiality preserving electronic opinion gathering processes.

Moreover, and with an eye towards enhancing the course evaluation pilot
later (beyond the scope of the project), there are situations where knowledge
of certain characteristics (or attributes) of individuals’ profiles may enhance the
conclusions drawn from analyzing only the responses of the individuals to an
opinion gathering process. For instance, the ministry of education may initiate a
discussion as to whether general entrance examinations at the Universities should
be abolished and all students enter at the University schools of their choice,
depending on their grades only. Then an discussion result indicating that 90%
of the participants support the abolition of general examinations may provide
some clue as to what the feelings of society are towards the examinations but
a closer examination, according to individuals’ profiles, may indicate that only
10% of individuals who are university professors support the abolition and, thus,
governmental authorities should be careful in implementing such a radical change
without further discussion and elaborations. Moreover, there are also situations
where knowledge of characteristics of individuals’ profiles may be mandatory. For
instance, the ministry of education may want to start a discussion about whether
University infrastructures in a country are sufficient for a normal operation of
Universities. In order to take as substantiated opinions as possible, the ministry
decides to open the discussion only to 3rd, or more, year students and professors,
who have had sufficiently many years of university life in order to be in position
to judge more accurately the University infrastructures.

Overall, our view is that Privacy ABCs with their selective identity disclo-
sure properties offer new opportunities for conducting more accurate privacy
preserving opinion gathering processes using the confidentiality properties (e.g.
encrypted vote or opinion) of eVoting techniques.

5 Pilot Operational Environment and Requirements

In this section we will describe the environment in which the electronic course
evaluation system operates and the main requirements that must be satisfied in
order to ensure user privacy and personal information protection.

5.1 The Operational Environment

The course evaluation pilot system will be used by students of the Computer
Engineering and Informatics Department of the University of Patras in Greece.
The department is located close to CTI’s premises, where the pilot system will
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be installed, operated, and monitored. Figure 1 shows the pilot’s system and
network infrastructure. Network security relies, partly, on a pair of firewalls
which are connected to a high availability configuration (active-standby, without
NAT, with automatic fail-over capability between them). The firewalls appear
in between the border router and the internal network, inspecting incoming and
outgoing traffic and ensuring protection against malicious attacks. For instance,
these firewalls can block suspicious source IP addresses in the case of detected
DoS attacks as well as traffic directed towards internal servers. However, they
alone cannot block packets with malicious content (e.g. viruses) which are taken
care of by other components of the security subsystem.

In addition, a DMZ subnet exists in CTI’s network infrastructure. A DMZ
(which stands for “Demilitarized Zone”) is a physical or logical subnetwork that
encompasses and publicizes an organization’s computing services to an external,
untrusted network, most commonly the Internet. The DMZ offers an additional
security layer to an organization’s local area network and services since an at-
tacker from the outside can only access the DMZ and not parts of the internal
infrastructure of the organization. The DMZ contains all the servers, such as web
and Virtual Private Network (VPN) servers, that offer public services and and
do not have (for security reasons) any connection to CTI’s internal network. The
VPN servers will allow secure remote administration of the Course Evaluation
and the University Registration systems. These systems are also in the DMZ
and have their own publicly available services. All http/https requests (which
obey access control lists and rules) to these servers pass through the DMZ.

The Course Evaluation system supports several different user groups and
roles with corresponding remote access rights: students, professors, and pos-
sibly members of the HQAA (Hellenic Quality Assurance Agency for Higher
Education - the organization responsible for ensuring quality in higher ed-
ucational institutes). For instance, the administrators can access the DMZ
via https/http/ssh/ldap connections from CTI’s internal network or, remotely,
through the Internet (via VPN connections). CTI’s domain controller server
authenticates the administrators and then control passes to an AAA (Authen-
tication, Authorization, and Accounting) server that will finally give access to
the internal network and the two pilot systems.

Finally, at the perimeter of CTI’s network infrastructure a border router exists
which is placed between the firewalls and the external network and performs
some basic checks on incoming and outgoing network activity, such as ingress and
egress filtering that may be helpful in blocking some Internet-based worms from
reaching the firewall. In computer security terminology, ingress filtering refers to
techniques which are employed to verify that incoming traffic actually comes the
originators that the traffic packets claim to be from. Complementarily, egress
filtering refers to techniques of monitoring and, possibly, restricting the type
of outgoing traffic from one network to another. Most commonly, this outgoing
traffic may contain information from private LANs which may be maliciously
directed to the outside network (e.g. the Internet) and should be intercepted
and, perhaps, blocked. This border router also implements some generic access
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list based control in order to increase the level of security and handle some types
of attacks like DoS (Denial of Service) or DDoS (Distributed Dos). Additionally,
access control lists are maintained by the two internal routers. Through these
lists one can specify which processes can access which system objects, as well as
what operations are allowed on the objects themselves.

Fig. 1. Course Evaluation System Network Infrastructure

5.2 Pilot Requirements

As electronic course evaluations should be privacy processes, having a focus
only on the traditional security requirements, i.e. confidentiality, integrity, and
availability ([6]), does not suffice, as it was argued earlier. In the pilot’s context,
we further need to take care of three additional privacy oriented requirements
which are unlinkability, intervenability, and transparency (for further details see
[7] and [9]):

– Unlinkability: Unlinkability requires that all data processing is done in such
a way that the user’s actions are unlinkable to each other. Unlinkability
is a key element for imposing user data minimization (see [8]) because it
encompasses all kinds of separating identity elements from users (i.e. full
identity), e.g., by means of anonymization, pseudonymisation, data erasure
or simply by not keeping identity data at all. In addition, unlinkability aims
at separating different subsets of a user’s identity, if they can serve different
purposes, thereby supporting the principle of purpose binding. Unlinkability,
in this wide definition, encompasses the criteria from the Privacy Class in the
Common Criteria, i.e. anonymity, pseudonymity, unlinkability (in a stricter
definition), and even unobservability in the sense that any observation by
another party cannot attest to the action or non-action of a particular user.
The main objective of the unlinkability requirement is to minimize risks due
to the misuse of user’s identity elements and to prohibit or restrict user
profiling efforts (see [9]).
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However, in some cases there is a requirement for some form of “consumption
control” (e.g. one-time coupons, online voting), where users should remain
anonymous to the Verifier, but should not be able to use a service more
than once by creating multiple, unlinkable, identities. This is true in the
course evaluation scenario of the pilot where students should not be allowed
to participate more than once in the course evaluation. For such scenarios,
Privacy-ABCs offer the concept of scope-exclusive pseudonyms which are still
re-usable but they are unique.

Scope-exclusive pseudonyms are cryptographic pseudonyms derived from
a user secret that underlies an issued credential and a scope string (e.g. the
URL of a web service). Such pseudonyms are cryptographically guaranteed
to be unique per scope string and per user secret. When a Verifier requests
from the User to present a scope-exclusive pseudonym for a specific scope,
he can be sure that only a single pseudonym can be created per user.

This Privacy-ABC feature is employed in the Patras scenario. When a
User (student) interacts with the Verifier (Course Evaluation System), he
receives a presentation policy that requests from him to present a scope-
exclusive pseudonym with the scope string “urn:patras:evaluation” along
with the rest of credential attributes or predicates. This way, a student course
evaluation is stored in the system’s database along with his scope-exclusive
pseudonym. If a student desires to re-evaluate a course, he has to present
again his scope-exclusive pseudonym and thus his previous evaluation is
overwritten in the database.

– Transparency: Transparency requires that all parties involved in any pri-
vacy critical data processing operation clearly agree upon and understand
the legal, technical, and organizational conditions behind this processing.
Satisfying this requirement entails the clear and comprehensible statement
of involved regulatory measures such as laws, contracts, or privacy policies,
as well as the description of employed technologies, of the organizational
processes, and the corresponding responsibilities, among other things. The
involved parties parties should understand the risks and have sufficient in-
formation on potential countermeasures for privacy regulations as well as
on their usage and limitations. This information should be given before the
data processing takes place (ex-ante transparency) which is, in particular,
necessary if data subjects are being asked for consent or if data controllers
want to decide on the usage of a specific system. But also after the processing
has taken place, transparency is required on what exactly happened to the
data so that all involved parties can keep record of the processing that took
place (for more details see [9]).

– Intervenability: Intervenability requires that all the parties involved in any
privacy critical data processing operation, including the individual whose
personal data are processed, have the opportunity to intervene, where nec-
essary, and interrupt the operation. The goal of this requirement is to offer
user corrective measures and counterbalances towards unwanted data oper-
ation processes. Intervenability supports the individual’s rights to corrective
actions and personal data erasure as well as the right to file a complaint or
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to initiate a dispute in order to claim amends when undesirable effects have
occurred. For data controllers, intervenability allows them to have efficient
means to control their data processors, as well as the employed ICT systems,
in order to prevent undesirable effects. This includes, for example, the ability
to stop a running process in order to avoid further damage, the right to initi-
ate an investigation, ensuring secure erasure of personal data (including data
items stored on backup media), manually overriding automated decisions, or
applying “breaking glass” policies (for more details see [9]).

These requirements, together with the security requirements we discussed
earlier, form a complete set of six user privacy protection requirements. How-
ever, as these individual protection goals act complementary to each other,
it is possible that sometimes they may act contradictory too. In such a case,
an optimum balance should be sought, depending on the application in hand
(see [7, 9]).

6 High Level Description of the Pilot System
Architecture

The architecture of the pilot course evaluation system is shown in Figure 2. As it
can be seen, the architecture is based on various components that have different
functionalities and roles. In what follows, we will describe their properties and
interactions within the pilot’s context.

– Patras Portal : This component is web base information portal. Through this
portal, the students will get information about the pilot system and func-
tionality as well as information about its usage. Moreover, this portal also
contains the necessary links to the components of the system (e.g. University
Registration System, Course Evaluation System) that the students should
access.

Fig. 2. High Level Architecture
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– University Registration System: This component issues credentials to the
students. It is comprised of the ABC Engine, the IdM (Identity Manage-
ment) Application, and the IdM portal (the web page that explains to the
users how the IdM operates and helps them to create their credentials).
The IdM application is a web application whose users are the students and
the university registration office employees.
In particular:

• A university registration officer is authorized to insert student informa-
tion in the database of the University Registration System.

• A university registration officer can revoke a student credential, e.g. when
a student graduates from the university or upon student request (e.g.
smart card loss).

• Students are issued credentials that certify that they are, indeed, stu-
dents of the University of Patras.

• Students are able to browse their personal data that is stored in the IdM
database.

• Students are able to manage, themselves, a limited subset of their per-
sonal information.

• Students are issued credentials that certify that are registered to the
university course that will be evaluated in the end of the semester.

When a user requests a credential, through the IdM portal, the IdM appli-
cation invokes the ABC System in order to initiate the issuance protocol.
Finally, the parameters of the University Registration System (e.g. system
parameters, public key information, revocation information) should be stored
in a public repository, so that all the other system components can access
them. This repository is the IdM Public Directory, as it can be seen in
Figure 2.

– Course Evaluation System: This component is responsible for the realiza-
tion of the anonymous course evaluation procedure Its sub-components are
an ABC System and a Course Evaluation Application. The ABC System
sub-component performs access control to the Course Evaluation Applica-
tion. This access control is achieved by presenting a policy to the students
stating what credentials they must possess in order to proceed. Only users
who own the required credentials are given access to the Course Evaluation
Application. The Course Evaluation Application is a web application that
implements the course evaluation procedure. Potential users of this applica-
tion are the students, the university professors, and HQAA members.
More precisely:

• Course professors can upload questionnaires regarding their courses.
• Students are able to anonymously evaluate the courses to which they are
registered and have attended sufficiently many times.

• When the evaluation procedure is completed, professors and HQAA
members can access the course evaluation results.

– Class Attendance System: This component is responsible for issuing an at-
tendance credential to a student’s smart card each time the student attends
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a lecture. It consists of an ABC System and a Class Attendance software ap-
plication. The equipment that is required for the Class Attendance System
is a laptop with a contactless smart card reader attached to it. The Class At-
tendance Application runs on the laptop and is responsible for transferring
(through the contactless reader) to the students’ smart cards the required
information during an ABC credential issuance protocol.

– User’s Home Application: This component needs to be installed on students’
personal computers which should, further, be equipped with a contactless or
contact smart card reader (if the chosen contactless smart cards support
contact operation too). Its main sub-component is an ABC System that en-
ables the user to perform ABC-related operations on their credentials (which
are stored in their smart cards) and initiate credential issuance and verifica-
tion protocols. There is also another software component, called User Agent,
which is provides the user with an interface that enables her to browse the
credentials stored on her smart card, delete credentials and backup creden-
tials on her computer.

With respect to role mapping, the following have been defined:

– Issuer: The system component that issues credentials to users. In our pi-
lot this component is the University Registration System. The users of the
system, i.e. students of Patras University, interact with this component in
order to collect credentials that can be, later, used to prove that they be-
long to the university and are registered to the course. A second Issuer in
our architecture is the Class Attendance System. This component issues an
attendance credential to a User, each time she attends a lecture of a course.

– User: The entity (human) that collects credentials from an Issuer in order
access services offered by a Verifier. The Users in the Patras Pilot are the
students that will participate in the trial. In order to interact with Issuer and
Verifier components, the students use the User Agent. The User Agent runs
locally on their computers and enables them to perform various ABC related
operations, e.g. participate in credential issuing and verification protocols as
well as use, browse, and delete credentials stored on their smart cards.

– Verifier (relying party): The system component offering a service. This com-
ponent defines restrictions on the credentials that legal users of the service
must have and which items from their credentials need to reveal in order
to prove their eligibility to use the service. The Verifier accepts credentials
from Issuers that she trusts. In our architecture, the component that acts as
a Verifier is the Course Evaluation System. This component allows access to
a specific course evaluation only to those Users (i.e. students) that satisfy
certain properties e.g. students that have booked this course and have at-
tended a minimum number of its lectures. The Issuers that this Verifier trusts
are the University Registration System and the Class Attendance System.

– Revocation Authority: This component is responsible for revoking issued cre-
dentials upon request of the revocation requestor. In our architecture the
component that implements the Revocation Authority is the University Reg-
istration System. Upon request, a university registration office employee, can
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use the University Registration System to revoke the requested credential.
Revocation is required in case a student has graduated from the University
or when a student loses the smart card containing his credentials.

7 The Realization of the Pilot

We will now take a closer look at the stages involved in the realization of the
pilot. We will, first, describe the Setup Phase and how the involved credentials
are obtained (i.e. University, Course Registration, and Class Attendance creden-
tials). In addition, we present the basic steps that a student has to follow in
order to back-up and restore Class Attendance credentials so as to not miss the
opportunity to participate in the course evaluation if she loses her card. Finally,
we describe the Course Evaluation process and how student credentials can be
revoked.

7.1 System Setup

This section gives a high level description of the generation procedure of pilot
and system parameters. The Setup Phase consists of the following steps:

(a) A smart card and a smart card reader is given to each student. The Univer-
sity Registration office provides each student with a smart card in a sealed
envelope (which is marked with the corresponding smart card ID and, also,
contains the card PIN and a PUK numbers) and a suitably protected slip of
paper with a unique student password. In this phase, the smart card does
not contain any student information. Furthermore, the slip of paper contains
a unique correspondence between the provided smart card ID and the stu-
dent password. A list of student names and their corresponding identification
numbers and passwords is maintained by the University Registration office.

(b) The Course Evaluation System, the University Registration System, and the
Class Attendance System are started: The information of students partici-
pating in the Pilot (first and last name of the student, University Name, De-
partment Name, and Matriculation Number) is provided to the IdM database
by CTI in collaboration with a University Registration office employee. In
addition, the administrators of the University Registration System and the
Class Attendance System generate issuer parameters and the issuance keys
for the involved issuer components. Subsequently, the issuer parameters of
the University Registration System are stored in the IdM, so as to he acces-
sible by the ABC System components.

After the above steps have been completed, students install the appropriate
software on their computers (e.g. User Agent) and can proceed to the next step
in order to obtain their credentials.
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7.2 Obtaining University and Course Registration Credential

In order to obtain their University and Course credentials, the students follow
instructions provided to them in the Patras portal. These instructions are con-
tained in a User Manual that explains, briefly, the goals and set up of the pilot,
the main ABC concepts, as well as the steps that the students need to follow and
how they can verify the correctness of their actions. As explained in the man-
ual, each student need to log on to the University Registration System running
the IdM. In order to collect a University and a Course credential the student
places her smart card into (or near, if the reader is contactless) the reader. After
the system has authenticated the student, the credentials issuance protocol is
triggered and the generated credentials are transferred in the smart card (see
Figure 3).

Fig. 3. Obtaining the University or Course Credential

7.3 Obtaining Class Attendance Data

We, will, now describe how a student can collect attendance credentials using the
Class Attendance System located in the lecture room. At this point, it is assumed
that the System Setup procedures have finished successfully and students have
obtained their University and Course credentials.

Fifteen minutes before the lecture begins, an authorized CTI employee will
place the Class Attendance System in the lecture room. The Class Attendance
System contains the course specific information given by the lecturer (this infor-
mation includes room number, lecture date, and lecture start/finish times). As
soon as the student enters the lecture, she waves her smart card in front of the
Class Attendance System in order to collect an attendance credential. This is
done by the execution of a credential issuance protocol between the smart card
and the Class Attendance System. The generated attendance credential is stored
in the card.

Each student can, also, back up attendance credentials and browse the creden-
tials stored on her smart card by running an application locally on her computer
(User Agent application). Moreover she will be able to restore the backed up
information in case the smart card is lost.
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7.4 The Course Evaluation

The pilot involves two rounds, in each of which one course will be evaluated. One
round will take place after the end of Fall 2012 semester and the other round
will take place after the end of the Spring 2013 semester.

The eligibility criteria, and the corresponding credential verifications, for par-
ticipating in the evaluations are the following three: (i) the student has a Univer-
sity Credential (i.e. the student belongs to the University) (ii) the student has a
Course Credential (i.e. the student has registered the course), and (iii) the stu-
dent has sufficiently many course attendances (i.e. she has gathered in the smart
card sufficiently many attendance credentials). All these criteria are checked for
each in a privacy respecting fashion using the ABC technology. In what follows,
we describe the course evaluation scenario preparation and execution.

Near the end of each semester, the course evaluation questionnaires are pre-
pared for each course in collaboration with the course lecturer and uploaded
in the Course Evaluation application. After the end of the semester, and for a
strictly specified evaluation course period, students log on the application and
provide, anonymously, their evaluation, after their eligibility is verified accord-
ing to the three criteria mentioned above. It should be stressed here that each
student is allowed to access the Course Evaluation server and provide her evalu-
ation several times. However, only her last evaluation is taken into account due
to the use of scope-exclusive pseudonyms (see the discussion on scope-exclusive
pseudonyms in Section 5.2).

The Course Evaluation application contains a database for storing eligibility
policies and course evaluation data for subsequent analysis. As an important
privacy enhancement, the system is configures in such a way that if the employed
student eligibility policy for a specific question leads to the emergence of a small
and, thus, potentially identifiable subset of students, then the system prevents
the student to proceed with this question.

7.5 Student’s Privacy-ABCs Revocation

Under certain circumstances, the University registration officials should be able
revoke students’s credential. This is especially needed in the case a student grad-
uates or finishes a course as well as if her smart card is lost or damaged. In the
cases of graduation of course completion, the University Registration System
Administrator revokes the credential and eliminates the corresponding informa-
tion from the university system. In the second case, after the student officially
declares smart card loss, the administrator revokes the student University cre-
dential and deletes her private information from the ABC system. Subsequently,
the student gets a new envelope (containing PIN, PUK) and a smart card form
the University Registration office, which she can use to obtain, from the begin-
ning, University and Course credentials in order to restore backed up attendance
credentials from her computer (in case she has already performed a back up).
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8 Beyond the Pilot

CTI’s vision is to be able to extend the ABC4Trust pilot scenario to a full-fledged
environment for supporting public consultation and discussion fora targeted at
specific educational community groups. The vehicle for this will be the Greek
School Network, which CTI manages, that connects all Greek schools’ local net-
works together as well as with the Internet. Members of this large community,
equipped with ABC based iIdentity cards, will be able to prove their participa-
tion eligibility by uncovering the elements of their identities which prove their
eligibility in a way that does not uncover their full identity.

The next step is for CTI to promote the use of this consultation environment
by the Greek government for enhancing eParticipation in Greece based on grad-
ual introduction of ABC4Trust technology in a small number of Internet based
interactions between the citizen and the government and then extend ABC-
based privacy preserving services to a wider spectrum of applications useful to
the citizens thus contributing to the gradual enhancement of eParticipation and
eIdentity management in Greece.
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Abstract. This paper is based on a 2011 ENISA study that aimed at the analysis 
of two core principles that can be considered as key manifestations of privacy 
by design: on the one hand the principle of minimal disclosure (which is also 
known as the data minimisation principle), and on the other the duration of the 
storage of personal data (which is also known as conservation principle). It fo-
cuses on the data collected for two specific application areas: online ticket 
booking and purchasing, and the collection and exchange of so-called Passenger 
Name Record (PNR) data in the European air travel sector and it provides a 
summary of its findings in relation to the transportation sector across the EU 
Member States. The analysis shows that it is worrisome to observe that so many 
systems deployed in real life do not follow a privacy by design approach, and 
insufficiently consider the data minimisation and data conservation principles. 
There is a need for these principles to be strengthened in practice, through legis-
lation and governance mechanisms that favour privacy by design, including a 
clear assessment of privacy impacts and the identification of more privacy con-
scious implementation alternatives, in order to ensure that the personal data of 
European citizens is proactively protected, instead of having to modify opera-
tional systems only after privacy problems come to light.  

1 Introduction 

The European legislative approach to protecting personal data against abuses is based 
on a number of core principles. Most of these primarily target human behaviour, by 
specifying what persons can and cannot do with personal data. However, because of 
the strong role that modern technologies play in enabling the processing of personal 
data – collecting, analysing and disseminating it – the realisation has grown that the 
design of information processing systems themselves should be impacted by data 
protection concerns as well. Technology should become a tool that prevents data pro-
tection abuses, instead of enabling them. The clearest manifestation of this shift in 
focus is the so-called “privacy by design” principle. 

The privacy by design principle is understood as meaning that “privacy and data 
protection are embedded throughout the entire life cycle of technologies, from the 
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early design stage to their deployment, use and ultimate disposal”.1 This principle has 
been promoted as a fundamental tool for ensuring trust and security in European pub-
lic policy, including notably through the recent Digital Agenda for Europe: “The right 
to privacy and to the protection of personal data are fundamental rights in the EU 
which must be – also online - effectively enforced using the widest range of means: 
from the wide application of the principle of “Privacy by Design” in the relevant ICT 
technologies, to dissuasive sanctions wherever necessary.”2 

Recently, the European Commission discussed the “privacy by design” principle in 
the frame of the current review of the European Data Protection Directive, with a 
view of explicitly codifying the principle into European data protection rules, along 
with the issues that need to be examined in order to develop a “comprehensive and 
coherent approach guaranteeing that the fundamental right to data protection for indi-
viduals is fully respected within the EU and beyond”3. The European Commission 
admitted that “the ‘Privacy by Design’ principle could play an important role in [en-
suring compliance with data protection rules], including in ensuring data security”4, 
and announced its intention to examine possibilities for the concrete legislative  
implementation of the principle.  

While the importance of the privacy by design principle as a way of protecting per-
sonal data is becoming clearer every day, it is much less clear to what extent the prin-
ciple is observed in practice. This is especially true in the world of online service 
providers, where unbridled and excessive data processing is easy, cheap, and relative-
ly risk free. To examine this tension, ENISA recently commissioned an analysis of 
two core principles that can be considered as key manifestations of privacy by design: 
on the one hand the principle of minimal disclosure (which is also known as the data 
minimisation principle), and on the other the duration of the storage of personal data 
(which is also known as conservation principle).  

The study, entitled the “Study on data collection and storage in the EU”5 was not 
intended as a theoretical legal study that identified and analysed national legislation, 
but instead focused on a limited number of relevant use cases, attempting to discover 
if and how the aforementioned principles were expressed in concrete legal or regula-
tory provisions applicable to these cases, and how they were observed in practice.  
To achieve this objective, the study collected detailed legal information from expert 
correspondents in all 27 Member States, who were also asked to identify and analyse 
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three real life examples of use cases in their own country, covering three different 
sectors: social networking, transportation, and electronic communication.  

This paper is based on the ENISA study, and provides a summary of its findings in 
relation to the transportation sector. In the sections below, we will first provide an 
overview of the European regulatory backdrop of the data minimisation and conserva-
tion principles, and then assess how these principles are being observed in the trans-
portation sector across the EU. This will be done based on the data collected through 
the aforementioned study for two specific application areas: online ticket booking and 
purchasing, and the collection and exchange of so-called Passenger Name Record 
(PNR) data in the European air travel sector. Finally, we will present our conclusions 
on the current implementation of these principles in the transportation sector. 

2 Data Collection and Storage of Personal Data in the 
European Union 

The Data Protection Directive refers to basic principles for the processing of personal 
data, commonly known as data protection principles. These principles are imple-
mented through obligations that data controllers should comply with in order to pro-
tect the data they hold, reflecting both their interests and those of the data subjects.6 
The collection and processing of personal data has to be carried out in compliance to 
the data protection principles, as they are specified in Article 6 of the Data Protection 
Directive7. In relation to the principles of minimal disclosure and the duration of the 
minimum storage of personal data, the Data Protection Directive stipulates that per-
sonal data must be “adequate, relevant and not excessive in relation to the purposes 
for which they are collected and/or further processed”8 and they must be “kept in a 
form that permits identification of data subjects for no longer than is necessary for the 
purposes for which the data were collected or for which they are further processed”.9 
In practice these rules implement the concept of the aforementioned principle  
of minimal disclosure in a binding legal text, and they will be referred to  
interchangeably throughout this paper.  

The data controller generally decides both on the types and amount of data that 
should be collected, processed and possibly further processed, as well as on the mini-
mum period during which the data can be stored. These decisions will (or should) be 
based on the proportionality principle and after carrying out a ‘balance test’ between 
the various interests at stake, for instance the protection of the individual and the 
commercial profit of the service provider. At least in theory, the data controller does 
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not have full autonomy in making this decision: the data controller will need to be 
able to justify why certain data was collected and/or retained for processing, when 
requested by the relevant Data Protection Authority or by the data subject himself 
when exercising his rights. If the data controller cannot provide an adequate justifica-
tion, then the processing of personal data will be in violation of applicable data pro-
tection rules, and might therefore result in the liability of the data controller. Thus, the 
Data Protection Directive provides a theoretical incentive to data controllers to  
conduct this assessment responsibly.  

The importance of the principles of data minimisation and of conservation, which 
are in practice specific aspects of the proportionality principle, has been demonstrated 
in a recent Eurobarometer survey on the attitudes on data protection and electronic 
identity in the European Union.10 According to the survey, 43% of Internet users say 
they have been asked for more personal information than necessary when they pro-
posed to obtain access to or use an online service and 70% of Europeans are con-
cerned that their personal data held by companies may be used for a purpose other 
than that for which it was collected. Moreover, 75% of Europeans want to delete per-
sonal information on a website whenever they decide to do so.11 However, the 2010 
Annual Report published by the Irish Data Protection Commissioner presents a differ-
ent picture, by examining the actual complaints registered with the Commissioner 
(rather than measuring consumer opinion, as the Eurobarometer does). When looking 
at these complaints, only 0.64% of the total complaints received by the Commissioner 
refer to the requesting of excessive data, while a greater concern is expressed in rela-
tion to the disclosure of personal data, as this represented the third highest category of 
complaint – making up 10.47% of total complaints.12 Thus, the stated consumer con-
cern does not appear to be reflected in consumer protest. The same observation was 
made in an ENISA study on the economics of privacy13. 

There may be a need in particular cases to specify the principles of data minimisa-
tion and of conservation, either in a legal provision, or via an opinion of the Data 
Protection Authority or in another way, such as via the request for specific authorisa-
tion by a competent entity, for instance in order to acquire the authorisation for  
secondary processing of personal data. In Sweden, for example, the Swedish Data 
Inspection Board has issued several decisions where companies were ordered to de-
lete or anonymise personal data before the time when they generally used to delete or 
anonymise them. The Swedish Data Inspection Board published for example specific 
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decisions on the deletion of data by the Postal Office14, by travel agents15, in the con-
text of video surveillance in grocery stores16. The Swedish Data Inspection Board has 
also published a decision on the storage of customer data by the Swedish train  
company SJ, which is analysed in detail below in section 3.1.  

Indications on acceptable storage periods are sometimes also provided through in-
directly related legislation. According to the Dutch Act on Personal Data Protection17, 
any automated processing of personal data has to be notified to the Dutch Data Pro-
tection Authority. As notifying every automated processing of personal data would be 
excessive at times, the Dutch legislator provided for various exemptions from the 
notification obligation. To this end, the so-called Exemption Decree18 lays down 
certain categories of data processing which are unlikely to infringe the fundamental 
rights and freedoms of the data subject and which are therefore exempted from the 
notification requirement referred to in the Data Protection Act. This Exemption De-
cree provides an indication of a reasonable storage period for certain personal data. 
For instance data of customers and suppliers and entities that have a similar role, such 
as retailers and their standard clients, libraries and readers etc must be deleted two 
years after the carrying out of the relevant transaction.19 

3 The Collection and Storage of Personal Data in the 
Transportation Sector: From Principle to Practice 

3.1 Online Booking and Purchasing of Tickets 

The booking and purchasing of tickets for public or private transportation is an every-
day activity that can be carried out by natural persons either online or offline. The 
procedures established in various Member States for the booking of the ticket, as well 
as for its actual payment, differ significantly depending on the type of the means of 
transportation. The ENISA study examined the purchasing of a ticket online from a 
private or public transportation company in each of the twenty seven European Mem-
ber States. Seventeen railway company cases were identified, along with three bus 
company cases, three airline companies, two online travel agencies, a ferries company 
                                                           
14 http://www.datainspektionen.se/press/nyhetsarkiv/2008/ 
  posten-lagrar-personuppgifter-onodigt-lange/  
   (last accessed on 16.12.2011) 
15 http://www.datainspektionen.se/press/ 
  nyhetsarkiv/2009/charterbolagen-lagrar- 
  kunduppgifter-och-resehistorik-for-lange (last accessed on 16.12.2011)  
16 http://www.datainspektionen.se/Documents/ 
  beslut/2011-06-20-lidl.pdf (last accessed on 16.12.2011) 
17 Wet bescherming persoonsgegevens (WBP), 06.07.2000 (O.J. 302/2000); see 

http://wetten.overheid.nl/BWBR0011468 (last accessed on 20.12.2011)  
18 Vrijstellingsbesluit WBP, 

http://www.cbpweb.nl/hvb_website_1.0/vwc11.htm  
   (last accessed on 16.12.2011)  
19 Idem.  
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and finally a ski ticket purchasing process. All but one surveyed transportation  
companies offer also alternative ways of purchasing tickets, i.e. by telephone or in 
person at the offices of the company.  

The booking of a ticket online from a transportation company gave the opportunity to 
examine the obligatory types of personal data of the customers that were collected for 
the completion of the booking in relation to the principle of data minimisation and to 
examine whether transportation companies carry out excessive collection of personal 
data during the booking process (Figure 1). All transportation companies required the 
first and last name of the passenger and all but one required a valid e-mail address.  
The e-mail address did not need to belong to the passenger, but could also e.g. belong to 
the person that realised the purchasing. Sixteen of the surveyed companies required a 
fixed or mobile phone number, while ten of them asked for a postal address.  

Interestingly, six of the surveyed companies required an identity card or passport 
number. These six companies did not belong to the same category of transportation 
companies, but offered various types of tickets online, i.e. railway tickets, bus tickets 
and ferries tickets. Depending on the surveyed transportation company several other 
types of data were required for the booking of a ticket online, such as the gender or 
the title of the passenger, date of birth, nationality etc. Additional information on the 
passenger was sometimes required in order to justify discounts (for instance age of the 
passenger for youth or senior ticket). The fragmentation on the types of data that were 
required by various transportation companies for the booking of a ticket online re-
vealed a challenge for the principle of minimal disclosure. Although the transporta-
tion companies may wish to collect as much personal data about their customers as 
possible (e.g. to conduct market research into key consumer profiles), this cannot be 
justified under the principle of data minimisation which stipulates that only the  
necessary information should be collected and stored.  

The study also examined the options that transportation companies (either private or 
public ones) offered to their customers with regard to the processing of customer data 
for the sending of information and for marketing purposes (Figure 2). The majority of 
transportation companies processed as a default the personal data of their customers for 
the sending of information about their products and services as well as for marketing 
purposes. In several websites there was a tick-box already pre-checked, which the users 
would have to uncheck if they did not wish to receive such information.  

In some other cases, information about the processing of the personal data of the 
customers was contained in the privacy statement or the Terms and Conditions of the 
website. The users were given the opportunity to refuse the processing of their infor-
mation for such purposes via sending an e-mail to a dedicated e-mail address or via 
configuring the relevant option in their account on the website. In almost one third of 
the surveyed companies the users could consent to the processing of their data in or-
der to receive promotions and news of the company or for marketing purposes by 
ticking a checkbox. In two of the surveyed companies the fact that data can be used 
for marketing purposed only after the explicit consent of the user, is mentioned in the 
privacy policy. In these cases, the users have to explicitly give such permissions via 
their account.  
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use of cookies on the website, but not about the storage period of their data. In one of 
the surveyed companies offering online purchasing of bus tickets, the personal data of 
the passenger, more specifically the first and last name of the passenger, their phone 
number and birth date, were stored for a maximum period of ten years. It was surpris-
ing to note that several of the online transportation companies surveyed did not con-
tain a privacy policy or any kind of document that would inform their users about the 
processing of their personal data.  

 

 

Fig. 2. Options offered by transportation companies to customers regarding the sending of 
information by the company in the future based on the data they collect on them 

The Swedish train company SJ was investigated in 2008 by the Swedish Data  
Inspection Board as it stored customer data on certain travel cards. SJ was storing 
personal data on the travel history of the passengers for statistical purposes and for 
customer complaints. The Swedish Data Inspection Board adopted on 22 December 
2008 a decision ordering SJ to anonymise the data relating to travel history 90 days 
after the departure date at the latest.20 As highlighted by the Swedish report, in earlier 
decisions, the DIB had ordered maximum retention periods of 60 days, but in SJ’s 
case the period for customers to reclaim a journey is 3 months, so 90 days were 
deemed adequate.  

                                                           
20 Decision no 711-2008, available in Swedish at 
http://www.datainspektionen.se/Documents/beslut/ 
2008-12-23-sj.pdf (last accessed 17.12.2011)  
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In 2009, the Belgian railway company21 (Belgium’s national railway company) in-
troduced a “ticketless” way of travelling on their railway system, by enabling their 
customers to link their citizen’s National Registry number with the ticket number via 
their eID card22. When travelling, the user will have to show his eID card to the train 
attendant in order to verify the purchasing of the train ticket. The transfer of personal 
data in this case is inherently excessive, as the Belgian eID belongs traditionally to the 
first generation of eIDs and has implemented an “all or nothing” model.23 This means 
that the citizen, when he wishes to use his elD, has to disclose all the personal data 
that are stored in his card and does not have the opportunity to choose which types of 
personal data he would like to disclose. In this way the citizen reveals an abundance 
of personal information for the purchasing of the train ticket, which is undoubtedly 
not necessary for the purpose of purchasing a train ticket and the verification that it 
has been paid. Such an application puts the respect to the principle of minimal  
disclosure into question. The Belgian DPA issued a recommendation on transport  
e-ticketing in 2010, stating that e-ticketing should never allow transportation  
companies to trace the travel route of individual travellers.24  

3.2 Payment for Purchasing on Online Tickets 

The data that are collected either by the transportation company or by an intermediary 
company that carries out the payment of the ticket (following the booking/purchasing 
process as described in section 3.1 directly above) are to a large extent common 
throughout the European Union. For instance for the payment by Visa (or MasterCard 
or Maestro) the following personal data are required: the card holder’s name, the card 
number, the expiration date of the card and the secure code (CVV2 or CVC2).  
In Hungary, the name of the bank issuing the card is also required. 
 
Electronic Ticket Cards. The online purchasing of tickets in the transportation sector 
poses challenges in the way how (and whether) the principle of minimal disclosure is 
respected in this field. Similar concerns have been raised for the use of electronic 
travel cards, which require the user to reveal a number of personal information when 
purchasing the card online. Users tend to reveal a large amount of personal information 
and leave traces of their location at various time points for the sake of “convenience”. 
The traditional paper ticket used for public means of transportation is gradually being 
replaced by electronic cards, such as the Oyster card in London or the MoBIB card in 
Brussels, which allow the user to use the public transportation system in an easy and 
uninterrupted way. However, the unique number that is stored on the card allows for 
                                                           
21 http://www.b-rail.be (NMBS/SNCB) (last accessed on 25.01.2012) 
22 http://mobile.b-rail.be/en/Novelties/ 
  Use-your-Belgian-e-ID-as-ticket (last accessed on 25.01.2012) 
23 Van Alsenoy Brendan & De Cock Danny, Due processing of personal data in eGovernment? 

A case study of the Belgian electronic identity card, Datenschutz und Datensicherheit 
3/2008, p. 178.  

24 http://www.privacycommission.be/nl/docs/ 
  Commission/2010/aanbeveling_01_2010.pdf (last accessed on 25.01.2012) 
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the tracking of the location of the user and, when combined with the identification 
data of the user that may be revealed when the electronic ticket card has been pur-
chased via a credit or debit card, it offers a rich amount of personal information that 
can be used for user tracking and user profiling. In Denmark, a new national elec-
tronic travel card is planned to be launched in 2012. According to information in the 
press, travellers will have to provide their name, address and e-mail address, but also 
bank account information and their personal identification number. The card scheme 
foresees the possibility for travellers to get an anonymous travel card, but at a higher 
cost. This approach, in which privacy protection is essentially treated as a common 
barter, has created a heated debate in Denmark. In this section some further prominent 
examples will be presented in greater detail, along with the challenges they pose to 
the principle of minimal disclosure.   

The London Oyster Card. The London ‘Oyster’ card was implemented in 2003 and 
has been severely criticised over the collection of excessive data of the users, as well 
as for enabling their tracking and tracing. Transport for London (TfL) collects the 
following information about the users of the Oyster card: title (Mr/Mrs/Ms/Miss etc), 
first name, middle initial and surname, address and a password. When a user applies 
for a card online, their telephone number and email address also have to be supplied. 
When a user is purchasing the Oyster card using a debit or credit card, the encrypted 
bank details are stored. When the user is making use of the service for an automatic 
top-up, then TfL also stores the history of the transactions, including location, date 
and time. Finally the Oyster ticketing system records the location, date and time an 
Oyster card was used to validate a journey on TfL’s network or on National Rail ser-
vices where Oyster is accepted.25  

The amount of personal data collected by Transport for London through the Oyster 
card service has been criticised, especially in relation to children that wish to travel at 
a discounted rate. They must apply for a photocard ID and provide their name, date of 
birth, address, school name and telephone number, data that have been deemed as 
excessive in relation to the purpose of issuing a transportation card.  

The data are stored for a period of eight weeks, a time period that was agreed in 
consultation with the Information Commissioner’s Office (the UK data protection 
authority), when the card was first implemented in 2003.26 The data are then ano-
nymised and used for research purposes. According to the website of TfL, the Oyster 
ticketing system is being changed so that it will retain customers’ names and contact 
details for two years after the customer last used their card or bought an Oyster  
product.27 

The details of debit or credit cards that are used to buy Oyster products are retained 
for a maximum period of 18 months.28 When a user is issued a penalty fare notice or 

                                                           
25  http://www.tfl.gov.uk/termsandconditions/12321.aspx#page-link-

what-personal-details-are-held-about-oyster-customers- (last ac-
cessed 05.11.2011) 

26 Idem.  
27 Idem. 
28 Idem.  
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prosecuted for fare evasion, their personal details and relevant journey and transaction 
history will be retained for a longer period, which is not specified.29 

There is an ongoing debate in the United Kingdom about how long TfL should 
hold the data and to what extent is it acting proportionately when it decides to either 
comply with data requests from the police or withhold information in order to protect 
peoples’ privacy. This debate has been stimulated by the increasing number of re-
quests for data on Oyster card passenger movements from the Metropolitan Police in 
connection with criminal investigations. 

The Paris Navigo Pass. The adoption of the ‘navigo pass’ for the Paris region, which 
is similar to the Oyster card, has been in the centre of similar debates in France. Due 
to the fact that the user could be banned from the use of the ‘navigo pass’ in cases of 
delayed payments,  the processing of the personal data of the user in relation to the 
‘navigo pass’ had to be authorised by the French data protection authority, the CNIL. 
The CNIL issued in 2008 a single authorisation30 for ticketing systems, which was 
updated in 2010,31 covering any kind of data processing in the context of ticketing 
systems that should comply with a series of guarantees defined by the CNIL. The 
single license for ticketing systems is directed to those systems that imply the process-
ing of personal data for the following purposes: management, delivery and use of 
transportation tickets, fraud management, statistical analysis of the use of the net-
work, quality assessment of the functioning of the system. The CNIL specified the 
types of personal data that should be processed, depending of the type of ticketing, 
enforcing in this way the principle of data minimisation in the transportation sector.  

                                                           
29  http://www.tfl.gov.uk/termsandconditions/12321.aspx#page-link-

how-long-does-tfl-keep-oyster-information--  
    (last accessed on 05.11.2011) 
30 Single authorisation AU-015 - Decision No. 2011-107 of 28 April 2011 authorizing single 

implementation of automated processing of personal data relating to the management of tic-
keting applications by operators and public transport authorities (Autorisation unique n° 
AU-015 - Délibération n° 2011-107 du 28 avril 2011 portant autorisation unique de mise  
en œuvre de traitements automatisés de données à caractère personnel relatifs à la  
gestion des applications billettiques par les exploitants et les autorités organisatrices  
de transport public), available online at http://www.cnil.fr/en-savoir-
plus/deliberations/deliberation/delib/136/ (last accessed on 17.12.2011) 
Single authorisations may be issued by the CNIL in accordance with Article 25II of the French 
Data Protection Act when the processing of personal data meets a single purpose, relating to 
categories of the same data and have the same recipients or categories of recipients. 

31 In 2010, a working group of the CNIL in collaboration with GART (Grouping of transport 
authorities) was formed to identify new practices in public transportation  

  (http://www.cnil.fr/dossiers/deplacements-
transports/actualites/article/les-systemes-billettiques-
evoluent-lautorisation-unique-n15-aussi/, last accessed on 17.12.2011) 
New practices such as post-payment or access to multiple services with the same media 
called for additional guidelines, while led the CNIL to amend on 28 April 2011 its single  
license on three topics: anonymity, media tickets and post-pay.  
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According to the CNIL authorisation, all customer data are kept for the full dura-
tion of the contractual relationship and upon the end of it for two years for commer-
cial and statistical purposes. The validation data that reveal information about the 
movements of the users, should be anonymised ‘shortly’. The anonymisation can take 
place either by completely removing the card number or the joint date, time and place 
of the journey, or by applying a cryptographic algorithm (a public ‘hash’) that is 
deemed safe to the card number. However, the validation data containing information 
about the movement of people associated with the card number or subscriber and 
referring indirectly to the identity of a user, may be retained for forty-eight hours and 
solely for the fight against technological fraud. 

During the 2010 amendments, the CNIL distinguished three types of tickets,  
depending on the anonymity achieved for the user:  

- the nominative ticket, such as the ‘navigo pass’ in the Paris region, 
- the declarative ticket which allows anonymity and cannot be replaced if lost or 

stolen, and 
- the anonymous ticket, which in practice only allows the loading of single tickets. 

The study showed that some authorities, for financial and practical reasons, do not 
offer special rates (reduced rates or free) on declarative tickets. The CNIL however 
considers that software vendors are now developing and maps declarative tickets that 
would support such solution. The name, first name and photograph of the holder of 
the pass can be scanned on the support (without being integrated into the customer 
file) and a receipt is issued at the time the ticket is loaded (linking the identity of the 
holder and number to the declarative password). Such a solution reduces the risk of 
fraud and helps preserve the anonymity of travel for recipients of social tariffs and the 
resurfacing of the past in case of loss or theft. The CNIL recommends that special 
rates are also made available on declarative support. 

With regard to the principles of data minimisation and data conservation, the 
amendment to the CNIL authorisation on ‘post-payment’ is of particular interest. 
Transportation authorities in France are developing public transportation services 
where the billing is based on the actual journeys conducted and it takes place after the 
service has been offered. As certain information on the journeys made will be needed 
for the billing of routes and for the resolving of customer complaints, the CNIL speci-
fied that only data that are strictly necessary to calculate the price should be collected. 
Therefore, the information revealing the place where the ticket has been purchased 
(the station of validation) is not justified to be processed as it is not necessary for the 
calculation of the price and it would not be in line with the right of the citizens to 
come and go anonymously. With regard to the storage period of the processed per-
sonal data, the CNIL specified that they may be retained for a period of four months 
from the date of the events –and not from the moment when the billing takes place. 
Finally, information on the management of overdue payment should be immediately 
removed from the black list from the moment the amounts due are paid and by  
default, within maximum two years from registration. 
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The Brussels MoBIB Card. In 2008, the Brussels public transportation company32, 
launched the ‘MoBIB’ card.33 The MoBIB card is equipped with a Radio Frequency 
Identification (RFID) chip, on which the name, last name, date of birth and postal 
code of the user are stored. The information relating to the programme that the user 
has chosen (10-journeys ticket, 1 day ticket etc) is also stored on the card, along with 
the information on the last three uses of the card.  A photo of the user is printed on 
the card.34   

The Brussels public transportation company claims that the location information of 
a user is never processed, while such processing only takes place based on encoded or 
anonymous information. However, the implementation of the MoBIB has been criti-
cised as violating the Belgian legislation on the protection of personal data.35  

The Belgian Privacy Commission adopted a recommendation in March 2010 in 
which it pointed out that the direct or indirect processing of personal data of the users 
in order to trace the route they are following via their electronic ticket is not  
allowed.36  

The Brussels public transportation company mentions in the terms of use of the 
MoBIB card that the data will be stored for limited periods of time as necessary for 
the specific foreseen processing. No exact storage period is however specified.37 The 
Belgian Privacy Commission has advised in its recommendation 01/2010 that the data 

                                                           
32 http://www.mivb.be (STIB/MIVB) (last accessed on 25.01.2012) 
33 http://www.stib.be/mobib.html?l=en (last accessed on 25.01.2012) 
34 http://www.mivb.be/pointdevue_Standpunt.html?l=nl&news_rid=/ST

IB-MIVB/INTERNET/ACTUS/2010-05/WEB_Article_ 1274963883674.xml 
(last accessed on 05.11.2011) 

35 http://www.brusselnieuws.be/artikel/ 
  garandeert-nieuwe-mobib-chipkaart-anonimiteit-van-reiziger 

http://www.brusselnieuws.be/artikel/ 
  liga-mensenrechten-mobib-schendt-het-priv%C3%A9leven  
   (last accessed on 05.11.2011)  
36 Commissie voor de bescherming van de persoonlijke levenssfeer (Belgian Privacy Commis-

sion), Aanbeveling nr 01/2010 van 17 maart 2010, Aanbevelling over de na te leven basis-
beginselen bij het gebruik van e-ticketing door de openbare vervoersmaatschappijen  
(Recommendation 01/2010 on the fundamental principles that have to be respected during 
the use of e-ticketing by the public transportation companies) (A-2010-003), 17 March 
2010, available online at  
http://www.privacycommission.be/nl/docs/Commission/2010/ 
aanbeveling_01_2010.pdf (last accessed on 05.11.2011). The Belgian Privacy 
Commission adopted also in 2009 an Opinion on the application of the Belgian Data Protec-
tion Act to the processing of personal data in RFID systems: Commissie voor de bescherm-
ing van de persoonlijke levenssfeer (Belgian Privacy Commission), Advies nr 27/2009 van 
14 oktober 2009 uit eigen beweging inzake RFID (Opinion 27/2009 relating to RFID) 
(A/2009/003), 14 October 2009, available online at  
http://www.privacycommission.be/nl/docs/Commission/ 
2009/advies_27_2009.pdf (last accessed on 05.10.2011) 

37  http://www.stib.be/utilisation_gebruik.html?l=nl (last accessed on 
05.11.2011) 
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that are collected for travel ticket administration should be deleted at the latest after 
six months.38 The Belgian Privacy Commission also recommended that the client data 
of the users should be deleted within 12 months after the last use of the card, or after 
the time when the customer has returned the card.39 

The Prague ‘Opencard’. In 2008 the Prague City Hall launched an electronic card 
called ‘Opencard’, which can be used for public transportation in Prague, can function 
as a library card for the municipal Library or as the means for discount programmes, 
and also includes an application for payment of parking fees.40 The card can be issued 
with a monthly, quarterly or annual validity.  

For the issuing of an Opencard, a number of personal data of the traveller are proc-
essed and stored. The first name, the last name and a photograph of the card holder 
are printed on the card. According to the Opencard website, these data serve for the 
verification of the card holder’s identity during some operations such as public trans-
port inspections. 41  In addition, the date of birth of the traveller is stored in an  
encrypted way in the contactless chip of the Opencard. The justification for the proc-
essing of this information is that the date of birth is needed when applying for  
age-related discounts.42  

Following the introduction and widespread deployment of the Opencard, the Czech 
Office for Personal Data Protection issued a statement urging the Prague City Hall to 
offer, besides the traditional Opencard, an anonymous alternative for which no per-
sonal data of the traveller need to be processed. The Prague City Hall complied with 
this request and launched in December 2011 an anonymous Opencard that does not 
contain any personal data and is transferable. The anonymous travel cards in Prague 
were introduced in full respect of the data minimisation principle, allowing citizens to 
exercise their right to come and go anonymously.  
                                                           
38 Commissie voor de bescherming van de persoonlijke levenssfeer (Belgian Privacy Commis-

sion), Aanbeveling nr 01/2010 van 17 maart 2010, Aanbevelling over de na te leven basis-
beginselen bij het gebruik van e-ticketing door de openbare vervoersmaatschappijen  
(Recommendation 01/2010 on the fundamental principles that have to be respected during 
the use of e-ticketing by the public transportation companies) (A-2010-003), 17 March 
2010, p. 5, available online at  
http://www.privacycommission.be/nl/docs/Commission/2010/ 
aanbeveling_01_2010.pdf (last accessed on 05.11.2011) 

39 Commissie voor de bescherming van de persoonlijke levenssfeer (Belgian Privacy Commis-
sion), Aanbeveling nr 01/2010 van 17 maart 2010, Aanbevelling over de na te leven basisbe-
ginselen bij het gebruik van e-ticketing door de openbare vervoersmaatschappijen  
(Recommendation 01/2010 on the fundamental principles that have to be respected during the 
use of e-ticketing by the public transportation companies) (A-2010-003), 17 March 2010,  
p. 6, available online at  
http://www.privacycommission.be/nl/docs/ 
Commission/2010/aanbeveling_01_2010.pdf (last accessed on 05.11.2011) 

40 http://opencard.praha.eu/jnp/en/home/index.html  
   (last accessed on 17.12.2011) 
41 http://opencard.praha.eu/jnp/en/about/security/index.html  
   (last accessed on 17.12.2011)  
42 Idem.  
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Dutch OV-Chipcard. The OV-chipcard has recently been introduced in the Nether-
lands, as a smart card with a built-in chip for public transportation. There are cur-
rently three types of OV-chipcards: a personalised one, which mainly aims at season 
ticket holders; a disposable card which can be used for a certain period of time; and 
an anonymous one. The Dutch Data Protection Commission carried out an investiga-
tion with regard to the processing of personal data relating to the use of student OV-
chipcards. The Commission found that four companies43 were storing personal data 
for a longer period than was necessary. The transportation companies modified the 
storage period of the personal data44 they were collecting in relation with the student 
OV-chipcards in order to be in line with the conservation principle and adopted stor-
age periods mainly varying between 18 and 24 months depending on the purposes.45 
The Commission imposed an order for incremental penalty payments if the companies 
do not comply with the order. 

3.3 Airline Companies and PNR Data 

Concept and Legal Background. The purchasing of airplane tickets, either online or 
offline, especially for flights into the U.S. (or even Canada or Australia) requires the 
revealing of a large number of personal information of the user. The most well known 
example of such a data transfer mechanism is the so-called Passenger Name Record 
(PNR) data. PNR data46 is information that is provided by passengers and is collected 
by carriers for enabling reservations and carrying out the check-in process. 47  

                                                           
43 The Amsterdam-based transportation company GVB, the Rotterdam-based transportation 

company RET, the transportation company NS and the cards issuer TLS. 
44 http://www.cbpweb.nl/Pages/pb_20110726_OV-chip_LOD.aspx  
   (last accessed on 17.12.2011)  
45 http://www.cbpweb.nl/downloads_pb/ 
  pb_20110726_OV-chip_LOD_TLS.pdf,  

http://www.cbpweb.nl/downloads_pb/ 
pb_20110726_OV-chip_LOD_NS.pdf, 
http://www.cbpweb.nl/downloads_pb/ 
pb_20110726_OV-chip_LOD_RET.pdf, 
http://www.cbpweb.nl/downloads_pb/ 
pb_20110726_OV-chip_LOD_GVB.pdf (last accessed on 25.01.2012) 

46 It should be noted that PNR data are different from Advance Passenger Information (API), 
which has to be communicated by air carriers at the request of the authorities responsible for 
carrying out checks on persons at external borders (Council Directive 2004/82/EC of 29 
April 2004 on the obligation of carriers to communicate passenger data, OJ L261/24, 
06.08.2004). API data are the biographical information taken from the machine-readable 
part of a passport and contain the name, place of residence, place of birth and nationality of 
a person. 

47 European Commission, Communication from the Commission on the global approach to 
transfers of Passenger Name Record (PNR) data to third countries, COM(2010) 492,  
Brussels, 21.09.2010., p. 3, available online at  
http://eur-lex.europa.eu/LexUriServ/ 
LexUriServ.do?uri=COM:2010:0492:FIN:EN:PDF  
(last accessed on 07.10.2011) 
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The record that is created on each of the passengers contains data, such as the dates of 
travel and the travel itinerary, ticket information, contact details, address and phone 
numbers, the travel agent that was involved in the booking of the ticket, payment 
information, seat number and baggage information.48  

The European Union has signed agreements for the transfer of PNR data with the 
U.S., Canada and Australia. In 2004, the Council of the European Union adopted a 
Decision concerning the conclusion of an agreement between the European Commu-
nity and the United States of America on the processing and transfer of passenger 
name record (PNR)49 data by air carriers to the United States Bureau of Customs and 
Border Protection (CBP) and a Decision was also adopted by the European Commis-
sion on the adequate protection of those data50. The 2004 PNR agreement of the trans-
fer of personal data of passengers between the European Union and the United States 
Government foresaw that 34 data elements has to be provided to the US Customs 
Bureau for each passenger. The European Court of Justice in a judgement adopted in 
200651 annulled the aforementioned decisions.  

The Court ruled that the “transfer of PNR data to CBP constitutes processing op-
erations concerning public security and the activities of the State in areas of criminal 
law”52. Although the data have been initially collected for commercial purposes, the 
Court found that the actual purpose of their transfer falls within a framework estab-
lished by the public authorities that relates to public security and thus the processing 
falls outside the scope of protection of the data protection directive. The Court fol-
lowed the argumentation of the General Advocate and distinguished between the  
activities of collection of data and the purpose of the (further) processing based on 
public safety needs, in order to exclude the latter from the scope of application of the 
data protection directive. The Court judgement can be briefly described as admitting 
that the data collected for commercial purposes fall within the protective ambit of the 
Data Protection Directive but when the same data are further transferred for public 
security reasons, they no longer enjoy the same protection. The Judgment of the 
European Court of Justice created a substantial lacuna legis in the protection of PNR 
data, raising the general problem of protection of personal data that are not covered by 

                                                           
48 Idem. See below Section 3.3.2 for the detailed list of PNR data in the context of the EU-US 

PNR draft agreement. 
49 Council of the European Union, Council Decision of 17 May 2004 on the conclusion of an 

Agreement between the European Community and the United States of America on the 
processing and transfer of PNR data by Air Carriers to the United States Department of 
Homeland Security, Bureau of Customs and Border Protection (2004/496/EC), [2004] OJ 
L183/83. 

50 Commission of the European Communities, Commission Decision of 14 May on the adequate 
protection of personal data contained in the Passenger Name Record of air passengers trans-
ferred to the United States' Bureau of Customs and Border Protection [2004] OJ 235/ 11. 

51 Judgment of the Court of Justice in Joined Cases C-317/04 and C-318/04 (30 May 2006), 
ECR 2006, p. I-4721.  

52 Paragraph 56 of the Judgment of the Court of Justice in Joined Cases C-317/04 and C-318/04 
(30 May 2006). 
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the Data Protection Directive53. The European Parliament had raised issues relating to 
the respect to the proportionality principle, although the Court did not consider this 
issue. 

The European Commission recently proposed a Directive of on the use of Passen-
ger Name Record data for the prevention, detection, investigation and prosecution of 
terrorist offences and serious crime (PNR Directive)54, as well as a Proposal for a 
Council decision on the conclusion of the Agreement between the United States of 
America and the European Union on the use and transfer of Passenger Name Records 
to the United States Department of Homeland Security.55 The Article 29 Data Protec-
tion Working Party, as well as the European Data Protection Supervisor, have criti-
cised the European Commission initiatives on PNR data with regard to the list of data 
that have to be transferred, as well as on the storage period of the PNR data.56 

                                                           
53 See also the analysis made by Hielke Hijmans, in  HIJMANS Hielke 'De derde pijler in de 

praktijk: leven met gebreken Over de uitwisseling van informatie tussen lidstaten'. SEW 
2006.91, under chapter 4.1. 

54 European Commission, Proposal for a Directive of the European Parliament and of the 
Council on the use of Passenger Name Record data for the prevention, detection, investiga-
tion and prosecution of terrorist offences and serious crime, COM(2011) 32 final, Brussels, 
02.02.2011. 

55 European Commission, Proposal for a Council decision on the conclusion of the Agreement 
between the United States of America and the European Union on the use and transfer of 
Passenger Name Records to the United States Department of Homeland Security, 
COM(2011) 807 final, Brussels, 23.11.2011. 

56 European Data Protection Supervisor, Opinion of 09.12.2011 on the Proposal for a Council 
Decision on the conclusion of the Agreement between the United States of America and the 
European Union on the use and transfer of Passenger Name Records to the United States 
Department of Homeland Security; European Data Protection Supervisor, Opinion of 
15.07.2011 on the Proposal for a Council Decision on the conclusion of an Agreement be-
tween the EU and Australia on the processing and transfer of PNR data by air carriers to the 
Australian Customs and Border Protection Service; Article 29 Data Protection Working Par-
ty, Opinion 10/2011 on the proposal for a Directive of the European Parliament and of the 
Council on the use of passenger name record data for the prevention, detection, investigation 
and prosecution of terrorist offences and serious crime, WP181 (05.04.2011); European Data 
Protection Supervisor, Opinion of 25.03.2011 on the Proposal for a Directive of the European 
Parliament and of the Council on the use of PNR data for the prevention, detection, investiga-
tion and prosecution of terrorist offences and serious crime; Article 29 Data Protection Work-
ing Party, Opinion 7/2010 on European Commission's Communication on the global  
approach to transfers of Passenger Name Record (PNR) data to third countries, WP 178 
(12.11.2010); European Data Protection Supervisor, Opinion of 19.10.2010 on the global 
approach to transfers of PNR data to third countries; European Data Protection Supervisor, 
Opinion of 20.12.2007 on the Proposal for a Council Framework Decision on the use of 
PNR data for law enforcement purposes; Opinion 5/2007 on the follow-up agreement be-
tween the European Union and the United States of America on the processing and transfer 
of passenger name record (PNR) data by air carriers to the United States Department of 
Homeland Security concluded in July 2007, WP138 (17.08.2007); Article 29 Data Protec-
tion Working Party, Opinion 4/2003 on the Level of Protection ensured in the US for the 
Transfer of Passengers’ Data, WP78 (13.06.2003). 
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The Principle of Data Minimisation and PNR Data. According to the recent pro-
posal for a Council decision on the transfer of PNR data from the European Union to 
the United States Department of Homeland Security (DHS), an abundance of personal 
data of all passengers that are flying to and from the European Union have to be col-
lected irrespective of the fact whether they are suspected of any wrongdoings. Ac-
cording to the Annex to the agreement, the following nineteen types of data would 
have to be collected by the airlines companies and be transferred to the DHS: (1) PNR 
record locator code, (2) date of reservation/issue of ticket, (3) date(s) of intended 
travel, (4) name(s), (5) available frequent flier and benefit information (i.e., free tick-
ets, upgrades, etc.), (6) other names on PNR, including number of travellers on PNR, 
(7) all available contact information (including originator information), (8) all avail-
able payment/billing information (not including other transaction details linked to a 
credit card or account and not connected to the travel transaction), (9) travel itinerary 
for specific PNR, (10) travel agency/travel agent, (11) code share information, (12) 
split/divided information, (13) travel status of passenger (including confirmations and 
check-in status), (14) ticketing information, including ticket number, one way tickets 
and Automated Ticket Fare Quote, (15) all baggage information, (16) seat informa-
tion, including seat number, (17) general remarks including OSI, SSI and SSR  
information, (18) any collected Advance Passenger Information System (APIS) in-
formation, (19) all historical changes to the PNR listed in numbers 1 to 18. 

The European Data Protection Supervisor (EDPS) noted that the aforementioned 
types of data would be collected and stored not only for passengers, but also for pro-
spective passengers who may cancel their trip. The list of data was considered as ex-
cessive and disproportionate compared to the purposes pursued via the proposed 
Council decision. The EDPS proposed limiting the data to the following information: 
“PNR record locator code, date of reservation, date(s) of intended travel, passenger 
name, other names on PNR, all travel itinerary, identifiers for free tickets, one-way 
tickets, ticketing field information, ATFQ (Automatic Ticket Fare Quote) data, ticket 
number, date of ticket issuance, no show history, number of bags, bag tag numbers, 
go show information, number of bags on each segment, voluntary/involuntary up-
grades, historical changes to PNR data with regard to the aforementioned items”.57 As 
for the processing of sensitive data, the EDPS recommended that airline carriers 
should not transfer any sensitive data to the DHS.58 

The Maximum Period of Storage and PNR Data. According to the proposal for the 
PNR Directive of 02.02.2011, the PNR data would have to be retained for a period of 
30 days in a database at the Passenger Information Unit59 for a period of 30 days after 

                                                           
57 European Data Protection Supervisor, Opinion of 09.12.2011 on the Proposal for a Council 

Decision on the conclusion of the Agreement between the United States of America and the 
European Union on the use and transfer of Passenger Name Records to the United States 
Department of Homeland Security, p. 5. 

58 Idem. 
59 A Passenger Information Unit is a single designated unit that should be created in each 

Member State and will be responsible for handling and protecting the data (if the PNR  
Directive is adopted).  
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their transfer to the Passenger Information Unit of the first Member State on whose 
territory the international flight is landing or departing. Upon expiry of the period of 
30 days after the transfer of the PNR data to the aforementioned Passenger Informa-
tion Unit the data shall be retained, masked out, at the Passenger Information Unit for 
a further period of five years.60 The Article 29 Data Protection Working Party consid-
ers the retention period of five years as disproportionate.61 

The European Commission proposal for a Council decision of 23.11.2011 on the 
transfer of PRN data from the EU to the US DHS foresees even longer storage period 
for the PNR data. In accordance with Article 8 of the proposal, DHS retains PNR data 
in an active database for up to five years. The data will be depersonalised and masked 
after the initial six months of this period, but the passenger will still be able to be 
identified. After this five-year period, the PRN data will be transferred to a dormant 
database for a period of up to ten years. According to the European Data Protection 
Supervisor, and similar to the position taken by the Article 29 Data Protection Work-
ing Party, the maximum retention period of fifteen years that is foreseen in the Pro-
posal is disproportionate and excessive. Rather a retention period of six months is 
recommended.62 The position of the EDPS requiring for a retention period of six 
months instead of the period of fifteen years that is currently proposed illustrates a 
significant challenge on defining what the appropriate storage and retention period 
would be for specific types of data. The general data protection principle on the con-
servation of data stipulating that personal data must be “kept in a form which permits 
identification of data subjects for no longer than is necessary for the purposes for 
which the data were collected or for which they are further processed”63 allows room 
for broad interpretation.  

4 Conclusions 

As shown by the examples above, new technologies can greatly improve the effi-
ciency, user friendliness and security of transportation systems. However, from a data 
protection perspective it is worrisome to observe that so many systems deployed in 
real life do not follow a privacy by design approach, and insufficiently consider the 
data minimisation and data conservation principles. This can be seen in online ticket 
purchasing systems, where data collection practices vary quite widely between the 

                                                           
60 Article 9 of the proposal for a PNR Directive.  
61 Article 29 Data Protection Working Party, Opinion 10/2011 on the proposal for a Directive 

of the European Parliament and of the Council on the use of passenger name record data for 
the prevention, detection, investigation and prosecution of terrorist offences and serious 
crime, WP 181 (05.04.2011), p. 6. 

62 “The data should therefore be anonymised (irreversibly) or deleted immediately after analy-
sis or after a maximum of 6 months”: European Data Protection Supervisor, Opinion of 
09.12.2011 on the Proposal for a Council Decision on the conclusion of the Agreement be-
tween the United States of America and the European Union on the use and transfer of  
Passenger Name Records to the United States Department of Homeland Security, p. 5. 

63 Article 6(e) Data Protection Directive. 
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countries, despite the fact that data needs behind these services are relatively homo-
geneous. This would seem to indicate that these systems are designed without system-
atically considering how data collection can be minimized. This can also be seen in 
the mechanisms for obtaining the consent of data subjects, particularly for direct mar-
keting purposes, where communication towards data subjects is often ambiguous and 
clearly slanted towards facilitating data collection and data processing, rather than 
towards protecting the privacy of the users of such services. 

Similar observations can be made with respect to travel cards and PNR data. A 
commonly recurring trend appears to be that such technologies are developed and 
deployed with optimal usability and usefulness in mind, but without duly considering 
data protection implications. Only after these concerns are brought to light – either by 
data protection authorities, court cases or consumer complains – are the systems re-
viewed and updated to improve privacy friendliness. In some cases – PNR data being 
a prime example, as are several travel card deployments – no conclusive answer to 
privacy questions has been found yet, and existing practices still fail to appropriately 
observe the data minimisation and conservation principles. 

Globally, the examples illustrate that there is a need for these principles to be 
strengthened in practice, through legislation and governance mechanisms that favour 
privacy by design, including a clear assessment of privacy impacts and the identifica-
tion of more privacy conscious implementation alternatives, in order to ensure that the 
personal data of European citizens is proactively protected, instead of having to mod-
ify operational systems only after privacy problems come to light. Hopefully, the 
ongoing revision of the Data Protection Directive and its future successor will take 
some steps in that direction.  
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Abstract. This paper identifies barriers for the handing of privacy issues caused 
by Information and Communication Technologies (ICT). It reports first on ex-
perience gained in addressing privacy issues in Intelligent Transport systems 
(ITS). It discusses two applications, eCall and Pay-Per-Use. It identifies barriers 
for privacy and suggests recommendations. These barriers are at the application 
level (conflict of interest, lack of consensus on protection policies), at the de-
sign level (agreement on the meaning of Privacy-by-Design, neglect of architec-
ture impact, lack of practice) and at the implementation level (leaks created by 
ICT infrastructures, lack of flexibility). 
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1 Introduction 

The European Commission adopted in 2010 the directive 2010/40/EU [1] in order to 
address the compatibility, interoperability and continuity of Intelligent Transport Sys-
tems (ITS) solutions across the EU, for areas such as traffic and travel information, 
eCall emergency systems, and intelligent truck parking. The directive was preceded 
by the adoption of an Action Plan [2] in 2008. This action plan included four applica-
tion areas, (1) optimal use of road, traffic and travel data, (2) continuity of traffic and 
freight management, (4) road safety and security, and (4) integration of vehicle and 
transport infrastructure. The eSafety initiative [3] provides more information on the 
many projects that were undertaken. The action plan also included a specific transver-
sal area: data protection and liability, for which a series of research projects were 
started: SeVeCom [4], PRECIOSA [5], EVITA [6], OVERSEE [7] and PRESERVE 
[8]. They addressed secure communication, privacy, protection against vehicle intru-
sion, secure platforms, and validation through field operational tests respectively. The 
eSecurity Working Group [8] involving data protection and ITS stakeholders was also 
created. Work is continuing as the European Commission is currently carrying out a 
study to assess data protection in ITS [10] while keeping the new privacy regulation 
[11] in perspective. 

This paper reports on the insight gained from these undertakings. It will first report 
on experience gained in the study of two applications, eCall and Pay-Per-Use insur-
ance, and two R&D projects, SeVeCom and PRECIOSA. It will then describe barriers 
to ICT which are not necessarily specific to ITS and provide recommendations for 
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ICT in general. These barriers are at the application level (conflict of interest, lack of 
consensus on protection policies), at the design level (agreement on the meaning of 
Privacy-by-Design, neglect of architecture impact, lack of practice) and at the  
implementation level (leaks created by ICT infrastructures, lack of flexibility). 

2 Experience Gained from ITS 

2.1 Applications 

eCall is a European initiative intended to bring rapid assistance to motorists involved in 
a collision anywhere in the European Union. The development of solutions for eCall 
rapidly led to concern about the location tracking of vehicles. The Article 29 Working 
Group Party published a working document on eCall in 2006 [12] which recommended 
the possibility of switching off the eCall capability. This recommendation raised further 
issues that were discussed in a meeting organised by the technology subgroup of the 
Article 29 WG Party in 2009. During this meeting a second generation eCall product, 
developed in liaison with the French data protection authority (CNIL) was presented by 
PSA. This solution included privacy preservation features, e.g. blurring vehicle location 
data to avoid calculation of speed, removing physically collected data on a daily basis. 
The solution also coped with liability issues created by the proposed approach of pro-
viding a switch-off capability: what if a vehicle eCall capability is switched off by one 
person and then the vehicle is used by another person which is not aware that it is 
switched off. It was suggested that a systematic check be included along with a request 
that the driver maintain the eCall capability off. The eCall case was a wake-up call with-
in the ITS community on the need to address location issues. 

Pay-As-You-Drive Insurance is a type of automobile insurance whereby the costs 
of insurance are dependent upon time, distance, behaviour and location. Further to the 
Article 29 WG party document on eCall, the European Commission organised a 
workshop in privacy in ITS in 2007. During this workshop a person from the French 
protection agency (CNIL) presented the case of MAAF, a French insurance company 
which requested to deploy a Pay-As-You-Drive solution but was denied authorisation. 
The same year, a study was started at research level that led to the specification of a 
privacy friendly solution called PriPayd [13] based on an approach whereby location 
data was kept in the vehicle. Instead of having internet based systems collecting the 
data and calculating invoices, only minimum billing data are provided by the vehicle. 
The striking characteristics of the solution was that by focusing on the physical mini-
misation of data (i.e. data is not collected on the internet, but is kept in the vehicle), 
the architecture of an application was profoundly changed. 

2.2 ITS Technology 

Rather than focusing on the impact of privacy on ITS applications, SeVeCom and 
PRECIOSA focused on how Privacy-by-Design applied to ITS applications could 
impact on the underlying ICT technology. 

SeVeCom was an FP6 project that ran from 2006-2009 [4, 14, 15]. It focused on 
security for communication systems involving cooperating vehicles (i.e. car-to-car 
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and car-to-infrastructure communication). It therefore focused on privacy leaks that 
can occur in this kind of communication. 

SeVeCom made the following analysis: communication includes application data 
and protocol data. Application data need to be transmitted with different levels of 
security for integrity or confidentiality reasons. Protocol data might also need to be 
transmitted in a secure way since they can lead to privacy infringement. This is the 
case of the communication of the MAC1 address in car-to-car communication. The 
car-to-car MAC address was initially devised as a fixed unique address. Similarly to 
fixed IP addresses, the MAC address could therefore be considered as personal data, 
because it could be used to track a vehicle. 

SeVeCom contributed the following technology: 

• a mechanism in the form of proof of concept for secure communication, with 
pseudonym change management to address the fixed MAC address problem,  

• a contribution to flexibility in the form of an implementation structure to allow 
for easy integration in existing implementation protocols2.  

Future deployed ITS infrastructure could reuse the SeVeCom implementation to solve 
the fixed MAC address issue. 

PRECIOSA was an FP7 project that ran from 2009-2010 [5]. It addressed the prob-
lem of protecting collected data in ITS applications. It therefore focused on measures 
for privacy leaks that can occur when collecting data, in particular in ICT deployment 
based on common platforms. 

PRECIOSA work was heavily influenced by discussions that took place in the eSe-
curity Working Group [8] concerning data protection stakeholders as well as privacy 
enhancing technology stakeholders and the need to adopt a Privacy-by-Design ap-
proach3. Since the meaning of Privacy-by-Design lacked clarity, the concept was 
investigated by the project. PRECIOSA concluded that it involves three principles, 
minimisation, enforcement and transparency [17] which are defined as follows. 

Minimisation is related to the collection limitation principle for privacy of the 
OECD guidelines [18]. Applied to Privacy-by-Design, it means that the collection of 
personal information should be kept to a strict minimum in the design of an applica-
tion. Applied to current technology trends, it means that the design process should 
start with the default option that no identifiable data is collected. Moreover, whenever 
possible personal data should be replaced by equivalent minimised data. For instance, 
birthdate information can be replaced by a computing proof that a person is over eigh-
teen. Minimisation leads to requirements on what shall not be collected, on where it is 
collected, and on the use of specific minimisation technology. This approach was 
applied in Pay-As-You-Drive insurance [13].  

Enforcement is related to the security safeguards principle for privacy in the OECD 
guidelines, which states that personal data should be protected by reasonable security 

                                                           
1 MAC stands for Medium Access Layer. The MAC address identifies a communication entity 

in a physical network.  
2 Based on the so-called hooking architecture [15]. 
3 The term Privacy-by-Design was coined by Ann Cavoukian, the Ontario Data Protection Com-

missioner [16]. In January 25, 2012, the European Commission proposed a comprehensive 
reform of the EU's 1995 data protection rules to strengthen online privacy rights and boost  
Europe's digital economy. The reform integrates the concept of Privacy-by-Design [11]. 
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safeguards against such risks as loss or unauthorised access, destruction, use, modifi-
cation, or disclosure of data4,.  Applied to Privacy-by-Design, it means that an appli-
cation should be designed to provide maximum protection of personal data during an 
operation. Applied to current technology trends, it means that the design process 
should start with the default option that all collected personal data should be protected 
by technical means. They should automatically ensure that data are accessed by the 
authorised parties (e.g. location data is only made available to a location based appli-
cation) and that such data is automatically removed at the expiration of a retention 
period (e.g. at the end of the day). This approach is exemplified by Hippocratic data-
bases [19]. PRECIOSA took this further by developing a data-centric approach for 
protecting personal data in a cooperative ITS environment [20]. Enforcement leads to 
requirements on what must be protected, on how it is protected (which leads to organ-
ization decisions), and the use of technology for protection (in order to prevent from 
leaks due to manual organization of protection).  

Transparency is related to the openness, the individual participation, and the ac-
countability principles of the OECD guidelines. Means should be readily available to 
establish the existence and nature of personal data aa well as the main purposes for 
their use. Furthermore, an individual should have the right to get information on data 
collected about him. Finally, a data controller should be accountable for complying 
with the measures required for privacy preservation. Applied to Privacy-by-Design, 
this means that applications should be designed and operated so that maximum trans-
parency can be provided to stakeholders about the way privacy preservation is en-
sured. In particular, the design process should include specific verification procedures 
(e.g. open design, auditing). Applied to current technology trends, it means that the 
design process should start with the default option that mechanisms for verification 
during operation should be included. For instance mechanisms could be included to 
provide evidence that some location data have been removed. Transparency leads to 
requirements on what evidences have to be produced, on how these evidences are 
provided (which leads to architecture decisions), and on the use of technology for 
evidence provision.   

PRECIOSA contributed the following technology:  

• a proof of concept data-centric approach for protecting personal data in a  
cooperative ITS environment,  

• an understanding of the meaning of Privacy-by-Design.  

Future deployed ITS infrastructure could reuse the PRECIOSA implementation to 
ensure the right level of enforcement. 

3 Barriers to ICT 

While investigating the impact of privacy on ITS, barriers were identified. Many of 
the barriers are general in nature, and they also apply to ICT. 

                                                           
4 The rationale for the enforcement principle is to prevent accidental or malicious leaking of 

personal data. The massive deployment of ITS applications for millions of vehicles implies 
that a single failure or accident could have a huge liability impact. 
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3.1 Application Level: Conflict of Interest 

When applications values are based on the use and exploitation of user data, conflict 
of interest will occur. This is what is currently happening in today social networks 
applications, and in ITS when application stakeholders want to make use of collected 
location based data in order to provide value-added services. There is a risk that pri-
vacy regulation and Privacy-by-Design are considered to be an obstacle for deploy-
ment of these location-based services, leading to the weakest interpretation on how to 
apply Privacy-by-Design. 

Solving a conflict of interest in a global manner necessitates consensus. This con-
sensus must ensure that an application can be cost effectively developed and de-
ployed, which is the priority of application stakeholders) while protecting personal 
data efficiently, which is the priority of privacy defence stakeholders. It is recom-
mended to put in place a consensus process supported by policy makers. This was 
suggested by EDPS [23] who recommends the development of best available tech-
niques through “comitology”, i.e. a consensus process. This approach was applied in 
the case of pollution prevention techniques, through a process supported by the  
European Commission called the Sevilla Process [24].  

3.2 Application Level: Lack of Consensus on Protection Policies 

Protection policies require agreement (e.g. whether a data field should be encrypted 
for confidentiality?). Without such agreement, different policies can be applied, lead-
ing to situations where the level of protection reached is that of stakeholders applying 
the least protective policy. Consider for instance data retention policy where some 
stakeholders simply do not remove data. A process for agreement on policies must be 
available but it is currently ill-supported by current standardization processes, since 
the time frame for standardization is so long. A more agile and flexible consensus 
process is needed. 

3.3 Design Level: Lack of Agreement on the Meaning of Privacy-by-Design 

The term Privacy-by-Design has been used widely by policy makers, including in the 
new privacy regulation [11]. It is generally associated with Privacy Impact Assess-
ments (PIAs), an instrument that has been the subject of much study [25]. But as high-
lighted in [21], there is a gap between the understanding of this concept by policy 
makers and by the ICT engineering community. A common technical understanding 
of Privacy-by-Design is needed as a result of standardization work. [26, 27] are ex-
amples of work contributing to this understanding. The contribution of PRECIOSA 
explained in section 2.2 is an attempt to shape this understanding [17]. The creation of 
a multidisciplinary working group working in this understanding would be needed. 

3.4 Design Level: Neglect of Architecture Impact 

The architectural dimension of Privacy-by-Design is currently not well highlighted. 
Yet almost all privacy preserving solutions devised today have a profound impact on 
architecture as shown in the Pay-Per-Use case [13], the road charging case [30] and 
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the smart meters case [31, 32]. Currently research on privacy puts more value on con-
tributions related to crypto aspects, which overshadows the need to assess architecture 
impacts aspects. For instance Stanford University has a web page which lists Privacy 
Enhancing Technologies (PET) [33]. However, no equivalent can be found for archi-
tectures. We have also observed that the meaning of PET is often narrowed to security 
and crypto-based features for minimisation. We believe that a broader meaning 
should be used, i.e. a PET can be a mechanism for minimisation, for enforcement of 
policies or for transparency. 

It is recommended to take a more global architectural view rather than a mecha-
nism centric viewed as suggested by the term PET. Let us switch to Privacy Enhanc-
ing Architectures (PEARs)!  

3.5 Design Level: Lack of Practice of Privacy-by-Design 

There is currently little of practice of Privacy-by-Design. We need to create a wealth 
of architectures (PEARs) and of measures (PETs): Privacy enhancing technologies 
are not well spread. Minimisation technology is a recent development. Much research 
is still in progress and a wealth of new results can be expected in the near future. Fur-
thermore, it is also expected that new threats will be discovered as applications are 
deployed, which will also lead to new measures. Enforcement and transparency 
measures are currently mostly managed through manual and organisational activities. 
Industry expertise is not commonly available. Little research work is available on 
enforcement for privacy, e.g. [19, 20] for run-time protection perimeters. Neverthe-
less, these efforts could leverage on well-established work on enforcement of access 
such as the Bell-La Padula model [28]. 

Another issue is that Privacy-by-Design has to be properly integrated in the develop-
ment process of applications. This integration is not easy to specify because of the wide 
variety of engineering processes in use (e.g. automotive, railways, smart meters, etc..) 

Finally, Privacy-by-Design is a topic that is not addressed in the standard education 
curriculum. When current students are employed in the next few years, they will have 
little understanding of what a Privacy-by-Design process is. 

3.6 Implementation: Leaks Created by ICT Infrastructures 

ICT infrastructures include technology components which use and possibly transmit 
system data. Such data are needed for the operation of the infrastructure. For instance 
a run-time platform will make use of operating data such as computing resource de-
scriptions, or a communication stack will involve the transmission of protocol data. In 
current industry practices, such data can be easily monitored for conformance testing 
or for performance monitoring purposes. However, the monitoring capability itself 
creates problems. Monitoring the content of memory used by an application is obvi-
ously a problem if there is a possibility to derive personal data from it. Transmitting 
protocol data can also be a problem, for instance a fixed IP address is enough to iden-
tify a user. The design of recent car-to-car communication systems initially planned to 
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use fixed MAC5 addresses. However, this data would be enough to track a vehicle. 
Even worse, simply tracking communication activity could be enough in many cases 
to track user activity. For example, a device that transmits data could be a proof that a 
user is at home. 

A novel approach to the design of ICT infrastructure must be taken so that it pro-
vides suitable protection of system data and system activity. It must be protection 
oriented, i.e. system data must be protected against unauthorized access. Isolation 
features should be integrated to prevent access to system data or activity by unauthor-
ised stakeholders. 

3.7 Implementation: Lack of Flexibility of ICT Infrastructures 

The deployment of ICT infrastructures currently involves heavy investments and 
therefore any need for unanticipated modification is difficult to take into account. In 
fact, it is in general impossible to modify part of an ICT infrastructure while it is  
operating, in particular when millions of entities are involved6. 

Evolving requirements for data protection necessitate two levels of flexibility of 
ICT infrastructures. First of all, policies for protection could evolve. For instance 
some data initially transmitted in the clear are now required to be transmitted  
confidentially. Or policies for pseudonym renewal need now to be changed in a com-
munication protocol. The challenge is to provide support for defining, creating and 
changing such policies dynamically. Secondly, privacy requirements could change. 
This may be caused by the discovery of privacy leaks, or by changing societal percep-
tion. For instance the physical location of smart grid data initially collected in a re-
mote centre could evolve and be kept at the level of a smart meter. The challenge is to 
provide support for defining, creating and changing architecture parameters such as 
the physical distribution of data. This in turn has an impact on the definition of inter-
operability and related standards. For instance interoperability standards for a smart 
meter could become obsolete as a result of an architecture change.  

Currently ICT infrastructures are designed and deployed according to practices 
which prevent such levels of flexibility. Policies are often totally hardwired, i.e. they 
are meant to remain unchanged. But perhaps more worrying, current architecture 
patterns are defined statically and not meant to change, as this would imply modifying 
interfaces that are frozen and standardized. Supporting the modification of patterns 
therefore means modifying development and standardisation practices.  

 Addressing ICT infrastructure flexibility necessitates a long-term research plan to 
address the following neglected features: policy as a service, i.e. the infrastructure 
should provide support for the flexible deployment of new policies. This should in-
volve a set of consistent technologies in terms of description (policy language),  
of generation and of deployment (reconfiguring the infrastructure accordingly);  

                                                           
5 The fixed MAC address issue is currently taken into account in ITS standardization activities. 

See [22]. 
6 This kind of barrier must be well anticipated. This is what happened for instance when France 

switched overnight from 8 digit to 10 digit phone numbers. 
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architecture as a service, i.e. the infrastructure should provide support for the flexible 
deployment of new architecture patterns. This should involve features for describing 
architecture changes, generating modified interoperability specifications and deploy-
ing reconfigured items; agile interoperability, i.e. new industry practices must be  
put in place to make sure that reconfigurations of architecture go in parallel with  
appropriate modification of interoperability specifications. 

3.8 Addressing Barriers 

The following table provides examples of measures that can be taken to address these 
described barriers. A feasibility assessment is also provided. 

 
Type of Bar-
rier Barriers Recommendation of meas-

ures to policy makers Feasibility 

Application 
level 

Conflict of interest 
Creation and support of a 
consensus process 

Domain dependent. 
Could be a short 
term goal for some 
domains 

Lack of consensus 
on policies 

Creation and support of a 
consensus process 

Design level 

Lack of agreement 
on the meaning of 
privacy-by-design 

Create a multidisciplinary 
working group to define an 
agreed engineering process. 

Short term goal7 

Neglect of archi-
tecture impact 

Switching focus from PETs 
to PEARs 

Short term goal  

Lack of practice of 
privacy-by-design 

Wealth of architectures 
(PEARS) and measures 
(PETS) 

Short term goal 

Integration into application 
design processes 

Long term goal 

Support in curriculum Short term goal 

Implementa-
tion level 

Leaks created by 
ICT infrastructures 

Protection oriented design of 
infrastructure bricks, based 
on e.g. isolation features 

Long term goal 

Lack of flexibility 
of ICT infrastruc-
tures 

Research on flexibility 
Changing standardization 
practices for interoperability 

Long term goal 
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Abstract. Privacy management in online social networks (OSNs) is
a major concern. However, the complexity of privacy policies and the
plethora of privacy controls make it very difficult to assess whether the
controls adequately implement the intended policies. This paper proposes
a method to assess the degree of traceability between privacy policies and
privacy controls in OSNs. The resulting analysis enables one to pinpoint
key privacy management gaps that must be plugged. The method can
be utilised by privacy watchdogs, user rights groups as well as OSNs
themselves to assess the effectiveness of privacy measures.

Keywords: Social Networks, Traceability, Privacy, Policy, Controls.

1 Introduction

Privacy concerns stemming from the vast amounts of personal data collected by
online social networks (OSNs) are soaring to unprecedented levels. A 2012 survey
[1] revealed that 66% of online adults use OSNs – with recent statistics showing
that Facebook alone now has more than 900 million users [2]. As a result of this
massive growth, OSNs are facing increasing scrutiny from privacy advocates and
regulators around the world. For instance, the Electronic Privacy Information
Center (EPIC) [3] stated that it will likely file a complaint to the US Federal
Trade Commission [4] over Google’s new ‘Social Search’ which blends photos,
comments and news posted on Google+ into its search results. Similarly, the
EU’s Data Directive [5] has recently mandated that websites (including OSNs)
must pro-actively obtain consent from users before they store any information,
i.e. cookies, on a web-connected device such as a computer or a mobile phone.
Previous legislation, by comparison, had only mandated that websites contain a
link to information on how users can opt-out of such practices.

OSN providers have attempted to address some of these privacy concerns.
Google, for example, recently introduced a wide range of changes to its privacy
policy [6] and Facebook revamped its privacy controls in 2011 to streamline
how members manage their personal information [7]. This included 61 privacy
settings on 7 different configuration pages [8]. Despite these efforts, a number of
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studies indicate that OSN users generally know little about how OSNs function
in regards to transfer (or use) of their personal information [9,10]. They also
find that privacy controls are inherently difficult to understand and configure
[11]. Users’ trust is further impeded by the privacy violations that follow these
recurring changes introduced by OSNs. For instance, a lawsuit was filed against
Facebook in which it was accused of violating its privacy policy by purportedly
tracking web usage even after a user had logged-out of the social network [12].

Users’ trust can be enhanced if it can be demonstrated that OSNs have taken
effective measures to protect their privacy. A critical step towards achieving this
is to confirm that the actual functionality provided by the OSN is consistent
with and reflective of its privacy policy. This is important both for privacy
watchdogs and user rights groups as well as OSNs themselves for the purposes
of compliance checking. This paper aims to support this need by proposing a
method to asses the degree of traceability between privacy policies and privacy
controls of OSNs. The method is rooted in our earlier extensive empirical study
of the relationships between privacy policies and privacy controls in OSNs [13].
The novel contributions of this paper are as follows:

1. A taxonomy to classify privacy policy statements in OSNs.
2. A method that provides a systematic means of studying the traceability1

between privacy policies and controls in OSNs, hence establishing the degree
of traceability between the two. We define the degree of traceability as
the level of certainty that we can have about the existence of an externally
observable relationship measured using a qualitative 3-point scale.

3. An analysis, based on the degree of traceability, that indicates where correc-
tive measures ought to be targeted to improve privacy management.

2 Contributions beyond State-of-the-Art

Existing research related to this area falls into two main categories: (i) Re-
quirements Engineering, Policy and Traceability; and (ii) Social Networks and
Privacy. We briefly summarise key works in each of these categories and the
novel contributions of our work.

2.1 Requirements Engineering, Policy and Traceability

There has been a significant amount of research to ensure that software require-
ments comply with governing legal texts and privacy policies. Initial efforts in
this involved extracting requirements from privacy policies. Young et al. [14,15]
introduced a systematic method for obtaining requirements from privacy policies
of healthcare organisations by extracting commitments, privileges, and rights.

1 Traceability expresses relationships that exist between requirements and other en-
tities of software. In our work we define traceability as the externally observable
relationships between privacy policies and the run-time functionality of privacy
controls.
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This method was aimed at aiding requirements engineers to analyse the natural
language text in privacy policies rather than using an intermediate representa-
tion i.e. goals [16]. Similarly, Breaux et al. [17] developed a method to extract
rights and obligations from legal documents – mainly the HIPAA Privacy Rule.
While these works focus on deriving requirements from privacy policies and le-
gal documents (of healthcare domains), the focus of our method is on assessing
the traceability from statements in privacy policies to the runtime realisation of
privacy controls in OSNs.

Much research has been performed in the area of federated digital identity
management which focuses on protecting the identities of individuals at an inter-
organisational level. In [18], Scquicciarini et al. presented an approach that enables
users to trace their personal information across a federated organisation and verify
whether it has been managed according to their privacy preferences. The authors
present a policy harmonisation mechanism that determines whether the trans-
fer of personal information from one entity to another violates the privacy policy
stated by the originating entity.While the overallmotivation of this work is similar
to ours, it differs in objective and the execution domain. The objective of our work
is to determine whether the runtime functionality provided by privacy controls is
a true reflection that can be traced back of the statements in the privacy policies
in the highly volatile domain of SNS. Researchers have also explored traceability
issues between legal documents and requirements. Cleland-Huang et al. [19] use
machine learning approaches to automatically generate traceability links between
regulatory codes and product level requirements (evaluated against a subset of the
HIPAA regulatory document) while other works examine the generation of traces
between documentation and code, e.g., [20].

2.2 Social Networks and Privacy

Bonneau et al. [8] conducted a comprehensive study of privacy in 45 OSNs using
criteria such as the diversity of data collected by the sites, the types of privacy
controls, promotional methods etc. Their study included a general analysis of
privacy policies in which attributes like the accessibility of privacy policies, their
length, data claims and so on were examined. This work closely relates to ours in
the sense that it was performed through passive data collection with conclusions
drawn based on the collected data – but differs in terms of the objective which
in our case is to analyse privacy from a software traceability perspective rather
than an economic one.

There have also been a wide range of user studies [9,11] which highlight users’
disposition towards privacy on social networks. Luders et al. [9] performed a user
study on the experience and attitudes of the general public, primarily Norwegian
users, with regard to personal and consumer protection in social media (focus-
ing on Facebook). This survey showed that users’ knowledge of how social media
functions in regards to use, disclosure and transfer of their personal information
is largely inadequate. The authors also reported that the surveyed users found
the privacy controls provided on social networks to be difficult to configure and
comprehend. In contrast, [11] investigated users’ sharing intentions and actual
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privacy controls in search of infringement. The study found that every one of the
participants had at least one sharing violation based on his/her stated sharing
intentions. Both these studies substantiate our motivation that despite contin-
uous efforts from OSN providers, users are still dissatisfied and are concerned
about the consequences of sharing their personal information.

3 Privacy Taxonomy

At the heart of our traceability analysis method is a taxonomy that provides a
common classification framework in order to overcome the ambiguity and gran-
ularity mismatches that can be present in OSN’s privacy policies and controls.
Furthermore, our taxonomy also offers a common framework that provides an
abstraction layer over the specific functions offered by different OSNs, hence en-
abling applicability across different OSNs (even providing a means to compare
the effectiveness of privacy measures across OSNs).

The objective of our method is to determine whether or not traceability can
be established between OSNs’ privacy policies and their privacy controls. Es-
tablishing such a mapping is a non-trivial task. Multiple statements/paragraphs
from a site’s privacy policy could potentially be realised as one or more controls
and vice-versa. Furthermore, statements relating to a given aspect of privacy
could be scattered in different parts of the document. As described in [13], to
overcome the ambiguities and granularity mismatches between privacy policies
and privacy controls, we used a combination of thematic and content analysis
techniques to analyse the privacy policies of sixteen OSNs and derived a privacy
taxonomy from this analysis. Thematic analysis refers to the process of categoris-
ing segments of qualitative data into meaningful themes and content analysis is
a rigorous form of thematic analysis that provides an effective mechanism for
analysing and comparing the segmented texts [21].

To develop the taxonomy, we applied thematic and content analysis to the
actions performed by an OSN. Actions depict the manipulations that are per-
formed with regards to the data provided by an OSN user. Actions can be
expressed by any of the verbs or verb phrases in natural language. Verb phrases
refer to a combination of a verb and an article e.g. “is required”, “will share”.
We began our analysis cycle by coding Facebook’s privacy policy using the ac-
tion verbs found in its section and sub-section headings. Consider a sub-section
heading from Facebook’s privacy policy: “How we use your information”. The
action verb in this heading is ‘we use’ and respectively we created a category la-
bel called ‘Information Use’. We also drew some inspiration for action categories
from Anton et al.’s [22] privacy taxonomy such as ‘Information Collection’.

Figure 1 illustrates our complete refined set of action categories according to
the common characteristics that emerged when examining the privacy policies
of OSNs in our survey reported in [13]. High-order categories give an overview
of the actions described in a privacy policy, while lower-order categories allow
for finer distinctions to be made within and among specific categories of actions.
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Privacy Categories First Level and Second Level Sub-
Categories 

Information Collection 
Statements describing what information are collected from the 
users of a social network. These statements include those that 
describe direct collection activities – collecting information by 
directly requesting it from a user, e.g. mandatory registration 
information needed for becoming a member of a site and other 
optional information such as hobbies, etc. – and indirect 
collection activities - collecting information passively, e.g. IP 
address, user activities and browsing patterns. 

Direct Collection 
Personal / Registration Information 
Optional Information 

Indirect Collection 
Information gathered passively 

 
Information Use 
Statements describing how information that is collected from the 
users of a social network is utilised by an OSN provider.  

Internal Use 
Communication 
Advertising 
Personalisation 

 
Information Sharing 
Statements describing disclosure of information by the users of a 
social network and the OSN provider. These statements include 
those that describe why and to whom users/OSN providers share 
information and how this information is safeguarded.  

Sharing by a member 
With other users 
With 3rd parties 

Sharing by the OSN provider 
With 3rd parties 
With law enforcements 

 
Information Management 
Statements describing the ability of an OSN user to edit or 
remove his/her information from the site at any time.  

Review/Change Personal Information 
Information Removal 

 
Information Monitoring 
Statements describing what an OSN provider or third-party 
organisations may track when a user interacts with the site. 
These statements include those that describe the type of 
monitoring technologies that are employed, its purposes and the 
activities/data that are tracked. 

By OSN provider 
By 3rd parties 

 
Information Protection 
Statements describing special mechanisms (if any) that are 
employed to protect minors.  

Protection for Minors 
Age Restrictions 

Fig. 1. Privacy Policy Categories (Taxonomy)

4 Traceability Analysis Method

Traceability analysis is an approach for assessing the degree of traceability be-
tween artefacts [19], in our case between the privacy policy statements and pri-
vacy controls of OSNs. The degree of traceability between these artefacts reflects
to what extent the functionality offered by the privacy controls is consistent with
and reflective of the privacy policy. This section introduces our method and its
constituent steps (shown in Fig. 2) with a running example from our study. Our
method is composed of two activity streams that can be performed in parallel:
a policy stream and a control stream.
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Fig. 2. Traceability Analysis Method

4.1 Policy Stream

4.1.1 Classify Policy Statements into Action Categories

The first step in the policy stream of our method involves using the taxonomy in
Section 3 to decompose and classify the statements from an OSN’s privacy policy
within the action themes of the taxonomy. In this activity the policy statements
are decomposed into individual statements and the content of each statement
is examined to identify the “actions” (verbs or verb phrases) performed by an
OSN. Consider Google’s privacy policy statement in Fig. 3. The action verb in
this statement is ‘use’. Subsequently, this statement is classified under the ‘Infor-
mation Use’ category of our taxonomy. This statement can be further classified
within the ‘Personalisation’ sub-category as it specifies the purpose of the use
i.e. verb phrase ‘to personalize’. If a statement does not have an action verb,
i.e. statements which merely provide contextual information or examples which
elaborate on a preceding statement, it should be classified within the same cate-
gory as the preceding statement to which the example or contextual information
relates.
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4.1.2 Identify Data and Visibility of Each ClassifiedAction Statement

Classifying policy statements into homogeneous taxonomy categories not only
eases the task of semantically analysing them but also eases another activity in
our method: identification of data and visibility. At the core of OSN privacy is the
data it maintains and the visibility of these data. These dimensions are common
to both privacy policies and privacy controls and are used as common reference
points to derive mappings in our method. To elaborate further, privacy policies
specify the data or the types of data being collected by the site, as well as the
uses and recipients (visibility) of that data. The fundamental principal behind
privacy controls can be described as a mapping between predefined categories
of data (e.g. name, contact information, interests/hobbies, etc.) and categories
of people (e.g. public, private, friends, etc.) who are allowed to view that data
i.e. visibility. For example, a specific piece of data, a user’s last name, can be
controlled to be visible only to the user’s friends.

While classifying the policy statements (Section 4.1.1), each classified state-
ment needs to be examined to identify the specific elements of interest within it –
the data and visibility which pertains to an action – to prepare the statement for
mapping against the corresponding set of operations found in an OSN (Section
4.2). Schneier’s data classifications [23] were used to identify all the data that is
associated with both privacy policies and privacy controls.

Consider the same privacy statement from Google+’s privacy policy in Fig.
3 that expresses that the site uses +1’s and other profile information (col-
lected from a user) to provide tailored content and ads on third-party websites.
The data is ‘+1’s’ and ‘other profile information’ and, the documented visibil-
ity is ‘non-Google websites’ i.e. third parties such as applications accordingly
(highlighted).

4.2 Control Stream: Record Operations, Data and Visibility

This activity of our method, which can be performed independently of the previ-
ous stream and by different teams or team members, involves recording privacy
controls (operations) that are available to a user after signing-up to an OSN.
All information (including optional information) that is requested by an OSN
during sign-up is also recorded. This enables the data collector to determine the
default visibility of optional information if a user chooses to include it.

You can choose whether Google may use your +1's and other profile information to 
personalize your content and ads on non-Google websites, including applications or 
other clients. 

Fig. 3. Snippet from Google+’s Privacy Policy

To determine the complete visibility of data, it is necessary to log-in to each
of the OSNs being examined using test accounts (four test accounts are needed:
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two for adults and two for minors2) and search for the other accounts using
the internal search options (if available) of the OSN. All profile information (of
the other accounts) that is publicly visible can then be recorded. All of the
privacy controls, including the textual labels (or terminologies) used to describe
each privacy control, that are available to a user are observed and recorded along
with their default values. The other accounts (i.e. an adult and a minor) are then
added as friends to capture further differences in terms of information visibility.
These steps are repeated by logging into a minor’s account. Finally, the data
that is visible to non-members and external search engines is then recorded. It
should be noted that the default privacy settings which were prescribed by the
OSN provider during profile creation must be preserved to ensure consistency of
the data collection and recording activity.

4.3 Perform Mapping

In this step of our method, the output of the ‘Policy’ and ‘Control’ streams is
brought together to perform the mapping. The classified policy statements are
mapped to the corresponding privacy controls on the basis of the common ref-
erence points to identify whether or not traceability relationships exist between
the two. The mapping procedure consists of three key steps:

1. Map Actions:- For each action statement within a privacy category a corre-
sponding operation is identified based on the use of matching terminology
(terms and words that have the same meaning in describing the actions and
operations)3.

2. Map Data:- Next, verify that the data item(s) manipulated by the operation
match those mentioned in the statement.

3. Map Visibility:- Finally, compare the default visibility of this data, as in-
dicated by this operation, with that specified in the policy statement.

We illustrate the mapping of Google’s policy statement shown in the previous
steps of our method. Google’s description of their provision of personalisation
and ads is shown in Fig. 3. The subset of privacy controls whose operations
relate to ‘Personalisation’ are filtered by matching their terminology against the
corresponding text segment. Here, the terms ‘+1’s’ and ‘personalize’ from the
privacy policy statement map to the operation described as ‘+1 personalization’,
i.e. the two have the same semantic definition.

Next, the data items that pertain to the statements are mapped to the
matched operation. This can be a non-trivial process due to the ambiguity in
either the text describing the operations or the actions. In the case of operations

2 There exists a distinct set of regulatory codes that governs the access of minors on
OSNs.

3 In cases where action statements involve negation, such as ”we will not collect” or
”we will not use”, we verified that this negation was reflected by the OSN controls.
For example, if a social network states that it will not collect data item X then, we
verified that this was complied.
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this is caused by instances where the matched operation does not explicitly ma-
nipulate the data items specified in the policy statements. In such cases data
items based on the illustrations or examples provided by the OSN when de-
scribing this operation should be extrapolated if possible. Example in Fig. 4
illustrates that the name (data item) of a member is used to display the rele-
vant personalised content. In the case of actions this ambiguity is caused by cases
where the privacy policy does not explicitly refer to any specific data items, i.e.
uses catch-all/generalised terms (for example ‘other profile information’). In
these cases, a trace back step is required to see whether these terms were defined
anywhere in the privacy policy. Finally, the third sub-step of this activity is the
identification and mapping of the visibility. The default visibility value of the
matched operation, i.e. non-Google websites (users are opted-in by default for
personalisation), as shown in Fig. 4 is mapped to that specified in the policy
statement i.e. non-Google websites. We recognize that a small number of state-
ments cannot be verified (mapped) and ultimately rely on users’ trust, e.g. ”we
will not sell your information to 3rd parties”. In this work, we choose to focus
on the majority of statements that can be subjected to verification.
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Fig. 4. Terminology matching between action statements and operations

4.4 Evaluate Mapping

Finally, to evaluate the degree of traceability, each mapping outcome (statement
⇔ operation) is assessed on the following linguistic variables4 [24]:

Complete: To be considered complete, the mapping between the privacy
policies and controls should meet two fundamental properties: (1) Consistent
- refers to lack of contradiction between statements in privacy policies and

4 Variables whose values are not numbers but words or sentences in a natural or artifi-
cial language. The motivation for the use of words or sentences rather than numbers
is that linguistic characterisations are, in general, less specific than numerical ones
[24].
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controls. This is evaluated based on consistent use of terminology, where
terms and words with the same semantic meaning are used to describe actions
and operations. The common reference points are examined to ensure that
data items referred to by actions and operations are identical and default
visibility matches that of the policy. (2) Unambiguous - the information in
a privacy policy can be understood and interpreted in only one way (i.e.
explicit specification of actions, data and visibility - no use of generalised
terms like “personal information”) and the actions easily related to one or
more operations of an OSN.

Partial : A mapping is marked as partial if a clear relationship could not be
established between the information given in a privacy policy and the privacy
control(s) of a site. There are two properties to evaluate this: (1) Imprecise
- refers to missing/unspecified and indirect information. Missing/unspecified
implies data that is requested by an OSN when interacting with the site
but is not included in its privacy policy. Indirect information is information
that is specified subtly, i.e. which is there for the purposes of compliance
with regulations but potential not intended to be noticed by a user (e.g. opt-
in/out links buried within the policy text). (2) Ambiguous - terms or phrases
in policy statements that are vague or can be interpreted in more than one
manner e.g., use of generalised terms like “personal information” without
having an explicit definition for what constitutes such terms. Terms are also
evaluated as ambiguous when a trace-back step fails to reveal more specific
information.

Broken : A mapping is broken based on one property: Disjoint - which refers
to instances where statements (actions) specified in a privacy policy could not
be matched to any operations. This implies that a traceability relationship
does not exist since the actions are not operationalised into privacy controls.

With this, the degree of traceability of our running example in Fig. 3 and 4 is
evaluated as ‘Partial’. This is due to imprecise definition of the data items i.e. the
use of the catch-all term ‘other profile information’ without defining what this
constitutes. In this paper we intentionally focus on Partial and Broken mappings
(in our examples) as these are of most interest to users. The reader is referred to
[13] for a more complete analysis including examples of when Complete mappings
were observed.

5 Evaluation

5.1 Data Source

The data used in our evaluation is the privacy policies and privacy controls of
Google+5, Meet Me6 and Zorpia7. We focused on these sites as they were not

5 https://plus.google.com/
6 www.meetme.com/
7 www.zorpia.com/
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part of the original sixteen OSNs which were analysed in our original study. In
addition, these three sites met the criteria defined in our previous survey [13];
the sites have a large number of active users from around the globe [25]; their
privacy policies were available online; the sites provided a variety of privacy
controls to their users.

Our initial step was to take snapshots of each site’s privacy policy (in June
2012). Each snapshot was taken as it would be shown to a non-member and
was dated accordingly. Next, we applied our method to each site by: cre-
ating four test accounts on each site (two for adults and two for minors),
recording all information requested by the site during sign-up, and maintain-
ing consistency by providing standardised information such as name, birth date,
email, etc. across the three sites. Complete profile information can be found at
http://www.comp.lancs.ac.uk/~anthonys/dataset.html.

5.2 Results

Of the policy documents analysed, Google+ had the most elaborate policy de-
scriptions which were spread across several document types – privacy policy,
definition of key terms and advertising principles. Whereas, Meet Me and Zor-
pia had only one privacy document.

Within the analysed policy documents across the three surveyed sites, a total
150 statements were classified based on our taxonomy. Statements that were
not classified included definition of key terms, warning messages and those that
referred to documents outside of our analysis scope. Of the 150 statements, 70
statements were then mapped according to our mapping procedure. The fact that
more statements were classified than were mapped is primarily because our clas-
sification procedure groups successive statements together based on the context
surrounding those statements; while our mapping procedure specifically requires
that a statement has a clear action or action-verb to trace to a corresponding
control. Classifying these extra statements were useful in concretisation of the
primary statement which is a candidate for the mapping. The extra statements
which were classified but not mapped include statements within paragraphs that
provide supporting examples and generic statements such as inviting parents to
contact the site about any concerns they may have. The bar chart in Fig. 5 shows
the number of statements that were classified and mapped across the three sites.

Figure 5 illustrates the degree of traceability of the mapped statements. 25%
of Zorpia’s statements were evaluated as having Complete traceability according
to our mapping scale. This is followed by 22.8% for Google+ and 14.8% for
Meet Me. 42.9% of the mapped statements from Google’s privacy policy were
evaluated as Partial and 34.3% as Broken based on our traceability analysis
method. Although Google had the most elaborate privacy policy, we found its
policy statements to be too ambiguous for a user to effectively control how their
information is shared or used. In terms of privacy controls, we found that the vast
majority of its controls were not very intuitive to a user and the descriptions
of how one can use these controls were buried in their Help document which
consists of at least 40 different pages.

http://www.comp.lancs.ac.uk/~anthonys/dataset.html
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Fig. 5. Degree of Traceability across G+, MeetMe and Zorpia

Meet Me and Zorpia had a higher composition of statements that were Bro-
ken (70.4% and 62.5% respectively). Our analysis shows that these two sites
nominally comply or perhaps are even in violation of regulatory requirements
[5,4]. For instance, Zorpia’s privacy policy does not have any statements that
describe its data collection practices. As for the controls, the two sites had a very
abstract control mechanism. For instance, users’ profile visibility was grouped
in a coarse-grained manner and there were no opt-in/out options for sharing
one’s information with third-parties. The statements that were marked Partial
composed of 14.8% in Meet Me’s policy and 12.5% in Zorpia’s.

5.3 Meta-analysis

We now highlight the key insights gained through the application of our trace-
ability analysis method. In particular we discuss the general deficiencies found
in establishing a mapping between policy documents and controls based on the
degree of traceability. This is illustrated using some of the policy statements as
examples in Fig. 6. We also suggest potential remedies and corrective measures
that ought to be targeted to improve these deficiencies.

– Information Asymmetry: Terminologies used in describing data cate-
gories are inconsistent and imprecise. This is exemplified in row two of Fig. 6
with the use of catch-all/generalised terms. This makes it difficult for users
to understand the way in which their data is handled. This general class
of deficiency can be remedied by using precise and consistent terms across
policies and controls, potentially including direct hyper-links from controls
to the corresponding statements in policies.

– Default Opt-Ins: Although privacy policies claim that they are in favour
of privacy, their operationalisation of privacy controls is not privacy-friendly.
It is often the case that OSNs do not explicitly require users to opt-in to
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 Example of Statements Degree of 
Traceability 

Deficiencies Potential Remedies 

 Google + 
1 We may combine personal information 

from one service with information, 
including personal information, from 
other Google services – for example to 
make it easier to share things with 
people you know. 

Broken Lack of precision in describing 
what constitutes “personal 
information” and across which 
services and how. 
 
 

Explicit specification, for 
instance, an exhaustive list, of 
data items that constitute 
personal information and its 
usages. 
 
Users should be given a choice 
on whether to opt-in/out of the 
unification of their data across 
Google’s services. 

2 We may use information that you tell us 
about yourself to personalize ads on 
search. 

Partial Use of catch-all/generalised 
terminologies in describing the 
data items that will be used for 
personalisation purposes. 

Clear definitions or familiar 
metaphors should be used in 
describing the data items that 
will used in tailored ads. 

 Meet Me 
3 MeetMe automatically receives and 

records information on our server 
logs from your browser, including 
your IP address, MeetMe cookie 
information (including without 
limitation cookies, flash cookies, and 
beacons), and the pages you request. 

Broken Passive data collection happens 
automatically and users do not 
have a choice regarding which 
individual data items are 
collected and processed. 

Pro-actively asking users 
consent on passive data 
collection. 
 
Explicit specification – by 
using familiar terms - of the 
types of data that will be 
collected. 

4 Do not post information in public 
areas that you want to keep private. 

Partial Opt-in/out choices are 
presented at an abstract level, 
not at the granularity of 
individual choices made when 
a user chooses to share his/her 
information. 

Fine-grained controls i.e. per 
data item control. 

 Zorpia 
5 We may, however, share aggregate 

demographic statistics about 
members such as interests or 
occupations, but advertisers and third 
parties can never access your 
individual personal information. 

Broken Ownership and sharing to 
third-parties is controlled by 
OSN providers. 

Pro-actively asking users for 
consent on sharing of their 
data with third-parties. 
 
Provide precise definitions on 
what is meant by aggregation 
and what constitutes 
aggregated information. 

6 Zorpia is not responsible for the 
privacy practices of other 
websites/applications that may be 
linked to Zorpia pages. You are solely 
responsible for reviewing third party 
privacy policy terms. 

Partial The burden is placed on the 
user for finding/reviewing 
third-party privacy policies. 

The individual 3rd party 
policies could be reconciled 
into a consistent representation 
that illustrates the different 
contexts (i.e. ads/apps) that 
draws on the privacy practices 
set by these 3rd parties. 

Fig. 6. Examples of Deficiencies Found and its Potential Remedies
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their new features/services, instead using default opt-ins. This is exemplified
in rows one, three and five of Fig. 6 with the use of default/forced opt-ins.
This kind of deficiency is made worse by the fact that users do not tend to be
aware of such practices in their general interaction with the sites. Recent EU
legislation [26] has attempted to address this deficiency by requiring explicit
consent for the use of cookies, but we argue that this could be expanded
much further to cover all kinds of user data.

– Integration with Third-Parties: Integration with third-parties represents
an important revenue stream to OSNs, but privacy implications of this tend
to be poorly defined. This is exemplified in rows two and six of Fig. 6 with
poorly defined third-party information sharing. One potential remedy to this
deficiency is to reconcile the individual 3rd party policies into a consistent
representation that illustrates the different contexts of sharing, e.g. ads or
apps, that draws on the privacy practices set by the contributing 3rd parties.

6 Conclusion and Future Work

The method presented in this paper aims to address a key gap - that of eval-
uating the traceability between privacy policies and privacy controls in OSNs
and pinpointing where remedial measures may be targeted to improve privacy
management. This is essential not only from a regulatory compliance perspective
but also for discharging OSNs’ obligations towards their members and address-
ing users’ concerns about privacy of their personal data entrusted to OSNs. As
such our method provides a stepping stone towards more systematic and ob-
jective means to evaluate the effectiveness of privacy management mechanisms
– that is, not just considering privacy policies and privacy controls in isolation
from a compliance or functionality perspective respectively but taking a holistic
view that studies effectiveness of these measures altogether. Our future work will
focus on two key, inter-linked, directions. Firstly, we aim to develop a software
(CASE) tool to support privacy auditors to establish the degree of traceability
between privacy policies and privacy controls. Secondly, we aim to develop a
framework that will (semi-)automate the management and updating of trace-
ability links between policies and controls so that the impact of changes to the
one can easily be understood in terms of changes or updates required to the
other. Such changes/updates will be automated to as high an extent as possi-
ble, hence enabling more effective maintenance of traceability relationships and
consequently a high degree of traceability.

Acknowledgements. “Social Media, Social Good: Ultra-Large Scale Public
Engagement Systems to Challenge Anti-Social Behaviour” This research is be-
ing funded by a Lancaster University 40th Anniversary Research Studentship,
EPSRC Grant EP/I016546/1 and EP/I016546/1. We would also like to thank
Barry Porter for his valuable feedback on this paper.



A Method for Analysing Traceability between Privacy Policies 201

References

1. http://www.pewinternet.org/Commentary/2012/March/

Pew-Internet-Social-Networking-full-detail.aspx

(last accessed December 4, 2012): Pew internet: Social networking
2. http://www.businessinsider.com/

facebook-now-has-900-million-monthly-users-2012-4 ,
Facebook now has 901 million monthly users (2012) (last accessed: December 4,
2012)

3. http://epic.org, Electronic privacy information center (last accessed: December
4, 2012)

4. http://www.ftc.gov/reports/privacy3/ , Privacy online: A report to congress
(1998) (last accessed: December 12, 20102)

5. http://eur-lex.europa.eu/LexUriServ/LexUriServ Eu data directive 95/46/ec
(2011) (last accessed: December 4, 2012):

6. http://www.bbc.co.uk/news/technology-17205754 Google privacy changes
’breach eu law, (last accessed: December 4, 2012)

7. http://blog.facebook.com/ Facebook - new privacy controls (2011) (last ac-
cessed: December 12, 2012)

8. Bonneau, J., Preibusch, S.: The privacy jungle: on the market for data protection
in social networks. In: Economics of Information Security and Privacy. Springer,
US (2010)
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Abstract. With the rapid growth and spread of Internet-based social support 
systems, the impact that these systems can make to society – be it good or bad – 
has become more significant and can make a real difference to people’s lives. 
As such, various aspects of these systems need to be carefully investigated and 
analysed, including their security/privacy issues. In this paper, we present our 
work in designing and implementing various technological features that can be 
used to assist domestic violence survivors in obtaining help without leaving 
traces which might lead to further violence from their abuser. This case study 
serves as the core of our paper, in which we outline our approach, various de-
sign considerations – including difficulties in keeping browsing history private, 
our currently implemented solutions (single use URL, targeted history sanitita-
tion agent, and secret graphical gateway), as well as novel ideas for future work 
(including location-based service advertising and deployment in the wild). 

Keywords: Privacy; confidentiality; practical security; browsing history; social 
inclusion; survivors; domestic violence; intimate partner cyber stalking; support 
groups; system implementation; work in progress. 

1 Introduction 

As more and more people are embracing online social networking applications, vari-
ous concerns have been raised with regard to the security and privacy issues  
associated with such applications. There have been documented cases and reports 
regarding violations of user privacy by some of the big companies providing these 
services (e.g. [18] and [19]), although in most cases, their users seem to be rather 
oblivious to the threats of supplying their details online without much consideration. 
It is often stated that human players are usually the weakest link when it comes to 
computer security [4][9][12], so it is very important to provide a system that requires 
minimum effort from its users. 

When it comes to the consequences of privacy violation, a very poignant example 
can be drawn from our experience in designing and implementing a system to assist 
survivors of domestic violence – the term “survivors” is used rather than “victims”, as 
it more accurately describes the individuals who have lived with domestic abuse [17]. 

There are a number of published works which highlight the issues of  
domestic abuse and that there is a clear link with intimate partner cyber stalking 
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[6][10][13][14]. There are two aspects to the issue: first, an intimate partner (ex or 
current) has a greater level of access to and knowledge about the habits of the survi-
vor; second, the cyber stalking is a new and powerful weapon which adds to the ways 
in which the survivor can be controlled and/or coerced. These works also highlight 
that the survivors who are being stalked by their partner or ex-partners are of a greatly 
increased risk of being harmed [10], and that stalking behaviour (whether conducted 
in cyber space or not) could be viewed as a warning sign of an escalation towards 
violence. For example, evidence compiled by the US Department of Justice suggests 
that 81% of women who were stalked by partners were also assaulted by the same 
partner [16], while the Metropolitan Police found that 40% of domestic violence mur-
ders in London were also victims of stalking [11]. 

Previous studies [3][13] identify that telephones and mobile phones are the most 
commonly used technology in cases of cyber stalking. Statistics published by the US 
Department of Justice [3] also show that among 2.4 million victims of cyber stalking 
in the US, 30.3% of which were stalked by a current or ex-partner, which equates to 
around 730,000 cases of cyber stalking during 2008. Equally alarmingly, the same 
report also provides details of the high-tech methods used to monitor the activities of 
victims, including spyware, video and webcams, listening devices and GPS. In the 
UK, a survey carried out by the University of Bedfordshire [7] showed that 31.6% of 
stalkers were either ex-boyfriends (21.2%) or ex-partners (10.4%). Moreover, a report 
published by the Network for Surviving Stalking and Women’s Aid Federation of 
England [10] details a number of different examples of women being stalked through 
Facebook, eBay, geotagging, and – most worrying of all – through applications pre-
viously loaded onto their smart phone by their abuser which tracks the victims loca-
tion without their knowledge. However, digital technologies and electronic footprints 
can also be used to record the actions of abusers, the evidence of which can be used as 
evidence against them (although this is quite difficult) [15]. 

1.1 Problem Statement 

As we go about our daily lives we are unwittingly leaving electronic footprints,  
which can easily be followed to see what we have been up to.  This is because the  
technologies we use in our everyday lives (such as Internet browsers, mobile 
phones/smartphones, land lines, and GPS units) maintain records of our activities, 
which for most of us serve as a convenient aide-mémoire so that we do not have to 
remember “the number of someone who called yesterday”, “the meeting time agreed 
in an SMS” or “the URL of the website I visited”. 

In addition to these passive data gathering features, there are also a number of incred-
ibly useful monitoring applications aimed at keeping our children safe, which pro-
actively make use of the data collected from Internet monitoring tools, such as Check-
Stick – http://www.checkstick.com, which tells you what your kids are looking at 
online. In most cases, these tools are very valuable to keep their users safe, but for sur-
vivors of domestic violence, these convenient features and monitoring tools can become 
an instrument of abuse, in that it allows an abuser to track the survivor’s activities even 
when the abuser is not present, and thereby control/restrict the activities of the survivor. 
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For example, the abuser can control who the survivor can communicate with, monitor 
what the survivor looks at online, and trace where the survivor travels. All these lead to 
the intimate partner cyber stalking mentioned earlier. 

The reality for a survivor is that any attempt to seek help, either from friends and 
family or from support organisations, is likely to attract attention and possibly further 
abuse. This has the effect that although technology is providing more convenient 
ways for survivors to access the help they require, it is also preventing survivors from 
accessing those resources. Current Internet browser and mobile phone technologies 
make it relatively easy for an abuser to review the electronic records that the survivors 
have collected; conversely it requires a much greater level of technical knowledge and 
quite a lot of work on the part of the survivors to cover their tracks. 

Therefore the technologies that are designed for our convenience inadvertently put 
survivors at a technological disadvantage. One way to address this problem is by eras-
ing survivor’s electronic footprints, but this is not as straightforward as it sounds. 
Internet browsers and mobile phones will (by default) record their actions, but using a 
“clear all” approach leaves large gaps in the history, which can also raise abuser's 
suspicion. To make matters worse for the survivors, each technology stores data in a 
different way, requiring extra knowledge and effort to effectively remove the traces of 
their activities. In some cases, data such as mobile phones billing records cannot be 
altered by the user, leaving them with very limited or even no options. 

Key Requirements. The proposed system aims to benefit survivors of domestic vi-
olence. These survivors tend to have limited knowledge and experience with technol-
ogy, and in some cases, English is not their first language [17]. As such, the system 
needs to be very easy to use, with minimal interaction required with its users. In fact, 
being invisible is another key requirement, so that the system does not draw attention 
from the survivors’ abuser. Most – if not all – of the technical activities (such as in-
stalling and configuring the proposed system) will be performed by staff at the  
support centre, with assistance from the authors/developers of the system. 

Attacker Model. The main potential attackers will be the survivors’ partner (and 
abuser). They have access to or control of the (shared) computer at home or even the 
survivors’ smartphones. They have sufficient computer knowledge (for example, they 
know how to check web browser history), but they are not a hacker or an expert in 
computer security or forensic. They will not monitor the survivors’ computer usage 
all the time (e.g. no key logger or network sniffer will be used). Nonetheless, it is 
expected that the attacker will be able to take control of the survivor’s computer after 
the survivor finishes using it to access domestic violence support websites. Therefore 
one of the main aims of our proposed solutions (see Section 3) is to remove traces of 
digital footprints associated with domestic violence support websites from any  
devices used by the survivors. 

1.2 Related Work in Privacy Enhancing Technologies 

Issues related to private browsing are not new, and many papers have addressed them 
to various levels and from different perspectives. Aggarwal et al. [1], considers two 
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types of attackers threatening private browsing: local attacker (family member or 
other people who has access to the user’s machine and might be able to examine its 
browser’s history) and web attacker (web sites trying to track and collect data from 
the user’s visit). 

Plenty of research has been done in dealing with web and third-party attackers (for 
example [2][8][20][22]). In our work, however, we are interested in defending against 
local attackers, which include survivors’ abusers in the domestic violence scenario. 
Portable versions of the popular Internet browsers that allow private or incognito 
browsing (e.g. Google Chrome [21]) are available to defend against local attackers. 
There are even more comprehensive solutions such as Tails [23] (which can be dep-
loyed as a live USB stick or DVD for preserving anonymity), containing a set of on-
line anonymity tools including Tor [24]. 

If used correctly, these solutions represent the most effective way of achieving pri-
vacy. But they rely on the user being technically savvy or even remembering to turn 
on and use these features. This is often not the case with survivors of domestic vi-
olence. Their knowledge of computer technologies, security and privacy is usually 
very limited, so it is unreasonable to expect them to be able to use complex features 
provided by these solutions. Moreover, it is not possible to use USB stick or CD/DVD 
when accessing information on a mobile phone. Therefore, these solutions – even 
though they are widely available and provide excellent features for private browsing – 
constitute only one of the layers of protection that we envisage will be necessary for 
achieving privacy for these survivors.  

2 Case Study: Experience with Survivors 

In this paper, we focus on a case study involving survivors who attend a women’s 
support centre for Black and Minority Ethnic (BME), based in the UK (for privacy 
reasons, we do not state the name of this support centre, instead we refer to it as our 
“case study”). Data collection was performed using an online survey through several 
sessions organised by the support centre’s staff, in which, groups of survivors as well 
as women from the control group completed the online survey. 

This case study provides us with important insights and experience in the design 
and development of socio-technical systems where privacy is one of the key features. 
It also allows us to come up with novel ideas on how new technologies can be used 
for ensuring privacy. Some of these ideas are still to be implemented, but we are con-
fident that they will contribute positively in improving users’ privacy, while being 
usable and practical at the same time. We are also planning to carry out evaluation of 
the whole system once it is fully implemented. 

The research shows that survivors have two major barriers to successfully  
accessing the support services that they require [17]: 

• locating the support services and the organisations that provide them, and 
• fear of provoking further abuse if their abuser discovers that they have been seek-

ing help (hence their reluctance to report the incidents to the police or relatives). 
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In effect, survivors are being excluded from the socio-technical systems that the rest 
of us take for granted, largely because they are afraid of using these systems for fear 
of being found out looking for help. This paper proposes a digital strategy for the 
social inclusion of survivors. The strategy incorporates several technology-based 
solutions and a training strategy, which together will help to overcome these barriers. 
The aims are to publicise domestic violence support services in a way that is most 
accessible to survivors, while at the same time providing technological solutions that 
help survivors avoid leaving telltale electronic footprints. 

2.1 Method and Implementation 

The overall aim of this case study is the social inclusion of survivors through technol-
ogy, and to achieve this, the tasks have been divided into a number of sub-goals: 

• Understand how survivors currently relate to technologies that would be useful to 
them and the technological issues that they face 

• Propose a digital strategy to make domestic violence support services more  
accessible 

• Propose a range of technological solutions that help survivors avoid leaving telltale 
electronic footprints 

In order to address these goals, we have worked closely with the staff at the case 
study’s support centre to understand the technological issues faced by survivors. The 
guidance given by the case study’s staff has been invaluable in the development of the 
technology strategy.  

Due to the sensitive nature of the subject, it was not appropriate to use standard us-
er interview techniques to gather the data required. It was felt that an online survey 
would be a less intrusive way to gather the data, as this could be carried out in the 
familiar surroundings of the case study’s facility with the assistance of its staff, with-
out requiring a member of our research team to be present. The women who com-
pleted the survey were selected from women regularly attending services provided by 
the centre. There were two groups of these women: survivors of domestic violence, 
and a control group of women who attend the centre for other activities (not related to 
domestic violence, such as learning English language or new skills). The data were 
collected from the control group to minimise the influence of other factors common to 
all women attending this centre, such as socio-economic and/or ethnic group. 

The survey collected information relating to the following topics: (i) the location of 
the computer the women used to access the internet; (ii) websites visited, including 
any online support services used; (iii) other communications channels such as instant 
messaging; (iv) type and capabilities of mobile phones used; (v) indication of age 
range (to eliminate any age related trends); (vi) whether survivors felt they were being 
monitored; (vii) which support services survivors would like to see implemented. 

Two online survey forms were used to collect the data, one for survivors and one 
for the control group. The control group were not asked questions specifically relating 
to domestic violence. A multiple-choice format was utilised to obtain the granularity 
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required and ensure the uniformity of terminology used in responses. The forms can 
be viewed at: 

http://research.cs.ncl.ac.uk/surveys/survivors-survey.html and 
http://research.cs.ncl.ac.uk/surveys/womens-survey.html. 

There are two competing considerations when deciding which support services would 
best serve the needs of the survivors: 

• preference of the survivors – there is no point providing services which survivors 
do not want or will not use  

• affordability/running costs – it would be counter-productive to create a support 
service for survivors which has to be withdrawn because it is too expensive to run 

Our choices regarding which technologies to use are therefore influenced by these 
factors and we also endeavour to develop a system that is as easy to use as possible. 

2.2 Lessons Learnt 

Our contact with the case study commenced in June 2010, and it has involved close 
collaboration with the staff at the support centre. From this collaboration, we have 
been able to draw insights and initial conclusions about the issues faced by survivors 
and the support services used by survivors [17].  

One of the major challenges that survivors face is that it requires more effort and 
more technical knowledge for them to erase their electronic footprints, than it does for 
their abuser to follow them. It is interesting to notice that survivors seem to be aware 
of the feature of Internet browsers to record the history of the pages they have visited, 
and that survivors are keen to be able to avoid this. Therefore redressing the balance 
in favour of the survivor will require a range of measures including redesigned  
websites, history cleaning technologies and training. 

Table 1. Technologies usage of survivors 

Category  Survivors Control 
Access to the Internet 71% 100% 
Access to computer outside the home (friends, relatives, library) 29% 87% 
Used Internet communications such as Skype and IM 43% 87% 
Mobile phone usage / ownership 86% 87% 

 
A survey of survivors was performed as part of the case study, to capture first-hand 

their opinions. A total of 22 women completed the online survey, the results of which 
have provided valuable insights into – among others – the technology usage of survi-
vors. Table 1 provides a summary of the survivors’ usage of technology as compared 
to that of the control group. The survey results show that the survivors in our sample 
are 29% less likely than others in their socio-economic/cultural/ethnic group to be 
regularly using the Internet and the support services it provides. Encouragingly, the 
survey also shows that mobile phone usage amongst survivors is pretty much equal to 
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that of the control group of the sample. Although survivors did not express a strong 
preference for an Internet browser that does not record history, it is felt from our read-
ing of related works mentioned in Section 1 that this will be a valuable tool to imple-
ment for survivors. Further information regarding the survey can be found in [17]. 

3 Proposed Solutions 

Our research proposes a number of technology solutions to improve survivors’ access 
to domestic violence support services. We are also focusing on providing a feature for 
erasing survivors’ digital footprints without raising suspicion to their abusers. 

3.1 More Accessible Domestic Violence Support Services 

There are technologies that can improve the accessibility of support services by ensur-
ing that survivors are not excluded because they do not know that the support service 
is there. These include Quick Response (QR) codes, as well as Near Field Communi-
cation (NFC) and Radio Frequency Identification (RFID) tags. 

 

 

Fig. 1. QR code example containing a single use URL 

QR codes are printed two-dimensional barcodes (Fig. 1) that can encode a URL or 
a SMS text message and can be read by a smartphone or a laptop with a webcam, 
allowing easy dissemination of web pages. NFC and RFID tags are a class of wireless 
information storage device that can store much more data than a QR code and can be 
read by some smartphones and computers. 

With smartphones capable of reading QR codes – and even NFC and RFID tags – 
becoming more accessible and readily available for survivors to use, we propose  
embedding information in real world objects using these technologies. 

Imagine that you are a close friend or family member of a survivor who is still in 
an abusive relationship and you want to help by letting her know about online support 
services which can help, without alerting her partner. What is required is a way of 
hiding the URL in an everyday object that will not arouse suspicion. QR codes can be 
printed on self-adhesive labels, making it easy to attach a URL to any real-world ob-
ject; this could be a poster or flyer advertising the support service or other everyday 
objects such as a postcard from a friend or on the base of a mug thereby disguising its 
meaning. 
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Fig. 2. Postcard with QR code – front (left) and back (right) 

An example of a QR code embedded in an innocent-looking postcard can be seen 
in Fig. 2. The QR code in Fig. 1 can be read with a smartphone and contains a URL 
which points to a live demo of “single use URL access codes” (see Section 3.2). 

QR codes are very cost effective because free software applications can be used to 
print them, so the only costs are the printing and the sticky labels. This compares very 
favourably with the cost of NFC, currently around £1.50 per item. NFC tags are much 
more expensive than QR codes so their use would be limited to applications where the 
additional functionality they provide is worth the extra expense. NFC objects can 
carry a great deal more information than QR codes, this provides the opportunity to 
embed more data. For example, an NFC tag could be used to store a list of all support 
services in the local area. These tags could then be attached to posters advertising 
support services, and the survivors can download and view the whole list on their 
phone without having to connect to the Internet. NFC tags can also give a unique 
response to each person who accesses the information; this would allow posters to be 
created that will hand out a different single use URL to each smartphone that accesses 
the poster.  

3.2 Erasing the Digital Footprints of Survivors 

Allowing survivors to freely access online resources whilst hiding their activities from 
their abusers is a complex problem that does not have a single solution. Our approach 
consists of a number of complementary technologies that provide layers of protection. 

Single Use URL Access Codes. Given that a survivor may forget (or even not be 
aware of how) to use the private browsing feature, or do not know how to clear their 
history after accessing domestic violence support services online, it is proposed that 
specific sections of domestic violence websites could incorporate an automatic means 
of sanititising the browser history of anyone who visits the website. 

Our solution hides pages relating to domestic violence support services behind “in-
nocent pages” from a real website that the survivor would quite legitimately use. The 
website is designed with both innocent pages and domestic violence pages, anyone 
entering the website without a valid access key would be given innocent pages only.  
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Unlike the static Quick Response (QR) codes on postcards/sweets, the poster will 
give a new single use URL each time a user passes their phone close to the poster. A 
programmable Near Field Communication (NFC) smart tag is capable of running a 
small JavaCard program, which will produce a new unique URL for each request. The 
JavaCard program uses an algorithm to calculate the single use URLs, each URL will 
be unique and will conform to the validation routine on the web site providing the 
domestic violence support service.  

We will implement this solution soon. 

Targeted History Sanitisation Agent. The objective of history sanititation agent is 
to automatically erase the digital footprints left behind when a user accesses specific 
support websites, by removing all history entries related to the support websites, in-
cluding temporary Internet files, browser history entries, and cookies. 

The agent will leave intact all other history entries, thereby avoiding making it look 
like the PC has been cleaned. The agent will automatically download a list of support 
websites, which will be used to decide which entries to delete; the list will be updated 
by support centre staff when new support websites go online. 

Smartphones are becoming an increasingly popular way for accessing online  
content. We are therefore developing versions of the history sanitisation agent for 
Android and iPhone platforms as well. The smartphone agent development has also 
investigated the ability to automatically cleanse the phone of unwanted entries in the 
call and SMS history lists. Installation of this agent on smartphones will be carried out 
at the support centre. It is a bit trickier to deploy the targeted history sanititation agent 
on the survivors’ computer, which tend to be a shared PC at home that their abuser 
also has access to. We envisage packaging the agent – along with portable anonymous 
browsers and other privacy tools – into a USB stick or a live CD/DVD that can be 
distributed to survivors. Training on how to use these tools will be given to survivors 
by staff at the support centre. 

We have implemented a prototype of this solution for Microsoft Windows based 
PCs supporting various web browsers, as well as for Android smartphones. 

Secret Graphical Gateway. The idea is to design and implement an application that 
will display a set of pictures as the front end of the gateway. When a survivor clicks 
the correct number of points in the right coordinates on the right picture and in the 
right sequence (set-up beforehand), the application will direct them to the support 
services site, otherwise it will do nothing. This way, the application will look innocent 
and will not raise suspicion to the survivor's abuser. In fact, this gateway application 
could be disguised as a digital picture viewer. In a sense, this is comparable to graphi-
cal password (e.g. [5]), albeit being “invisible” in its nature (without any signposting 
or obvious interactive feature that might attract attention). 

We have implemented a prototype for Android smartphones. 
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4 Conclusion and Future Work 

Through this work, we have demonstrated the need for solutions that will have a sig-
nificant impact on social inclusion for survivors of domestic violence by improving 
the accessibility of domestic violence support service and by improving the ability of 
survivors to avoid leaving electronic footprints when they access these services. The 
case study shows that existing technologies utilised by survivors unintentionally work 
contrary to these aims. Given that this situation is unlikely to change and there is a 
limited budget for this project, we have adopted a strategy that proposes a set of bite-
sized solutions, each of which will be relatively quick implement at a modest cost.  

We have implemented and tested the single use URL access codes idea, the tar-
geted history sanititation agent, as well as the secret graphical gateway. However, 
wider deployment and further evaluation of the effectiveness of these solutions are 
still to be carried out. We will complete the implementation of other novel ideas, in-
cluding the location-based domestic violence support advertising proposed in Section 
3.2, either as proof of concept demonstrations or as fully functional solutions soon. 

We plan to continue working with the case study’s staff and survivors, to gather 
additional data and results through questionnaires and “in the wild” deployment of the 
proposed solutions, including their usability assessment. We will also explore other 
potential avenues for effective solution by conducting participatory, experience-
centred design process with the survivors and the staff at the support centre. 
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