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Abstract. As traditional “Connectivity” concept from the Internet ignores the 
possibility of opportunistic contacts in DTNs, this paper brings time dimension 
into consideration, proposes Spatial-Temporal Path, Spatial-Temporal Reachabil-
ity and K-Reachability in order to better describe the whole communication 
process and “Eventual Transportability” of DTN. Analytical and simulation re-
sults are given to show the correctness of our approach. Furthermore, Spa-
tial-Temporal Reachability and K-Reachability, which tell a network’s robustness 
in a quantitative fashion, are proved to be suitable for analyzing efficiency and 
routing performance of DTNs. 
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1 Introduction 

Delay/Disruption Tolerant Networks, known as DTNs[1, 2] and DTMNs[3] are some 
typical cases of challenged network[4, 5], which is defined as a network that possesses 
one or more of the following characteristics: high end-to-end path latency, intermittent 
connection between nodes, or the absence of an end-to-end path from sources to des-
tinations. In such situations, TCP, usually used in traditional Internet communication, 
faces great challenges when dealing with DTNs’ highly dynamic fashion[6]. Therefore, 
in a set of new protocols called Bundle, researchers came up with a “store-carry- 
forward” strategy[1, 2, 7-9]. A forwarding node carries messages before getting the 
“opportunity” to forward them. This strategy enables the message to be delivered 
successfully in a given time in a DTN environment. By using Spatial-Temporal 
routing[10], the communicating process of DTNs is characterized as opportunis-
tic contacting[11]. 

Traditional “Connectivity” concepts in relation to the Internet focus on the 
end-to-end path between a pair of nodes for an instant time. In order to better understand 
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the “Eventual Transportability” of a communication process in DTNs, we can see from 
Fig 1: node0, node1, node2 are fixed nodes, while node3 moves clockwise. Node3 
establishes wireless communication links with node 0,1,2 separately during times 1, 2, 3. 

 

Fig. 1. A typical communication process in DTN 

In above communication process, a message “path” is established for any node pair. 
Through this path, a message can be successfully transferred between any two nodes 
during a given time. This communication process tells us that the traditional “connec-
tivity” concept mainly focuses on the static topological graph, while a static graph is 
not enough for describing the whole communication process and the “Eventual 
Transportability” of DTNs.  

To our knowledge, the store-carry-forward fashion of challenged networks cannot 
be well described by known graph theory or other mathematical tools. In this paper, we 
bring time dimension into graph theory in order to form a Spatial-Temporal graph. 
“Spatial-Temporal Reachability” is proposed to describe the probability of a message 
reaching its destination in a given time in DTNs. Spatial-Temporal Reachability is a 
key concept of studying a communication system’s delivery ratio, robustness and 
efficiency. 

The rest of this paper is organized as follows: Section 2 gives the related works on 
both multi-hop networks and DTNs; Section 3 presents environment and definitions for 
the key elements of Spatial-Temporal Reachability; Section 4 gives the Spa-
tial-Temporal Reachability analysis process and results; in Section 5, we compare the 
simulation results with the analytical results; some discussions and conclusions are 
given in Section 6. 

2 Related Works 

In this section, recent works on “connectivity” regarding both multi-hop wireless 
networks and DTNs are introduced. In the area of traditional multi-hop networks, 
Christian Bettstetter[13, 14] et al. have studied a basic concept of Ad Hoc networks: its  
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K-connectivity. The probability for the K-connectivity of an Ad Hoc network is derived 
using only local information such as node numbers, the radio transmission range and 
node density. “Connectivity” in DTNs is more challenging owing to its intermittent 
connection and absence of end-to-end paths between nodes. Some researchers inves-
tigated the “connectivity” issue by employing Evolving Graphs[14], Contact 
Graphs[15], Multi-graphs [16] and Social Graphs[17]. Vincent Borrel et al.[18] pro-
posed a space-time path in order to form an evolving graph. They developed an algo-
rithm which can classify current DTNs based on information regarding node contacts. 
They also analyzed the impact on different DTNs of mobility parameters using two 
mobility models: Random Way Point Model[19] and Random Walk Model[20].  
Contact Graph is proposed by Rugved Jathar et al. in 2010. The author developed a 
probabilistic routing protocol based on Contact Graph. The probability of nodes ac-
quiring contact with each other is illustrated by Contact Graph in order to enhance 
efficiency of routing. Multi-graph is introduced by Kevin Fall et al. in ACM 
SIGCOMM in 2004. They try to model the routing process of DTNs as a multi-graph 
with time t as a variable. Multi-graph brings time t as a variable in order to describe a 
communication process. Social Graph is proposed by T Hossmann et al. in INFOCOM 
2009. The authors argue that in most current challenged networks, connections of 
nodes are not entirely random. 

3 Environment and Definientia 

We introduce a Spatial-Temporal Graph to describe DTN and its “store-carry-forward” 
communication fashion. By bringing time dimension into consideration, a sequence of 
graphs labeled by time is proposed. With this approach, a dynamic DTN can be de-
scribed as a sequence of static graphs changing over time. 

Definition 1: The Spatial-Temporal Link , ( )
i jv v ne t  between node iv  and jv  at 

time nt  is, 

, ( )= , , ; , , ;
i jv v n i j ne t v v t i j n N∈  

Definition 2: The Spatial-Temporal Path 
,i j

T
v vPath  is a sequence of Spatial-Temporal 

Links within the Message Life Time T. The store-carry-forward technology passes a 
message along a Spatial-Temporal Path in order to complete a communication process, 

[ ], , ( ) ; , , 0, , ;
i j i j

T
v v v v n nPath e t i j n N t T= ∈ ≤  

Definition 3: The Spatial-Temporal Reachability ( ( ), )Reachability G t T  denotes the 
property of a Spatial-Temporal Graph being Spatial-Temporal reachable, which means a 
Spatial-Temporal Path between any pair of nodes always exist in Message Life Time T, 

,( ( ), ) ;

, , ;
i j

T
v vReachability G t T i j Path t T

i j N i j

 → ∀ ∀ ∃ ∧ ≤


∈ ≠
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Definition 4: Spatial-Temporal Reachability Degree ( ( ))K Reachability G t−  is the 
degree of a Spatial-Temporal Graph being Spatial-Temporal reachable. If there exist K 
path-disjoint Spatial-Temporal paths between any node pair, we call the Spa-
tial-Temporal Graph to be K-Reachable, 

, ,

( ( ))

( ) ( ) ;

, , , .
i j i j

T T
v v v v

K Reachability G t

i j Path Number Path K

i j K N i j

− →
∀ ∀ ∃ ∧ =

∈ ≠

 

With the definitions on Spatial-Temporal Reachability and Spatial-Temporal Reacha-
bility Degree, we bring time-dimension into the analysis of the Eventual Transporta-
bility for messages. Spatial-Temporal Reachability tells that a DTN is “Connected” in 
the time of validity, and Spatial-Temporal Reachability Degree tells how well a DTN is 
“Connected”. Spatial-Temporal Reachability is a better concept of studying a com-
munication system’s delivery ratio, robustness and efficiency rather that traditional 
“Connectivity”.  

4 Spatial-temporal Reachability analyses 

In analyzing Spatial-Temporal Reachability, we intend to get the overall message 
reachability of a set of mobility models of DTNs. Using Random Direction Model as an 
example, we adapt a method to get the probability of a Spatial-Temporal Graph being 
K-Reachable from some local information such as node transmitting range, mobility 
model and speed of node movement.  

4.1 Overall Ideas 

 

Fig. 2. Analysis of a two-dimensional random direction model 

We use Random Direction Model[14, 22] as the mobility model for our analysis. V is 
the speed of movement for all the nodes in mobility model; r is the transmitting range 
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for nodes; Message Life Time is set to T; total number of nodes is N. The number of 
neighbors (node degree) is a critical metric for a network. C. Bettstetter[12] gave a 
detailed analysis on the relationship between node degree and overall connectivity for a 
mobile network. He argues that a graph is said to be k–connected (k =1, 2, 3,...) if for 
each node pair there exist at least k mutually independent paths connecting them. In this 
paper, we follow this idea to calculate the paths each node has in order to get the overall 
Spatial-temporal Reachability for a DTN. 

We first calculate the area size of the Contact Window ( CWindow ). In this window, 
nodes have the opportunity to move into the transmitting range of a certain node S 
within Message Life Time T; secondly, the probability for n of m nodes moving into 
S’s transmitting range is acquired; while n m N≤ ≤ , we get the probability for n nodes 
having Spatial-Temporal links with S in Message Life Time T , ( )P X n= , and the 
probability for all the nodes having at least n Spatial-Temporal links in Message Life 
Time T, ( )P X n≥ . 

4.2 Spatial-temporal Reachability in a Two-Dimensional Mobility Model 

The space distribution of a Random Direction Model in any time is uniform[13]. For a 
square map with area of 

mapS  and a certain node S, we set pause time and reset time 0. 
The area size of ring BA and ring AC is

BAS  and
ACS . 

As shown by Fig. 2, we follow the analysis steps, 

Step 1: Calculating the area of the Contact Window. 
For any node A, it has to be located in the circle ( * )S V T r− +  to get the opportunity 
of contacting S within time T. We firstly put nodes within circle S r−  out of consid-
eration, and get the area of contact window, 

( )2 2*CWindow V T r rπ π= + −  

Step 2: Probability of n of m nodes moving into S’s transmitting range. 
As Random Direction Model fits normal distribution, the probability for m nodes 
located in the Contact Window is 

*( ) * * 1

m N m

m
N

map map

CWindow CWindow
P U m C

S S

−
   

= = −      
   

 

For node A, the moving direction has to be within MAN∠  in order to get a contact 
with S (AM, AN are tangents to circle S r− ). We derived the average angle for all the 
nodes that can contact S in the Contact Window, 

2 2

* * '

2* *( * ) *
BA ACS S

r V T r

α αα
π π

+
=

 + − 
. 

Through the average angle, we get the probability for n of m nodes moving into S’s 
transmitting range in the Contact Window. 
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                 ( )
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 (1) 

We go back for nodes that were originally located in circle S r− . These nodes can 
contact S from time 0, so the probability for q of N nodes that communicate with S is 

2 2* *
( ) * * 1

q N q

q
N
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r r
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π π
−

   
= = −      

   

  (2) 

Step 3: Probability for n nodes having Spatial-Temporal links with S 
Based on (1) and (2), we get the probability for n nodes having Spatial-Temporal links 
with a certain node S,  
Theorem 1: 

0
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From Theorem 1, we get the probability distribution of n nodes having Spa-
tial-Temporal link with a certain node S within Message Life Time T: 

 

Fig. 3. Probability for all the nodes having n Spatial-Temporal links with a certain node S 

1. It shows that in T=15s, probability for all the nodes having 18 Spatial-Temporal links with a certain 

node S is 9% in analytical results; 

2. When T=20s, analytical result shows probability for all the nodes having 26 Spatial-Temporal links 

with a certain node S is 8%. 
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Step 4: Probability for the network being K-Reachable 
Our goal is to get the overall reachability for the whole network. In Theorem 1 we 
acquired the probability for n nodes having Spatial-Temporal links with a certain node 
S. In a large scale network, events can be seen as independent from each other[13, 14]. 
As a result, when 1N >> , we finally get the probability for all the nodes having at least 
n Spatial-Temporal links, which means the network being K-Reachable: 
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  (3) 

 

Fig. 4. Probability for the network being K-Reachable 

With Message Life Time T=15s, analytical result shows probability for the network being 3-Reachable is 

92%, while simulation shows 100%; when T=20s, analytical result shows probability for the network being 

3-Reachable is 95%, while simulation indicates 100%. 

5 Simulations and Discussions 

In our simulation, we use C++ to build a Random Direction Model as an example for 
DTN simulation environment. For Random Direction Model, we set node number 
1000, map size 2000m*2000m, node moving speed 20m/s, transmitting range 100m. 
We run the simulation 1000 times so that we can get the statistical distribution of n 
nodes having Spatial-Temporal links with a certain node S within Message Life  
Time T: 
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Fig. 5. Comparison for simulation results and analytical results 

Fig. 5 shows that simulation results fit well with the analytical results. Probability 
for all the nodes having 18 Spatial-Temporal links with a certain node S is 9% in both 
analytical and simulation results; when T=20s, analytical results show that the proba-
bility for all the nodes having 26 Spatial-Temporal links with a certain node S is 8%, 
while simulation indicates 7%. 

Fig. 5 also shows the probability for all the nodes having at least n Spatial-Temporal 
links (K-Reachability) in the two-dimensional Random Direction Model. We see that 
there are some differences between the analytical results and the simulation, the reason 
is that in our analysis process, we ignored the border effect, which can increase Spa-
tial-Temporal Reachability when nodes bounce back to regain Spatial-Temporal links 
with other nodes. With Message Life Time T=15s, the analytical results show that the 
probability for all the nodes having at least 3 Spatial-Temporal links is 87%, while the 
simulation shows 100%; when T=20s, analytical results show that the probability for 
all the nodes having at least 6 Spatial-Temporal links is 95%, while the simulation 
shows 100%. 

With the analysis above, we can get the probability of a network being at least 
K-Reachable for each Message Life Time. 

 

Fig. 6. Probability of a network being K-Reachability for each Message Life Time 
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In traditional MANETs, if a path to destination can’t be found, the message will be 
dropped, which means Message Life Time is 0. However, a Spatial-Temporal path 
allows a message to be stored and carried by a node for a certain time T until being 
forwarded. From Fig. 6, when Message Life Time T=10s, the two-dimensional Ran-
dom Direction Model has the probability of 97% to be at least 1-Reachability, 70% to 
be at least 2-Reachability and 10% to be at least 3-Reachability. K-Reachability offers 
more flexibility to describe a communication system, and can provide more Spa-
tial-Temporal paths for delivering messages. 

6 Conclusions 

In this paper, we bring time dimension into graph theory to build a Spatial-Temporal 
graph. “Spatial-Temporal Reachability” is proposed to describe the probability of a 
message reaching its destination in time of validity in DTNs. Through mathematical 
analysis, we get K-Reachability for a network from some basic local information such 
as Message Life Time T, node moving speed V and transmitting range r. Simulations 
are also done to prove the correctness of our analytical results. By bringing 
time-dimension into consideration, we argue that Spatial-Temporal Reachability is a 
better concept of studying a communication system’s delivery ratio, robustness and 
efficiency rather than traditional “Connectivity”. Furthermore, we get the probability of 
a network being at least K-Reachable for each Message Life Time. Therefore, 
K-Reachability tells a network’s robustness in a quantitative fashion, giving guidance 
to constructing high performance challenged networks. In the future, we plan to utilize 
our analytical approach in different mobility models, further applications of Spa-
tial-Temporal Reachability are also considered. 
 
Acknowledgements. This work is supported by following projects: The National 
Natural Science Foundation Project under Grant No. 61300173 and 61170295; Na-
tional Foundation Research Project; The Project of Aeronautical Science Foundation of 
China under Grant No.2011ZC51024; The Co-Funding Project of Beijing Municipal 
education Commission under Grant No.JD100060630; and the Fundamental Research 
Funds for the Central Universities No. YWF-12-LXGY-001. 

References 

1. Fall, K.: A delay-tolerant network architecture for challenged internets. In: Proceedings of 
the 2003 Conference on Applications, Technologies, Architectures, and Protocols for 
Computer Communications, Karlsruhe, Germany, pp. 27–34 (2003) 

2. Burleigh, S., Hooke, A., Torgerson, L., et al.: Delay-tolerant networking: an approach to 
interplanetary Internet. Communications Magazine 41(6), 128–136 (2003) 

3. Harras, K.A., Almeroth, K.C., Belding-Royer, E.M.: Delay Tolerant Mobile Networks 
(DTMNs): Controlled Flooding in Sparse Mobile Networks. In: Boutaba, R., Almeroth, 
K.C., Puigjaner, R., Shen, S., Black, J.P. (eds.) NETWORKING 2005. LNCS, vol. 3462,  
pp. 1180–1192. Springer, Heidelberg (2005) 



 On the Spatial-temporal Reachability of DTNs 49 

 

4. Daly, E.M., Haahr, M.: The challenges of disconnected delay-tolerant MANETs. Ad Hoc 
Networks 8(2), 241–250 (2010) 

5. de Cola, T., Ernst, H., Marchese, M.: Data Communication over Challenged Networks: 
Application of Error Control Schemes in the Delay Tolerant Network Architectures. In: 
Proceedings of 2nd International Symposium on Wireless Communication Systems, Siena, 
Italy, pp. 790–794 (2005) 

6. Farrell, S., Cahill, V., Geraghty, D., et al.: When tcp breaks: Delay-and disruption-tolerant 
networking. IEEE Internet Computing 10(4), 72–78 (2006) 

7. Yang, G., Chen, L., Sun, T., et al.: Ad-hoc Storage Overlay System (ASOS): A De-
lay-Tolerant Approach in MANETs. In: Proceedings of IEEE International Conference on 
Mobile Ad Hoc and Sensor Systems (MASS), Vancouver, BC, Canada, pp. 296–305 (2006) 

8. Chuah, M.C., Ma, W.: Integrated Buffer and Route Management in a DTN with Message 
Ferry. In: Proceedings of IEEE Military Communications Conference (MILCOM), Wash-
ington, DC, USA, pp. 1–7 (2006) 

9. Lu, R.X., Lin, X.D., Zhu, H.J., et al.: Pi: A Practical Incentive Protocol for Delay Tolerant 
Networks. IEEE Transactions on Wireless Communications 9(4), 1483–1493 (2010) 

10. Merugu, S., Ammar, M.H., Zegura, E.W.: Routing in space and time in networks with pre-
dictable mobility. In: Technical report GIT-CC-04-07, Georgia Institute of Technology 
(2004) 

11. Demmer, M., Brewer, E., Fall, K., et al.: Implementing delay tolerant networking. In: 
Technical report: IRB-TR-04-020, Intel Research Berkeley (2004) 

12. Wang, L.: Modeling mobile ad hoc communication networks on two-dimensional square 
lattice. Frontiers of Physics in China 4(4), 556–560 (2009) 

13. Bettstetter, C.: On the connectivity of ad hoc networks. The Computer Journal 47(4), 432 
(2004) 

14. Bettstetter, C.: On the minimum node degree and connectivity of a wireless multihop net-
work. In: Proceedings of the 3rd ACM International Symposium on Mobile Ad Hoc Net-
working & Computing, pp. 80–91. ACM Press, New York (2002) 

15. Ferreira, A.: Building a reference combinatorial model for MANETs. IEEE Network 18(5), 
24–29 (2004) 

16. Jathar, R., Gupta, A.: Probabilistic routing using contact sequencing in delay tolerant net-
works. In: Proceedings of Second International Conference on Communication Systems and 
Networks (COMSNETS), pp. 1–10 (2010) 

17. Jain, S., Fall, K., Patra, R.: Routing in a delay tolerant network. ACM SIGCOMM Computer 
Communication Review 34(4), 145–158 (2004) 

18. Hossmann, T., Legendre, F., Spyropoulos, T.: From Contacts to Graphs: Pitfalls in Using 
Complex Network Analysis for DTN Routing. In: INFOCOM 2009 Proceedings of the 28th 
IEEE International Conference on Computer Communications Workshops, NJ, USA,  
pp. 1–6 (2009) 

19. Borrel, V., Ammar, M.H., Zegura, E.W.: Understanding the wireless and mobile network 
space: a routing-centered classification. In: Proceedings of the Second ACM Workshop 
on Challenged Networks, Montreal, Quebec, Canada, pp. 11–18 (2007) 

20. Johnson, D.B., Maltz, D.A.: Dynamic source routing in ad hoc wireless networks. Mobile 
Computing, 153–181 (1996) 

 

 


	On the Spatial-temporal Reachability of DTNs
	1 Introduction
	2 Related Works
	3 Environment and Definientia
	4 Spatial-temporal Reachability analyses
	4.1 Overall Ideas
	4.2 Spatial-temporal Reachability in a Two-Dimensional Mobility Model

	5 Simulations and Discussions
	6 Conclusions
	References




