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Abstract. Most multicast data origin authentication schemes work under the 
fixed parameters without taking the problem of changeable network environ-
ment into account. However, the network conditions will obviously influence 
the efficiency of a protocol such as the time delay and the overhead. So adjust-
ing the parameters adaptively to achieve the ideal state with the dynamic  
network is necessary. To achieve a high authentication rate and adapt to the 
changeable and unstable network environment, we proposed a multicast data 
origin authentication protocol which is adaptive depending on the packet error 
rates as well as the time delay, and is robust against the packet loss and injec-
tion. Our model can estimate a more appropriate packet error rate and make the 
time delay lower according to the feedback values got from the receivers using 
the Markov chain so that it can be adaptive. This strategy is especially efficient 
in terms of not only the adaptation of dynamic network but also the shortcut of 
overhead and delay. 

Keywords: Authentication, adaptive, estimate, packet error rate, time delay, 
Markov chain. 

1 Introduction 

With the rapid development of broadcasting technology, it’s applied to a lot of network 
applications for group communication. The constantly abundance and development of 
such applications makes the security and non-repudiation of group communication at-
tract more and more attention. At the same time, the efficiency is also very important 
especially considering the low storage capacity nodes in the channel such as the mobile 
phone users as well as the dynamic network conditions. 

In the group communication channel, it’s probable that the data packets on the way 
be attacked by malicious participants or the adversary. So it’s very necessary to guar-
antee the privacy as well as the non-repudiation. The digital signature can make sure 
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the non-repudiation of the scheme. However, the traditional way to sign every packet 
would make the computation and communication overhead very high. So the erasure 
code is included in to increase the authentication rate and decrease the overhead. Cur-
rently, most of the secure data origin authentication model is simply built on the hybr-
id model of the digital signature and the erasure code such as the SAIDA [1]. In the 
SAIDA scheme, the lost packets can be recovered in the range of m / n (m < n). 
What’s more, the time delay is proportional to the parameter n and the overhead also 
increases with 1 / m. It is obvious that do not adjust the parameters with the change of 
network will decrease the efficiency and may increase the pressure of low storage 
capacity nodes. So the service provider could adjust itself to the network environment 
dynamically to achieve the best effect becomes necessary. 

However, most of the authentication schemes have no idea about adapting them-
selves to the variable network environment. The parameters in the schemes are always 
set at the beginning and never changed.  

In this paper, we proposed an effective scheme to solve this problem. The Markov 
model is included in to make the system adaptive. The Markov chain can estimate the 
next state based on the states came before according to the state transition matrix, but 
it needs a lot of prior experience data to determine the matrix. According to a mass of 
time delay values and packet error rates before from the receiving nodes, the esti-
mated ones can be given. So we combined the IDA, the Merkle HASH tree, as well as 
the Markov algorithm to achieve the adaptive and secure data origin authentication 
model. It can achieve the followed abilities: 

• Resist the packet loss and injection. The IDA and Merkle HASH tree are combined 
to achieve the perfect non-reputation and can resist all kinds of packet attack from 
the network. 

• Be adaptive to reduce the time delay. According to the feedback values, the para-
meter n will be adjusted to adapt the network environment and make the delay 
lower. 

• Be adaptive to balance the overhead. The key parameter m / n can be estimated 
using Markov model to adapt the following network condition so that the commu-
nication and computation overhead is balanced. 

2 Related Works 

The TESLA scheme [2] proposed by Perrig realized the group data origin authentica-
tion by postponing sending the key of the MAC. This scheme has advantages of fast 
computation speed, less overhead and so on. However, TESLA needs the synchron-
ous clock between the sender and the receivers, and it’s difficult to be guaranteed 
under the open network environment. 

Park proposed the SAIDA protocol [1] which can disperse the hash values and the 
digital signatures of all packets of one block according to the Information Disperse 
Algorithm (IDA). The receivers could recover the hash value and the digital signature  
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messages as soon as received parts of the packets, and in this way the loss of signature 
packets is solved. Lysyanskaya proposed the LLT protocol [3] which firstly solved 
the forged packets injection problem using the Reed-Solomon error correcting code, 
but it needs more computation overhead. 

An authentication scheme based on the Reed-Solomon erasure code and the one-
way hash function was proposed by Anna Lysyanskaya et al. in 2010 [4]. Similarly, it 
calculates the signature of the whole group and disperses it using the RS erasure code. 
This protocol adds only one signature on one group and decreases the computation 
and communication cost, but it needs O(n2) time delay between the participants. 

In 2010, an optimized scheme based on Merkle tree as well as TESLA was pre-
sented by Yang Li [5]. It uses the Merkle tree to authenticate and use delayed disclo-
sure of keys in TESLA algorithm to ensure authenticity of message. This scheme not 
only obviously decreased the storage cost, but also could be compatible with complex 
network environment and treat burst loss well. But it needs high computation over-
head especially for the receivers. 

Then Seyed Ali Ahmadzadeh gave a scheme based on the geometrical model 
named GMAC [6]. It maps the hash values of data packets in one group to a vector 
space with n degrees to filter the illegal packets. The cost of this protocol is far less 
than PRABS and can resist the packet loss and injection, but it has a high computation 
complexity due to the use of geometrical model. 

In 2012, Yongsheng Liu et al. [7] proposed a kind of signature dispersal authenti-
cation scheme based on the PKC. It calculates only one ECC digital signature for one 
group and then disperses it into all the packets in one group. It costs little communica-
tion and computation cost whereas the time delay cannot be avoided. 

Kannan Balasubramanian et al. proposed the HTSS scheme [8] in 2012. It gene-
rates the keys by the hash tree and after signing the messages, it divides the signature 
to the packets in its period with the SDA. This protocol decreases the overhead added 
to every packet and can resist the packet loss well. However, it has nothing to do with 
the packet injection or forgery. 

Hong Tang et al. proposed a kind of broadcasting data origin authentication proto-
col called EPJRSA [9] based on the Merkle HASH tree in 2008. This protocol com-
bines the erasure coed as well as the Merkle HASH tree, and by adding all the brother 
nodes’ hash values in the tree to one packet, it can resist the packet injection as well 
as the packet loss. This guarantees the reliability of the authentication. But it also 
increases the communication cost and the time delay. 

Gaolei Fei and Guangmin Hu proposed the unicast network loss tomography based 
on k-th order Markov chain in 2011 [10]. This protocol introduces the k-th order Mar-
kov chain (k-MC) to describe the link packet loss process, and then uses the pseudo 
maximum likelihood protocol to estimate the state transition probabilities of the k-th 
order Markov chain. When the k is large enough, this protocol can be capable of ob-
taining an accurate loss probability estimate of each packet based on unicast end-to-
end measurements. However, this protocol can only be used in the unicast network 
and the computation overhead is high. 
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3 Our Adaptive System Model 

3.1 The Robust Data Origin Authentication Model 

Our protocol combined the IDA and the Merkle HASH tree to construct a kind of 
trusted data origin authentication model [11] that can resist both the packet loss and 
the pack injection within the threshold values. 

The IDA [12] is constructed with two important parameters n and m. The file to be 
encoded can be segmented into n pieces. And only m pieces of File are given, we can 
reconstruct File according to the steps of IDA. 

In our method, firstly two important encode parameters have to be set: n and m. 
Then we use the Merkle HASH tree as the base framework, dividing a block of data 
into n packets and then construct the Merkle HASH tree as Fig. 1. 
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Fig. 1. The Merkle HASH tree of 8 nodes 

Secondly we get the concatenation value F = H(P0)|| H(P1)||…|| H(Pn-1) and the signa-
ture of the group σ(Kpublic, H(F)). Next using IDA, we can encode and disperse both 
the concatenation value and the signature into n pieces as {F0, F1,…, Fn-1} and {σ0, 
σ1,…, σn-1}. So a complete packet i includes three parts as Fig. 2, the data block Pi 
itself, the hash and signature segments Fi and σi, and all the related hash values of the 
brother nodes from it to the root in the Merkle HASH tree, such as {h0, h2-3, h4-7} to 
packet P1 in Fig. 1. 

iP ,i iF σ { , ,..., }a b zh h h

 
Fig. 2. Three parts of one packet 

According to the IDA, as long as m in the n pieces of Fi or σi received, the intact hash 
value or signature can be recovered, and then the data can be authenticated. So it can 
tolerate the packet error in the range of m. Then for the packet injection or forgery, 
the Merkle HASH tree can guarantee that the forged packets are recognized based on 
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the third part of one packet. Every packet received can recompute the hash value of 
the root using the third part, so the different group with fewer ones will be discarded. 

3.2 The Estimate Model Using the Markov Chain 

We apply the Markov chain to estimate the incoming packet error rate based on the 
previous ones. As we all know, the Markov chain describes a kind of state sequence 
that every state in the sequence depends on the previous finite ones according to the 
state transition matrix constituted by the transition probabilities. So what we want to 
get is the transition matrix of the data packet error rate. At the same time, we adjust 
the time delay based on the feedback values. 

The Adjustment of Block Size Parameter 
We can know from the IDA that the more packets included in one block, the smaller 
overhead each packet will take. On the other hand, the time delay will increase with n. 
So the balance between these factors is necessary. 

Here we define a threshold value of the time delay as t, as well as a threshold limit 
time t0. Only if the average time delay in one period exceeds the threshold value t, the 
size n will be decreased. And if the time delay keeps under the threshold value for t0 
time, then we will increase the size n. 

Then we also need to consider the overhead with the value n. It should be con-
trolled so that the overhead per packet would not be too big. In our experiments, the n 
should be no more than 128 considering the limit of the experiment environment. 

The Estimate of Packet Error Rate 
First of all, we define k states which present the default values of packet error rate as 
O1, O2,…, Ok (0 ≤ Oi < 1 and 1 ≤ i ≤ k). And the k values are set as the coordinates of 
the transition matrix, in which the aij (1 ≤ i, j ≤ k) presents the probability count of 
transition between the rates as (1). For example, a2k means the situation that the pre-
vious packet error rate is O2 and the next one is Ok appears a2k times in this period. 
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What should be noticed is that k must be an integer in the range of (0, n]. The bigger 
the k is, the more accurate the matrix is but the estimate may be inaccurate with too 
many aij = 0 in the matrix. The smaller the k is, the more accurate the estimate is. 
However, the estimate may be limit within several values. So the k is better fixed in 
the range of [8, 32] to get a good result in the following experiments. And the values 
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of Oi (1 ≤ i ≤ k) should be chosen evenly in [0, 1), so that all rates can be assorted to 
one nearest state Oi. Then we get a state transition matrix whose scale is k × k. 

An example is given. Suppose we have n = 128 packets in one block, then the data 
packet sequence can be donated as P0P1…P127. And at the clients, the correctly re-
ceived ones are signed as 1 and the others are signed as 0. Then the packet error rates 
Qjs (Qj = N0 / n, N0 presents the number of P0~n-1 = 0 in the j-th sequence) can be giv-
en. Here we set the scale k = 8 and the Ois of the transition matrix are 0, 1/8,…, 7/8 
(chosen evenly in [0, 1)). If the adjacent two packet error rates Q and Q′ got from the 
feedback strings are 75/128 and 23/128, they will be respectively assorted to the near-
est states O6 = 5/8 and O2 = 1/8. Then the count a62 in the matrix should plus 1. So we 
fill the transition matrix as (2) after all the rates are assorted to the nearest Oi in one 
experiment. After that, it will search the matrix according to the following rate QA, 
assumed to be assorted to state O7, to find out the maximum probability a7Max = a74 to 
reach the next state O4 = QB. Then QB is the estimate the Markov chain model made. 

                                             (2) 

So in this way, we can estimate the incoming possible packet error rate according to 
the feedback values. All the probability values aij (1 ≤ i, j ≤ k) in the state transition 
matrix should be got from a mass of feedback values in one period and are believable. 

3.3 The Adaptive Multicast Data Origin Authentication Model 

In our model, we set three kinds of end as the server, the adversary and the clients. 
The network model is set as Fig. 3. The server broadcasts messages to the heteroge-
neous clients and then the chosen clients will respond the bit strings which represent 
whether the packets received correctly or not as well as the time delay messages. The 
adversary could control parts of the network and attack the data packets on the way. 

At the server, firstly some initial parameters are determined: the encoding parame-
ters n (n = 2p, p is a positive integer) and m (m < n), a set of k values of packet error 
rate Oi (0 ≤ Oi < 1, 1 ≤ i ≤ n) as the coordinates of the transition matrix, and then 
three threshold values, the time delay threshold value t, the limit time t0 and the pack-
et error rate threshold value β (0 < β < 1). The same parameters are shared at the 
clients too. 

Secondly, the server starts to broadcast the message packets and the authentication 
messages encoded by the IDA and the Merkle HASH tree as Fig. 2 with the initial 
parameters n and m. The clients would send feedback messages of the time delay and 
packet error rate to the server. 
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Fig. 3. The multicast framework model 

If the average decoding time in one period is beyond the threshold value t, the rep-
resentative clients will send the server a timeout label, and then the server will de-
crease the value of n as n = n / 2. On the other hand, if the average time delay keeps 
under the threshold value t for t0 time, then the server recovers the size n as n = n × 2. 

And if the packet error rate is beyond the threshold value β, for example, the lost 
packets and the forged packets from the adversary are altogether ω in a block of n 
packets, and ω / n > β, then the representative clients will send the server the packet 
sequence bit strings P1P2…Pn. And the state transition matrix can be filled up using 
our protocol as (1). 

Next the server will estimate the incoming packet error rate according to the state 
transition matrix. It will get a maximum probability to reach the next state O with the 
last received rate, and the rate Q = O is the result estimated by the Markov chain. At 
the same time, after the messages of one block received, the clients do the decoding 
operation to the packets and authenticate the messages. 

At last, a new encoding rate m / n is determined by the server according to the es-
timated packet error rate Q (m / n = 1 - Q). With the block size parameter n adjusted 
by the timeout threshold value, a pair of new values of n and m will be used. 

4 Experiments and Results 

We do our experiments under the local area network environment, and control the 
network as three kinds of packet error model: random, stable and burst. One end 
broadcasts the messages as the server, one end simulates the adversary to attack the 
channel randomly, and other ends receive as the clients. 

In our experiments, the server firstly sets n = 128, m / n = 1/2, and the transition 
matrix scale as k = 8 (Oi = 0, 1/8,…, 7/8). Then it broadcasts a message, and the ad-
versary randomly attacks. The clients will receive the attacked packets and authenti-
cate them. During this period, the chosen nodes will send the feedback to the server 
(here we ignore the error threshold and send every packet error rate back). The server 
needs to gather the feedback values and then do the Markov estimation every 10 mi-
nutes. Also the time delay values are calculated and sent back in the same way. 
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Fig. 4. The error rates under random condition 
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Fig. 5. The error rates under stable condition 
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Fig. 6. The error rates under burst condition 

In the random error model, we can see from Fig. 4 that the error rates vary with 
time randomly. So we estimate every 10 minutes. And the following m / n = 1 – Qe 
values can be given. 

Also we can see from Fig. 5 and Fig. 6 that our scheme works well under the  
stable as well as the burst error conditions. The network is relatively stable in  
the stable model which means that the error rate keeps within a permissible range. In 
the burst error model, the error rate may vary suddenly at any time for the changeable 
network. 

Under the stable network environment, the m / n parameter is also relatively stable 
as Table 1. On the other hand, if the network condition changes suddenly, the rate 
may be varied obviously and frequently as Table 2. 

And our scheme can work very well with different n values. We can get this con-
clusion from Table 3 (the initial m / n rates are all 1/2). 

Table 1. The estimated error rates under stable network environment 

the values of n           the estimated new m / n values 
    128          4/8  4/8  3/8  3/8  4/8  3/8  4/8  4/8  3/8 
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Table 2. The estimated error rates under unstable network environment 

No.   n value            the estimated new m / n values 
1       128      8/8  7/8  7/8  1/8  2/8  6/8  8/8  5/8  8/8 
2       128      7/8  2/8  2/8  8/8  8/8  4/8  8/8  7/8  5/8 
3       64       3/8  8/8  8/8  3/8  5/8  6/8  8/8  8/8  8/8 
4       64       8/8  7/8  8/8  6/8  7/8  3/8  6/8  7/8  3/8 
5       32       5/8  5/8  8/8  5/8  3/8  8/8  2/8  5/8  5/8 
6       32       2/8  8/8  7/8  8/8  8/8  2/8  5/8  7/8  8/8 

Table 3. Several estimated results 

No.   n value         the estimated new m / n values 
1     128     7/8  2/8  2/8  8/8  8/8  4/8  8/8  7/8  5/8 
2     128     4/8  6/8  2/8  7/8  8/8  2/8  6/8  4/8  3/8 
3    64      3/8  8/8  8/8  3/8  5/8  6/8  8/8  8/8  8/8 
4     64      8/8  7/8  8/8  6/8  7/8  3/8  6/8  7/8  3/8 
5     32      5/8  5/8  8/8  5/8  3/8  8/8  2/8  5/8  5/8 
6     32      2/8  8/8  7/8  8/8  8/8  2/8  5/8  7/8  8/8 

 
The comparison of overhead between the fixed scheme and the adaptive scheme un-
der the same network environment is given in Fig.7.  
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Fig. 7. The overhead comparison 

We can see from it that most overhead of the check points in the adaptive scheme in 
which the parameters vary with the network environment is much lower than the fixed 
parameters scheme (n = 128 and m / n = 1/2). And the average overhead of the whole 
check points is 164.205, which is less than 182 of the original scheme. 
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Also, the superiority of the verification rate of the adaptive scheme is obvious too 
as Fig. 8. With the changeable packet error rate which varies randomly between 0 and 
1 and the fixed initial parameters m / n, the verification rate of the system is not as 
expected. On the other hand, the adaptive scheme can achieve an ideal verification 
rate in any condition. 
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Fig. 8. Verification rate under unstable environment 

At the same time, the chosen nodes will count the decoding time of every block and 
compared to the threshold value t. Here we set t = 250ms and t0 = 103ms, so we can 
get the Table 4 as followed (the bold italic column presents the time t0). 

Table 4. The time delay values changing table 

No.   n value     the time delay near the critical point (ms) 
1    128      276.4  313.7   263.2  290.1  203.3   236.1 
2    128      234.7  229.2   227.8  231.6  303.4   343.7 
3    64       225.9  198.3   246.1  209.3  258.0   269.4 
4    64       257.3  254.9   273.4  289.0  226.1   231.8 
5    32       193.2  197.7   215.2  220.4  267.9   258.5 
6    32       265.9  282.3   280.7  274.1  238.4   240.2 

 
We can get from the Table 4 that when the time delay values exceed the threshold 
value t for t0 time, then the value of n would be decreased to reduce the time delay 
(the 1st, 4th and 6th rows). Otherwise the delay values keep under the threshold value 
t for t0 time, the value of n would be increased (the 2nd, 3rd and 5th rows) as Fig. 9. 

5 Conclusion 

We can see from the experiment results that our protocol is efficient in adapting itself 
in all kinds of network environment especially when the network changes frequently.  
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Fig. 9. Time delay decreases/increases with n = n / 2 at the check point 4 

Our scheme achieved the highest verification probability with less overhead within a 
certain range and adjusted the parameters dynamically in the changeable network 
environment which the other schemes cannot solve. 

And obviously, our scheme might not be appropriate in situations where the data to 
be sent is generated in real time, and immediate broadcast of it is crucial. Our scheme 
will be most useful in situations where it needs high authentication rate and efficiency 
with less overhead but the network varies frequently and irregularly. 
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