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Preface

A supply chain is the network of all the individuals, organizations, resources,
activities, and technology involved in the creation and sale of a product, from the
delivery of source materials from the supplier to the manufacturer, through to its
eventual delivery to the end user. Supply chain management (SCM) is the over-
sight of materials, information, and finances as they move in a process from
supplier to manufacturer to wholesaler to retailer to consumer. The three main
flows of the supply chain are the product flow, the information flow, and the
finances flow. SCM involves coordinating and integrating these flows both within
and among companies.

Decision making is the thought process of selecting a logical choice from the
available options. This is generally made under fuzzy environment. Fuzzy deci-
sion-making is a decision process using the sets whose boundaries are not sharply
defined. The aim of this book is to show how fuzzy sets and fuzzy decision-making
can be used in the various stages of supply chain management.

The contents of the book were constituted by following crisp supply chain
management books. Thus, our book includes all the topics, which can be found in a
classical supply chain management book but under fuzziness. The handled titles of
our book are supplier evaluation under fuzziness, supply chain performance
measurement under fuzziness, planning, controlling, and improving supply chain
under fuzziness, production and materials management under fuzziness, optimi-
zation in supply chain under fuzziness, warehouse management under fuzziness,
and green and reverse logistics under fuzziness.

The authors who published many fuzzy SCM papers in the literature were
selected and invited to our book. Under the above main titles, they wrote on
supplier evaluation using fuzzy inference systems, multicriteria supplier selection
using fuzzy PROMETHEE method, fuzzy-AHP approach to improve effectiveness
of supply chain, supplier evaluation using fuzzy clustering, investigating organi-
zational characteristics for sustainable supply chain planning under fuzziness,
fuzzy multiple criteria decision making for supply chain management, supply
chain performance measurement: an integrated DEMATEL and fuzzy-ANP
approach, imprecise DEA models to assess the agility of supply chains, supply
chain performance measurement using a SCOR-based fuzzy VIKOR approach,
fuzzy estimations and system dynamics for improving manufacturing orders
in VMI supply chains, fuzzy methods for demand forecasting in supply

vii
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chain management flows finding in networks in fuzzy conditions, supply chain
configuration as a cooperative game with fuzzy coalitions, a decentralized
production and distribution planning model in an uncertain environment, a fuzzy
linear programming approach for aggregate production planning, batch production
plan for periodic demands with uncertain recycling rate in a closed-loop supply
system, optimization models for supply chain production planning under
fuzziness, recent models and solution methodologies for optimization problems in
supply chain management under fuzziness, a multiple means transportation model
with type-2 fuzzy uncertainty, a fuzzy set theoretic approach to warehouse storage
decisions in supply chains, fuzzy c-means algorithm with fixed cluster centers for
uncapacitated facility location problems: Turkish case study, a supply-chain
production inventory model with warehouse facilities under fuzzy environment
selection and assignment of material handling devices under uncertainty,
government green procurement: a fuzzy-DEMATEL analysis of barriers, facility
location selection in reverse logistics using a type-2 fuzzy decision aid method,
green and reverse logistics management under fuzziness, an axiomatic design
approach to the classification of reverse logistics network design studies under
fuzziness, green supply chain technology: a comprehensive evaluation and
justification multiattribute decision modeling approach.

The authors were invited from different countries to obtain a real international
book. Among these countries, we can count Turkey, Greece, Spain, China, Russia,
Iran, Canada, Taiwan, Mexico, Colombia, India, and the USA.

Finally, we thank all contributors and referees for their kind cooperation. This
book would not be happening without their contributions and efforts.

Cengiz Kahraman
Basar Oztaysi
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Part I
Supplier Evaluation Under Fuzziness



Supplier Evaluation Using Fuzzy
Inference Systems

Atefeh Amindoust and Ali Saghafinia

Abstract Supplier selection is an important area of decision making in manu-
facturing and service industries, mainly for large and medium companies—either
multinational (MNCs) or local. As sustainability in terms of economic, environ-
mental, and social aspects has gained world-wide focus in supply chain manage-
ment, this dimension deserves due attention in supplier selection decision. In real
life applications, the importance of supplier selection criteria is different and
depends on the circumstances and situations and each organization may consider
its individual relative importance of the criteria. The relative importance of the
criteria and also the suppliers’ performance with respect to these criteria would be
verified with the relevant decision makers. So, the supplier selection decision
involves a high degree of vagueness and ambiguity in practice. This chapter takes
the aforesaid issues into account and proposes a modular FIS method for supplier
selection problem. To handle the subjectivity of decision makers’ preferences,
fuzzy set theory is applied. The applicability and feasibility of the proposed
method are tested through a real-life supplier selection problem.

Keywords Supplier selection - Sustainability - Fuzzy set theory - Fuzzy inference
system
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1 Introduction

Supply chain management (SCM) is a business term that has received a lot of
attention in the last few decades. The object of SCM obviously is the supply chain
which represents a network of organizations that are involved, through upstream
and downstream linkages, in the different processes and activities that produce
value in the form of products and services in the hands of the ultimate consumer
(Stadtler 2005). Effective SCM has become a potentially valuable way of securing
competitive advantage and improving organizational performance since compe-
tition is no longer between organizations, but among supply chains (Li et al. 2006).
Moreover, sustainability issues are being discussed seriously in supply chain
management (Seuring and Miiller 2008; Michaelraj and Shahabudeen 2009; Pagell
et al. 2010; Chaabane et al. 2010; Grzybowska 2012; Golinska and Romano 2012).
Therefore, the ongoing corporate sustainability issue in the supply chain exerts
pressure on all members of the chain in different components to consider
sustainability in their activities.

One of the crucial challenges for purchasing department in SCM is supplier
evaluation and selection. Considering the sustainability issues in the supplier
selection process makes it more complicate than traditional one due to increasing
the number of selection criteria. Therefore, there is a need to design an open-ended
supplier selection model which can handle with large amounts of criteria. In
addition, decision making in supplier selection includes a high degree of vagueness
and ambiguity in practice. In fact the importance of the selection criteria is not same
and depends on the situation at hand. Also, the suppliers’ performance with respect
to these criteria must be considered in the selection process. These two scenarios
need to be verified with the purchasing managers as decision makers. They nor-
mally prefer to answer the related questions in linguistic terms instead of numerical
form to express their perceptions (Amindoust et al. 2012). To cope with the sub-
jectivity and vagueness that is being existed in their assessments, application of
fuzzy logic is an appropriate tool and some researchers have used it in supplier
selection issue (Awasthi et al. 2010; Bottani and Rizzi 2008; Chen 2009; Woo and
Saghiri 2011; Amin et al. 2010). Also, Ordoobadi proposed a mathematical algo-
rithm by applying fuzzy membership functions to rank the suppliers (Ordoobadi
2009). However, in case of a large number of suppliers and criteria this method is
quite time consuming and the final results of ranking are very close to each other.
Therefore, the ranking results from this method may not be accurate. Focusing on
the said limitations and applying the FIS system to overcome the drawbacks of
Ordoobadi’s model can be a fertile area. Further, Carrera and Mayorga applied the
FIS system for supplier selection (Carrera and Mayorga 2008). But, they did not
assign the importance of weights for the selected indicators. So, this chapter intends
to utilize fuzzy set theory and propose a ranking method for a modular FIS open-
ended model putting significance on the relative importance of criteria and apply
this method to sustainable supplier selection decision. Applying the FIS approach in
supplier selection problem would be a challengeable issue in the presence of a high
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number of inputs. It leads to computational burden and also daunting design of the
rules. Moreover, the proper selection of the membership functions plays an
important role in supplier selection issue. So, the appropriate design of the FIS
approach can be strengthened the supplier selection issue.

2 Sustainable Supplier Selection

Supplier selection is a vital decision in SCM and considering the sustainability
issues in this process is a key scenario to achieve the success of supply chains in
global competitive markets. Literature in this area shows that 20 % of the firms
viewed sustainability issues as their largest supply chain risk and 25 % of the firms
required suppliers to adhere to social and ecological standards in order to mitigate
supply chain risks (Foerstl et al. 2010). Due to the cost-oriented outsourcing trend
over the past decades, external stakeholders, such as non-governmental organiza-
tions (NGOs) and customers, expect the focal buying firms to assure socially and
ecologically sound production at their supplier ‘sites. Thus, the irresponsible sup-
plier behavior of any kind may be projected to the buying firm, causing adverse
publicity, reputational damage, and costly legal obligations. Thus, firms which
outsource production to suppliers cannot transfer the risk related to unacceptable
environmental and social standards at supplier premises, but must seek active
management of the supply base for sustainability (Foerstl et al. 2010). The concept
of sustainability consists of three dimensions: the protection of the natural envi-
ronment, the maintenance of economic vitality, and observance of specific social
considerations (Porsche et al. 2004). Going thorough literature, it is found that only
few of supplier selection papers until 2008 considered environmental merits in their
selection process (Ho et al. 2010). But, after this green supplier selection has been
received more attention and some researchers considered environmental merits
besides economic ones (Biiyiikozkan and Cif¢i 2011; Aydin Keskin et al. 2010;
Kuo et al. 2010; Humphreys et al. 2003; Hsu and Hu 2009; Mafakheri et al. 2011;
Tseng and Chiu 2013). Also in recent years, social merits as an aspect of sustain-
ability have been received attentions besides economic and environmental aspects
(Bai and Sarkis 2010; Baskaran et al. 2012; Chu and Varma 2012; Amindoust et al.
2012). Therefore, the sustainable supplier selection has been focused in this chapter
and the selection criteria based on the circumstances and situations at hand are
combined from a sustainable point of view into three groups (economic, environ-
mental, and social) for each selection decision in the proposed method.

3 Theoretical Background

This section briefly explains the basic theoretical background on the related the-
ories in the proposed supplier selection method including fuzzy set theory and
fuzzy inference system respectively.
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3.1 Fuzzy Set Theory

Zadeh (1965) introduced fuzzy set theory to cope with the imprecision and uncer-
tainty which is inherent to the human judgments in decision making processes
through the use of linguistic terms and degrees of membership. A fuzzy set is a class
of objects with grades of membership. A normalized membership function is
between zero and one (Zadeh 1965). These grades present the degree of stability with
which special element belongs to a fuzzy set. To express fuzzy sets on the mathe-
matical point of view, consider a set of objects X. The set is explained as follows:

X=x,x,...... , Xn (1)

where, x; is an element in the set X. A membership value (1) expresses the grade of
membership related to each element x; in a fuzzy set A, which shows a combi-
nation as below:

A= Ml(x1)7ﬂ2(x2)a ------ h“n(xﬂ) (2)

In this chapter, fuzzy set theory is applied to consider the decision makers’
preferences in relation to criteria to calculate the weights of them and also in
relation to the suppliers’ performance with respect to these criteria.

3.2 Fuzzy Inference System

Fuzzy inference is the process of formulating the mapping from given input(s) to an
output using fuzzy logic, the mapping then provides a basis from which a decision
can be made. It refers to the computational procedures used for evaluating fuzzy
linguistic descriptions using concepts such as membership functions, fuzzy logic
operators, and if—then rules. Because rule-based reasoning is grounded in qualitative
knowledge representation, there is a need to quantify it and fuzzy logic allows us to
mesh a quantitative approach with qualitative representation (Al-Najjar and Alsyouf
2003). The most common approaches to FIS are Sugeno and Mamdani approaches.
Sugeno approach would be difficult to give a linguistic interpretation of the infor-
mation that is described in the rule base. While, Mamdani approach is typically used
in modeling human expert knowledge (Al-Najjar and Alsyouf 2003). Mamdani in
1974, investigated the feasibility of using the compositional rule of inference
(Mamdani 1974). The Mamdani FIS system has four parts as shown in Fig. 1.

e Fuzzifier: the fuzzy sets of inputs are represented by membership functions to
transfer crisp inputs into fuzzy inputs.

e Rules: the main part of the FIS model is “Rules”. The fuzzy “if-then” rules are
defined on the basis of experts’ knowledge in each area. A fuzzy rule can be
written as “if x; is a; and x, is by, then y is ¢;” so that x; and x, are variables,
y is a solution variable, and a;, by, and c; are fuzzy linguistic terms.
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The crisp inputs
——————————) Fuzzifier

The crisp outputs
—) Defuzzifier —— )

Interface
engine

Fuzzy
rule base

Fig. 1 The Mamdani’s fuzzy inference system

e Interface engine: the fuzzy interface engine takes integrations of the identified
fuzzy sets considering the fuzzy rule and allocates to integrate the related fuzzy
area individually.

e Defuzzifier: transforms the fuzzy output to crisp output. Among the four parts of
FIS, the defuzzification process has the most computational complexity. The
defuzzifier finally identifies a numerical output value.

4 The Preliminaries for the Proposed Method

To design the proposed fuzzy ranking method, some fuzzy concepts must be
considered. So these concepts are discussed in the next sub-sections and finally the
description of the proposed method is presented in three stages and illustrated in
Fig. 2.

4.1 Fuzzy Membership Functions

In the proposed method, the relative importance of the selection criteria and also
the supplier’s performance with respect to the criteria, are implemented on the
basis of decision makers’ opinion. Thus, two membership functions are set out,
one for estimation of the criteria weights and the other for the supplier’s perfor-
mance with respect to the criteria. It is noted that the membership functions are
applied in the triangular form in this proposed method. A triangular fuzzy number
can be shown as w = (al ,a™ a",) where, al, a”, and a" are the lower, medium, and
upper amount of fuzzy number, respectively as seen in Fig. 3 and the triangular
membership function is defined as Eq. (3).

0if x<d

1

i (x—d) ifd <x<a”

am" —a

MW(X) = 1 (3)

ﬁ(x_au)ifamgxgau
a” —a

0if x>a"
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4.1.1 Membership Functions for the Suppliers ‘Performance

In the first stage of the model five fuzzy sets of membership functions are applied
for both inputs and outputs of the FIS systems. The fuzzy sets in the form of
linguistic rating variables include weakly preferred (WP), low moderately pre-
ferred (LMP), moderately preferred (MP), strongly preferred (SP), and extremely
preferred (EP) which developed by MATLAB programming as shown in Fig. 4.

Like the first stage, five fuzzy sets of membership functions for both inputs and
outputs of the FIS systems are considered. In the third stage, five fuzzy sets of
membership functions for inputs which are same the outputs of second stage and
seven fuzzy sets of membership functions for the outputs of the FIS systems are
considered. The output fuzzy sets in the form of linguistic rating variables include
very weakly preferred (VWP), weakly preferred (WP), low moderately preferred
(LMP), moderately preferred (MP), high moderately preferred (HMP), strongly
preferred (SP), and extremely preferred (EP) which developed by MATLAB
programming as shown in Fig. 5.
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4.1.2 Membership Functions for the Weights of Criteria

In the first stage of the proposed method, five fuzzy sets in the form of linguistic
weighting variables which include weak importance (WI), low moderate impor-
tance (LMI), moderate importance (MI), strong importance (SI), and extreme
importance (EI) are utilized to evaluate the relative importance of criteria which
developed by MATLAB programming as shown in Fig. 6.

4.2 Fuzzy Operators

According to the definition of fuzzy numbers, suppose that X and Y are two
triangular fuzzy numbers as,

X = ( l7x’”,x”) 4)
Y= (9" ") (5)

The basic fuzzy operators are applied in the proposed method shown below:

X+Y = +y 2"y 5 +y) (6)

X*xY = (xl*yl,x'”*y’",x“*y”) (7)

4.3 Applied Fuzzy Rules

A set of the fuzzy linguistic rules based on experts’ knowledge are utilized to
implement in the fuzzy ranking method. The rules are adjusted on the preference
of decision makers to have the appropriate ranking for suppliers. Also, the rules are
designed on the basis of averaging concept for each FIS system. The rules for first,
second, and third stages are shown in Tables 1 and 2.
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Table 1 The fuzzy rule base matrix in stagel and stage2

The first input

WP LMP MP SP EP
The second input WP WP WP LMP LMP MP
LMP WP LMP LMP MP MP

MP LMP LMP MP MP Sp

SP LMP MP MP SP SP

EP MP MP SP SP EP

Table 2 The fuzzy rule base matrix in Stage3

The first input

WP LMP MP SP EP
The second input WP VWP WP LMP LMP MP
LMP WP LMP LMP MP HMP
MP LMP LMP MP HMP Sp
Sp LMP MP HMP Sp Sp
EP MP HMP SP SP EP

5 Development of the Supplier Selection Method

In this section, the proposed method is described. Figure 7 shows the framework of
the proposed method step by step. First, the appropriate criteria are identified based
on experts’ knowledge to assess the candidate suppliers. Then, decision makers
evaluate suppliers by proposed modular FIS model. As mentioned in Sect. 2, the
existing criteria are combined into economic, environmental, and social category to
apply in the proposed method. To begin the proposed supplier selection method, the
relative importance of criteria and the supplier’s performance with respect to cri-
teria must be asked from decision makers and prepared through fuzzy set theory to
implement in the proposed method. First, to show the decision makers’ preferences
for suppliers’ performance with respect to criteria, the linguistic variables are used
and converted to fuzzy numbers according to Fig. 4. Suppose that there are n
criteria j =1,2,...g,g+1,.. ,h,h+1,...,n— 1,n), S suppliers (s = 1,2,...5)
and K decision makers. The decision makers’ preferences for each supplier’s
performance with respect to criteria are solicited as,

sps = [Faloyxx  k=1,...K j=12,..¢8¢+1,...0,h+1,...,n—1,n (8)
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Phase 1: Building Database
Step 1: Define the supplier selection criteria in the situation at hand
Step 2: Classify the criteria in the sustainable context
Step 3: Consider two groups of data (criteria’ weights and suppliers’ rate)

Step 4: Collect the data based on experts’ knowledge

v

Phase 2: preparing inputs
Step 5: Identify fuzzy membership functions for criteria’ weights

Step 6: Identify fuzzy membership functions for suppliers’ rates

Step 7: Calculate the inputs for the FIS engines

v

Phase 3: Building and Executing the modular FIS model

Step 8: Categorize the inputs into sustainable groups and determine the FIS engines
Step 9: Design the common fuzzy rules base matrix
Step 10: Execute the modular FIS approach by using MATLAB programming

Step 11: Get the ranking results of suppliers

Fig. 7 The framework of the proposed FIS-based supplier selection method

To aggregate K decision makers’ opinions for each group (economic, envi-
ronmental, and social), the aggregated fuzzy number considering (9) can be
defined as Eq. (10).

R, = (ap,by,c,) p=12,...,q 9)

R = (a,b,c)

st.

q
a:lZap ,bzlsz (10)
9,5
1 q
C—;];Cp

By applying Eq. (10) for every row of the matrix (8) the aggregation is obtained
as shown in (11). For example, the fuzzy numbers 71,7, ..., 71k are aggregated
to Rl 1.
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Table 3 The linguistic terms

e . Linguistic variables Corresponding triangular
for criteria weights fuzzy number
Weak importance (WI) (0.00, 0.167, 0.334)
Low moderate importance (LMI) (0.167, 0.334, 0.50)
Moderate importance (MI) (0.334, 0.50, 0.667)
Strong importance (SI) (0.50, 0. 667, 0.834)
Extreme importance (EI) (0.667, 0.834, 1.00)

In addition, decision makers’ opinions about the importance weight of criteria
are considered to design the proposed method. So, the five linguistic variables are
utilized to show the importance weight of criteria, as shown in Table 3.

7 7 T R
711 712 711( N EH
21 2 x| 21
Tt T(gr1)2 -+ Ttk | = | Rigr1n
Fg+2)1  T(g+2)2 -+ T(g+2)K = R(g+2)l
SPy = [Tk = : : : : : . =R, (11)
Thi Tho : Tk | | _Rm
Pt Taz - Tk | = Rinsn
P T2z - Foe2k | | Risan
. _ _ =
L Tl Y2 rng | Rnl nxl

The decision makers express their preferences about the relative importance of
each criterion in comparison with other criteria (wsc) as shown in (12).

wse = [Wwsculmix k=1,..,K j=12,..g,g+1,...hh+1,...n—1n

(12)

Similar to suppliers’ performance, for aggregating K decision makers’ opinions
for each criterion’s weights (wsc), by applying Eq. (10) for every row of matrix
(12) the aggregation is obtained as shown in (13).
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wse = [Wsci] .

WSCH
WSCo1

WSCg1

WSC(g11)1
WSC(g+2)1

WSChl
WSC(p1)1

WSC(h42)1

WSCp1

wsc 12
WSsz

WSCg2

WSC(g+1)2
WSC(g12)2

Vvschz
WSC(h41)2

WSC(n42)2

WSCp2
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WSCU
WSCy
WSC,

V:VSC(ngl)l
WSC(g+2)1

WSCh

V:VSC(hH)l
WSCia)

wscixk | =
WSCZK =
WSCgk =
WSC(g 1)K
WSC(g+2)K =
=
WSChk :>
WSC(h 1)K N
WSC(ni2)k =
WSCrk =

| WSCiy |

— WSC (13)

where, the decision maker preferences on sub-criteria weights in wsc matrix are
aggregated into WSC for each sub-criterion.

To calculate the input variables (x; X2, .. .Xg—1,Xg, - .

<> Xh—1,Xn; - -

~7xn—laxn) for

the proposed method, the fuzzy aggregated supplier performances (11) are mul-
tiplied by the fuzzy aggregated importance weight of each criterion (13) as shown

in (14).

Xax1 =

VE’SCH >|<1:311
WSCy1 * Ry

_ WSCy * Ry
WSCgrin * Rigan
WSCgi2)1 * Rigio)1

WSCh; * Ry

V:VSC(h+1)1 * 1:?(h+1)1
WSC )1 * Ringo)

WSC(,,)l * Rnl
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Table 4 The linguistic terms for supplier’s performance with respect to sub-criteria of the FIS-
based method in the first and second stages

Linguistic variables Corresponding triangular fuzzy number
Weakly preferred (WP) (0.00, 1.67, 3.34)
Low moderately preferred (LMP) (1.67,3.34, 5.00)
Moderately preferred (MP) (3.34, 5.00, 6.67)
Strongly preferred (SP) (5.00, 6.67, 8.34)
Extremely preferred (EP) (6.67,8.34, 10.0)

Table S The linguistic terms for supplier’s performance with respect to sub-criteria of the FIS-
based method in the third stage

Linguistic variables Corresponding triangular fuzzy number
Very weakly preferred (VWP) (0.00, 12.5, 25)

Weakly preferred (WP) (12.5, 25, 37.5)

Low moderately preferred (LMP) (25, 37.5, 50.0)

Moderately preferred (MP) (37.5, 50.0, 62.5)

High moderately preferred (HMP) (50.0, 62.5, 75.0)

Strongly preferred (SP) (62.5, 75.0, 87.5)

Extremely preferred (EP) (75.0, 87.5, 100.0)

where, X, shows the prepared inputs for the proposed method which obtained
from the multiplication of supplier’s performances with WSC matrix. Then, the
obtained fuzzy numbers are defuzzified to the desired crisp numbers as input
variables for the FIS systems in the first stage.

The first stage is continued and the FIS systems are applied until the number of
FIS systems’ outputs for economic group is equal to two and for both environ-
mental and social groups equal to one (see Fig. 2). So, four inputs including the
two outputs of economic group, the one output of environmental group, and the
one output of social group are considered for two FIS systems in the second stage.
In the first and second stages, five linguistic variables are utilized to show the
decision makers’ preferences for the supplier’s performance with respect to criteria
as shown in Table 4. But, in the third stage, seven membership functions are
applied to show the decision makers’ preferences as shown in Table 5.

This methodology (Fig. 1) must be repeated for each candidate supplier to
obtain its ranking. All of the aforementioned processes are done by applying
MATLAB programming software.

6 Case Study

To show the feasibility of the proposed method, a real-life supplier selection
decision from palm oil industry is solved by it. The necessary data are collected
from a reputed palm oil industry in Malaysia. There are three decision makers in
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Table 6 Decision makers’ opinions on criteria weights

A. Amindoust and A. Saghafinia

Criteria Decision makers

DM1 DM2 DM3
Cost (C) ElI El(4/6, 5/6, 1) SI(3/6, 4/6, 5/6)
Quality (Q) El(4/6, 5/6, 1) SI(3/6, 4/6, 5/6) El(4/6, 5/6, 1)
Delivery (D) SI(3/6, 4/6, 5/6) El(4/6, 5/6, 1) SI(3/6, 4/6, 5/6)

Technology capability (TC)

Biodiversity (B)

Waste management (WM)

Humane capital (HC)

Social responsibility (SR)

SI(3/6, 4/6, 5/6)
SI(3/6, 4/6, 5/6)
EI(4/6, 5/6, 1)

SI(3/6, 4/6, 5/6)
MI(2/6, 3/6, 4/6)

MI(2/6, 3/6, 4/6)
EI(4/6, 5/6, 1)
SI(3/6, 4/6, 5/6)
WI(0, 1/6, 2/6)
SI(3/6, 4/6, 5/6)

WI(0, 1/6, 2/6)
SI(3/6, 4/6, 5/6)
WI(0, 1/6, 2/6)
EI(4/6, 5/6, 1)
MI(2/6, 3/6, 4/6)

Table 7 Decision makers’ opinions with respect to criteria for candidate suppliers

Criteria Suppliers
A B C D E

C DM1: EP MP MP Sp EP
DM2: EP MP MP MP Sp
DM3: EP MP MP EP Sp

Q DM1: EP MP MP WP SP
DM2: EP MP MP MP LMP
DM3: EP MP MP LMP MP

D DM1: EP MP MP MP SP
DM2: EP MP MP EP EP
DM3: EP MP MP Sp Sp

TC DM1: EP MP MP LMP MP
DM2: EP MP MP LMP MP
DM3: EP MP MP LMP MP

B DM1: MP EP MP EP LMP
DM2: MP EP MP SP WP
DM3: MP EP MP Sp MP

WM DM1: MP EP MP MP LMP
DM2: MP EP MP EP LMP
DM3: MP EP MP Sp LMP

HC DM1: MP MP EP WP SP
DM2: MP MP EP WP SP
DM3: MP MP EP WP Sp

SR DM1: MP MP EP MP EP
DM2: MP MP EP WP SP
DM3: MP MP EP LMP EP

the company’s procurement team and five suppliers as candidates. Malaysian palm
oil manufacturing is composed of related parts which produce different kinds of
products for their customers. To derive the vital criteria for supplier selection
process, some meetings were adjusted to have face to face interviews with experts
and staffs of procure activities in palm oil industry. Therefore, eight criteria in
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Table 8 Validation and ranking of the final model
Defuzzification methods Ranking
COA MOM SOM LOM BOA

A 80.3942 75.9001 88.4765 81.7083 78.6044
B 70.428 67.801 82.7952 76.7285 72.6363
C 35.8409 28.3939 55.648 20.4949 34.8666
D
E

Suppliers

45.5439 35 80.356 29.5617 44.1438
66.2524 59.7556 81.4765 73.4905 65.5586

W A N~

three sustainable groups (economic, environmental, and social) including “cost/
price, quality, delivery, technology capability” (economic group), “biodiversity
and waste management” (environmental group) and “human capital and social
responsibility” (social group) were considered to select the suppliers. The
importance weights of criteria and the suppliers’ performance with respect to these
criteria based on purchasing managers’ perceptions must be deducted using the
linguistic terms as mentioned before. This information is presented in Tables 6 and
7. It is worthy to say that the mentioned information must be averaged among three
decision makers according to Eq. (11). So, the aggregate of criteria weights (12)
multiplies to the aggregate of suppliers’ performance (13) as inputs passing into
the FIS engines to have the ranking of each supplier. The proposed method has
been exerted for five suppliers and the ranking results are obtained as shown in
Table 8. The order of five suppliers according to COA method is A, B, E, D, and
C. To show the validity of the proposed method other defuzzification methods
have been applied (Ordoobadi 2009) such as BOA, MOM, SOM, and LOM. As
can be seen from Table 8. The obtained ranking results for all of the suppliers are
same in different defuzzification methods and this can show the robustness of the
proposed method.

7 Conclusion

This chapter introduces a fuzzy ranking method for supplier selection process in
enterprises. The main conclusions of this chapter are as follows:

e A new supplier selection method developed by incorporating the sustainability
issues in the selection process for manufacturing firms and service industries
where the sustainability in terms of economic, environmental, and social aspects
are their significant concern.

e Very often, the same relative importance of criteria is considered in the supplier
selection process. But in practice, based on decision makers’ preference it needs
to be different from one criterion to another. Additionally, decision makers
express their assessments in linguistic term instead of pure numbers normally.
The proposed modular FIS method does not require the exact information from
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the decision makers and the subjectivity of their opinions is kept by applying
fuzzy logic.

e Expanding the number of criteria and suppliers complicates the selection issue.
The proposed method utilizes the Matlab programming as computational soft-
ware with high performance which provides a robust model to solve multi-
criteria decision making problems with any number of suppliers and criteria in
large companies.

Although many attempts have been made for the supplier selection, considering
sustainable issue for this problem remains a challenge. In addition, how to assign
orders to the best suppliers in the proposed method can be a subject for future
research.
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Multi Criteria Supplier Selection Using
Fuzzy PROMETHEE Method

Ozlem Senvar, Giilfem Tuzkaya and Cengiz Kahraman

Abstract The fundamental objective of supply chain management (SCM) is to
integrate various suppliers to satisfy market demand. Supplier evaluation and
selection is very important for establishing an effective supply chain. As a matter
of fact, supplier selection consists of both qualitative and quantitative criteria, so it
is considered as a multi criteria decision making (MCDM) problem. Under
incomplete or uncertain information, the fuzzy set theory allows us make decisions
with approximate reasoning. In order to overcome the uncertainty which is con-
stituted by vague situations in supplier selection, we utilize the “extension of the
PROMETHEE method in a fuzzy environment” (F-PROMETHEE). In this
chapter, multi criteria supplier selection based on a fuzzy PROMETHEE method
with an application to supplier selection decision problem is conducted. The main
advantages of the methodology are the user friendliness coming from the linguistic
evaluations, and the consideration of the vagueness or fuzziness inherent to the
decision making environment. Hence, the method can be an efficient and effective
methodology to be used by decision makers on supply chains. The proposed
methodology can also be applied to any other selection problem.
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1 Introduction

Variation in demands for production enforces outsourcing of activities. Primary
problem in supply chain is control and coordinate activities (Nazeri et al. 2011).
Supply Chain Management (SCM) is a process of organizing the activities from
the customer’s order through final delivery for speed, efficiency, and quality
(Meredith 2007). SCM has an increasing importance in today’s competitive
business world. Companies need to have strong relationships and integrations with
their suppliers for a successful SCM system. They should establish appropriate
relationships with their suppliers in order to achieve their strategic goals. There-
fore, supplier selection is a fundamental step of supply chain management.

Supplier evaluation process allows the selection of suitable suppliers in order to
develop a supply relationship system that can rapidly react to requirements of
market and to innovation dynamics (Esposito and Passaro 2009a, 2009b).
Choosing an appropriate supplier considerably reduces cost, causes to competitive
advantage and increases the level of customer satisfaction (Nazeri et al. 2011).
Moreover, supplier selection has strategic importance in global competition for
companies.

The supplier selection problem consists of the definition of models and methods
to analyze and measure the performance of a set of suppliers, which are also
known as vendors, in order to improve competitiveness. Supplier selection prob-
lem is a multiple criteria decision making (MCDM) problem typically having
conflicting criteria that include both qualitative and quantitative measures.

Bruno et al. (2012) provided the perspective analysis of the articles about the
supplier selection problem with respect to the geographic origin. Considering the
country where the institution of the first author is based, they realized that USA is
the main contributor to the literature with 49 articles, followed by Taiwan with 36
articles, Turkey with 27 articles, China with 21 articles, India with 16 articles, and
Iran with 14 articles. This evidence testifies that the supplier selection problem is a
relevant issue involving academics and practitioners of several countries, more
specifically the Asian ones, where manufacturing is the prominent economic
activity and/or is based on the attraction of investment by large foreign companies.

Ha and Krishnan (2008) classified researches as single models and combined
models. Single models cover Mathematics, Statistics, and Artificial Intelligence.

e Mathematics includes multi criteria decision making methods such as analytic
hierarchy process (AHP), analytic network process (ANP), analytic target cas-
cading (ATC), game theory, data envelopment analysis (DEA), costing, and
grey maths.

e Statistics includes process capability index (PCI), factor analysis, multivariate
statistics, bootstrap, data mining, structural equations, loss functions, survey,
and decision trees.

o Artificial Intelligence includes fuzzy set theory, simulation, expert systems, case
based reasoning (CBR), vector machines, and neural networks.
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Combined models cover Mathematics combined models, Artificial Intelligence
combined models, Hybrid combined models.

e Mathematics combined models include AHP-ANP-Optimization, AHP-ANP +
DEA, AHP-ANP + Grey Maths, DEA + Optimization, and DEA + Costing.

o Artificial Intelligence combined models include case based reasoning
(CBR) + neural networks.

e Hybrid combined models include AHP-ANP + fuzzy set theory, AHP-
ANP + simulation, AHP-ANP + loss function, AHP-ANP + quality function,
costing + fuzzy set theory, DEA + neural networks, neural networks + opti-
mization, fuzzy set theory + cluster analysis, fuzzy set theory + optimization,
and simulation 4 optimization.

Up to now, there are many other investigations and many other publications
about supplier selection have been issued. The contribution of this chapter is to
utilize a method for multi criteria supplier selection problem based on fuzzy
PROMETHEE which overcomes the uncertainty constituted by vague situations.
Therefore, in this chapter, the “extension of the PROMETHEE method in a fuzzy
environment” (F-PROMETHEE) is used for supplier selection problem. The main
advantages of the methodology are user friendliness coming from the linguistic
evaluations, and the consideration of the vagueness or fuzziness inherent to the
decision making environment. Additionally, the utilized technique, which is known
as a fuzzy version of well-known PROMETHEE outranking methodology, sustains
the advantages of PROMETHEE. One of the main advantages of PROMETHEE is
the simplicity of its methodology in comparison to the other outranking techniques.
This is the main reason why this technique is applied to various real life problems
previously. Also, PROMETHEE provides the opportunity of selection the types of
preference functions. This characteristic is unique to the PROMETHEE approach
and gives the opportunity of obtaining more realistic definition for the decision
criteria. Hence, the method can be an efficient and effective methodology to be used
by decision makers on supply chains. Although it is not very common, some
versions of fuzzy PROMETHEE are applied to the supplier selection problem
previously. Chen et al. (2011) used fuzzy PROMETHEE for the outsoursing
decisions of Information Systems. Shirinfar and Haleh (2011) used fuzzy PROM-
ETHEE for the supplier selection and evaluation problem. Gupta et al. (2012) used
fuzzy PROMETHEE to select logistics service providers for cement industry.
Tavakoli et al. (2013) applied fuzzy PROMETHEE in an fuzzy Goal Programming
integrated methodology to evaluate and select suppliers. In this study, we used
SCOR Level 1 performance metrics as evaluation criteria for suppliers and applied
the proposed methodology to a hypothetical example.

To the best of our knowledge, in the literature, other studies using F-PROM-
ETHEE approach can be summarized as follows. Goumas and Lygerou (2000),
Bilsel et al. (2006), Geldermann et al.(2000), Chou et al. (2007), Tuzkaya et al.
(2010), and Ozgen et al. (2011) have used F-PROMETHEE previously.
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The organization of the rest of this chapter is as follows. Section 2 provides a
brief literature review for supplier selection problem. Section 3 presents back-
ground information of PROMETHEE method and Sect. 4 gives brief information
on fuzzy PROMETHEE approach. Section 5 is the application section and in the
final section some concluding remarks and future research directions are given.

2 Supplier Selection Problem

Due to strategic importance of supplier selection process, extensive research has
been done on supplier evaluation and selection. Particularly, more recent resear-
ches reveal that the interest devoted to this topic is increasing. In this section, a
brief literature review about supplier selection problem is provided.

According to Nazeri et al. (2011) supplier selection is one of the most signif-
icant processes of product and service management for many enterprises within
supply chain. Especially, in manufacturing companies the raw materials and
component parts can equal up to 70 % of the product cost. In such circumstances
the purchasing unit can affect in cost reduction. Supplier evaluation is one of the
most fundamental issues of purchasing management. They also emphasize that the
process of supplier selection and evaluation is MCDM, that is, in supplier selection
many criteria may be considered during this process. Therefore, supplier selection
and evaluation is a MCDM problem which includes both tangible and intangible
criteria, some of which may conflict. Fundamentally, supplier selection and
evaluation can be divided into two categories, which are single sourcing and
multiple sourcing. In single sourcing, there are constraints, which are not con-
sidered in the supplier selection process. In other words, all suppliers can satisfy
the buyer’s requirements of demand, quality, delivery, and etc. The buyer only
needs to make one decision, which supplier is the best. On the other hand, in
multiple sourcing, there are some limitations such as supplier’s capacity, quality,
and delivery, which are considered in the supplier selection process. In other
words, no supplier can fulfill the buyer’s total requirements and the buyer needs to
purchase some part of demand from one supplier and the other part of the demand
from another supplier to compensate for the shortage of capacity or low quality of
the first supplier. In these circumstances, buyers need to make two decisions:
which suppliers are the best, and how much should be purchased from each
selected supplier?

Traditional supplier evaluation and selection methods focus on the require-
ments of single enterprises, and fail to consider the entire supply chain. Managing
the links between the suppliers and customers successfully in a supply chain
necessitates their active collaboration. As a result, companies prefer to work
closely with a few suppliers or dependable one supplier in order to achieve and
maintain high supply chain performance. Due to strategic importance of supplier
evaluation and selection process, extensive research is being done to cope with this
MCDM problem. In recent years there has been a great focus on the mathematical
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side of the supplier selection problem. Mathematical methodologies trying to
answer to the complexity of the problem, intrinsically multi-attributed.

Agarwal et al. (2011) review sixty-eight articles from 2000 to 2011 to find out
the most prominent MCDM methodology followed by the researchers for supplier
evaluation and selection. They report the distribution of MCDM methods used in
these articles as follows: Data Envelopment Analysis (DEA): 30 %; mathematical
programming models: 17 %; Analytic Hierarchy Process (AHP): 15 %; Case
Based Reasoning (CBR): 11 %; Analytic Network Process (ANP): 5 %; Fuzzy Set
Theory: 10 %; Simple Multi-Attribute Rating Technique (SMART): 3 %; Genetic
Algorithm (GA): 2 %; and Criteria Based Decision Making Methods such as
ELECTRE (ELimination Et Choix Traduisant la REalité-Elimination and choice
expressing reality) and PROMETHEE (Preference Ranking Organization
METHod for Enrichment Evaluations): 7 %.

De Boer et al. (2001) present a review of decision methods reported in the
literature for supporting the supplier selection process. They define pre-qualifi-
cation as the process of reducing the set of all suppliers to a smaller set of
acceptable suppliers and present categorical methods, DEA, cluster analysis, and
CBR systems as the decision methods for pre-qualification of suitable suppliers.
They present linear weighting models, total cost of ownership models, mathe-
matical programming models, statistical models, and artificial intelligence-based
models as the decision models for making a final choice among suitable suppliers.

Ha and Krishnan (2008) provide a classification of the employed approaches for
dealing with the supplier selection problem. They also show price, quality and
delivery are the three most used attributes.

Based on a literature review of 78 journal articles from 2000 to 2008 on MCDM
approaches for supplier evaluation and selection, Ho et al. (2010) conclude that the
most prevalent individual approach is DEA, whereas the most popular integrated
approach is AHP—GP (Goal Programming); the integrated AHP approaches with
other techniques include bi-negotiation, DEA, DEA and artificial neural network,
GP, grey relational analysis, mixed integer non-linear programming, multi-
objective programming, and fuzzy set theory. They also conclude that the most
popular criterion used for evaluating the performance of suppliers is quality, fol-
lowed by delivery, price/cost, manufacturing capability, service, management,
technology, research and development, finance, flexibility, reputation, relationship,
risk, and safety and environment.

Chen (2011) summarizes important criteria for supplier selection from the lit-
erature as price, delivery, quality, equipment and capability, geographic location,
technical capability, management and organization, industrial reputation, financial
situation, historical performance, maintenance service, service attitude, packing
ability, production control ability, training ability, procedure legality, employment
relations, communication system, mutual negotiation, previous image, business
relations, previous sales, guarantee and compensation. Chen (2011) uses DEA
technique to screen potential suppliers and then TOPSIS method to rank the
candidate suppliers.
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For supplier selection problem various researchers have studied different
MCDM approaches. AHP is one of the most prominent methodologies used to
address the supplier selection problem (Saaty 1980, 1994).

Although, AHP is widely used in many MCDM problems, in the conventional
AHP there are some shortcomings (Ayag and Ozdemir 2006a, b);

1. the AHP method is mainly used in nearly crisp decision applications,

2. the AHP method creates and deals with a very unbalanced scale of judgement,

3. the AHP method does not take into account the uncertainty associated with the
mapping of one’s judgment to a number,

4. ranking of the AHP method is rather imprecise,

5. the subjective judgment, selection and preference of decision-makers have
great influence on the AHP results.

In real life applications, human assessment on the relative importance of
individual customer requirements is always subjective and imprecise. The lin-
guistic terms that people use to express their feelings or judgments are generally
vague. Even though the scale has the advantages of simplicity and ease of use, it
does not take into account the uncertainty associated with the mapping of one’s
perception (or judgment) to a number (Biiyiikozkan et al. 2004).

Based on an extensive literature survey, the most widely preferred methodology
is the combination of AHP with other methodologies, that is, different integrated
AHP approaches are observed to be the most widely used. Bruno et al. (2012)
conclude that AHP-based models are useful in constructing structured and formal-
ized approaches for supplier evaluation and can be used in combination with many
other approaches. For instance, AHP, and its network-based counterpart, ANP
(Saaty 1980) are found to be the most utilized methods. The use of AHP/ANP with
fuzzy set theory is widely accepted for dealing with qualitative evaluation attributes.

Chen et al. (2006) use the fuzzy Technique for Order of Preference by Simi-
larity to Ideal Solution (TOPSIS) method for supplier selection problem.

In this study, the F-PROMETHEE technique is preferred because of the fuzzy
nature of the supplier selection decision problem. In the next consecutive sections,
PROMETHEE and F-PROMETHEE are explained.

3 PROMETHEE (Preference Ranking Organization
METHod for Enrichment Evaluations)

PROMETHEE is the abbreviation of Preference Ranking Organization METHod
for Enrichment Evaluations, which is an outranking method that initial references
are prepared by Brans et al. (1984, 1986); Brans and Vincle (1985).

In PROMETHEE method, different preference functions can be defined for
criteria (Dagdeviren 2008). It is a ranking method which is quite simple in con-
ception and application compared to other methods for MCDM. It is well adapted
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to the problems where a finite set of alternatives are to be ranked according to
several, sometimes conflicting criteria (Bilsel et al. 2006; Albadvi et al. 2007;
Tuzkaya et al. 2010).

Ulengin et al. (2001) listed the advantages of PROMETHEE as follows:

. PROMETHEE is a user friendly outranking method,

. It has been successfully applied to real life planning problems

3. Both PROMETHEE I and PROMETHEE 1I allow both partial and total ranking
of the alternatives while still satisfying simplicity.

o =

The evaluation is the starting point of PROMETHEE method. In this phase,
alternatives are evaluated with respect to different criteria. These evaluations
involve essentially numerical data. Macharis et al. (2004) stated that the imple-
mentation of PROMETHEE requires two additional types of information, which
are as follows:

e Information on the relative importance (i.e. the weights) of the criteria
considered,

e Information on the decision-makers’ preference function, which he/she uses
when comparing the contribution of the alternatives in terms of each separate
criterion.

The basic steps of the PROMETHEE algorithm can be outlined as follows
(Geldermann et al. 2000; Brans et al. 1986):

Step 1. Spesify a generalized preference function pj(d) for each criterion j.

Step 2. Define a vector containing the weights, which are a measure for the relative
importance of each criterion, wr = [wy,...,w;]. If all the criteria are of the same
importance in the opinion of the decision maker, all weights can be taken as being
equal. The normalization of the weights, Z,’;l wi = 1, is not necessarily required.

Step 3. Define for all the alternatives a,, a» € A the outranking relation 7:

AxA—[0,1]

n(a;,ay) = Zwk.(]?k(ﬁ((a,)—ﬁ((aﬂ)) W
k=1

The preference index n(a;,ay) is a measure for the intensity of preference of the
decision maker for an alternative at in comparison with an alternative a, for
the simultaneous consideration of all criteria. It is basically a weighted average of the
preference functions p,(d) and can be represented as a valued outranking graph.

Step 4. As a measure for the strength of alternatives a, € A, the leaving flow is
calculated:

OF(a) =—. Y nla, ay) (2)
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The leaving flow is the sum of the values of the arcs which leave node at and
therefore yields a measure of the “outranking character” of at.

Step 5. As a measure for the weakness of the alternatives a, € A, the entering
flow is calculated, measuring the “outranked character” of at (analogously to the
leaving flow):

. 1 -
O (a) =—. Y nlar, a) (3)
=1
tt’;ﬁt
Step 6. A graphical evaluation of the outranking relation is derived: Basically,
the higher the leaving flow and the lower the entering flow, the better the action.
This result is graphically represented by a partial preorder (PROMETHEE I) or a
complete preorder (PROMETHEE II).
In PROMETHEE I, alternative at is preferred to alternative at’ (atPat’) at least
one of the elements of Eq. (4) is satisfied (Dagdeviren 2008):

a;Pay if : @ (a,) > ®*(ay) and ® (a;)< ® (ay) or
®"(a,) > ®"(ay) and O (a;) = © (ay) or (4)
O (a;) = O (ay) and O (a,) < © (ay)
PROMETHEE I evaluation allows indifference and incomparability situations.
Therefore sometimes partial rankings can be obtained. In the indifference situation

(aday), two alternatives a, and ay have the same leaving and entering flows
(Dagdeviren 2008):

alay if : @ (a,) = O (ay) and O (a,) = © (ay) (5)

Two alternatives are considered incomparable, a,Ra,, if alternative at is better
than alternative a, in terms of leaving flow, while the entering flows indicate the
reverse (Dagdeviren 2008):

a;Ray if : ®"(a;) > @ (ay) and ® (a;) > ® (ay) or
O (a,)< @ (ay) and O (a,)< © (ay) (6)

Via PROMETHE II, the complete ranking can be obtained. For the complete
ranking calculations, net flow values of alternatives can be calculated as Eq. (7).
Here, if alternative a,’s net flow is bigger that alternative a,’s net flow, this
indicates that, alternative at outranks alternative at’.

" (a,) =@ (a) — O (ar) ()

Note that, the preference function types mentioned in Step 1 is not given in that
study. Details of them can be seen in Tuzkaya et al. (2010) and Ozgen et al.
(2011).
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4 Fuzzy PROMETHEE (F-PROMETHEE)

In the literature, there are a few studies with respect to the fuzzy PROMETHEE
(F-PROMETHEE) approach. Goumas and Lygerou (2000), Bilsel et al. (2006),
Geldermann et al.(2000), Chou et al. (2007), Tuzkaya et al. (2010), and Ozgen
et al. (2011) have used F-PROMETHEE previously.

In the F-PROMETHEE, the main problem arises in comparing two fuzzy numbers
and the index, which corresponds to a weighted average of the fuzzy numbers,
proposed from Yager (1981) is found a useful way to compare fuzzy numbers. It is
determined by the center of weight of the surface representing its membership
function (Goumas and Lygerou 2000; Bilsel et al. 2006). Based on the Yager’s index,
a triangular fuzzy number’s magnitude is the value corresponding to the center of the
triangle and can be expressed as in Eq. (8). The representation of a TFN here,
F = (n,a,b), is a different version of the representation used in Fig. 1 and Table 1.
This is equivalent to the previous representation by F = (n—a,n,n+b). The
following fuzzy PROMETHEE formulas are based on the representation of TFN as
(n, a, b).

F=m—ann+b)=0Bn—a+b)/3 (8)

In this study, PROMETHEE'’s linear preference function with indifference and
strict preference is preferred for each criterion by (Decision Maker Team) DMT.
In this preference function, two thresholds, ¢ and p are needed to be determined.
When using the fuzzy numbers in PROMETHEE, the evaluation function can be
converted to Eq. (9). As mentioned in the Sect. 3, details of preference functions
can be seen in Tuzkaya et al. (2010) and Ozgen et al. (2011).

0, if n —a < gq (indifference)
Pi(as,ap) = { M4D4 - if g < (n—a) and (n+b) <p 9)
1, if n+ b > p (strict preference)

In Eq. (9), q and p values are crisp numbers and the membership functions of
the fuzzy number, C(a, a,)) = (n,a,b), is adjusted accordingly so thatn — a >= 0
and n + b <= 1. In the if-statement in Eq. (9), (n,a,b) is a TEN which represents
the differences between a, and a,.. The magnitude of (n,a,b) is calculated by using
Yager Index (Eq. 8).

Similarly to the PROMETHEE approach, the leaving flow, the entering flow
and the net flow notions are valid in the case of F-PROMETHEE (Bilsel et al.
2006). Outside of the abovementioned differences, F-PROMETHEE utilizes from
the PROMETHEE’s application steps.

In the F-PROMETHEE phase, the DMT is asked to evaluate alternatives
considering each criterion. For this evaluation stage, the used linguistic scale for
relative importance is given in Fig. 1 and the definitions are given in Table 1.
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Fig. 1 Linguistic scale for prit
evaluation (Bilsel et al. 2006)

0.00 0.15 0.30 0.50 0.65 0.80 1.00

Table 1 Linguistic scale for

. ; Linguistic scale for evaluation Triangular fuzzy scale
importance (Bilsel et al.

2006) Strongly disagree (SDA) (0, 0, 0.15)
Disagree (DA) (0, 0.15, 0.30)
Little disagree (LDA) (0.15, 0.30, 0.50)
No comment (NC) (0.30, 0.50, 0.65)
Little agree (LA) (0.50, 0.65, 0.80)
Agree (A) (0.65, 0.80, 1)
Strongly agree (SA) (0.80, 1, 1)

5 An Application

In this study, a hypothetical example for supplier evaluation problem is performed.
SCOR Level 1 performance metrics are utilized as the evaluation criteria (Supply
Chain Operations Reference (SCOR) Model, Overview-Version 10.0 2013) which
is presented as follows: Reliability (C;), Responsiveness (C,), Agility (C3), Costs
(Cy4), Assets (Cs). For this application, a weight of each criterion is assumed to be
equal and 0.20 each. Also, types of the criteria are determined as level criteria
type. The values of ¢ and p are determines as 0 and 0.6, respectively.

Four suppliers (S;, S,, S3 S, are evaluated using the determined evaluation
criteria. Table 2 shows the supplier evaluations for each criterion. For the evalu-
ation process, linguistic preferences given in Table 1 is used.

Then the linguistic supplier evaluations are converted to triangular fuzzy
numbers using the scale given in Table 1 and presented as in Table 3.

Then using the criteria evaluations in Table 3, respective Yager Index values
are calculated with Eq. (8). Then Egs. (4-6) are used to obtain preference, strict
preference and indifference relations between each pair of suppliers and Table 4 is
obtained with the respective positive, negative and net flow values of suppliers.
Net flow values are calculated using Eq. (7).

Since “positive flow value of S, is greater than positive flow value of S;” and
“negative flow value of S, is smaller than the negative flow value of §;”, it can be
concluded that S, outranks ;. Similar, analyses are realized for all other suppliers.
As a result, considering the PROMETHEE I outranking conditions, S; outranks S,
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Table 2 Supplier evaluation results for SCOR level 1 performance metrics

C; C; Cs Cy Cs
S, DA SDA LDA DA NC
S, LA NC LDA LDA NC
S NC LA NC A A
S4 SA SA LA A LA
Table 3 Supplier evaluations using triangular fuzzy numbers

C; C Cs
S 0.00 0.15 0.30 0.00 0.00 0.15 0.15 0.30 0.50
S5 0.50 0.65 0.80 0.30 0.50 0.65 0.15 0.30 0.50
S3 0.30 0.50 0.65 0.50 0.65 0.80 0.30 0.50 0.65
S4 0.80 1.00 1.00 0.80 1.00 1.00 0.50 0.65 0.80
C4 C5
S 0.00 0.15 0.30 0.30 0.50 0.65
S5 0.15 0.30 0.50 0.30 0.50 0.65
S3 0.65 0.80 1.00 0.65 0.80 1.00
S4 0.65 0.80 1.00 0.50 0.65 0.80
Table 4 Negative, positive and net flow values of suppliers
Sy S S3 S4 Q" Q™
S 0.00 0.00 0.00 0.00 0.00 —1.60
S5 0.40 0.00 0.00 0.00 0.40 —-0.20
S3 0.60 0.20 0.00 0.00 0.80 0.40
S4 0.60 0.40 0.40 0.00 1.40 1.40
Q— 1.60 0.60 0.40 0.00
Sy | N
0"™'=1.40 ,| I 0"=-0.20 oy
— : S3 T S
0"=0.40 0"'=-1.60

Fig. 2 PROMETHEE 1I complete ranking results

and S;, S, outranks S3, S, and S;. There are no indifference relations between any
pair of suppliers. PROMETHEE 1I calculations give same result as can be
expected. Net flow values of suppliers shows that S, outranks S, S3 outranks S5, S»
outranks §;. Figure 2 illustrates the results of PROMETHEE II which gives the
complete rankings.
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6 Conclusion

In order to enhance quality and competitiveness levels, outsourcing is inevitable.
Selection of the appropriate suppliers is a critical success factor for any out-
sourcing decision. Traditional supplier evaluation and selection methods focus on
the requirements of single enterprises, and fail to consider the entire supply chain.
Managing the links between the suppliers and customers successfully in a supply
chain necessitates their active collaboration. As a result, companies prefer to work
closely with a few suppliers or dependable one supplier in order to achieve and
maintain high supply chain performance. Due to strategic importance of supplier
evaluation and selection process, extensive research has been made to cope with
this MCDM problem.

This study uses a fuzzy PROMETHEE method for a supplier selection problem.
The objective is to select the most suitable supplier. The main advantages of the
methodology are the user friendliness coming from the linguistic evaluations, and
the consideration of the vagueness or fuzziness inherent to the decision making
environment. Hence, the method can be an efficient and effective methodology to
be used by decision makers on supply chains. The proposed methodology can also
be applied to any other selection problem.

For the future researches the proposed methodology can also be easily imple-
mented to other types of selection problems in the other application areas, more
specifically in manufacturing and service sectors.
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Fuzzy-AHP Approach to Improve
Effectiveness of Supply Chain
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Abstract The supply chain is an important element for the development of all
industries. It can improve efficiency and effectiveness of product transfer and
information sharing between complex hierarchies of all the tiers. Supplier selec-
tion is an important step in the supply chain design. In many existing decision
models for supplier selection, only quantitative criteria are considered. However,
supplier selection is a multi-objective problem containing quantitative as well as
qualitative factors. It is difficult to map human perception to particular number or a
ratio due to vagueness in the decision making process. Fuzzy Analytic Hierarchy
Process (FAHP) therefore helps the decision makers to deal with imprecision and
subjectiveness in pair-wise comparison process. This study aims to provide a
systematic approach towards the application of FAHP to supplier selection
problem. FAHP is applied to find the importance degree of each criterion as the
measurable indices of the supplier. From an extensive analysis of the results, it is
observed that selection of an appropriate supplier would result in improving
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effectiveness of supply chain. Thus, the overall rank ordering of alternatives as
identified by fuzzy AHP seems reasonable and consistent with managerial pref-
erences and judgments.

Keywords Supply chain - AHP - Fuzzy AHP - Alpha cut - Fuzzy set theory -
Vendor selection

1 Introduction

The development of economy of any country is supported by growth of its man-
ufacturing industries. Currently, the manufacturing industries are passing through
a phase of very tough competition. The economic environment is becoming harsh.
In order to survive, every industry has to strive to improve productivity in all
spheres of activity. What is required is to devise new ways of improving manu-
facturing performance by optimally utilizing the resources. At present, industries
tend to focus only on their core business and resort more and more to outsourcing
several of their production functions than in the recent past. In turn, this practice
has created larger and more complex supply chains. The successful management
of these chains is one of the cornerstones for companies to stay competitive.
Supply chain is a strategy which integrates marketing, planning, production,
purchasing and finance etc., these functions creating a general plan for the orga-
nization, which satisfies the service policy, maintaining the lowest possible cost
level due the incredible competition environment that they are exposed to.

A supply chain is a network of departments, which are involved in the man-
ufacturing of a product from the procurement of raw materials to the distribution
of the final products to the customer. Purchasing commands a significant position
in most organization since purchased parts, components, and supplies typically
represent 40—60 of the sales of its end products (Ballow 1999; Noorul and Hannan
2006). This means that relatively small cost reductions gained in the acquisition of
materials can have a greater impact on profits than equal improvements in other
cost-sales areas of the organization.

The purchasing function has gained great importance in the supply chain
management due to factors such as globalization, increased value added in supply,
and accelerated technological change. Purchasing involves buying the raw mate-
rials, supplies, and components for the organization. The activities associated with
it include selecting and qualifying vendor, rating vendor performance, negotiating
contracts, comparing price, quality and service, sourcing goods and service, timing
purchases, selling terms of sale, evaluating the value received, predicting price,
service, and sometimes demand changes, specifying the form in which goods are
to be received, etc. The key and perhaps the most important process of the pur-
chasing function is the efficient selection of vendors, because it brings significant
savings for the organization. The objective of the vendor selection process is to
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reduce risk and maximize the total value for the buyer, and it involves considering
a series of strategic variables. Some authors have identified several criteria for
vendor selection, such as the net price, quality, delivery, historical supplier per-
formance, capacity, flexibility, service, communication systems and geographic
location (Dickson 1966; Dempsey 1978; Weber et al. 1991; Noorul and Kannan
2006; Sarode et al. 2008). These criteria are key issues in the supplier assessment
process since it measures the performance of the suppliers.

The paper present a total ten criteria and seventy-one sub-criteria for evaluating
the vendor selection for the automobile manufacturing industries located at the
western part of India using the analytical hierarchy process (AHP) and the model is
verified with the fuzzy AHP and o-cut-based method.

2 Literature Review

Timmerman (1986) proposed linear weighting models in which suppliers are rated
on several criteria and in which these ratings are combined into a single score.
These models include the categorical, the weighted point and the analytical
hierarchical process (Nydick and Hill 1992). The major limitation of this approach
is that it is difficult to effectively take qualitative evaluation criteria into consid-
eration. Total cost approaches attempt to quantify all costs related to the selection
of a vendor in monetary units by including cost ratio (Timmerman 1986) and total
cost of ownership (Ellram 1995).

Petroni and Braglia (2000), discussed the principle component analysis (PCA)
method which is multi-objective approach to vendor selection that attempts to
provide a useful decision support system for purchasing manager faced with
multiple vendors and trade-offs such as price, delivery, reliability, and product
quality. The major limitation of this approach is that it requires the knowledge of
advanced statistical technique.

Wei et al. (1997), discussed neural network for the supplier selection that saves
a lot of time and money for system development comparing to conventional
models for decision support system. The supplier-selecting system includes two
functions: one is the function measuring and evaluating performance of purchasing
(quality, quantity, timing, price, and costs) and storing the evaluation in a database
to provide data sources to neural network. The other is the function using the
neural network method saves money and time of system development.

Dickson (1966), reported 23 different criteria for vendor’s evaluation. Of these
criteria, the cost, quality and delivery times are among the most important per-
formance measures in the selection of vendors approaching the vendor selection
problem mainly from three perspectives; conceptual, empirical, and mathematical
(Talluri and Narasimhan 2003).

Chan (2003), reported seven performance measures as the key elements of
vendor selection including the cost, resource utilization, quality, flexibility,
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visibility, trust and innovativeness. Sarode et al. (2008) presented twelve measures
which includes qualitative and quantitative type-quality, visibility, flexibility and
responsiveness, resource utilization, cost, asset, technological capability, service
and time to market apart from these twelve measure total fifty-eight items/vari-
ables identified. Noorul and Hannan (2006), identified seven performance mea-
sures- quality, delivery, production capability, service, engineering/technical
capabilities, business structure and price and their thirty-two sub factors for the
vendor selection.

Weber et al. (1991), presented a comprehensive review of the literature pro-
viding the most important criteria in the choice of suppliers. According to
investigation, price is the most important factor in the selection process followed
by lead time and quality factors. Patton (1996 sampled 1500 buyers to identify the
effects of human judgment models on vendor selection. His findings suggest that it
is not as much the difference in attributes between vendors that affect the outcome,
but it is the type of human model used that lead to the variance in the selection of
vendors. Stanley and Wisner (2001) collected data from 118 executives to study
the outcome of previous research concepts. One of the important results of their
study suggests that greater emphasis should be given to strategic activities in the
process of suppliers’ selection. Verma and Pullman (1998), proposed the supplier
selection process using the two methods namely Likert scale set of questions and a
discrete choice analysis (DCA) experiment. According to them quality is an
important factor to select the most suitable suppliers. Lambert et al. (1998),
described a method for evaluating and comparing several suppliers. A rating factor
is assigned to each supplier followed by a weight to determine the importance of
each factor. To make the comparison feasible, a weighted composite measure is
developed by multiplying the rating factor by the weight. However, how to assign
the weights has not been clearly described in the approach.

Mikhailov (2003), proposed a new approach for deriving priorities from fuzzy
pairwise judgments based on a—cuts decomposition of the fuzzy judgments into a
serious interval comparisons. Sheu (2004), proposed a methodology in the research
that would stimulate research in the related fields of global logistics, and may help
to address issues regarding the uncertainty and complexity of global logistics
operations. Chan and Chung (2004), developed a multi-criteria genetic optimiza-
tion for solving distribution network problems in supply chain management. In this
work they combine analytic hierarchy processes with genetic algorithms to capture
the capability of multi-criterion decision-making which will reduce the compu-
tation time. Vaidya and Kumar (2004), presented a literature review of the
applications of the analytic hierarchy process (AHP) and also provided the various
application area where the AHP is used as a multiple criteria decision-making tool.
Handeld et al. (2002), integrated environment issues in supplier assessment
decisions with the help of AHP.

Vanegas and Labib (2001), proposed a method to determine the weights from
the AHP into fuzzy numbers using the concept of a “fuzzy line segment”. Tam
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level 1 | SELECT BEST VENDOR |
level 2
| ary | | csT | | DLY | | SER l | CAP | | FNR | | HUM | | TEC | | INO | | OTH |
level 3
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Fig. 1 Hierarchy for selection of best vendor

and Tummala (2001), discussed the vendor selection for the telecommunication
systems and based on the proposed model the time taken to select the vendor has
been reduced. Kahraman et al. (2004), provided comparison of catering service
companies using fuzzy AHP to select best catering firm providing the highest
customer satisfaction. van Laarhoven and Pedrycz (1983), presented a fuzzy
method for choosing number of alternatives under conflicting decision criteria.
Yang et al. (2008), proposed a vendor selection by integrating fuzzy MCDM
techniques with independent and interdependent relationships using triangular
fuzzy numbers to express the subjective preferences of evaluators. Lee et al.
(2006) developed a web-based decision making tool that utilized fuzzy analytic
hierarchy process (AHP) methodology and fuzzy set theory to solve complicated
decision making problem.

Based on the above literature, most of the researchers have considered mostly
four to five main factors (quality, service, price and delivery) and about 8-32 sub
factors for selection of vendors. This study describes ten main factors and 71 sub
factors for the vendor selection as shown in Fig. 1 and Table 1.
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Table 1 Attributes and sub attributes for the vendor selection

Attributes Abbr Attributes Abbr
Quality QTY Training resources TRN
Conformance to your CSP  Flexibility and responsiveness FNR
specifications
Percentage of Rejections PRJ  Procedural compliance PRC
Condition of machinery CMC Vendor response time VRT
Certification like ISO CER Production flexibility PFX
Adherence to TQM concepts TQM Flexibility to design changes FDC
Quality of after sales service QAS Customized services CSR
Billing flexibility BFX Human factors HUM
No. of detected deficient and DDR Attainment of quality assurance such as TCS
reworked material certificates
Reliability in maintaining quality QRL Experience of vendors EXV
standards
Process capability PCP Long term relationship LTR
Cost CST Trust TRT
Net price of product NET Attitude ATT
Terms of payment TRM Courtesy CTY
Costs due to defects DEF Labour relations record LRR
Transportation cost TRA Cultural compatibility CCT
Additional taxes levied vendor’s ~ADT Image of vendor Iov
state
Price escalation criteria PEC Professionalism of sales person PSP
Bulk quantity cost BQC Moral/legal issues MLI
Rate of discount ROD Technology TEC
Currency conversion rates CCR Strong R&D RND
Delivery Reliability DLY Technical support given TSP
Product lead time PLT Design involvement DIN
Compatibility with your systems ERP Email, video conferencing and other COM
like ERP communication facilities
Fill rate FIL  Past delivery performance PDP
Perfect order fulfilment POF  Operating controls OPC
Service SER Innovation INO
Warranty and claim policies WCP Launch of better product LBP
Repair turnaround time RTT Use of new technology NTH
Ease of contact EOC Other factors OTH
Modification support MOD Reputation and position in industry REP
Repair quality RPQ Desire for business DES

(continued)
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Table 1 (continued)

Attributes Abbr Attributes Abbr
Capacity CAP Development potential DEV
Management and organization MAO Amount of past business APB
Manufacturing resources MFR Geographic location GEO
Storage resources STR  General economic outlook GEN
Logistics resources LOG Environment protection ENV
Human resources HMR Credit rating CRD
Financial resources FNR  Supply variety SUP
Technical capability TCP Appearance of product APP
Packaging capability PAK

3 Problem Description

The company chosen for the study plans to build a supply chain for its automobile
manufacturing product. Raw materials or components are planned to be outsourced
to vendors. The question arisen is which vendor is to be selected for each raw
material or component. The attributes and sub-attributes have to be most prevalent
and important in the vendor selection process. Choosing the possible criteria for
the vendor selection involves a decision making team which includes experts from
the industry side (purchasing manager, purchasing director, sales manager, product
manager, quality manager and production manager). The attributes and sub attri-
butes involved in the vendor selection have been chosen by conducting a survey. A
questionnaire consisting of various factors was designed for the survey. The
respondents for the survey are selected randomly from different functional areas
that are directly involved with the materials supplied by the vendors. Based on the
survey, the major attributes and sub-attributes involved in the vendor selection are
given in Table 1. The Hierarchy for selection of vendor in supply chain is shown
in Fig. 1.

4 Methodology
4.1 Analytical Hierarchy Process

The analytical hierarchy process is a decision approach designed to aid in the
solution of complex multiple criteria problems in a number of application
domains. This method has been found to be an effective and practical that can
consider complex and unstructured decisions. The analytical hierarchy process
(AHP) is proposed in the research in order to handle both tangible and intangible
factors and sub-factors affecting vendor selection decisions. The selection of the
methodology is based on the characteristics of the problem and the consideration



42 A. Jinturkar et al.

Table 2 Saaty’s fundamental scale (Saaty 2000)

Preference  Definition Explanation

weights

1 Equally preferred Two activities contribute equally to the objective

3 Moderately Experience and judgment slightly favor one activity over
another

5 Strongly Experience and judgment strongly or essentially favor one
activity over another

7 Very strongly An activity is strongly favored over another and its
dominance demonstrated in practice

9 Extremely The evidence favoring one activity over another is of the
highest degree possible of affirmation

2,4,6,8 Intermediate values Used to represent compromise between the preferences

listed above
Reciprocals Reciprocals for inverse
comparison

of the advantages and drawbacks of other methodologies. The decision maker
judges the importance of each criterion in pairwise comparisons. The outcome of
AHP is a prioritized ranking or weighing of each decision alternative (Table 2).
The research in this paper focused on formulating an AHP and fuzzy AHP-based
models to select a best vendor for the automobile (manufacturing) industry.

The maximum Eigen value (4Amax) is an important validating parameter in AHP
(Saaty 2003). It is used as a reference index to screen information by calculating
the consistency ratio (CR) of the estimated vector in order to validate whether the
pair-wise comparison matrix provides a completely consistent evaluation. A
measure of how far a matrix is from consistency is performed by consistency ratio.
The consistency ratio is calculated as per the following steps:

1. Calculate the eigenvector or the relative weights and Amax for each matrix of
order n.
2. Compute the consistency index (CI) for each matrix of order n by the formulae:

CI = (Mmax —n)/(n—1) (1)
where, n is the number of criteria.

3. The consistency ratio is then calculated using the formulae:

CR = CI/RI (2)

where, RI is random consistency index obtained from a large number of simulation
runs and varies with the order of the matrix. Table 3 shows the value of the
random consistency index (RI) for matrices of order 1-10 obtained by random
indices using a sample size of 500.

The acceptable CR range varies according to the size of the matrix, i.e., 0.05 for
a 3 by 3 matrix, 0.08 for a 4 by 4 matrix and 0.1 for all larger matrices, n > 5. If
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Table 3 Average random index (RI) based on matrix size (Saaty 2000)
N 1 2 3 4 5 6 7 8 9 10
RCI 0 0 0.052 0.89 1.11 1.25 1.35 1.40 1.45 1.49

Table 4 Pairwise comparison matrix for the major criteria at level II
QTY CST DLY SER CAP FNR HUM TEC INO OTH C.R.

QTY 1 3 2 2 3 4 5 5 5 6 0.058
CST 1/3 1 1 1 2 1 3 3 4 4

DLY 112 1 1 1 3 3 4 4 4 5

SER 172 1 1 1 3 1 3 6 6 5

CAP 1/3 172 173 173 1 2 3 3 3 3

FNR 1/4 1 173 1 172 1 2 1 2 1

HUM 1/5 1/3 1/4 1/3 173 172 1 172 172 173

TEC 1/5 173 1/4 1/6 173 1 2 1 1 172

INO 1/5 1/4 1/4 1/6 173 172 2 1 1 172

OTH 1/6 1/4 1/5 1/5 173 1 3 2 2 1

the value of CR is equal to, or less than that value, it implies that the evaluation
within the matrix is acceptable or indicates a good level of consistency in the
comparative judgments represented in that matrix (Table 4). In contrast, if CR is
more than the acceptable value, inconsistencies of judgments within that matrix
occur and the evaluation process should be reviewed, reconsidered, and improved.
The comparative judgments should be reconsidered with respect to the issues
raised in the section of grouping related elements together under a more general
topic. An acceptable consistency property helps to ensure decision-maker reli-
ability in determining the priorities of a set of criteria.

Saaty (2000) believed that some uncertainty is lying in the nature of AHP
method. Buckley (1985) also raised questions about certainty of the comparison
ratios used in the AHP. He considered a situation in which the decision-maker can
express feelings of uncertainty while ranking or comparing different alternatives or
criteria. The method used to take uncertainties into account by using fuzzy
numbers instead of crisp numbers in order to compare the importance between the
alternatives or criteria. AHP is criticized for its inability to deal with uncertainty
and imprecision of the decision maker’s perceptions (Deng 1999). The major
drawback of AHP is that it fails to address the uncertainty in expressing the
preferences during pairwise comparison (PC). The inability of the AHP to address
imprecision and uncertainty paved the way for the incorporation of fuzzy logic into
the AHP (Deng 1999).
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4.2 Fuzzy AHP

Though the purpose of AHP is to capture the expert’s knowledge, the conventional
AHP still cannot reflect the human style of thinking (Kahraman et al. 2004). Fuzzy
AHP is a fuzzy extension of AHP, developed to solve the hierarchical fuzzy
problems. “Fuzzy AHP” is a term used to incorporate a wide range of techniques,
all of which require the initial fuzzification of a pairwise comparison matrix. The
benefit of extending crisp theory and analysis methods to fuzzy techniques is the
strength in solving real world problems, which inevitably entail some degree of
imprecision and noise in the variables and parameters measured and processed for
application. Accordingly, linguistic variables are a critical aspect of some fuzzy
logic applications, where general terms such as “large”, “medium” and “small”
are used to capture a range of numerical values. A framework of a fuzzy AHP
technique is proposed by Chang (1996) and later used by Kahraman et al. (2004).

Fuzzy set theory was introduced by Zadeh in 1965 to solve problems involving
the absence of sharply defined criteria (Zadeh 1965). Many decision making
problems are too complex to be understood quantitatively; however people suc-
ceed by using knowledge that is imprecise rather than precise. Fuzzy set theory
resembles human reasoning in its use of approximate information and uncertainty
to generate decisions. It is designed to mathematically represent uncertainty and
vagueness that is intrinsic to many problems. Since knowledge can be represented
in a more natural way using fuzzy sets, many engineering and decision problems
can be greatly simplified. This theory implements classes or groupings of data with
boundaries that are not sharply defined (fuzzy). Fuzzy set theory encompasses
fuzzy logic, fuzzy arithmetic, fuzzy mathematical programming, fuzzy topology,
fuzzy graph theory and fuzzy data analysis, though the term fuzzy logic is often
used to describe all of these (Kahraman et al. 2004).

van Laarhoven and Pedrycz (1983) presented triangular fuzzy numbers while
presenting a fuzzy extension of Saaty’s priority theory. A triangular fuzzy number
can be denoted as M = (I, m, u), its membership function pM(x): R — [0, 1]
(Fig. 2) is equal to:

ﬁx — ﬁ, x € [l,m]
:um(x) = ml_ux - ml—u7 X e [m7 M] (3)
0 otherwise

The fuzzy AHP method presented involves a complex process of comparison
and ranking of fuzzy utilities and according to (Deng 1999) may produce unreli-
able results. To avoid fuzzy number comparison, the alpha cut technique to
transform the fuzzy performance matrix into an interval matrix can be considered.
The a-cut incorporates the decision maker’s attitude towards risk. The value of «
(0 < a < 1) represents the decision maker’s degree of confidence in assessment
regarding criteria weights and alternative ratings. Larger o value indicates a
confident decision maker. The optimism index, 4 (0 < 4 < 1) is used incorporating
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Fig. 2 The membership Rulx)
function of the triangular ) b e om ome oms oM W v w
fuzzy numbers
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the decision maker’s attitude towards risk and also to obtain the crisp performance
matrix. Figure 3 shows the general steps involved in implementing the alpha cut
technique.

Lambda function, which represents the attitude of the decision maker, converts
the left and right alpha cut values into crisp values. The attitude of the decision
maker may be optimistic, moderate or pessimistic. Decision maker with optimistic
attitude will take the maximum values of the range: a moderate person will take
the medium value and a pessimistic person will take the minimum value of the
range. Here, the concept of optimism index, 4, is introduced to obtain the crisp
output. Finally, the crisp values need to be normalized, because the elements of the
PCM do not have the same scale. It is important to note that elements can be
compared if they have uniform scale.

et = [ x (middle fuzzy — left fuzzy)] + left fuzzy (4)
Orighe = right fuzzy — [o x (right fuzzy — middle fuzzy)] (5)
Crispvalue = L X Oight + [(1 — A) X Oet] (6)

5 Application of AHP Models

In this section, a conceptual approach for structuring the selection of the best
vendor using the AHP is introduced and the AHP decision is compared with fuzzy
AHP, and fuzzy AHP with alpha cut. The above models were chosen as they can
easily handle both tangible and intangible criteria (Tahriri et al. 2008; Hou et al.
2003). The model may be regarded as a feasible way for visualizing any vendor
selection decision problem systematically. This decision-maker can apply this
framework to structure their particular problem in selecting the best vendor for
their choices in many circumstances.

Company chosen for this research study is a famous car manufacturing industry
located in the western part of India. The annual turnover of the company is
approximately 55 billion rupees. The overall workforce is of 3500 employees,
including 800 officers. The company planned to improve the quality of the product
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Define the unstructured problem and state the objectives and outcomes

v

Break down the problem into small number of constituent elements ]

v
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v
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v
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v
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v
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v
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)
\——/

P

[ Crisp values normalization ]

Fig. 3 Fuzzy AHP with Alpha cut and Lambda function flowchart

and to purchase the quality raw material at low cost and at a short duration of time.
Instead of purchasing the material from the single vendor, three alternative ven-
dors, namely vendor 1, vendor 2 and vendor 3 were taken into consideration.

6 Result and Discussion

A systematic approach has been applied for selecting a best vendor to supply the
raw material. Table 1 shows factors and sub-factors that the decision-maker
identified as being important in the vendor selection decisions. Table 4 contains
the pairwise comparison matrix used to evaluate the major criteria on level 2 of the
hierarchy. Table 5 shows weights of major criteria using AHP and fuzzy AHP.
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Table 5 Weights of major criteria using AHP and fuzzy AHP

Relative Relative Sub Relative Relative Global Global
weights weights using criteria weights weights using  weights weights using
using AHP fuzzy AHP using AHP Fuzzy AHP using AHP Fuzzy AHP
0.245 0.175 CSp 0.201 0.099 0.049 0.017
PRJ 0.216 0.103 0.053 0.018
CMC  0.057 0.096 0.014 0.017
DDR  0.097 0.092 0.024 0.016
TCS 0.044 0.099 0.011 0.017
QRL 0.153 0.107 0.037 0.019
PCP 0.044 0.102 0.011 0.018
0.122 0.137 NET 0.232 0.158 0.028 0.022
TRM  0.071 0.104 0.009 0.014
DEF 0.107 0.122 0.013 0.017
TRA 0.080 0.104 0.010 0.014
ADT 0.045 0.067 0.005 0.009
PEC 0.058 0.068 0.007 0.009
BQC 0.174 0.143 0.021 0.020
ROD 0.155 0.139 0.019 0.019
CCR 0.077 0.095 0.009 0.013
0.089 0.119 MAO 0.098 0.106 0.009 0.013
MFR  0.127 0.131 0.011 0.016
STR 0.081 0.100 0.007 0.012
LOG 0.094 0.116 0.008 0.014
HMR  0.066 0.087 0.006 0.010
FNR 0.203 0.173 0.018 0.020
TCP 0.254 0.192 0.023 0.023
PAK 0.045 0.033 0.004 0.004
TRN 0.032 0.062 0.003 0.007
0.069 0.083 PRC 0.267 0.210 0.018 0.018
VRT 0.255 0.204 0.018 0.017
PFX 0.148 0.172 0.010 0.014
FDC 0.077 0.099 0.005 0.008
CSR 0.106 0.149 0.007 0.012
BFX 0.148 0.166 0.010 0.014

Table 6 shows composite relative weights of critical attributes. Tables 7 and 8
show the overall ratings of three vendors using AHP and Tables 9 and 10 show the
overall ratings with fuzzy AHP respectively. Tables 11, 12, 13, 14 show the results
of fuzzy AHP with alpha cut technique. Table 15 gives a summary of weights
using all the three applied models.

The results show that all the three models, i.e. AHP, FAHP and FAHP with
alpha cut are capable of handling a large number of tangible and intangible cri-
teria. After comparison of overall priority of vendors and the methods applied it
can seen that vendor 2 is preferred in all the methods, and hence the preferred
vendor as it has the highest weight (0.362, 0.394, and 0.388) among three vendors.
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Criteria Relative  Relative Sub Relative  Relative Global Global
weights  weights criteria weights  weights weights  weights
using using fuzzy using using Fuzzy using using
AHP AHP AHP AHP AHP Fuzzy AHP

Human 0.032 0.020 EXV  0.167 0.144 0.005 0.003

factors LTR  0.091 0.109 0.003 0.002
TRT  0.089 0.112 0.003 0.002

ATT  0.089 0.142 0.003 0.003

CTY 0.048 0.047 0.002 0.001

LRR  0.065 0.084 0.002 0.002

CCT  0.058 0.063 0.002 0.001

|(0)Y 0.047 0.054 0.001 0.001

PSP 0.057 0.078 0.002 0.002

MLI  0.244 0.165 0.008 0.003

Technology 0.041 0.050 RND 0.356 0.266 0.014 0.013
TSP 0.197 0.206 0.008 0.010

DIN  0.159 0.186 0.006 0.009

COM 0.159 0.177 0.006 0.009

ERP  0.049 0.045 0.002 0.002

OPC  0.079 0.119 0.003 0.006

Innovation 0.036 0.034 LBP  0.167 0.484 0.006 0.017
NTH 0.833 0.516 0.030 0.018

Other 0.051 0.076 REP  0.079 0.106 0.004 0.008
factors DES  0.153 0.146 0.008 0.011
DEV  0.078 0.102 0.004 0.008

APB  0.078 0.069 0.004 0.005

GEO  0.127 0.127 0.006 0.010

GEN  0.031 0.044 0.002 0.003

ENV  0.041 0.076 0.002 0.006

CRD 0.036 0.027 0.002 0.002

SUP  0.153 0.144 0.008 0.011

APP  0.232 0.160 0.012 0.012

It is also found that the difference in the weights between three vendors is very less
in AHP output as compared to the fuzzy techniques (0.3061, 0.3620, and 0.3319).
The weight difference in the fuzzy techniques on the other hand, is far more
acceptable i.e. for FAHP (0.3182, 0.3943, and 0.2875) and for FAHP with alpha
cut (0.3538, 0.3880, and 0.2582).
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Table 11 Total weighted
performance matrix

Table 12 Alpha cut analysis
with o = 0.5

Table 13 Crisp values on
applying optimism index
A=07

Table 14 Normalized

weights

Table 15 Results summary

7 Conclusion

57
Vendor Fuzzy value
Lower Middle Upper

Vi 0.018686 0.293971 7.329715
V2 0.018079 0.383088 7.952916
V3 0.014479 0.322941 5.19414
Vendor Olteft Oright
Vi 0.156329 3.811843
V2 0.200583 4.168002
V3 0.16871 2.758541
Vendor Crisp weights
Vi 2715189
V2 2.977776
V3 1.981591
Vendor Normalized weights Ranking
V1 0.353791 2
V2 0.388006 1
V3 0.258203 3
Vendor Final weights

AHP Fuzzy AHP FAHP with o cut
Vi 0.3061 0.3182 0.3538
V2 0.3620 0.3943 0.3880
V3 0.3319 0.2875 0.2582

The research shows that AHP and fuzzy AHP can successfully handle large a
number of criteria. The major advantage is that it can be used for large number of
tangible and intangible criteria. Pairwise comparison used in study reduces the
dependency of the model on human judgment. The results show that the model has
the capability to be flexible and can apply to different types of industries to decide
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vendors. As the FAHP with alpha cut technique shows a marked distance between
each vendor weights, it is found to be the most preferred technique in future.
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Supplier Evaluation Using Fuzzy
Clustering

Basar Oztaysi and Mine Isik

Abstract Since the suppliers have become an important determinant of a
company’s success, the selection and evaluation of suppliers plays a vital role in
the performance of a company. Although the problem has been formulated
extensively as a multi criteria decision making method in the literature, in this
study we aim to use fuzzy clustering methodology to define different groups of
customers based on their performances. The results of such, can be used by
managers to identify similar performing suppliers and generate strategies based
on these groups.

Keywords Supplier evaluation - Fuzzy sets - Cluster analysis + Supply chain
management

1 Introduction

Due to recent changes, organizations become more dependent on its suppliers and
the results of poor decision making about suppliers, brings many problems with it
in return (Chan and Kumar 2007; Lin 2012). The supplier evaluation problem can
be considered as an important area of study under supply chain management main
branch. Due to its significance, it has received a lot of attention from both aca-
demicians and practitioners, but this area of concern becomes more of an issue in
recent years.
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Chronologically, different approaches have been proposed to evaluate the
supplier performance. Analytical Hierarchy Process (AHP), Technique for Order
of Preference by Similarity to Ideal Solution (TOPSIS), Neural Networks, Goal
Programming are the most popular methodologies and techniques from diverse
fields of operations research, artificial intelligence, and decision analysis theory
(Ferreira and Borenstein 2012).

Due to its nature that consists of quiet different area of ¢ concern, supplier
evaluation can be regarded as a complicated issue in supply chain management
(Vahdani et al. 2012). If the supplier evaluation can be done appropriately, the
positive effect of right decision making yields a right intervention throughout the
whole supply chain. As a result of it, the corporate competitiveness can be
increased. On the contrary, inaccurate selection and evaluation of supplier may
lead to financial and operational problems (Omurca 2013).

Moreover, as an example for the application areas of supplier evaluation, field
of production can be given; it plays a strategic role in the competitiveness of large
manufacturing companies. As a consequence, the researchers have been dedicated
to the development of different kind of methodologies to handle this problem
(Bruno et al. 2012).

Various types of evaluation methodologies have been applied, examining each
supplier separately or creating supplier groups that share the same qualifications
are two of the main approaches. What we aimed in this study, by utilizing fuzzy
clustering, are to segment suppliers in order to generate a supplier groups and to
obtain a general opinion on them. By that way the right prescription can be
addressed to the problems encountered by the managers. The clustering of sup-
pliers can be considered as a prerequisite for determining the road map in which
different buyer—supplier exchanges may progress, which yields in profitable
partnership (Day et al. 2010).

Clustering can be defined as process of generating homogenous subsets from a
set of data objects. The data in the resulting subset is expected to be similar to the
other objects in the same subset and dissimilar to data in other subsets. The
literature supplies various methodologies for clustering but as a general classifi-
cation, these methodologies can be classified as crisp and fuzzy clustering tech-
niques. In crisp clustering, the data is partitioned into a specified number of
mutually exclusive subsets. However, in fuzzy clustering the objects can belong to
several clusters simultaneously, with different degrees of membership. This
property of fuzzy clustering enables the results to be more natural when compared
to crisp clustering. Thus fuzzy clustering methodology is used to group the sup-
pliers based on their performance.

The aim of this chapter is to provide insight about the potential usage of fuzzy
c-means algorithm for supplier evaluation purposes. In this manner a numerical
example is given using a durable goods manufacturing company. Eighty suppliers
are evaluated using eight criteria and four groups of customers are identified as the
result of clustering. The remaining of the chapter is organized as follows. An
extended literature review about supplier evaluation and the methodologies used is
given in Sect. 2. The evaluation criteria used in the literature is briefly explained in
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Sect. 3. In Sect. 4 fuzzy clustering is introduced and fuzzy c-means algorithm is
explained. The numerical application is given in Sect. 5 and finally the conclusion
is given in Sect. 6.

2 Literature Review: Supplier Evaluation

This chapter aims to give a general structure on the recent trends on supplier
evaluation techniques. Literature is investigated under 21 different main branches
in order to reveal the popular areas. Moreover, the advantages and disadvantages
of those popular methodologies are explained in detailed way.

As the Table 1 shows, MCDM methodology plays a dominant role in supplier
evaluation framework. Among them AHP and ANP are the most commonly used
methods. It is clear that, the reason of that popularity originates in the availability
of evaluating qualitative and quantitative data. MCDM is followed by FST due to
its ability of using fuzzy values rather than crisp values, as it is necessary in the
case of supplier evaluation cause of its nature since it includes the subjective
ingredients such as reputation and openness of the supplier.

In order to explain the commonly used methodologies in the literature, it is
divided into the following sub groups as; DEA, Mathematical Programming
Applications, MCDM Techniques, Artificial Intelligence Applications, and finally,
the studies that includes Fuzzy Set Theoretic applications of supplier evaluation is
given.

2.1 Data Envelopment Analysis

Data Envelopment Analysis (DEA) is a technique that utilizes non-parametric
mathematical programming approach in order to evaluate the decision-making
performance of homogeneous units under the condition of multiple input output
case (Celebi and Bayraktar 2008). DEA was developed by Charnes et al. (1978). It
measures the relative performance of decision-making units (DMUSs) by consid-
ering the observed operation practice within comparable DMUs’ samples (Kuo
et al. 2010a, b).

This technique can be considered as the most popular individual approach (Ho
et al. 2010). It receives an increasing attention due to its structure that best fits on
supplier evaluation.

This methodology is very successful in exploring the uncovered relationships,
by that qualification while examining the criteria for supplier evaluation the hidden
relationship within them can easily be exposed. Since supplier evaluation is a
multi-faceted problem, DEA satisfies this need due to its ability to handle multiple
input—output cases. Moreover, its capability of being used with any kind of input—
output measurement results in no restriction of application.
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As we give some examples from literature, the proposed model of Falagario
et al. (2012) does not require predefined weights, the evaluation of suppliers were
made by investigating them individually. Also the criteria weights are evaluated in
order to maximize the supplier’s efficiency. By that way suppliers can be classified
as efficient and inefficient suppliers.

DEA method both finds the most favorable set of weights and also gives buyers a
chance to classify suppliers into two above-mentioned groups (Kuo et al. 2010a, b).

By continuing to give examples from literature, another interesting study is also
presented by Wu et al. (2007) augmented imprecise DEA for supplier selection
web-based system is proposed. It is capable of handling imprecise and it has a
good discriminatory power.

As mentioned before, DEA is able to overcome qualitative data. By utilizing
that property supplier reputation Saen (2007) succeed to involve supplier reputa-
tion criterion into the evaluation model. The amount of know-how transfer was
also measured by Saen (2006) by using DEA. As it can be seen DEA is a suitable
tool to evaluate qualitative information since it is crucial for supplier evaluation.

As Ekici (2013) emphasizes that the hierarchy of criteria and the dependencies
within them are ignored by DEA. Moreover, DEA requires huge amount of
information about the supplier that is evaluated. So that requirement results in
consumption of time and money (Celebi and Bayraktar 2008).

2.2 Mathematical Programming

Mathematical modelling is a good tool for the complex structure problems and it is
also one of the widely used for evaluation problems (Omurca 2013). Main
objective of mathematical programming model is to minimize or maximize the
main objective. In some studies total cost of ownership of the supplier is gathered
by utilizing mathematical programming.

Goal programming is one of the most popular branches of mathematical pro-
gramming used to minimize costs and maximize the preferred ability of supplier
such as its quality, reliability, its technology level when evaluating suppliers (Kuo
et al. 2010a, b).

Moreover, in order to utilize the advantages of both popular modeling tech-
niques, it is very popular to use goal programming with MCDM techniques. Erdem
and Gocen’s (2012) study can be given as one of such examples. They develop a
model integrating AHP and goal programming by that way, conducted model is
able to handle order allocation by utilizing GP and evaluate both qualitative and
quantitative data by means of AHP.
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The complex structure of supplier evaluation and selection is satisfied by
mathematical programming approach. It is a flexible tool, when an objective is
point of concern. Benefits include the fact that the results can be repeated refined
and adopted to different conditions.

The main drawback of Mathematical Programming is that it uses only quali-
tative data, so it restricts the buyer not to use subjective attributes (Keskin et al.
2010).

2.3 MDCM Techniques

Since supplier evaluation is a complex multi faceted problem, to make good
judgment on supplier, diversified concepts should be reviewed such as quality,
know-how, technology etc. MCDM is best fitted for this problem structure.
Advantages of MCDM techniques are explained separately as follows.

AHP includes model verification by the control of consistency; this action
contributes the correct building of the evaluation model and acts as a feedback
mechanism for the decision makers in order to revise their judgments (Ho et al.
2010).

VIKOR is also another popular MCDM tool that aims to gather maximum
group utility results from compromise solution accepted by the group (Shemshadi
et al. 2011). When the evaluation process of supplier includes the view of different
parties (such as production, marketing, logistic etc.) it is one of the most appro-
priate techniques.

In the constitution of the model, criteria diversification is crucial since it can
result in different judgments upon the evaluation of supplier (Omurca 2013). So
the number and type of criteria should be picked wisely otherwise the results
cannot be logical. Since different types of methodologies under MCDM are used
for evaluation the disadvantages will be given separately. By first explaining the
disadvantages of AHP, its most crucial problem is to ignore the inter-dependencies
within criteria but ANP overcomes this obstacle. Moreover, it depends heavily on
human judgment so the decisions made by these models are subjective.

2.4 Artificial Intelligence

These types of models are computer-aided systems. They are trained by historical
data. The models in this group do not necessitate decision-making process for-
malization. Al models show satisfactory performance on complexity and uncer-
tainty rather than traditional methods. Their working mechanism is designed to
mimic human judgment functioning (Kuo et al. 2010a, b). This qualification
results in strong models that are able to cope better with complexity and
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uncertainty. It only requires the information on characteristics of current situation.
The AI technologies deduce conclusions based on what they have learned from the
past data (Keskin et al. 2010).

2.5 Stochastic Programming

Since supply chain management is a real world field of study, making decision
upon suppliers requires data that has fluctuating structure due to the uncertainty
characteristic so most of the generated models fail to notice the time dependency
of the criteria’s values. In this type of environment the models that are able to
handle the uncertainty, bring more realistic results.

Stochastic programming is adequate tool to cope with uncertainty. Utilizing its
ability to be adapted to the changing environment, its performance to acquire
credible results is more preferable than deterministic programming models. For the
reason that factors are not always certain in real world and beside factors are
assumed to be certain in deterministic programming, stochastic programming
supplies better information (Kara 2011). It also should be noted that the majority
of the literature on supplier evaluation ignores the uncertainty, even if the sto-
chastic structure gains a vital importance in recent years (Hsu et al. 2010).

2.6 FST Hybrid Studies

As it can be seen from the literature, combination of fuzzy set theory and the other
methodologies become more popular since this togetherness creates a suitable
environment that gives a chance to utilize both advantages of FST and another
combined methodology.

AHP-FST combination is preferred to handle both quantitative and qualitative
data under fuzzy environment. Moreover, in the study of Lin (2012) fuzzy analytic
network process is adopted in order to identify best suppliers. ANP gives a chance
to track interdependence among the considered criteria beside it also controls the
consistency as in the case of AHP.

Another different hybrid application for supplier evaluation is the integration of
influence diagram and fuzzy logic to evaluate suppliers (Ferreira and Borenstein
2012).

When popularity is point of concern AHP and ANP is followed by TOPSIS.
Chen et al. (2006) presented a fuzzy TOPSIS model to rank the order of all
suppliers.
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3 Evaluation Criteria

Within the investigated literature review, the most popular criterion is quality,
followed by delivery, technology, price, manufacturing capability as Ho et al.
indicated in their study (2010).

Commonly used criteria are grouped under their main branches as manufac-
turing, facilities, technology, delivery, product properties, and sustainability.
Moreover, firms’ general qualifications are grouped as firm’s abilities. Also
another important criteria group gives the aspects related to the relationship
between the supplier and the firm.

Appropriate equipment for sustainable manufacturing (Chen 2011; Vahdani
et al. 2012), process/manufacturing capability management of the firm (Soroor
et al. 2012; Omurca 2013; Vahdani et al. 2012), quality control system (Omurca
2013), Non-defective product rate (Bruno et al. 2012), maintenance management
system (Vahdani et al. 2012), service level (Bruno et al. 2012), productivity
(Khaleie et al. 2012; Ferreira and Borenstein 2012).

Moreover, flexibility (Chen and Chao 2012; Biiyiikozkan and Cif¢i 2012;
Omurca 2013), delivery performance (Kuo et al. 2010a, b; Chen and Chao 2012;
Omurca 2013; Celebi and Bayraktar 2008; Chen 2011) are grouped as firm’s
abilities.

Beside the above mentioned criteria; price (Celebi and Bayraktar 2008; Chen
2011; Bruno et al. 2012; Soroor et al. 2012; Omurca 2013; Chen and Chao 2012;
Khaleie et al. 2012), warranties and claims (Chu and Varma 2012; Bruno et al.
2012; Ha and Krishnan 2008; Omurca 2013), quality (Chen, et al. 2006; Kuo et al.
2010a, b; Celebi and Bayraktar 2008; Kumar et al. 2013; Chen and Chao 2012;
Biiyiikozkan and Cifci 2012; Chen 2011; Bruno et al. 2012; Soroor et al. 2012;
Omurca 2013) are given as the criteria group that belongs to the product
specifications.

By examining the literature, it is shown that approximately every qualification
of the suppliers with wide diversity is scrutinized. In conducted case study,
prominent criteria are chosen in order to evaluate the suppliers. The reason of that
criteria selection is given below.

Quality It can be considered as the most popular evaluation criterion. Ho et al.
(2010) indicates that 87.18 % of the investigated literature is that quality taken into
account while selecting and evaluating supplier. Moreover, it can take the values
1-5 scale which is given as a final score while considering the sub-criteria such as
non-defective product rate, quality control system structure, etc.

Manufacturing Capability Management Process/manufacturing capability
management of the firm (Soroor et al. 2012; Omurca 2013; Vahdani et al. 2012)
defines the firm abilities through the production effectiveness. Since it is the case
in the real production environment, everything has a stochastic nature, so firms
should adopt and be agile if and only if they have a good manufacturing capability
management. In our case, the suppliers of a durable good manufacturing firm, so
this makes the manufacturing capability vital for its suppliers. Manufacturing
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capability is also related to amount of production lot even firm can produce high
qualified goods if they are not able to procure the desired amount of demand they
are considered to be unsuccessful in terms of manufacturing capability.

Service Level As Bruno et al. (2012) point out that it can be considered as,
punctuality of the supply and respecting all of the contract conditions. The delay of
the production line can occur due to the shortage of raw material or other types of
stock or services that are necessary for the survival of the production process. This
creates a good reason to control the service level of the suppliers in order to
evaluate them.

Geographic Location In order to decrease the lead-time and delivery costs,
geographical location has a strategic position for the success of the togetherness of
firm and its supplier. As it is mentioned before, due to the stochastic nature of the
real time production, speed and agility become more and more significant not only
for time perspective but also for money.

Willingness to Integrate SCM Kuo et al. (2010a, b) defines it as to share
expertise and conflict resolution. In globalized world, recent trend of supply chain
is to improve the ability and knowledge about the chain as a single body. So most
of the leading firms prefer to share their knowledge with their suppliers and give
an appropriate education to them. Firms are not able to accomplish such a goal
unless the suppliers are willing to accept this integration. So for an improved
supply chain this criterion is a must.

Delivery Performance It is one of the most popular criteria in the evaluation
process. Kuo et al. (2010a, b), Chen and Chao (2012), Omurca (2013), Celebi and
Bayraktar (2008), Chen (2011) are some of the studies that delivery performance is
taken into account. It can be considered as the combination of some aspects, such
as delivery quality, timeliness, reliability etc. It is evaluated on a percentage basis
in this study. It also aims to capture the opinion of the firm about the supplier,
which makes it valuable to concentrate on.

Responsiveness for environmental sustainability This criterion stands for the
awareness of supplier about the environmental issues. The negative effects of the
old-fashioned production conditions give a birth to environmental problems such
as global warming. So firms should not be contented with their preventive actions
on environmental side effects but also watch over its suppliers’ actions. This
criterion aims at evaluating suppliers in order to control preventive actions on their
productions.

4 Methodology: Fuzzy Clustering

Clustering is the process of partitioning a set of data objects into homogenous
subsets. The aim of clustering techniques is to organize the set of data such that
each object in a subset, also called cluster, is similar to the other objects in the
same cluster and dissimilar to objects in other clusters (Han et al. 2011). The
similarity and dissimilarity is mathematically defined by distance (Babuska 2009).
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Unsupervised methods are generally used in cluster analysis which means that
generally unlabeled data is used and clustering is formed by measuring the dis-
tances between objects. In supervised methods, objects are identified by a label and
the performance of the method can be evaluated by comparing the output of the
methodology and the real label. However, since the data used by clustering
techniques are unlabeled, there is no error or reward signal to evaluate a potential
solution. But still literature provides some calculations, called cluster validity, for
quantitative evaluation clustering algorithm’s outputs (Theodoridis and Kou-
troumbas 2008).

There are various clustering algorithms proposed in the literature. One of the
basic distinctions between the clustering algorithms can be identified as the objects
membership values to the clusters, these can be crisp or fuzzy. In crisp clustering,
the data is partitioned into a specified number of mutually exclusive subsets. In
other words the individual objects either does or does not belong to a cluster.
However in fuzzy clustering the objects can belong to several clusters simulta-
neously, with different degrees of membership. Since the results of fuzzy clus-
tering ranges between 0 and 1 in most cases the results are more natural when
compared to crisp clustering. This is the case for objects near to the boundaries,
crisp partitioning does not make a difference in the membership value of this
object, however in fuzzy clustering they are assigned membership degrees between
0 and 1 indicating their partial membership.

The data used in cluster analysis are gathered from observations with n mea-
sured variables each. An individual observation forms an n-dimensional column
vector

2= 21, Zak]" (1)

and the dataset that consists of N observations is represented as an n x N matrix.
In this context, the aim of fuzzy clustering is to partition the whole data set Z into a
specific number of clusters “c”,
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The results of clustering analysis can be represented by the partition matrix U.
In this matrix, each element y;; shows the degree to which element z; belongs to
cluster ci. In crisp approaches the membership function ;; gets the value 0 or 1 but
in the fuzzy case this value can get any real value in [0, 1].
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Fuzzy c-means (FCM) is one of the most popular fuzzy clustering techniques.
FCM is based on minimization of the following objective function:

N

1200 =33 )5 - v )

i=1 j=1

where Z is the data set to be partitioned, U is the fuzzy partition matrix; V is the
vector of cluster centers. N is the number of observations, ¢ is the number of
clusters and u is the membership value, m is the parameter called fuzzifier, which
determines the fuzziness of the resulting clusters. The fuzzifier can get values 1
and more. When m = 1 then the clusters are formed in crisp format. In the
formula, z, — v; shows the distance between observation k and the center of cluster
i

The minimization of the mentioned objective function represents a nonlinear
optimization problem that can be solved by using a variety of methods such as
iterative minimization, simulated annealing or genetic algorithms.

The most popular method which is known as fuzzy c-means (FCM) algorithm
consists of the following steps (Babuska 20009).

Initialize U=[u;;] matrix, U7
At k-step: calculate the centers vectors V¥ =[v,] with U%¥

= ikl 3
{ dercn N m
zi=1ﬂfj

Update Uu® , u®t

2
"’z"

1f |[uk+d — y®| < & then STOP; otherwise return to step 2.

In fuzzy approaches to clustering analysis, some conditions are defined to
transform crisp approach to fuzzy. Initially, Ruspini (1970) defines the conditions
for a fuzzy partition matrix as follows:

Ui €10,1],1<i<c¢,1<k<N, (5)
i=1
N
0<> ug<N,1<i<c (7)
k=1

Equation (6) constrains the sum of each column to 1, and thus the total
membership of each zk in Z equals one.
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Later Krishnapuram and Keller (1993) propose by relaxing the constraint (6).
The relaxed constraint ensures that each point is assigned to at least one of the
fuzzy subsets with a membership greater than zero. The results may differ between
fuzzy and probabilistic partition, for example in a case with two clusters (c = 2)
an outlier observation that is far away from both cluster centers can have a
membership equal to 0.5 (so that the sum of the values is equal to one). However
in probabilistic case the membership for the outlier can be lower values showing
that it is an outlier.

When clustering, the analyzer has to set some important parameters for getting
beneficial results from the analysis. While some software packages can enable the
user to setup some other parameters, most important parameters are, number of
clusters, fuzzifier and termination criteria.

Number of clusters The number of clusters “c” is the parameter that influences
the clustering results most. Before the clustering study, if the analyzer does not
have any priori information about the structure of the data, (s)he has to make
assumptions about how many clusters can exist within the data. The FCM algo-
rithm then searches for chosen number of clusters. It is expected that when the
number of clusters parameter is equal to the number of groups that actually exist in
the data, the FCM will identify them correctly. But if this is not the case, mis-
classifications appear, and the clusters are not correctly separated. Put in another
way, the algorithm finds the expected number of clusters regardless of whether
they are real thus the validity of the results has to be checked. In the literature
validity measures are proposed to assess the goodness of the obtained partition
(Bezdek 1981; Gath and Geva 1989; Pal and Bezdek 1995). For the FCM algo-
rithm, the Xie-Beni index (Xie and Beni 1991) has been found to perform well in
practice (Han et al. 2011).

c N mi| 12
X(z0,v) = 2 ) I ; il (8)
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This index shows the ratio of the total within-group variance and the separation
of the cluster centers. For different number of clusters the best is the one that
minimizes the Xie-Beni index.

Another validity measure for FCM is silhouettes values defined by Kaufman
and Rousseeuw (1990). The value measures how well each object has been
classified by comparing its dissimilarity within its cluster to its dissimilarity with
its nearest neighbor (Hintze 2007). The silhouettes value can range from minus
one to one. The values of s (silhouettes) that is close to one shows a good clas-
sification, if the value is near zero, the object is between clusters two clusters and
when the value is close to negative one, it means that the object is poorly clas-
sified. Using average silhouette the data miner can understand the most appropriate
number of clusters. The ideal number of cluster minimizes the average silhouette.

Fuzziness Parameter (Fuzzifier) The weighting exponent m at the objective
function is called the fuzziness parameter of Fuzzifier. As m approaches one from
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above, the partition becomes crisp and the membership values get values O or 1.As
m gets higher values, the partition becomes completely fuzzy and the membership
values goes to the limit 1/c. These limit properties are independent of the opti-
mization method used (Pal and Bezdek 1995). Generally, the value of the fuzzifier
is set to two initially.

Termination Criterion The FCM algorithm does not stop unless the difference
between “U” in two consequent iterations is smaller than the termination
parameter. The general choice for the criterion is 0.001; however the value 0.01
works well in most cases, while drastically reducing the computing times

5 Application

The supplier evaluation approach is applied to a firm which produces durable
goods. The evaluation criteria are selected considering the conditions of the
manufacturing company. Since the real data about supplier evaluations cannot be
gathered due to security restrictions, the applied data are produced hypothetically.
The software package NCSS (2007 Version) is used to run the fuzzy clustering
algorithm (Table 1).

In this study eight different criteria is used (X1 = Quality, X2 = Manufacturing
Capability, X3 = Service Level, X4 = Geographic Location, X5 = Willingness
to Integrate SCM, X6 = Delivery Performance, X7 = Price, X8 = Responsive-
ness for environmental sustainability). The criteria, measurement scale and related
definitions are given in Table 2.

In classical Fuzzy c-means algorithm, the ¢ parameter is given by the analyzer
and the clusters are determined based on this parameter. NCSS software enables
trying a range of c values and analyzing the different scenarios. In this study, the c
values are selected between 2 and 6. Table 1 shows the results for different
clustering. As an interpretation of these results, the ¢ value that maintain the
highest average Silhouette and F(C) values and lowest D(C) values should be
selected. The silhouette values between 0.7 and 1 is considered as a good sepa-
ration. Analyzing the results represented in Table 3 the number of clusters is
selected as four.

The clustering results (c = 4) for 80 suppliers are given in Table 4. The results
show that Cluster 4 gets the biggest portion within all clusters. It is followed by
cluster 3 with 27 suppliers. Based on the medoid values, each cluster is given a
descriptive name as shown in Table 4.

The interpretation of the clustering results is mainly done by using the medoid
table represented in Table 5. The medoid values for each cluster represents the
characteristics of the cluster, thus the suppliers in each cluster can be characterized
by these values and managerial decisions can be given.

According to the values shown in Table 5, the following comments can be
stated for the clusters. The suppliers in Cluster 1 (Best of its kind) produce high
quality goods with good manufacturing capability that results in 95 % service
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Table 2 The criteria and related evaluation scale

Criteria Scale Definition

X1 Quality 1-5 scale 5 is the best, 1 is the worst value
X2 Manufacturing capability A-B-C-D A is the best, D is the worst value
X3 Service level Percentage 100 % is the best value
X4 Geographic location A-B-C-D A is the best, D is the worst value
X5 Willingness to integrate SCM 1-5 scale 5 is the best, 1 is the worst value
X6 Delivery Performance Percentage 100 % is the best value
X7 Price A-B-C-D A is the best, D is the worst value
X8 Responsiveness for A-B-C A is the best, C is the worst value

environmental

sustainability

Table 3 Results summary
Number clusters Average distance Average silhouette F(U) Fc(U) D(U) Dc(U)

2 10.345109 0.770421 09101 0.820 0.066  0.132
3 2.110394 0.924989 09746 0962 0.021  0.032
4 0.676300 0.978303 09815 0975 0.006 0.008
5 0.605252 0.895564 09143 0.9021 0.0501 0.0573
6 0.517681 —0.150000 0.9084 0.8970 0.0596 0.0671

Table 4 Clusters and descriptive names

# of suppliers Descriptive name
Cluster 1 3 Best of its kind
Cluster 2 10 Watch out
Cluster 3 27 Boutique suppliers
Cluster 4 40 Logistic leaders

Table 5 Medoid values for the four clusters

Cluster 1 Cluster 2 Cluster 3 Cluster 4

X1 = Quality 4 1 5 1
X2 = Manufacturing capability A B D A
X3 = Service level 95 75 85 90
X4 = Geographic location C A C A
X5 = Willingness to integrate SCM 1 4 4 3
X6 = Delivery performance 95 75 75 90
X7 = Price D A C A
X8 = Responsiveness for environmental A C A B

sustainability
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level. On the contrary they are not willing to integrate supply chain management
with other firms. Since the goods that they supply have high quality so it is more
costly than the average qualified goods in the sector. They can be considered as
environment protectors because they show an intensive responsiveness to sus-
tainability issues.

“Watch out” suppliers (Cluster 2) pick the firms that are not very reliable in
their production and logistics but they offer the cheapest price compared with their
competitors. They are willing to coordinate with their customers. Due to the
geographical reasons the procurement cost is also below the sector level.

Suppliers that take place in Cluster 3 (Boutique Suppliers) produce high quality
products with low manufacturing capability. So they only procure small number of
orders. Boutique Suppliers have moderate performance in service with 85 %. Even
they are not located in A level (which makes the logistics costs increase) 27
suppliers are grouped as boutique suppliers, due to the fact that they produce high
qualified and customized goods with low lot sizes.

The most important specification of the suppliers grouped under cluster 4 is the
agility of them. They can easily adopt the changes in the demand sizes and they
supply desired good as fast as possible. Moreover their price is below the sector
average but as a disadvantage their goods are not well qualified while comparing
substitutes.

6 Conclusion

Due to recent changes, organizations become more dependent on their suppliers
which makes the suppliers crucial component for the future position of the firm.
This situation attaches importance to the selection and evaluation of the suppliers.
In this study the literature on supplier evaluation is given and fuzzy clustering
algorithm is used to analyze the performance of the suppliers. Fuzzy Set Theory
comes forward due to its ability to create a suitable environment to appraise the
qualitative data. Since some of the specifications of suppliers rely on qualitative
data, FST gives a chance to give unbiased estimations on suppliers.

In the application section of this study the suppliers of the company that produces
durable goods are evaluated. To this end first the criteria that are mostly used within
the literature are investigated and the customized criteria are selected among the
alternatives. Each supplier is assessed considering the selected criteria and finally
four different clusters are generated as a result of fuzzy c-means methodology. By
clustering a bunch of suppliers, managers are able to define suppliers that have
similar performance and create general prescriptions and strategies for each cluster.
As in our study, the suppliers grouped as the “Watch out” suppliers have scores
below the averages but they show a promising structure in willingness to integrate
SCM criteria with high score which shows that they are open for improvements and
suggestions of the considered company. So manufacturing company can decide on
whether to end up the relationship with these suppliers or schedule an educational
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program to improve their production qualifications. By doing these, both the rela-
tionship between companies is enhanced and the manufacturing company utilizes the
low price with higher quality goods.

As a further study, the suppliers that belong to different supply chains (health,
automotive, yacht production) can be evaluated in order to reveal the change in the
importance of the considered criteria. Also, the clustering approach can be
improved by integrating weights for each criterion. By this way, the distances with
respect to a relatively higher importance can be emphasized which can improve
the results of the clustering study.
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Abstract Sustainable supply chains are essential to sustain modern business
growth and ensure healthy market environment. In this chapter, we address the
important characteristics that constituent organizations of supply chains should
possess in order to achieve the social, economic and environmental objectives of
sustainability. These characteristics (criteria) are obtained using Affinity Diagram.
Then, a committee of decision makers is formed to provide linguistic ratings to the
candidate organizations (alternatives) against the selected criteria. The linguistic
ratings are then transformed into fuzzy numbers and subject to multicriteria
decision making technique called VIKOR for sustainability assessment of orga-
nizations. A numerical illustration is provided to demonstrate the applicability of
the proposed approach.
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1 Introduction

A supply chain is a network of organizations that are involved in different pro-
cesses and activities that produce value in the form of products and services in the
hands of the ultimate consumer (Christopher 1998). The Supply Chain (SC) is a
metastructure (Grzybowska 2010a). A metastructure is an intermediate form
between a single enterprise (microstructure) and global economy (macrostructure).
The sustainable supply chain is related to the broader concept of a “sustainable
economy.” This view extends the idea of Total Quality Environmental Manage-
ment (TQEM) beyond the boundaries of organizations and beyond the current
generation of products and services. Fundamental to developing a sustainable
economy is the recognition that environmental initiatives may start as operational
initiatives to reduce waste and emissions, but these initiatives must grow to a point
where the strategy and the vision of the company incorporates environmental
issues (Walton et al. 1998).

The World Business Council for Sustainable Development defines sustain-
ability as the “development that meets the needs of the present without compro-
mising the ability of future generations to meet their own needs” (Peters et al.
2007). So, the fundamental question that arises is what are sustainable supply
chains? According to Business for social responsibility (2007), a sustainable
supply chain is a system of aligned business activities throughout the lifecycle of
products that creates value to stakeholders, ensures ongoing commercial success,
and improves the well-being of people and the environment. Carter and Rogers
(2008) refer to sustainable supply chain as an integration of social, environmental,
and economic issues in traditional supply chain. Srivastava (2007) associate the
potential for reducing long term risks in a supply chain such as resource depletion,
fluctuations in energy costs, product liabilities, and pollution and waste manage-
ment through sustainable supply chains. According to NZBCSD (2003), “Sus-
tainable supply chains involve management of raw materials and services from
suppliers to manufacturer/service provider to customer and back with improve-
ment of social, economic and environmental impacts explicitly considered”.
Therefore, in order to develop sustainable supply chains, all the involved orga-
nizations should work cohesively and constructively towards the bigger goal of
achieving the triple bottom line objectives (economic, environment, social) of
sustainability (Elkington 1994; Seuring and Miiller 2008; Bai et al. 2012; Seuring
2013).

What characteristics or constitutive elements differentiate whether a given
commercial entity or organization is a part of an eco-friendly supply chain? If one
collects a group of expert opinions, it may soon turn out that their answers would
greatly differ. First of all, this is a result of the complexity and vagueness of the
addressed issue. But not only this, it is also a result of the lack of a definition of a
complex nature (the definitions in use are either too wide or too narrow which
makes them vague; the definitions do not act as protection against equivocalness
and are not sufficiently clear). Finally, the discrepancies and differences in the lists
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of such elements may arise on the grounds of the differences between scientific or
commercial environments and various interpretations of both the phenomenon
itself and the term used to describe it.

These discrepancies indicate that a necessity exists to demonstrate significant
constitutive elements (characteristics) of the supply chains. Hence, for the pur-
poses of this work, an attempt has been made to list the typical elements that are
common to all supply chains functioning within the market or one that will be
designed or organized. At the same time, it is a typical list of constitutive elements
allowing for the identification of the supply chains that differ considerably.

2 Characterizing Organizations for Developing
Sustainable Supply Chains

In order to analyze organizations from sustainable supply chain perspective, we
must identify the key characteristics. We have used Affinity diagram technique to
identify these characteristics. Affinity Diagram is one of the seven quality man-
agement and planning tools and used to generate ideas for decision making
through brainstorming, surveys, interviews etc. (Awasthi and Chauhan 2012;
Foster 2008; Shafer et al. 2005). In our study, we conducted Affinity diagram
exercise with several supply chain experts from Academia. The results of Affinity
diagram yield two categories of characteristics that must be looked for. The first
category comprises of the fundamental characteristics which are a must for any
organization involved in the supply chain. The second category comprises of
sustainability focused characteristics which are an essential for organizations in
order to develop sustainable supply chains. Figure 1 presents the results of the
Affinity Diagram.

We will now present in detail the various characteristics of the affinity diagram
represented in Fig. 1.

2.1 Fundamental Characteristics

The fundamental characteristics are vital to achieving the economic goals for
supply chains. A supply chain is created by a certain, specific group (set) of
enterprises. One should specify the elements (factors) that determine the creation
of a supply chain and therefore, the first factor is the supply chain size. The
number of enterprises if two may be regarded as an extremely simple supply chain.
The enterprises therein must have specific, usually complementary roles ascribed.
This is the second constitutive element. Moreover, relationship and business
dependencies must exist between them. Therefore, a relationship exists between
enterprises, a contact resulting from roles being played and adopted status of an
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enterprise. Such a contact affects the coherence of the supply chain thus created.
Another constitutive element is communication which is essential for constructing
and correctly maintaining a supply chain.

These elements may be used to create the definable characteristics. Establishing
a list of common constitutive elements determining the shape of the supply chain
thus seems both grounded and necessary. It is also obvious and unequivocal. If one
knows the constitutive elements, it is possible to identify any (also a different)
supply chain (Grzybowska 2010b).

2.1.1 The Supply Chain Size and Arrangement

A supply chain made up by three enterprises is also uncomplicated due to the
number of business partners interacting with one another (relationships, contact).
Such relationships refer to the business activity of these enterprises and allow for
the creation of specific mutual approaches. These relationships shall be strength-
ened if the activity of both commercial entities is complementary. The business
activity will thus mutually complement the activity of the counterparty. At this
point, one should refer to the theory of sociology and social groups. According to
this theory, it is possible to determine the number of interactions by applying the
formula (Turowski 1993):

n-(n—1)
2 )
wherein “n” denotes the number of supply chain participants (description of “n”
has been modified for the need of this article). However, one should not that these

are the contacts and mutual interactions of business partners operating within one
supply chain.
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2.1.2 The Ascribed Roles of the Supply Chain Participants

Irrespective of the number of enterprises a supply chain contains, each of its
participants fulfils an ascribed role. The simplest and most common roles are the
role of a supplier and recipient. One enterprise is a contractor (supplier), the other
is an ordering party (recipient) and this role is adopted consciously depending on
the duties performed (duty role depending on the duty ordered). However in a
supply chain, one enterprise may, depending on business processes, act both as a
supplier and recipient. It is a consequence of complexity of actions performed
within the framework of a supply chain. These roles are definite and tend to be
repetitive and foreseeable in nature. The roles of supplier-recipient are comple-
mentary roles, i.e. these roles complement one another and supplement the rela-
tionships occurring between the enterprises. This means that if one enterprise is a
recipient (client) the other must be a supplier; for proper functioning, one needs the
other. The enterprises in a supply chain are mutually connected since each of them
performs a role upon which the counterparty depends. This results in the
increasing integration of the supply chain. The enterprise (e.g. as a supplier) fulfills
the role by performing given actions and accepting norms (or normative customs)
relating to these actions.

2.1.3 Status of Participants of a Supply Chain

The roles ascribed to or adopted by an enterprise in a supply chain are connected
with the status of a given enterprise in the said supply chain. The more compre-
hensive the role performed by the enterprise, the higher the status of such enter-
prise. Status, according to S. R. Robbins is a socially defined post (position) or
ascribed importance (Robbins 2003, p. 183).

However, the status is also related to successes and achievements, both the
individual success of an enterprise, as well as global successes within the entire
supply chain. In the latter case, the status will refer to the contribution of the
enterprise to the joint success and joint achievement of the supply chain. The status
of an enterprise also determines the prestige and position the enterprise occupies
within the organizational hierarchy of this supply chain, whereby the said status is
not synonymous with the power, as the enterprise participating in a supply chain,
e.g. logistics operator may boast high status resulting from considerable experi-
ence and high service quality, however it will still lack the power to affect the
operation of other enterprises within the said supply chain.

2.1.4 Coherence of the Supply Chain

Between the enterprises functioning in a supply chain, a link of dependencies and
mutual relationships develops. The strength of positive links may be referred to as
the coherence. Supply chain coherence will depend upon the degree of
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development of relationships between the enterprises within this chain. Very
coherent supply chains show strong relationships and a high degree of loyalty. As
noted by J. Szczepanski: each community, if it is to exist and develop, must have a
link that acts as its internal binder, ensuring that individual and collective needs
are satisfied, the loyalty of members towards the community is maintained as is the
opposition (or cooperation) of the community against (with) other communities; in
other words, each community must be internally organized and ordered (Szcze-
panski 1970).

2.1.5 Communication in the Supply Chain

In the course of cooperation of enterprises within a supply chain it is vital to
effectively communicate. Communication is construed as the process of message
transferring. As set out by Penc (2001), the nature of communication is the mutual
understanding between the message sender and recipient in the scope of infor-
mation transferred. It means that the meaning of the message received by the
recipient must be identical with the meaning intended by the sender. Good com-
munication consists in the transfer of proper information in the atmosphere of
mutual trust (Penc 2001).

Information sharing leads to visibility in supply chains which in turn leads to
cooperation among supply chain partners. According to Hahn et al. (2000)
effective communication and coordination among all elements of supply chain are
essential to its success. Lee and Whang (2000) suggested that information is a
basic enabler for tight coordination in supply chains.

2.1.6 Coordination in the Supply Chain

Coordination has become a significant factor of the integration of various parts of
the organization as well as various organizations of the supply chain. This seems to
be a key factor in the success of logistics management. It is also an element
allowing for a common list of tasks to be accomplished as well as common
objectives to be achieved in the selected system (micro- or meta-).

Coordination is managing dependencies between activities (Malone and
Crowston 1994). Coordination among independent firms, such as raw-material
suppliers, manufacturers, distributors, third-party logistics providers and retailers,
is the key to attaining the flexibility necessary to enable them to progressively
improve logistics processes in response to rapidly changing market conditions.
Poor coordination among the chain members can cause dysfunctional operational
performance (Simatupang et al. 2002). Some of the negative consequences of poor
coordination include higher inventory costs, longer delivery times, higher trans-
portation costs, higher levels of loss and damage, and lowered customer service
(Crowston et al. 2004).
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2.1.7 Quality Management

Quality management in context of supply chains is defined as a systems-based
approach to performance improvement that leverages opportunities created by
upstream and downstream linkages with suppliers (Foster 2008) and customers.
Modern business environment is highly competitive and as the competition moves
beyond a single firm to a larger scope in the supply chain, quality management
focus is no longer limited to management of internal practices alone. Instead,
quality managers must integrate their firm‘s practices with those of customers and
suppliers (Kaynak et al. 2008).

2.2 Sustainability Focused Characteristics

The sustainability focused characteristics put focus on the environmental and
social goals for supply chains. This involves participation of involved organiza-
tions in environmental friendly initiatives, assuming social responsibility, adoption
of environmental standards, management commitment, employee training, risk
management, agility, focus on voice of the customer, technology management etc.

2.2.1 Participation in Environment Friendly Initiatives

Sustainable production and consumption will be the main characteristics of future
societies to provide sustainable development and a sustainable society. Therefore,
all industries are seeking to minimize their environmental impacts. Green manu-
facturing, which is an advanced mode of manufacturing, involves application of
sustainable science to the manufacturing industry on a very wide range of topics,
such as environmental consciousness, life cycle thinking, and sustainable devel-
opment. Green procurement has an independent effect on the whole environmental
value chain, whether only one or more companies of the chain choose to imple-
ment it (Guenther et al. 2010). According to Guenther et al. (2010) and Hamprecht
(2006), Green procurement works together with suppliers, R&D and operations for
designing solutions to minimize environmental impacts and address stakeholder
concerns. In this capacity, it can serve to control and reduce environmental
impacts within the whole life-cycle of a product, and improve life-cycle analyses
as well.

2.2.2 Social Responsibility
One of the tiers of sustainability is the social side, which has been neglected by

most authors. The parameter to measure social aspect is Quality of life which is an
important enabler for planning sustainable supply chains. Zaklad et al. (2004)
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point that people are responsible for driving at least 50 % of performance and
inherently human factor is very important. It is important to build the human
capabilities needed to sustain an innovative, collaborative, and integrated supply
chain. Other aspects of social responsibility include ensuring labor equity,
employee healthcare, safety etc. (Hutchins and Sutherland 2008).

2.2.3 Management Commitment

Management commitment is very essential for driving sustainability goals in
organizations. Commitment from management includes an effort and financial
backing from the upper management to implement sustainability. The most
famous con of green supply chain management is that the companies do not
change practice but merely advertise that they do, creating a greenwash (Greer and
Bruno 1996). Therefore, the goals should be clearly set, indicated as it is to
employees, and well supported by management to make sustainability a success in
organizations.

2.2.4 Risk Management

Risks are associated with negative consequences or impact of different processes,
activities and resources of supply chains (Christopher and Lee 2004) and supply
chain (Paulson 2005; Spekman and Davis 2004). There can be various kinds of
risks varying from financial to operational risks. Risk management is very crucial
part of supply chain as organizations with ineffective risk management strategies
will run out of business very soon.

2.2.5 Voice of the Customer

Voice of the customer involves listening to customer requirements, complaints and
suggestions to improve product and service quality in organizations. Organization
with effective listening to voice of the customer programs achieve higher customer
satisfaction rates and can therefore remain competitive in markets for long times.
Clearly, companies are most likely to improve their environmental performance
when public pressure or strong regulations exist. Sometimes, companies them-
selves lobby for regulations if they have developed an environmentally friendly
technology and believe that regulations requiring their technology would give
them a competitive advantage (Kleindorfer et al. 2005).
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2.2.6 Technology Management

Use of IT tools to monitor the supply chain activities, sharing of information
among the partners can lead to greater visibility in supply chain, thereby providing
better cooperation among different levels of the supply chain. Electronic data
interchange and internet have enabled partners in supply chains to act upon same
data rather than rely on distorted and noisy data that emerges in an extended
supply chain (Lee and Whang 2000). Swafford et al. (2008) emphasize the role of
IT integration and flexibility in achieving supply chain agility.

2.2.7 Employee Training

Employee training is vital to achieve social sustainability and also enable
employees with necessary expertise to perform their tasks efficiently. A company’s
power comes from the physical and mental strength of their workers. Therefore,
sustainability of being powerful for an organization is tied to the physical and
psychological health of its employees, and their knowledge and skills. Since the
importance of human resources on the organizational success has been realized,
responsibility and authority of Human Resources Departments have broadened,
especially in accommodation sector. Organizing Employee Trainings and main-
taining Occupational Safety and Health are among the main functions of Human
Resources Management departments (Sari 2009). These two functions interact and
they both serve the aim of protecting employees physical, psychological and social
health.

2.2.8 Adoption of Environmental Standards

Adoption of environmental standards such as ISO 14001 brings environmental
gains, cost reductions, as its adoption reduces the firm‘s environmental impact and
improves aspects of operational efficiency and effectiveness. Furthermore, ISO
14001 provides an external benefit through signaling the firm‘s commitment
towards environmental management to its external stakeholders (Boiral and Sala
1998; Rondinelli and Vastag 2000).

2.2.9 Agility

Agility has been proposed as a response to the high levels of complexity and
uncertainty in modern markets (Christopher and Jiittner 2000; Gunasekaran 1999;
Yusuf et al. 1999). All the involved organizations in sustainable chains should be
agile to exploit profitable opportunities in the volatile market place that is so
common nowadays.
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3 Addressing Uncertainty in Sustainability Assesment

In Sect. 2, we presented the fundamental and sustainability focused characteristics
which organizations should possess for developing sustainable supply chains.
Therefore, to qualify organizations from sustainable supply chain development
perspective, they should be subject to quantitative evaluation using the proposed
characteristics. However, it has been observed in general practice, that often there
is almost none or very limited data available on these characteristics for organi-
zations, thereby making the evaluation process difficult. To address this situation,
we will make use of linguistics ratings for evaluation purposes. The linguistics
ratings will comprise of qualitative responses such as Good, Very Good, Poor,
Very Poor for assessing the characteristics (or criteria). The linguistics ratings are
much easier and comfortable to use for decision makers involved in the sustain-
ability evaluation process. The linguistic ratings of the experts will be then
transformed into fuzzy numbers for further processing through multicriteria
decision making methods in Sect. 4.

3.1 Preliminaries of Fuzzy Set Theory

Definition 1 A triangular fuzzy number is represented as a triplet @ = (al, a2, a3)
(Fig. 2). Due to their conceptual and computation simplicity, triangular fuzzy
numbers are very commonly used in practical applications (Pedrycz 1994; Klir and
Yuan 1995). The membership function p;(x) r @ is given by:

07x§al7
X —ap

,ai <x§a2,

a —ay
~(x): as —Xx (])
- ,a2<x§a3,

asz — dp

0,x > a3

where al, a2, a3 are real numbers and al < a2 < a3. The value of x at a2 gives
the maximal grade of u,(x) i.e., u;(x) = 1; it is the most probable value of the
evaluation data. The value of x at al gives the minimal grade of u(x) i.e.,
Uz (x) = 0; it is the least probable value of the evaluation data. The narrower the
interval [al,a3], the lower is the fuzziness of the evaluation data.

Definition 2 In fuzzy set theory, conversion scales are applied to transform the
linguistic terms into fuzzy numbers. In this chapter, we will use a scale of 1-9 to
rate the criteria and the alternatives. Tables 1 and 2 present the linguistic variables
and fuzzy ratings used for rating the alternatives and the criteria in the decision
making process.
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Fig. 2 Triangular fuzzy
number a !

Table 1 Linguistic ratings

. Linguistic term Membership function

for alternatives

Very poor (VP) (1, 1, 3)

Poor (P) (1, 3,5)

Fair (F) 3,57

Good (G) 5,7,9)

Very good (VG) 7.9.9
Table. 2 .Linguistic ratings Linguistic term Membership function
for criteria

Very low (1, 1, 3)

Low (1,3,5)

Medium (3,57

High (5.7,9

Very high (7,9, 9)

4 Multicriteria Decision Methodology for Evaluating
Organizations

The proposed multicriteria decision making methodology for evaluation organi-
zations to develop sustainable supply chains is based on the fuzzy VIKOR tech-
nique. VIKOR (in Serbian: VlseKriterijumska Optimizacija I Kompromisno
Resenje) is a multicriteria decision making technique whose foundation lies in
finding a compromise solution (Opricovic 1998). In other words, a feasible solu-
tion that is closest to the ideal solution. The fuzzy VIKOR technique involves
fuzzy assessments of criteria and alternatives in VIKOR. The various steps of
Fuzzy VIKOR are presented as follows:

Step 1: Assignment of ratings to the criteria and the alternatives.

Let us assume there are m alternatives called A = {A;,A;..,A,,} which are to be
evaluated against n criteria, C = {C, C,..,C,}. The criteria weights are denoted
by w;(j = 1,2, ..,n). The performance ratings of decision maker Dy(k = 1,2, ..,K)
for each alternative A;(i = 1,2, ..,m) with respect to criteria C;(j = 1,2, ..,n) are
denoted by Ry = Xy = (ayx, by, cin), i = 1,2, .m;j = 1,2, ..,n;k=1,2,. K
with membership function i, (x).

Step 2: Compute aggregate fuzzy ratings for the criteria and the alternatives.
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If the fuzzy ratings of decision makers are described by triangular fuzzy number
Ry = (ax,br,cx);k =1,2,.., K then the aggregated fuzzy rating is given by R =
(a,b,c);k =1,2,..,K where;

. RS
a= mkln{ak}, b= §k§::lbk, c= m,flx{ck} (2)

If the fuzzy rating of the kth decision maker for alternative A; and criteria C; are
given by Xjx = (ajjk, bijk, cijx) and the importance weight by wjr = (ajx, bjx, cj), i =
1,2,..m;j = 1,2, ..n respectively, then the aggregated fuzzy ratings (x;;) of alter-
natives with respect to each criteria based on Eq. (1) are given by X; = (ay;, by, ¢;j)
where

: 1 &
aij = min{aip}, by = EZ bije, ¢y = max{cyi } (3)
k=1

The aggregated fuzzy weights (w;) of each criterion are calculated as w; =
(wj1,wj2, wj3) where

1

K
2> Wi, w3 = max{wiis} (“)

Wj] = miH{ijl},sz =
k
k=1
Step 3: Compute the fuzzy decision matrix.
The fuzzy decision matrix for the alternatives (D) and the criteria (W) is

constructed as follows:

cC, G C,
Ay [X11 X2 ... X
B Ay [ X1 X2 ... X (5)
~ ~ ~ 71':1’2’ 7m;j:1727 ,n
An Xml  Xm2 oo X
W = (W1, Wy, .., W) (6)

Step 4: Defuzzify the elements of fuzzy decision matrix for the criteria weights
and the alternatives into crisp values. A fuzzy number @ = (al, a2, a3) can be
transformed into a crisp number a by employing the below equation (Yong 2006):

4
o=ttt ts (7)

Step 5: Determine the best fj* and the worst values f~ of all criteria ratings
j=12,...,n

f = max{x;} (8)
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£ = min{x;} 9)
Step 6: Compute the values S; and R; using the relations
5= 3wl (10)
j=1 Jj _Jj‘
Ri:maijg (11)
U

Step 7: Compute the values Q; as following

Si— 8" R, — R*

Qi:VS__S*+(1—V)ﬂ (12)
where
S = mjnSi;
S” = maxS;
. (13)
R* = minR;;

R~ = maxR;;
1

And v, [0,1] is the weight for the strategy of maximum group utility and 1 — v is
the weight of the individual regret.

Step 8: Rank the alternatives, sorting by the values S, R and Q in ascending order

Step 9: Propose as a compromise solution the alternative (A(!)) which is the best
ranked by the measure Q(minimum) if the following two conditions are satisfied

C1: acceptable advantage

0(a®) - o(a") > DQ (14)
where A is the alternative with second position in the ranking list by Q and
DQ=1/J—1 (15)

C2: Acceptable stability in decision making

The alternative A()) must also be the best ranked by S or/and R. The com-
promise solution is stable within a decision making process, which could be the
strategy of maximum group utility (when v > 0.5 is needed), or “by consensus
v~ 0.5”, or “with veto” (v<0.5). Please note that v is the weight of the decision
making strategy of maximum group utility.

If one of the conditions is not satisfied, then a set of compromise solutions is
proposed, which consists of

Alternatives A" and A® if only the condition C2 is not satisfied Or
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Alternatives A(D, A®) . AM) if the condition Cl is not satisfied; A" is deter-
mined by the relation Q(AM) — Q(A")) <DQ for maximum M (the position of
these alternatives are in closeness).

S Numerical Application

In this section, we demonstrate the application of our approach on evaluating six
organizations (Al, A2, A3, A4, A5, A6) from sustainable supply chain develop-
ment perspective. Table 2 presents the details of the 12 criteria chosen for the
decision making process. These are Communication (C1), Coordination (C2),
Participation in environment friendly initiatives (C3), Social responsibility (C4),
Management Commitment (C5), Risk Management (C6), Quality Management
(C7), Voice of the customer (C8), Technology management (C9), Employee
Training (C10), Adoption of environmental standards (C11), and Agility (C12). It
can be seen in Table 2 that the criteria used for evaluation involve both funda-
mental and sustainability characteristics and are derived from Sect. 2. Please note
that we have chosen these 12 criteria for illustration purposes. Interested readers
can include all criteria for detailed analysis.

After selecting the criteria, a committee of three decision makers (D1, D2, and
D3) is formed to weight the criteria and the alternatives. The decision makers
provide linguistic ratings to the criteria and the alternatives (organizations) using
Tables 1 and 2. The results of these ratings are presented in Tables 3 and 4.

The linguistic ratings are transformed into fuzzy triangular numbers using
values provided in Tables 1 and 2 respectively. Then, we calculate the aggregated
fuzzy weights (wy;) of criterion using Eq. (3) and aggregate ratings for alternatives
using Eq. (2). For example, for criteria C1, the aggregated fuzzy weight is given
by wj = (wj1, wj2, wj3) where

94+9+7),ws = mlilx(97 9,7)

Q| =

wj1 = mkin(7,7,5), Wi =
w; = (5,8.33,9)

Likewise, we compute the aggregate weights for the remaining criteria. The
results for aggregate weights of the 12 criteria are presented in Table 5. To
transform the aggregated fuzzy weights w; into crisp number w;, we use Eq. (6).

Therefore, for w; = (5,8.33,9), we have w; = w =7.89.

Likewise, the aggregate fuzzy scores and respective crisp values of the six
alternatives are computed using Eq. (2). Table 6 presents the aggregate fuzzy
decision matrix for the alternatives.

Then, we compute the best f]* and the worst values f;~ of the 12 criteria using

Eq. (7). The results can be seen in last two columns of Table 7.
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Table 3 Linguistic assessments for the 12 criteria

Criteria D1 D2 D3
Communication (C1) VH VH H
Coordination (C2) H H M
Participation in environment friendly initiatives (C3) H H H
Social responsibility (C4) H VH H
Management commitment (C5) VH VH VH
Risk management (C6) M M M
Quality management (C7) M L L
Voice of the customer (C8) VH H VH
Technology management (C9) VH VH VH
Employee training (C10) H H VH
Adoption of environmental standards (C11) VH VH VH
Agility (C12) H VH H

Table 8 presents the S;, R; and Q; values for the six alternatives computed using
Egs. (8, 9). The values of S* = 7.534, S- = 66.982, R* = 2.179, R- = 8.667 are
obtained using Eq. (10) (Table 8).

Table 9 ranks the six alternatives, sorting by the values S;, R; and Q; in
ascending order.

It can be seen from the results of Table 9 that alternative A4 is the best ranked
by the measure Q;(minimum). We now check it for the following two conditions.

(1) CI: acceptable advantage.
Using Eq. (11), DQ = 1/12 — 1 = 1/11 = 0.0909. Applying Eq. (10), we
find Q(AS) — Q(A4) = 0.602 — 0 = 0.602 > 0.0909, hence the condition
Q(AP) — (A1) > DQ is satisfied.

(2) C2: Acceptable stability in decision making

Since alternative A4 is also best ranked by S; and R; (considering the “by
consensus rule v ~0.5”), therefore it is finally chosen as the best organization
from sustainable supply chain development perspective.

6 Conclusions and Future Work

In this book chapter, we address the problem of evaluating organizations from a
sustainably supply chain development perspective and present various sustain-
ability focused and fundamental criteria that can be used by decision makers for
evaluation purposes. Examples of these criteria are Communication, Coordination,
Participation in environment friendly initiatives, Social responsibility, Manage-
ment Commitment, Risk Management, Quality Management, Voice of the cus-
tomer, Technology management, Employee Training, Adoption of environmental
standards, and Agility.
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Table 5 Aggregate fuzzy criteria weights

Criteria D1 D2 D3 Fuzzy Crisp
Cl1 (7,9,9) (7.9,9) 5.7,9) (5, 8.333,9) 7.89
c2 5,7,9) 5,7,9) 3,57 (3, 6.333,9) 6.22
C3 5,7,9) 5,7,9) 5,7,9) 5,7,9) 7

C4 5,7,9) (7,9,9) 5,7,9) (5,7.67,9) 7.44
C5 (7,9,9) (7,9,9) 7,9,9) (7,9,9) 8.67
Co6 3,57 3,57 (3,5, 7 (3,57 5

Cc7 3,57 (1, 3,5) (1, 3,5) (1,3.67,7) 3.78
C8 (7,9,9) 5,7,9) 7,9,9) (5,8.34,9) 7.89
c9 (7,9,9) (7,9,9) (7,9,9) (7,9,9) 8.67
C10 5,7,9) 5,7,9) (7,9, 9) (5,7.67,9) 7.44
Cl11 (7,9,9) (7,9,9) 7,9,9) (7,9,9) 8.67
C12 5,7,9) (7,9,9) 5,7,9) (5,7.67,9) 7.44

Table 6 Aggregate fuzzy decision matrix for alternatives

Criteria Al A2 A3 Ad A5 A6

Cl (7.9,9) (1,3,7) (5.834,9) (5,834,9) (5,7,9) (3,5.67,9)
2 (7,9,9) (1,1.67,5 (3,7,9) (5,7,9) (1,3,7) (1,234, 5)
C3 (1,1.67,5 (7,9,9) (5,7,9) (7,9,9) (5,767,9 (7,9,9)
c4 (5,834,9) (3,567,9) (58349 (7,9,9) (3,567,9 (5 7.67,9)
Cs (3,7,9) (3,634,9) (3,634,9) (5834,9 (5767,9 (@3,634,9)
c6 (1,5,9) 1,1,3) (1,234,5) (1,3.67,7) (1,167,5 (1, 1.67,5)
c7 (1,434,7) (1,1.67,5) (1,1.67,5) (1,234,5) (1, 1,3) (1, 1.67, 5)
Cs (3,5.67,9) (1,434,7) (5,834,9) (5,767,9) (5,7,9) (3, 6.34, 9)
C9 (3,5,7) (3,634,9 (57,9 (5,834,9) (5,834,9) (57,9
C10 (1,5,9) (1, 1.67,5) (1,434,7) (3,5,7) (1,434,7) (1,3,7)
Cll (1,1.67,5) (1, 1.67,5 (5, 7.67,9) (5834,9 (5767,9) (5, 7.67,9)
c12 (3,634,9) (5, 834,9) (57.67,9) (58349 (5834,9) (5 7.67,9)

Table 7 Alternative Crisp ratings, f;* and the worst values f;~ for the 12 criteria

Criteria  Criteria Crisp alternative ratings 1 1
weight Al A2 A3 A4 A5 A6

Cl 7.89 8.667 3333 7.889 7.889 7 5778 8.667  3.333
(67) 6.22 8.667 2.111 6.667 17 3333 255 8.667 2.111
C3 7 2111 8.667 17 8.667 7.444 8.667 8.667 2.111
Cc4 7.44 7.889 5778 7.889 8.667 5.778 7444 8.667 5.778
C5 8.67 6.667 6222 6.222 7.889 7.444 6.222 7.889 6.222
Co6 5 5 1.333 2556 3.778 2111 2111 5 1. 333
Cc7 3.78 4222 2111 2111 2556 1.333 2111 4.222 1.333
Cc8 7.89 5.778 4222 7.880 7.444 7 6.222 7.889 4.222
c9 8.67 5 6222 17 7.880 7.889 7 7.889 5

C10 7.44 5 2111 4222 5 4222 3333 5 2. 111
Cl11 8.67 2111 2111 7444 7889 7444 7444 7.889 2.111
C12 7.44 6222 7.889 7444 7889 7.889 7444 7.889 6.222
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Table 8 S;, R; and Q; values for the alternatives

Al A2 A3 A4 A5 A6
Si 44.679 66.98 28.91 7.534 30.88 41.789
R; 8.666 8.666 8.666 2.179 7.444 8.6666
Q 0.812 1 0.679 0 0.602 0.7881

Table 9 Alternative rankings

Si A4 A3 AS A6 Al A2
R; A4 A5 A3 A6 Al A2
Qi A4 A5 A3 A6 Al A2

The main strength of our approach is the investigation of organizational
characteristics for sustainable supply chain planning. Another advantage is the
ability to evaluate organizational performance from sustainable supply chain
development perspective under partial or lack of quantitative information. Orga-
nizations can be evaluated for these characteristics in terms of linguistic prefer-
ences and use of multicriteria decision making methods. We have used fuzzy
VIKOR technique because of its ability to evaluate alternatives based on their
closeness to ideal solution.

The next step of our work involves designing sustainable supply chain networks
considering the different characteristics (or criteria) proposed in this chapter.
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Fuzzy Multiple Criteria Decision Making
for Supply Chain Management

Yuh-Wen Chen and Moussa Larbani

Abstract Supply Chain Management (SCM) problem can be simply described as
if an enterprise is requested to provide adequate commodities to its customers on
time, it should be able to design its own appropriate purchase/production/trans-
portation network at the lowest-cost level in time. Modeling SCM by fuzzy
mathematical programming is an innovative and a popular issue, this chapter
introduces fuzzy multiple attribute decision making (FMADM) and fuzzy multiple
objective programming (FMOP) for the solutions of SCM.

Keywords Supply chain - Fuzzy - Multiple attribute decision making - Multiple
objective programming

1 Introduction

Recently, the global market schemes have generated new concepts in various
economic and industrial sectors. Supply Chain Management (SCM) optimally
integrates the operational networks from material suppliers to end customers,
which is the most popular issue since 2000 (Chen and Tzeng 2002; Zarandi et al.
2002; Zhou et al. 2008).
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Fuzzy models are also popular in the field of SCM. The advantages and dis-
advantages of fuzzy models are:
Advantages

Flexibility

Convenient user interface

Easy computation

Learning ability

Quick validation

Ambiguousness

Combination with existed models.

Disadvantages

Insufficient experimental evidence

Many manual setting parameters

Unclear options

Dimensionality/complexity of building models for beginners.

Readers should be aware of the limitations of fuzzy models in advance. In
addition, some academic fields are against the fuzzy models. This is why in the
literature review most of previous models are crisp, rather than fuzzy. This chapter
is dedicated to Fuzzy Multiple Criteria Decision Making (FMCDM) methods for
SCM. The method of FMCDM is considering the conflicts/trade-off among mul-
tiple criteria in order to make the optimal decision (Chen and Hwang 1992).

Supply Chain Management could be simply defined as if an enterprise is
requested to provide adequate commodities to its customers on time, it should be
able to design its own appropriate purchase/production/transportation network at
the lowest-cost level in time (Chopra and Meindl 2010; Dobrila 2001; Dobrila
et al. 1998). This idea is simply illustrated in Fig. 1.

The important issues of managing supply chain summarized by Chopra and
Meindl (2010) are:

e Forecasting

e Aggregate planning

e Inventory control

e Level of availability

e Network design: transportation and location

e Information technology (IT) and e-business.

Considering the published papers strongly related to FMCDM, only the topics
of fuzzy multi-objective programming (FMOP) and fuzzy multi-attribute decision
making (FMADM) are focused in this chapter. In such a case, not all important
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Fig. 1 Framework of supply chain
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SCM issues above will be presented. The chapter is organized as follows: Sect. 2
is used to present the basics of fuzzy multi-objective programming and fuzzy
multi-attribute decision making, i.e., a fuzzy ranking method. Section 3 gives the
game model with FMOP and FMADM. Section 4 proposes the Data Envelopment
Analysis (DEA) by FMOP. Finally, conclusions and recommendations are avail-
able in Sect. 5, some advanced issues are also discussed here.

Modeling SCM by fuzzy mathematical programming is an interesting, inno-
vative and a popular issue, here the fuzzy art of modeling SC is summarized by
some categories in Table 1, which includes the major studying areas of modeling
SC by fuzzy sets.

Generally speaking, it is easy to find the SCM articles of aggregate planning
than the other categories, mathematical programming is the most popular tech-
nique. But the number of using FMCDM methods is comparatively less.
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Table 1 Fuzzy models for SCM

Subjects of SCM

Articles

1. Forecasts

2. Aggregate Planning

3. Inventory control

4. Vendor selection

5. Transportation and
location

6. Fuzzy game of
supply chain

Forecasting energy demand using fuzzy seasonal time series (Sar1 and
Oztaysi 2012), hybrid demand forecasts to improve SCM (Aburto
and Weber 2007), analyzing demand variability by fuzzy regression
(Tozan and Vayvay 2007)

Modelling and simulation of a supply chain in an uncertain environment
(Chen and Chang 2006; Gunasekaran et al. 2006; Liang 2007; Yang
2007), fuzzy-genetic approach to aggregate production—distribution
planning (Aliev et al. 2007), fuzzy goal approach (Jamalnia and
Soukhakian 2008; Selim et al. 2006), adaptive formulation (Lou and
Si 2006)

Managing the inventory level by fuzzy supply and demand
(Giannaoccaro et al. 2003; Gupta et al. 2000), fuzzy inventory
control (Xiong and Koivisto 2003)

Selecting the vendor by fuzzy multi-objective approach (Amid et al.
2006), vendor selection by integrated fuzzy MCDM techniques (Yang
et al. 2008), vendor selection by fuzzy goal programming approach
(Kumar et al. 2004), fuzzy multi-objective vendor selection with lean
procurement (Yu et al. 2012), fuzzy synthetic evaluation and fuzzy
ANP to select the vendor (Pang and Bai 2013), using linguistic
variables to develop the multi-criteria group decision-making
approach for vendor selection (Shahgholian et al. 2012)

A random fuzzy design of multi-objective supply chain networks (Ning
et al. 2006), fuzzy transportation problems for SCM (Liu and Kao
2004), fuzzy programming for production/transportation planning
(Sakawa et al. 2001), fuzzy approach to select the location of the
distribution center (Chen 2001), a fuzzy system for facility location
selection(Bhatnager and Sohal 2005; Chou et al. 2008; Uno et al. 2012)

Fuzzy cooperation in a supply chain (Hua and Li 2008; Smirnov et al.
2004), two echelon fuzzy game (Zhou et al. 2008), fuzzy coalition
(Pan et al. 2006), fuzzy MADM game (Chen and Larbani 2006), a
fuzzy game with alliances (Chen et al. 2010)

2 Fuzzy MCDM

The basics of FMOP and FMADM will be clearly illustrated here.

2.1 Fuzzy Multi-objective Planning

Zimmermann’s fuzzy linear programming with i linear objective functions is
defined as follows (Zimmerman 1985):

Max f(x) = (fi(x), 2(x), .. . fi(x))"
st (1)
Ax<b, x>0
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fi{x)  The objective function, f;(x) = c¢ix, i=1,2,...,p;

x the decision variable, x = (x1,xa, . . .,x,,)T;
b the Right Hand Side (RHS) value, b = (b, by, ..., by)";
A the coefficient matrix, A = [O([ 'j]mxn.'

The advantages and disadvantages of FMOP are:

Advantages

e Multiple objectives are considered at one time
e Easy computation.
Disadvantages

e Membership functions should be set first: each objective has an individual
setting
e Many computations for one problem.

For each of the objective function fi(x), i=1,2,...,p; of this problem,
assuming that the decision maker has a fuzzy goal, e.g., maximizing the profit;
thus, the corresponding linear membership function uk(f;(x)) is defined as:

S0 filx) <fi(x)~
() = § AR S0 <fily) <fi0)" (2)
1 s f) AT

fi(x)” denotes the objective value of pessimistic expectation by a decision
maker, and f,-(x)Jr denotes the objective value of optimistic expectation by a
decision maker. His membership function is shown in Fig. 2 (Zimmerman 1985).

Using such a linear membership function pf(fi(x)), i = 1,2,...,p; and apply
the min operator, the original problem can be changed as in Eq. (3) by interpreting
the auxiliary variable A:

Max 2

st

A<H ), i=1,2,0p
Ax<b, x>0

(3)

Equation (1.3) is the fuzzy transformation for general uses. A supply chain
game to show the aggregate planning is available in Sect. 3.

(1) Fuzzy Multi-Attribute Decision Making

Here two MADM techniques: Fuzzy Analytical Hierarchy Process (FAHP) and
FMADM game are presented.
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Fig.. 2 . Achievement level/ 1 (f (x)
aspiration degree for each
fuzzy goal

0

fi(x)_ fi(x)+

FAHP

Thomas L. Saaty, professor in Pittsburgh University in U.S.A., developed AHP
method in 1971 and it is applied popularly recently among economics, society,
management field, etc. to dealing with complicated policy decision (Chen and
Hwang 1992). The advantages and disadvantages of AHP are:

Advantages

e Easy understanding for users
e Easy computation.

Disadvantages

e Consistency test is complicated
e Questionnaire consumes much time because of the pair-wise comparison.

However, in real situation, the recognition of the interviewee is often fuzzy,
thus “capital” criteria “much” more important than “secure sanitary management,
and If the evaluation scale which Saaty offered was expressed, the definition of
“much more” maybe just 1/7, 1/8, 1/9, in other words, there exits some differences
between the pair comparative values and the real recognition cognition of the
interviewees. For expressing the feeling of the interviewees more accurately, the
following adopts fuzzy theory to handling the linguistic scale problems.

(i) Triangular Fuzzy Number

A triangular fuzzy number A whose value point is (a1,az,a3) (Fig. 3), and the
membership function will be defined as Eq. (4):

0, x<ai
) —, a1 <x<a @
,LlA X) = a3—x an
ey Sx<a3
0 X > a3
)

(i1) Fuzzy Number Calculating

Now there are two fuzzy numbers

A= (a17a2,a3),B = (bl7b27b3)7
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Fig. 3 Triangular fuzzy Mz (x)4
number A

Fig. 4 o - cut

X
then
(ai,az,a3) @ (bi,b2,b3) = (a1 + b1, a2 + by, a3 + b3)
(a1, az,a3) ® (b1, b2, b3) = (a1b1, a2by, azbs) (5)
- 1 1 1
A71 — —1 (L
(a1,a2,a3) (a37a27a1)

(iii) o-Cut (Fig. 4)

Vo € [0, 1],A of a—cut shows *A, and (©)
A = [(a2 — a1)o + a1, — (a3 — a)o + a3] = [*a;, *a,]
(iv) Fuzzy AHP

FAHP (Fuzzy Analytic Hierarchy Process) is offered by Buckley in 1985. The
method makes the pair comparative value in AHP offered by Saaty, and calculates
the fuzzy weight with Geometric Mean Method. The theory and methodology are

as follow. Consider a fuzzy orthogonal matrix A = [a;j], and a;; = (5, By, 745, 05) is
a trapezium fuzzy number. Taking Saaty’s max-4 method as base and considering:
AQWw= 10w ™)

In which \/~VT = (17111, s ',VNVW,), VNVZ' = (éi,zi,ﬁ[,bi), j» = (5»1,;12,1375»4) are all
fuzzy numbers. Where A = [o], B = [B;], C = [y;], D = [9]-
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Let A = [o],B = [ﬁij], C= [y,»j],D = [9;], then

Xl - (817 t ';Sm)T7X2 = (éla ) ém)T7X3 = (nla t '77]m)TaX4 = (01, o '70m)T
Then Eq. (7) will be adapted as

Ax! = 4ix', Bx? = 1,x%, Cx® = Jsx°, Dx* = J4x*,

In such a case, there will be four sets of max-4 and eigenvalues, so they cannot
be coped with the problem with Saaty’s max-A. Therefore Buckley led in one
method for calculating fuzzy weight and fuzzy utilities.

(v) Fuzzy Weight

Hypothesizing A = [a;] as a positive reciprocal matrix, and listing the geo-
metric mean value

" 1/m
= (H) W=/ )
J=1

If m = 3, the result is the same as Saaty’s max-4, If m > 3, the two results of
both methods are pretty close.

Now if assuming A = [a;], @; = (o, Bij» vij» 6ij) as the attribute (j = 1,2,..., m)
of pair comparison matrix, then the fuzzy weight of the i-th attribute is:

1/m

Fi= (a1 @ @ ajm) ,wi:f@(?]@...@;ﬂ,)* (8)

Fuzzy MADM Game

Multiple Attribute Decision Making (MADM) is a management science tech-
nique, popularly used to rank the priority of alternatives with respect to their
competing attributes in a crisp or a fuzzy environment (Chen and Hwang 1992;
Chen and Larbani 2006).

G G ... G,

o Alan an ... am

D = A2 ar ayy ... dyp (9)
Am aml amZ oo amn

The advantages and disadvantages of FMADM game are:

Advantages

e No pair-wise comparison is needed: data collection and data input are simple
e Friendly user interface: only a decision matrix is required.

Disadvantages

e Computation is complicated
e Users are encouraged to understand the game theory.
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Fig. 5 Triangular fuzzy
decision matrix D

DL DC DU

The FMADM game is shown as follows: considering a fuzzy MADM problem
with the fuzzy decision matrix (9)

FMADM game is a two-person zero-sum game. Here a DM is player A, who
has m alternatives (A;,i=1,2,...,m) with respect to n attributes
(Cj,j = 1,2,...,n); the normalized weight of A; is x;, the normalized weight of C;
is y;, a; represents the evaluation of alternative i with respect to attribute j,
i=12,.,manda; >0;j=12,.., n Nature is player B, who gives the fuzzy
decision matrix (9). This fuzzy MADM problem defined as the DM chooses the
best alternative according to the available D as a fuzzy matrix with triangular
membership function, i.e. D = (D", D¢, DV). The membership function of D is
assumed in Fig. 5 and Eq. (10).

0, A<0
L0 0<i<i
(D) = (D" + (1= ADH) =) =4 1 a=7
= d<i<d
, A>1
Thus, the D’s behavior can be described by various a-cuts:
D, =Dy, D;] = {D; + (1-)D;, [0, 1]} (11)

A vector x in IR™ is a mixed strategy of player A if it satisfies the following
probability condition:

Xen =1 (12)

where the components of x = [x;, X, .. .,X,]" are greater than or equal to zero; e,,
is an m x 1 vector, where each component is equal to 1. Similarly, a mixed
strategy of player B is defined by y = [y1,y2,...,v,] and y'e, = 1. If the mixed
strategies x and y, are proposed by players A (decision maker) and B (Nature)
respectively, then the fuzzy expected payoff of player A is defined by
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x'Dy = Zzﬁijxiyj (13)
=1 =1

The Eq. (13) is player A’s objective and should be maximized. Considering the
two-person zero-sum game (9), x and y" are optimal strategies under the Nash
equilibrium: if x'Dy* < x**Dy* and x"*Dy > x*'Dy*, for any mixed strategies x and
y. Player A’s objective is to maximize his pay-off over all possible x when player B
chooses his best strategy y . Player B’s objective is to minimize his pay-off over all
possible y when player A chooses his best strategy x .

The solution for the two-person zero-sum game is (9) a given a-cut derives from
the optimal solutions of the following pair of optimization problems (14)—(15):

Max vy
X
st XDV >v e (14)
XDE>vyel
Xe,=1,x>0
Min vg
y
st D;]y <vge, (15)
Dy <vge,
ye,=1,y>0.

Moreover, the fuzzy score of each alternative is computed by the following
interval:

ES(AI) = [xjuzaf;qy;v7 xzaza;jzjy;a] (16)
J=1 J=1

The alternative with higher score is more preferred. Any de-fuzzy method can
be used to decide the final rank of these alternatives.

Example 1

Experienced experts from various vendors and customers of this logistics company
are invited to rank eleven candidate warehouse locations in Fig. 6 for Taipei.
Multiple attributes for appropriately ranking the location of warehouse are col-
lected—these attributes are land cost (C}), labor cost (C5), traffic congestion (C3),
accessibility to the metropolitan (C,), accessibility to the industrial park (Cs),
accessibility to the international airport (Cs) and accessibility to the international
harbor (C7). These experienced logistics managers are asked to provide their
evaluations of the locations with respect to attributes. These fuzzy values are
ranged within the quality interval from 1 to 10 from the beneficial side, where “1”
means the lowest degree and “10” means the highest degree.
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Fig. 6 Candidate locations
around the taipei
metropolitan (yellow district)

Fig. 7 Ranking results by Lower [PUpper

excel Al 0 0
A2 0 0
A3 0.1534830.191706
A4 2.6583243.320341
A5 0 0
A6 0.282409 0.352738
A7 0 0
A8 0 0
A9 1.964581 [ 2.453831
Al0 1.358595 | 1.698777
All 0 0

An Excel interface with Visual Basic Application (VBA) is proposed to
facilitate the use of fuzzy MADM game. The ranking results are available in
Fig. 7. In addition, the fuzzy decision matrix is available in Table 2. According to
the computational results and defuzzification by choosing the median between the
lower bound and the upper bound for each alternative, the top three (most pre-
ferred) alternatives are: Ay > Ag > Ajo. Readers should recognize that only one
fuzzy decision matrix: Table 2 is needed for the computation of Example 1, this is
much simpler than the pair-wise comparison in FAHP. The ranking method pro-
vides here is appropriate to solve any priority problem in SCM.
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Table 2 Fuzzy decision matrix for location decision

Alternatives/Attributes  C, C, C; Cy Cs Ce C;

A 5,6,7 7,8,9 567 2,4,5 3,4,5 6,6,7 3,3,4
Aj 6,7,8 7,9,10 6,8,9 3,4,5 4,5,5 6,7,7 3,4,4
Aj 8,9,10 7,9,10 6,8,9 4,5,6 55,6 6,6,7 4,56
Ay 7,9, 10 4,56 17,8,9 8,9,10 8,9, 10 7,89 6,89
As 8,8,9 3,4,5 5,6,7 6,7,8 7,8,8 7,7,8 6,7,8
Ag 8,8,9 56,8 7,8,8 6,7,8 7,7, 8 56,7 6,7,8
A 5,6,8 6,7,7 17,88 7,7, 8 7,8,9 5,56 6,7,8
Ag 8, 8, 10 4,5,5 17,8,9 5,6,7 4,5,5 3,4,5 8,8,9
Ag 7,8,9 8,9,10 4,5,6 5,6,7 4,5,6 4,56 17,8,9
Ajp 3,4,5 7,8,8 8,99 4,5,6 6,7,8 8,9,10 4,4,5
Aqg 3,4,5 7,8,8 8,99 6,7,8 6,7,8 7,7,8 4,56

s /s

3 Supply Chain Game by FMOP

This section is designed to illustrate using FMOP on Supply Chain Game. The SC
game will be deduced step by step so that readers are able to use or develop some
advanced fuzzy games of their own.

3.1 Supply Chain Game

Game theory is concerned with the actions (strategies) of decision makers, who are
aware that their actions affect each other (Rasmusen 1989). In addition to the
Table 1 of literature review in Sect. 2, Nagarajan and So$i¢ (2008) mentioned
about the cooperation analysis in SC game; in addition, Huang and Li (2001), and
Li et al. (2002) also analyzed the SC performance from the game aspect. Interested
readers may find the literature above for further reading. However, their formu-
lations are crisp rather than using FMOP.
The advantages and disadvantages of game models are:

Advantages

e Rigid deduction process
e Strong proofs in mathematics
e Extension with existed models.

Disadvantages

e Users are encouraged to have sufficient background in mathematics
e Complicated symbols for beginners because of formulations and extensions are
very various and abstract.
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A two-person zero-sum game is the simplest case of game theory with only two
players. Such a game is resolved by assuming that both players propose pure
(discrete), mixed (probability) or continuous strategies. The strategies proposed
here for each partner will be its capacity to meet the maximal satisfaction: both
from the micro scope and macro scope.

The degree of cooperation (or non-cooperation) between players is assumed to
be vague in this study: the cooperation degree won’t be measured in this study;
actually, it is an abstract idea. Let us consider the following n-person non-coop-
erative game in normal form (Rasmusen 1989):

(I, X, f(x)) (17)

I=1{1,2,...,n} is the set of players, X is the set of situations of the game, X; is
the set of strategies of the i-th player, i = 1, 2, ..., n; f = (fi,/5, - - - /) fi is the
objective function of the i-th player; x = (x;,x2,...,x,) € X is a situation of the
game, x; € X; is the strategy of the i-th player, i =1,2,...,n.

Definition 1 The game (17) is in the normal form if it is played one time.

Definition 2 The game (17) is non-cooperative if players cannot make enforce-
able agreements.

Definition 3 x° € X is called Nash equilibrium of the game (17) if
Viel, VxeX, fi(x"//x)<fi(x).

(x°//x;) is the issue obtained from the issue x” by substituting the i-th com-
ponent of the vector x° for x;.

Definition 4 Suppose that in the game (17) there are n players, the pay-off
function of each playeris f; and I = {1, 2, ..., n}. Here the game is not necessarily
non-cooperative. The relation between players is represented by the following
n X n matrix:

o1 %12 ... Opp
o o P4

C= 2,1 22 2.n (18)
Opl U2 --v Opp

nxn

Thus, the Nash equilibrium of the game: (I, X, g(x) = C x [fi],..., ) is defined as
A-Nash equilibrium (Aliged Nash equilibrium). Here o;; € [—1, 1], which
represents the degree of cooperation between player i and player j or more pre-
cisely between two players. C is named as the “alliance matrix”.

Remark I 1f a coefficient o, ; is positive, it is easy to show that there is cooperation
between player i and player j because their pay-offs are united. If o;; is negative
then it means that the player i is in competition with player j resulting from their
interests are antagonistic. If o;; = 0 then the player i is neutral according to player
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Jj. It is easy to formulate the Definition 4 for the general case of n-person game. Let
us briefly illustrate our ideas of alliance matrix of a SC as follows:

(1) each partner in a SC is playing the cooperative or non-cooperation game;

(2) the cooperation degree «;; between partners can be regarded as their various
alliances, e.g., o;; € [—1, 1];

(3) such alliances among partners can be described by alliance matrix: A. Thus,
consider n players in a SC, each partner’s objective is, e.g., fi1,/2, - . ., fu, €tc.,
their integrated objectives from the micro level can be expressed by the fol-
lowing equation:

ar o2 Oin fi
o o P 4

A Xf(x) _ 21 22 2n x f2 (19)
Ol Op2 oo Olpp ﬁl

where o;; represents the cooperation degree between partner i and partner j;
a;; = 1if i = jand o;; € [—1, 1]. The cooperation degree is arbitrarily decided in
this study; however, exploring the measurement of «;; would be an interesting
issue for readers.

3.2 Formulation and Resolution

In this section, a simple example is illustrated for SC game. Now Fig. 1 in Sect. 2
is used as the model formulation. The objective and constraints of each partner in
the SC will be established. The symbols are shown in Table 3.

(1) Supplier partner’s objective and constraints

The supplier partner’s objective is assumed to maximize its own net profits.
And constraints are available storage space and working time.

Max  fi, = Z Zpﬁxﬁm,, - Z Z CXen VS ES,VEET

meM ecE meM ecE

st
Z X5, <spaces,Vs € SVt €T, (20)

meM

Z Z WIgxG, , <awts, Vs €SVt € T,

meM ecE
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Table 3 Symbol notations

Symbol Notation

J28

Pm
Piv
pa,,
xim,t

Xmlt

<
Ch
spaceg
spacey,
space;
awtg
awty,
Wi
Wty
va

fc sm,t
ICmi
cpy

M<tNNOR

The sale price for material e of supplier s

The sale price of merchandise for Mfg. partner m

The sale price from logistics partner / to vendor v

The consumed quantity of material e when one unit x,,, is produced

The shipped quantity of material e from supplier s to Mfg. partner m at time ¢, decision
variable

The shipped quantity of merchandise from Mfg. partner m to logistics partner / at time ¢,
decision variable

The unit cost of material e for supplier s

The transportation cost from logistics partner / to vendor v

The available storage space of supplier s

The available storage space of Mfg. partner m

The available storage space of logistics partner /

The available working time for supplier s

The available working time for Mfg. partner m

The unit working time for producing material e by supplier s

The unit working time for producing merchandise by Mfg. partner m

The demand of vendor v at time ¢

The unit transportation cost from supplier s to Mfg. partner m

The unit transportation cost from Mfg. partner m to logistics partner /

The unit transportation cost from logistics partner / to vendor v

The set of all manufacturing partners, M = {1, 2}

The set of all suppliers, S = {1, 2, 3}

The set of planning horizon, T = {1, 2, 3}

The set of all logistics partners, L = {1, 2}

The set of all vendors, V = {1, 2, 3}

The set of materials, E = {x, y}

(2) Manufacturing partner’s objective and constraints

The Mfg. partner’s objective is similarly assumed to maximize its own net
profits. And constraints are available storage space and working time. In addition,
the manufacturing ability of each Mfg. partner is assumed various in the last
constraint.

Max fm,t = mexmm - Z meml,tvvm €M, VieT

leL leL
st

X, <space,,,VYm e M Nt €T,
2 o)

Z WL, Xty < awty,, Ym eM ¥t € T,
IeL

Xty = Z Zp ay X, Ym eM Nt €T,

ecE ses
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(3) Logistics partner’s objective and constraints

The logistics partner also achieves to maximize its own net profits. And con-
straints are available storage (the first one) space and constant flow (the last one).

Maxﬁ,t = Zplvxlv,t - chvxlv,t,VI S L7 VieT

veV veV
st
lev,t <space;, Vv e V,VteT,
leL (22)
> Wtk < awty, Ym EM V1 € T,
leL
lev‘t = dv,hVI eLNteT,
veV

Finally, the following constraints of globally constant flow should be satisfied:

Z mel,f = Z lev,z = Zdv,t VieT

meM [eL leL veV veV (23)
Z Xmlt = lev,ta VieL vVteT,
meM veV
Therefore, the micro objective of SC game is presented as follows:
30 BRIV Js=1
Max A x f(x)= | + . 1| x| (24)
o1 v 077 fi=

And the macro objective is

Min Z Z tc.vm,txsm,t + Z Z ICmi Xl t + Z Z tClv,txlv,ta vieT (25)

seS meM meM leL leL veV

The optimization problem above is a vector optimization problem by consid-
ering the constraints of each partner simultaneously: i.e., this is a multi-objective
optimization problem. And it is resolved by the fuzzy multi-objective approach (3)
of Sect. 2.

Example 2
The model parameters of partners are arbitrarily set as follows.

(1) Supplier Partner 1 (s = 1)

Max fi—1;,=3x+4y—x—y,VteT,
st x+y<400,vte T (26)
2x+y<600,Vt €T,
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(2) Supplier Partner 2 (s = 2)

Max fip;=4x+3y—-2x—y,VteT,
st x+y<600,VieT
x+2y<500,Vt €T,

(3) Mfg. Partner 1 (m = 1)

Max fp—1y=2z—-2z,Vte€T
st z=2x+yVteT
z<200,VteT,
5z <900,vVt €T,

(4) Mfg. Partner 2 (m = 2)

Max fu—,=4z—2z,VteT
st z=x+2y,VteT
z<600,VteT,
2z <600,V €T,

(5) Mfg. Partner 3 (m = 3)
Max f,—3,=3z—2z,VteT
stz=x+4+y,VteT

7 <300,VteT,
3z < 1000,Vt € T,

(6) Logistics Partner 1 (I = 1)

119

(27)

(29)

(30)

Max fi=1, = 6x1=1,y=1 + TXi1=1,y=0 + Mi=1,y=3 — Xi=1,y=1 — Xi=1y=2 — 2X=1,,=3,Vt €T

st
Xj=1y=1 +Xj=1 =2 + Xj=1 v=3 <500

(7) Logistics Partner 2(I = 2)

(31)

Max fi—p; =Tx1—2,y—1 +06Xj=2,y—2 + TX)=0y—3 — 3Xj=0,y—1 — Xj=2,y=2 — X}=2y=3, VI ET

st
Xj=2,y=1 + X1=2,y=2 +Xj=2,,—3 < 1000

(8) Transportation Cost (Table 4).

(32)
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Table 4 Transportation cost

From\To m=1 m=2 m=3 =1 [=2 v=1 v=2 v=3
s=1 1 2 1 - - - - -
s=2 2 1 2 - - - - -

m =1 - - - 3 4 - - -
m=2 - - - 4 6 - - -
m=73 - - - 5 3 - -
=1 - - - - - 2 3 1
=2 - - - - - 2 3 2
Table 5 Computational results of various alliances

Results\Alliance Ideal cooperation Extreme competition Stackelberg competition
Global achievement level (/) 1.00 0.64 0.51

Global profit 14,700 13,799 13,900

Global transportation Cost 9,700 9,836 9,697

Objective value of fi_;, 2,100 0 1,050

Objective value of f—», 0 1,400 700

Objective value of f,,—;; 1,000 862 1,200

Objective value of f,,—1, 0 1,017 750

Objective value of f,—3, 3,600 2,520 2,200

Objective value of fi—, 2,000 2,000 2,000

Objective value of fi_p, 6,000 6,000 6,000

3.3 Results and Discussions

Three scenarios: ideal cooperation (all partner are joined as a big union with only
one objective), Stackberg competition (every partner maximizes its own pay-off by
ignoring the pay-offs of others) and extreme competition (every partner maximizes
its own pay-off by minimizing the pay-offs of others) are simulated for Example 2.
Discussions are also presented in the end of this section.

The vendors’ demands are given first for each planning period, after that the
problem is resolved by the fuzzy multi-objective approach (3) of Sect. 2. The first
alliance matrix is the ideal cooperation case, the elements of are assumed as all
ones. The second alliance matrix is the extreme competition case, the elements in
A are all negative ones except the diagonal elements are positive ones. The third
case is stackelberg competition case, the elements in A are all zeros, except the
diagonal elements are ones. The global profit is defined as the sum of each part-
ner’s profit. The computational results are summarized in Table 5.

According to the computational results above, discussions are proposed as
follows:

According to the simulation results, it is clear that the global achievement level:
A value is Ideal cooperation > Extreme competition > Stackberg competition
Extreme competition. This is beyond our previous imagination that: Stackberg
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competition > Extreme competition. Thus, from the macro scope, cooperation
seems to add the global achievement level because the ideal cooperation case has
the largest /.

However, ideal cooperation doesn’t guarantee the maximal profit of each
partner: especially satisfying the individual objective optimum of partner from the
micro scope. This hints satisfying the allocation of global profit to each partner
would be a challenging problem in the ideal cooperation case. If a partner feels
unsatisfied for its individual objectives, then this partner may not be willing to join
this supply chain. In short, globally maximal satisfaction doesn’t guarantee locally
maximal satisfaction, and vice versa.

According to the simulation results, using the fuzzy multi-objective game
theory for modeling SC is an interesting idea. A new and simple concept of
alliance matrix is introduced, which is designed to describe the cooperation degree
between partners. Simulation results reflect greater realities and show that ideal
cooperation is the best from the macro scope; however, extreme competition could
have better individual performance of partner from the micro scope. Because of
these conflicts and selfishness of partners, ideal cooperation is not easy to survive
in practices. About the future studies, our new model could be used to explore the
real alliance between partners. This means, readers are encouraged to extend and
modify the SC model proposed here in order to meet their customized needs. A
more complicated and advanced game via FMOP is available in the paper of Chen
et al. (2010).

4 Fuzzy Data Envelopment Analysis for Supply Chain
Management

This section is designed to illustrate the basic concepts of DEA by using FMOP.
The extension from basic form will be deduced step by step so that readers are able
to use or develop some advanced DEA by FMOP.

4.1 Basic DEA

Data envelopment analysis (DEA) defines mathematical programming of the
outputs/inputs ratio as the index of production efficiency, developed by Charnes,
et al. (1978), and followed by many others (Chen et al. 2009; Karsak and Ahiska
2007; Seiford 1996). The advantages and disadvantages of DEA are:

Advantages

e Ratio concept is easy for users
e Easy computation.
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Disadvantages

e Not all inputs and outputs can be quantified

e Many decision making units (DMUs) could have the same and the highest
scores, i.e., one (low discrimination power)

e Dual form of DEA is complicated.

The DEA model, developed by Charnes, et al. (1978), is changing the fractional
programming problem to a linear mathematical programming model, which is able
to handle several inputs and outputs. This model assumes n decision-making units
(DMUs), with m inputs and p outputs, where the efficiency evaluation model of the
k-th DMU can be defined as in Eq. (33).

p
Z Uryrk
Max fk = r=1

m

Z ViXik
i=1

)4
> Uy (33)
=l <1,1=1,2,...n

Zvixil

i=1

urze, r=12,...p;

S.t.

V[ZS, i= 1,2,...71’}1.

where

x;;  the i-th input value for /-th DMU;

vy the r-th output value for the I-th DMU;
u, the weight values of the r-th output;

v;  the weight values of the i-th input i,

&  a very small positive value.

Obtaining the solution from Eq. (33) is difficult because it is a nonlinear pro-
gramming problem. Charnes et al. transformed Eq. (33) into a linear programming

problem by assuming > vixy = 1.
=1

4.2 DEA with Fuzzy Inputs and Outputs

There are many available models for fuzzy DEA, which are based on various
assumptions and deductions. The idea with fuzzy inputs and outputs here (Chen
2002) is modified from the model of Nagano et al. (1995).
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First, considering the firm n as the reference point in a DEA model,

e, v =1. Let 0,= (050" 0Y) = <Z wyE S uyM, Zu,.y%). Thus,
there are two desired objectives for this DEA model with fuzzy data:

(1) the fuzzy width of 0, should be minimized—this situation is shown in Fig. 8§,
(2) the overlap area in Fig. 8 should be minimized—the bounded area of triangle
abc in Fig. 8 should be minimized.

The triangular fuzzy inputs and outputs are analyzed as in Fig. 8 with more
details.

The first intersection type of > u,y and Z,‘ viXy is analyzed as follows:
considering two fuzzy numbers, the weighted sum of fuzzy outputs: > u,Vu,
which is denoted by Y; and the weighted sum of fuzzy inputs: > viXi which is
denoted by X. X and Y may have some overlap area (intersection) in actuality—
which will cause the vagueness of % Since the fuzzy efficiency score is defined by

% and the unclear degree of % is the maximal yy = sup min(uy, ugz) = ha,, the lower
X r
X

the hs; (e.g., h3; = 0 means the computational result of % is very clear instead of

fuzzy), the more reliability level of };—the maximal reliability level 0f§ is 1 — hs.
Therefore, the following concept can be deduced: the larger the overlap area, the
lower reliability level when viewing the final efficiency scores of firms. If the
overlap area between the weighted sum of fuzzy inputs and outputs can be reduced
as small as possible—the optimal case is no overlap area; thus, the evaluated
scores of firms by a DEA will be closer to the actuality with higher reliability.
Furthermore, the weighted sum of outputs has no chance to be greater than the
weighted sum of outputs and resulting in: Y, u, 3 is less than or equal to >, viXi
in a traditional DEA model with crisp data. However, the weighted sum of outputs
almost all fall down the left side of point b-except the overlap area between
> u Y and Y viXy (see Fig. 8) in a fuzzy condition. The overlapping degree: k3,
can be regarded as the degree of DMUSs going outside the enveloped efficiency
frontier by the modified DEA model. The efficiency scores of these un-enveloped
DMUs are possibly greater than 1 in the extended DEA model. Of course, this A3,
should be reduced as small as possible so as to reflect more actuality and maximize
the reliability of efficiency scores—all DMUs can be enveloped within the effi-
ciency frontier if h3, = 0. In addition to the first type of intersection between
> u Y and >, viXy, the second intersection type is explained as follows: let the
weighted sum of fuzzy outputs has a triangular fuzzy membership function of firm
n like that in Fig. 8. Consider the fuzzy number: X again, which is intersected with
Y; moreover, hy, and h,, are created by the intersection points between X and Y
(see Fig. 9). These two heights: &y, and hy,, represent the reliability levels for the
weighted sum of fuzzy outputs for the reference point: n”* DMU, where the
objective function of maximizing the fuzzy efficiency score can be obtained—
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Fig. 8 Fuzzy inputs and 4
outputs H“ Z . 45 Z Vi
1

a
b ¢

T < i T oM -
zr Uy 2/ Uk zr UpYrk ALi Viik 2 i Vi

3t

=y

because that p; = sup min(uy, ig) = max(hi,, h,) in such an intersection case of
X 1
X and Y. The concept of this objective is shown as in Fig. 9—both A, and hy,
should be maximized so as to force the 6, within the minimal width of fuzzy
interval.
Finally, an extended DEA model is proposed as follows:

p
Z uryf:n
Max h],l = 7 r=1 7
1= (St L unt)
r=1 r=1
" U
Z UrYpm
Max hy, = r=1

p P
v (St S un)
r=1 r=1

. U - M
Z UrYy — Z ViXiy
. —1 i—1
Min A3, = rp lp
U M
Z uryrt_ Z uryrt
r=1 r=1
m

s.t. Zv,-x% =1;

i=1
0<h;, <1
0<hy <1;
0<hy<1,t=12,.. kt#n
u>e, r=12,....p;
vize i=1,2,...,m
ne{l,2,... k}.
Here, hy, and h;, are the reliability levels for the weighted sum of fuzzy outputs
for the reference point: n” DMU. Furthermore, hs, denotes the degree of some



Fuzzy Multiple Criteria Decision Making for Supply Chain Management 125

Fig. 9 The first objective .

~1
<0

hl«r — - hlu

i . 8
St Sy o "

n
DMUs going outside the piece-wise frontier only when ¢ # n; Y vix}! = 1 implies
i=1
that the i input resource of n DMU is limited. Moreover, hi,,, ho, and hs; must be
between 0 and 1 for normalized fuzzy sets.
It is clear that Eq. (34) is a multi-objective problem; thus, this problem can be
translated to a fuzzy multi-objective problem in Eq. (35) by the general /
transformation.

Max 4
L L
Zl UrYp,
st. h]n = » ? 2 A
1- E M"y%_ Z M"yfn
r=1 r=1
P U
Z UrYpm
h2n = =l > A

4 P
1+ (Z Uy = ury%)
r=1 r=1

)4 m
Zurygf'zvix?tll
l—hy=1-"1 =l >A(t=1,2,.. .k t#n;)

P 2 = 35
Douyy— > uyM (35)
r=1 r=1

0<h, <1

0<hy <1, t=12,.. kt#n;
u>¢, r=12,....p;

vize i=1,2,....m
ne{l,2,... k}.

where A can be regarded as the global reliability level of viewing the final
efficiency scores, the higher the A value, the less vagueness in the final results.
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Table 6 Assumed data of Example 3

Firm 1 Firm 2 Firm 3 Firm 4 Firm 5 Firm 6
Input x; 10 20 4,5, 6) 15 10 (13, 15, 17)
Input x, 40 62 25 65 50 50
Output y; 12 23 (6, 8,9) (12, 13, 15) 15 (17, 18, 19)

Table 7 Computational results

A=09774 Weight v, Weight v, Weight u; > uvn
Scores = <<~—
ZVV'XU(
Firm 1 0.0001 0.0161 0.0424 0.7901
Firm 2 0.9770
Firm 3 (0.6321, 0.8428, 0.9481)
Firm 4 (0.4861, 0.5268, 0.6079)
Firm 5 0.7900
Firm 6 (0.8955, 0.9481, 1.0000)

Equation (35) is a non-linear programming problem, which should be resolved by
the LINGO software. The predicted efficiency score will have a lower and upper
bound at a global reliability level /:

b= 00 = (S Suth Tuot) 09

Example 3

A simple example will be illustrated in this section so as to validate this extended
DEA model with fuzzy data. These assumed crisp/fuzzy data are shown in
Table 6.

After taking the Firm 2 as the reference point and inputting all the available
data in Table 6, final results are obtained by LINGO in Table 7. The approach
proposed here is suitable for taking the fuzzy input/output data into account.
However, the fuzzy score in Table 7 may vary when the reference point is
changed. Thus, some scholars try to find the common weight for DEA: maxi-
mizing the efficiency of each DMU simultaneously.

4.3 DEA of FMOP

The traditional DEA model is optimized for one single objective of the referred
DMU (reference point). Many scholars from MCDM seek to optimize the per-
formance of each DMU at the same time (Golany 1988; Kao and Hung 2005; Li
and Reeves 1999), which is called as the common weight approach for DEA.
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Chiang and Tzeng (2000) proposed the following FMOP approach to DEA.
This method provided a common weight (,u*, w*)for all DMUs, which were
evaluated on an equal standard. By employing the FMOP approach, all DMUs can
be treated at the same time. Hence it is effective for large numbers of DMUs.
Considering the efficiency ratio of all DMUs, it can establish the multiple objective
programming model as shown in Model (37):

s
E Ky = Yr1
Max z; = rr:nl
Zwi - Xil
i=1
N
Z He Y2
Max z, = r,:nl
Zwi s Xi2
i=1
Z:ur Ym
r=1
Max In = e
Z(Di * Xin
i=1
st
s
Z Ky = Yrk
=l <1, k= 1,2,...,n
Ea)i - Xik
i=1

W, ; >¢>0,Yr, i,

where

Y« the observed amount of output of the r (r=1,2, ... 5) type for the
K"DMU(k =1, ..., n);

Xy the observed amount of input of the i”(i=1,2, ...,m) type for the
K"DMU(k =1, ..., n);

®;  the multiplier or weight of the i input;

L the multiplier or weight of the " output;

€ non-Archimedean quantity.

Model (37) is a multiple objective programming (MOP). In this model, we try
to solve a common weight, which makes all the DMU’s efficiency maximal at the
same time. It can be solved by the FMOP approach proposed by Zimmermann in
Eq. (3) of Sect. 1. The concept of FMOP utilizing the membership function
transfers multi-objective function into one objective function. The membership
function is as follows:
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Fig 10 Linear membership u(z) A
. it
function of z; !
1.0
0 >
Zj_ Zj Z;
0 ; 7 <z
S T S
wg) =4 7= 7 4§ 5455 (38)
1 ; 7> Z;r

where z; and zj+ are the negative ideal solution and the positive ideal solution
respectively for the value of the objective function z; such that the degree of
membership function is [0, 1]. The geometric view of the linear membership
function is shown in Fig. 10.

The degree of membership function of z; in u(z;) refers to the achievement level
of the efficiency ratio for the DMU;. The problem of obtaining the maximum
decision is to choose (u*,w*) such that

Max Min { 1iz)li=12,...n }
wo oj

st
s
Z Ky = Yrk
r=1
m
Z W; * Xik
=1

1(z) = o
W, ;> e>0,Vr, i

<1, j=12,..,n

Then, the achievement level of objective functions for Model 1 should be a
larger level such as:

3=
—+ _ —
G 7%

o=

(40)

Equation (40) is variable transformation, the model has transformed
zj =0z + (1 —a) -z . Where z; is a convex combination of z;” and z;", Eq. (38)
can be rewritten as model of Eq. (40). According to the concept of multiple
objective linear programming, the common weight(u, w+) should satisfy all
DMUs restrictions. The weight (ux, w+) from all of the DMUs is the common
weight to all DMUs which are evaluated on a consist standard for ranking. We
may apply LINGO for resolution to solve the model (39).
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Table 8 Assumed Data of Example 4

DMU\Inputs or Outputs X1 X2 Vi Y2
A 5 3 5 1
B 1 6 4 5
C 3 3 6 4
Max o
TR
st
S m
Zﬂr'yrk—zwi'xikSQ k:17"'7n (41)
r=1 i=1
S m
Z:ur'yrj_a'zwi'xijzo7 j:17"'7n
=1 i=1
W, >e>0

Employing Model (41), a common weight (¢*, *) is determined for all DMUs
and the efficiency score of each DMUj is defined as the following:

S
POF TR
_r=1

€ = m

> wf X
i=1

Example 4

Consider three firms with two inputs and two outputs as follows (Table 8).
Using the programming problem (41); therefore, the following problem (43) is

derived and resolved:

Max «
o

st

W XS5+ xl—ox2—mw,x3<0

W X4+ x5—opx1—mw,x6<0

Uy X6+ 1y x4 —w; x3—w, x3 <0 (43)
W XS5+ X1 —ax (o x2+mx3)>0

X4+ xS—ax (o x1+wx6)>0

U X641y x4 —oax(w Xx3+mx3)>0
,ul,,uz,wl,wZZIO’S

Therefore the following results are computed by LINGO:

=061, =289, 1, =107, @ =31.6,w, = 26.3,
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Table 9 The weights of fuzzy DEA model

Weight\Year 2003

Manpower of environmental protection (v;) 4.82 x 1074
Budget of environmental protection (v;) 435 x 1074
Advertisement of environmental protection (v3) 1.00 x 107*
Harmful emission (u;) 1.00 x 1074
Number of noise event (u;) 1.00 x 1074
Ratio of qualified water (u3) 1.00 x 107*
Recycle quantity from wastes (u4) 1.00 x 1074
Number of malodorous air event (us) 1.00 x 1074

The efficiency score of each firm is shown as follows:
es = 0.60,ep = 0.61 and ec = 0.99.

The model (41) is nonlinear and could result in some computational difficulties.
In the next section, a linear model with FMOP is developed. Readers should
distinguish the difference between model (35) and model (41). The model (41) is
fuzzy multi-objective and only able to compute crisp data; however, the model
(35) is also fuzzy multi-objective and is able to compute fuzzy data. Decision
maker should choose the model that meets his/her requirements.

4.4 DEA of FMOP by Difference Between Inputs
and Outputs

This section is presented to some readers, who are interested in advanced forms in
DEA by FMOP. The presented model is based on the computation of efficiency via
the difference between inputs and outputs (Chen et al. 2009) rather than the
fractional model in tradition. Consider the problem (33) again. Assume that

Zvixﬂ >0,1=1,2,...,n
i=1

Then the first n constraints of the problem (33) are equivalent to the following
respectively

i:uryrl—z:v,-xﬂgo, [=1,2,...,n. (44)

r=1 i=1

Moreover, from the constraints of the problem (33) we deduce that
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p
Z UrYrk

0<fi="l— <1

Z ViXik
i=1

Thus, the maximum value that the efficiency f; of a DMU k can ideally reach is
1. For DMU k, consider the function

m P
8k = E ViXik — E UrYrk,
i=1 r=1

From (33) we deduce that

m P
8= Vixu — ¥ Uyn >0,
i=1 r=1

then the smallest value that g; can ideally reach is 0. Moreover when g,
Som vixie = Y P, uyy, which means f; = 1. Consider now the following linear
programming problem. Problem (45) is formulated as a minimization problem of
the g, for k = 1, 2, ..., n as follows:

m p
Min ¢ = E ViXil — E Uryri
i=1 r=1
P

m
Min g, = E ViXip — E Uryr
i=1

r=1

m p
Min g, = E ViXin — § UrYrn
i=1 r=1

p m
”EZW%M_E)W%Skaljwwm
r=1 i=1

urze, r=12,...p;

vize i=1,2,...,m.

Now the optimistic expectation of g, is assumed as zero, the pessimistic
expectation of g; is assumed as &, the ¢ is a small positive value subjectively
determined by the decision maker. When g; is zero, this also implies that the k-th

m P

DMU satisfies that: > vixix = > u,y%. Thus, according to the fuzzy transfor-
i=1 r=1

mation in Fig. 2, the achievement level for each objective/DMU is:
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District Input Output
X1 X2 X3 Y1 Y2 Y3 Y4 Y5
A 1.000 1.000 0.131 0.952 0.001 0.925 1.000 0.366
B 0.669 0.809 0.044 0.852 0.569 0.951 0.671 0.167
C 0.562 0.740 0.026 0.958 0.414 0.924 0.430 0.518
D 0.394 0.385 0.045 0.756 0.717 0.935 0.583 0.504
E 0.385 0.611 0.100 0.917 0.820 0.696 0.465 0.061
F 0.325 0.423 0.029 0.727 0.787 0.922 0.350 0.652
G 0.364 0.386 0.087 0.787 0.689 0.948 0.395 0.134
H 0.374 0.625 0.104 0.902 0.753 0.674 0.453 0.270
I 0.302 0.392 0.046 0.873 0.758 0.412 0.499 0.344
J 0.442 0.437 0.046 0.809 0.849 0.953 0.477 0.490
K 0.383 0.324 0.041 0.740 0.895 0.975 0.530 0.159
L 0.368 0.388 0.031 0.746 0.814 0.991 0.334 0.362
M 0.364 0.432 0.093 0.870 0.797 0.928 0.368 0.190
N 0.414 0.602 0.051 0.798 0.777 0.877 0.501 0.406
(0] 0.364 0.438 0.009 0.828 0.750 0.977 0.208 0.495
P 0.411 0.548 0.036 0.538 0.600 0.927 0.667 0.542
Q 0.473 0.565 0.232 0.667 0.693 0.984 0.489 0.615
R 0.626 0.541 1.000 0.001 0.810 0.978 0.715 0.697
S 0.541 0.544 0.090 0.589 0.725 0.976 0.659 0.883
T 0.419 0.748 0.412 0.674 0.355 0.923 0.502 0.437
U 0.476 0.447 0.135 0.832 0.647 0.934 0.890 0.463
\% 0.472 0.584 0.150 0.320 0.195 1.000 0.303 0.530
W 0.460 0.503 0.226 0.806 0.610 0.967 0.671 0.001
0 5 &=
mlg) =9 =% 7 0<a<¢ (46)
1 ) 8k < 0

m P
Here g, = > vixy — u;yx. Then resolving the problem (45) by fuzzy multi-
i=1 r=1

objective approach is identical to solve the optimization problem (47):

Max

Y

st ygluk(gk)v k:1,2,...,l’l;

)4
E UrYrk —
r=1

m

ZvixikSO, k= 1,2,...,71;
i=1

MrZ& r:1727"'ap;

V,’ZS, i:1,27...,m.



Fuzzy Multiple Criteria Decision Making for Supply Chain Management 133

Table 11 Efficiency Score District/Year 2003
DMU Score Rank
A 0.349 23
B 0.473 21
C 0.544 18
D 0.966 3
E 0.641 17
F 0.999 2
G 0.838 10
H 0.660 15
I 0.899 5
J 0.876 7
K 1.000 1
L 0.930 4
M 0.845 9
N 0.719 13
(6} 0.887 6
P 0.743 12
Q 0.694 14
R 0.502 20
S 0.756 11
T 0.508 19
U 0.861 8
v 0.472 22
' 0.659 16

Example 5

Environmental protection issues are attracting attentions from both governments
and academics in the field of environmental economics. Furthermore, environ-
mental protection performance is also becoming a major concern for green SCM
(Vachon and Klassen 2008; Wu et al. 2007). The fuzzy DEA above is used to
analyze the partner performance in a green supply chain. The input/output data
from 23 district governments of Taiwan in 2003 are collected, district governments
are encoded from “A” to “W”. The inputs are defined as: manpower of envi-
ronmental protection (v;), budget of environmental protection (v,) and adver-
tisement of environmental protection (v3); in addition, the outputs are defined as:
the reduced amount of harmful emission (u;), the reduced number of noise event
(up), ratio of qualified water (u3), recycle quantity from wastes (u4) and the
reduced number of malodorous air event (us). These data are normalized in
Table 10.

Here ¢ is assumed as 10> and ¢ is set to 0.1 in this study, the computed results
for are available in Tables 9 and 11.
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According to the computational results, the district K is the most efficient DMU
(less inputs and more outputs); on the contrary, the district A is the least efficient
DMU (more inputs and less outputs). These reports are valuable to push the district
government competing for further improvements of environmental protection. The
model (47) is linear, fuzzy multi-objective and appropriate for crisp data.

5 Conclusions and Future Studies

According to the simulation results and examples in previous sections, readers are
encouraged to use fuzzy MCDM: FMOP and FMADM for solving problems of
SCM and develop/extend the fuzzy model in this chapter further. These two
methods: FMOP and FMADM are valuable for developing new and advanced
approaches in the near future. In addition, FMOP validates its general use for
various optimization models of SC. For example, it could be useful in network
design, aggregate planning, vehicle routing problem, production scheduling
problem, ..., etc.

In Sect. 2, the simple framework of SC is proposed; furthermore, FMOP and
FMADM are both presented. A new and simple game of alliance matrix for
simulating SC performance is illustrated in Sect. 3, which is designed to describe
the cooperation degree between partners. Simulation results reflect greater realities
and show that ideal cooperation is the best from the macro scope; however,
extreme competition could have better individual performance of partner from the
micro scope. In Sect. 4, the fuzzy DEA model and its extensions are presented by
FMOP. In this section, some possible studies for future are provided. Readers are
encouraged to develop their own applications and advanced models from this
beginning.

About the future studies, all these fuzzy models presented in this chapter could
be integrated with IT technologies nowadays. This means: all optimization models
should be computed on line or accept transmitted data by internet for real-time
decision making. These efforts will extend the ability of fuzzy models for SCM.
The basic idea of cloud computing is simply introduced here, the implementation
of IT framework, issues of green supply chain and other trends are summarized as
follows:

(1) Cloud Computing

Cloud computing is the delivery of computing as a service, whereby shared
resources, software, and information over an internet (Buyya et al. 2008). Today,
the latest paradigm to emerge is that of Cloud computing which promises reliable
services delivered through next-generation data centers that are built on compute
and storage virtualization technologies. Consumers will be able to access appli-
cations and data from a “Cloud” anywhere in the world on demand. Cloud
computing is simply shown as follows in Fig. 11 for better understanding. Actu-
ally, some scholars are starting to study SCM issues by setting a cloud. The articles
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Fig. 11 Simple model of cloud computing. Source Wikimedia commons by Johnston S

of Lindner et al. (2010), and Celesti et al. (2010) provide visions for integrating
Information Technology (IT) and SCM in the very near future.

Enterprises currently are eager to employ cloud services in order to improve the
scalability of their services and to deal with bursts in resource demands. With the
cloud service, consumers are able to use the services by internet anytime and
anywhere. Although there are many papers to talk about the cloud framework from
the theoretical view, the number of practical implementations/applications for
SCM are still less in academic papers.

(2) IT Framework

The model concept to integrate SCM and the optimization module is simple;
eventually, a Decision Support System (DSS) should be developed. The data from
the demand side and the supply side are considered simultaneously to make the
best decision for resource allocation. For example, ranking the suppliers by
FMADM approach via collecting the attribute data on line is an interesting idea.
For example, Chen et al. use the fuzzy MADM for selecting the appropriate
hospital to transfer patients (Chen et al. 2012), the fuzzy resolution approach for
any SCM problem could be implemented by a cloud service by the IT framework
of Fig. 12.
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In addition to the IT platform of C#, SQL and Flash, the Java + MySQL
platform is also popular. Once the IT framework is set up, decision maker can
make mobile decisions by smart devices: e.g., phones, computers, anytime and
anywhere. Readers interested in real applications are encouraged to refer the
research as follows: Yong and Zhang (2008) propose fuzzy evaluating method for
channel selection (IT platform), Balan et al. (2007) reduce the Bullwhip effect in a
supply chain with fuzzy logic, Harnisch and Buxmann (2013) use FAHP to
evaluate cloud services. Fang et al. (2002) propose the DSS for SCM in textile
industry, and Radio Frequency Identification (RFID) is used to integrate the multi-
objective model for dispatching patients to hospitals for emergency by Chen et al.
(2011). DSS usually has three elements: graphical user interface, model and
database. Fuzzy MCDM could play important roles in the model construction.

(3) Green Supply Chain Management

Green SCM focuses influence and relationships between supply-chain manage-
ment and environmental thinking into supply-chain management, including
product design (concept), material sourcing and selection, manufacturing pro-
cesses, delivery of the final product to the consumers as well as end-of-life
management of the product after its useful life (Srivastava 2007), which is illus-
trated in Fig. 13.

The literature here is simply classified following categories:

(i) Green Design

Understanding of how design decisions affect a product’s environmental com-
patibility is concerned in this field; for example, Madu et al. (2002) present a very
useful hierarchic framework for environmentally conscious design. Interested
readers can also find the literature existing on design for material and product
recovery (He et al. 2004; Krikke et al. 2003).
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(ii)) Green Operations

Three main streams are popularly discussed here. The first stream is recycling.
Remanufacturing is defined as recycling-integrated manufacturing. Industries that
apply remanufacturing typically include automobiles, electronics (Hsu and Hu
2008) and tires (Hoshino et al. 1995). Product recovery refers to the broad set of
activities designed to reclaim value from a product at the end of its useful life. A
model for evaluating recovery strategies for the product without violating the
physical and economical feasibility constraints is proposed by Krikke et al. (2003).
The second stream is reverse logistics and network design. Reverse logistics
networks have some generic characteristics related to the coordination requirement
of two markets, supply uncertainty, returns disposition decisions, postponement
and speculation (Yalabik et al. 2005). As a result, they extend the traditional
network design to a more wide consideration. The final stream is waste manage-
ment: disposal has always been a compelling problem and has led to green con-
sciousness. Teunter and Vlachos (Teunter and Vlachos 2002) focus on the
necessity of a disposal option for remanufacturable items.

Some scholars mentioned the use of MOP/MADM on green SCM (Wu et al.
2007). Paksoy et al. (2012) use fuzzy multi-objective model by including environ-
mental hazards. Chen et al. (2008) proposed the route planning for transportation of
nuclear waste by Geographical Information System (GIS). Lin (2013) uses the fuzzy
DEMATEL to evaluate the management practices. In addition, fuzzy and crisp AHP
models are also popular here (Peng 2012; Wang et al. 2011). It is important to note
that many issues of green supply chain often include social justice inside, e.g., the
issues of handling environmental hazards, nuclear waste, toxic material,... etc.
Interested readers may study further by these aforementioned articles.
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(iii) Others

The concept of SCM is not only useful in manufacturing industries, but also
valuable in service industries. Readers are encouraged to explore more SCM
applications by FMOP/FMADM in addition to the traditional applications. Espe-
cially when considering the service industries, Pramod and Banwet (2013) use
fuzzy ISM on the SCM issues of telecom service, Cho et al. (2012) use FAHP on
catering enterprises and Chen et al. (2012) employ FMOP on dispatching patients
to hospitals for Emergency Medicine (EM). The service industry is an interesting,
developing and attractive area for SCM models with IT, FMOP and FMADM in
the very near future.
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Supply Chain Performance Measurement:
An Integrated DEMATEL
and Fuzzy-ANP Approach
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Abstract Supply chain performance measurement is vital for the continuous
improvement of supply chain management. Effective supply chain performance
measurement is one of the most important aspects for supply chain management in
which decision makers can analyze the historical performance and current status,
and set future performance targets. This chapter provides a conceptual point of view
to supply chain performance measurement. Inevitably, quantification of the values
with precision in a complex supply chain performance measurement system is
difficult. The supply chain performance measurement under fuzziness can consider
the uncertainty and ambiguity surrounding the supply chain performance mea-
surement. The aim of this chapter is to present a fuzzy decision making approach to
deal with the performance measurement in supply chain systems. In this chapter,
DEMATEL method is adapted to model complex interdependent relationships and
construct a relation structure using measurement criteria for evaluation. F-ANP is
performed to overcome the problem of dependence and feedback among each
measurement criteria. The integrated DEMATEL and F-ANP approach provides an
effective decision tool for the supply chain performance measurement.
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1 Introduction

Supply chain is an important component in logistics development for all industries.
It can improve efficiency and effectiveness of not only product transfer, but also
information sharing between the complex hierarchies of all the tiers. Waters and
Waters (2007) emphasized that supply chain comprises a key element in corporate
competitiveness; some firms have come to view this function as the cornerstone of
their differentiation strategy. The supply chain is a continuous process, from raw
materials to finished goods. It contains different functions such as process design,
products design, manufacturing, distribution, sales, purchasing, marketing and
forecasting. Supply chain management defines a network of interdependent part-
ners which are working extremely close together in order to accomplish a common
goal of customer satisfaction. The success in the flow of supply chain management
produces products of high quality at low cost and a good customer service (El-Baz
2011). Supply chain management involves integrating all key operational pro-
cesses at any level between the final users and original suppliers of the products,
services and information that offer added value to customers and other stake-
holders (Cooper and Lambert 2000). Supply chain management creates value for
customers, companies, and stakeholders interacting throughout a supply chain
(Estampe et al. 2013). Inevitably, it is important to measure the performance of the
complete supply chain as well as the individual processes. The performance
measurement system should be based on the strategy, value drivers and important
goals of the companies and the whole supply chain. Supply chain performance
measurement is necessary for the continuous improvement of supply chain man-
agement (Chan 2003). In other words, supply chain performance measurement is
essential for a company in order to survive in today’s competitive business
environment. Successful supply chain performance measurement relies on
appropriate metrics that capture the entire essence of the supply chain process.
Supply chain performance measurement should be a business-critical process,
driven by metrics and supported by business intelligence. With increasing com-
petition and changing market forces, tapping into this critical asset is essential in
sustaining competitive advantage in the global space. Unfortunately, performance
measurement in the supply chain field has not kept pace with today’s world of
interdependent business relationships. What companies need is a new performance
measurement system that unifies different business elements, concepts, technolo-
gies and tools (Stefanovi¢ and Stefanovi¢ 2011).

For measuring performance the most widely used method is the balanced
scorecard. Kaplan and Norton (1992) presented balanced scorecard model in order
to evaluate corporate performance in four types of approaches: the financial, the
internal business process, the customer as well as learning and growth. Balanced
scorecard method has been widely used in strategy formulation with clearly defined
missions, targets, suitable performance measures and metrics (Gunasekaran and
Kobu 2007). Several researchers have proposition using balanced scorecard for
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measuring supply chain management capability (Forker et al. 1997; Yamin et al.
1999; Brewer and Speh 2000; Lapide 2000; Gunasekaran et al. 2001; Mehrjerdi
2009).

Inevitably, quantification of the values with precision in a complex supply chain
performance measurement system is difficult. As a matter of fact, fuzzy logic is a
technique suitable for dealing with uncertainty and subjectivity. Hence, the supply
chain performance measurement under fuzziness can be a new direction in mea-
suring the uncertainty and ambiguity surrounding the supply chain performance
measurement.

From this standpoint, the aim of this chapter is to present a fuzzy decision
making approach to deal with the performance measurement in supply chain
systems. The complex supply chain performance measurement system can be
partitioned into separate subsystems in order to facilitate the evaluation of each
partition. In this chapter, a decision-making trial and evaluation laboratory
(DEMATEL) method is used to develop interrelations among each measurement
criterion. That is, DEMATEL method is adapted to model complex interdependent
relationships and construct a relation structure using measurement criteria for
evaluation. Afterwards, the weight of each criterion is evaluated using fuzzy
analytic network process (F-ANP). The F-ANP is performed in order to overcome
the problem of dependence and feedback among each measurement criteria.

The rest of the chapter can be summarized as follows: Sect. 2 reviews the
selected studies regarding fuzzy supply chain performance measurement in brief.
Section 3 explains the methodology used in this chapter. Section 4 provides an
illustrative example. Section 5 provides conclusion, discussions as well as rec-
ommendations for further studies.

2 Fuzzy Supply Chain Performance Measurement

The supply chain performance measurement under fuzziness can be a new
direction in measuring the uncertainty and ambiguity surrounding supply chain
performance measurement.

Chen (2002) proposed an algorithm for external performance evaluation of distri-
bution centers in logistics from retailers’ viewpoint under fuzzy environment. In this
regard, the concepts of factor analysis, eigenvector method, fuzzy Delphi method,
fuzzy set theory, and multi criteria decision making method have been adopted.

Lau et al. (2002) considered a framework of supply chain management that
involves the principles of fuzzy logic for analysis and monitoring performance of
suppliers based on the criteria of product quality and delivery time. The proposed
system recommends the quantity should be placed in the next purchase order by
identifying the possible issues to be considered prior to final confirmation with the
relevant suppliers.

Chan and Qi (2003) proposed an innovative performance measurement method
for supply chain management. They employed process-based systematic perspective
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in order to build an effective method for measuring holistic performance of complex
supply chains. They used fuzzy set theory to address the real situation in judgment
and evaluation processes.

Chang et al. (2006) proposed a fuzzy multiple attribute decision making
(FMADM) method based on the fuzzy linguistic quantifier. They tried to ensure that
the evaluation results satisfy the current product competition strategies, and also
improve the effectiveness and efficiency of the entire supply chain. They used the
fuzzy concept to both the ordinal and cardinal information. Furthermore, they used
the fuzzy linguistic quantifier guided order-weighted aggregation (FLQG-OWA)
operator to satisfy the enterprise product development strategy based on different
phases of product life cycle.

Kahraman et al. (2007) constructed a multi-attribute decision making model for
evaluation and selection of logistic information technologies consisting of 4 main
and 11 sub criteria. They developed a hierarchical fuzzy TOPSIS method to solve
the complex selection problem with vague and linguistic data.

Ganga and Carpinetti (2011) proposed a supply chain performance model based
on fuzzy logic to predict performance based on causal relationships between
metrics, which are performance metrics levels 1 and 2 of the Supply Council
Operations Reference model (SCOR) model. They adopted a prediction model
based on fuzzy logic and on metrics of the SCOR model that seems to be a feasible
technique to help managers in the decision making process of managing perfor-
mance of supply chains.

Performance measurement is based on different quantitative and qualitative
factors. Some of these factors may have a larger effect on the performance measure
than others. Units of measure of the quantitative factors are different such as time,
money, percentage, ratio, and counts. El-Baz (2011) presents a performance
measurement approach based on fuzzy set theory and the pair-wise comparison of
Analytical Hierarchy Process (AHP), which ensures the consistency of the
designer’s assignments of importance of one factor over another to find the weight
of each of the manufacturing activity in the departmental organization. In the
proposed model, various input factors have been selected, and treated as a linear
membership function of fuzzy type. The fuzzy decision making approach provided
an effective tool for the performance measurement in supply chain systems of
manufacturing environment.

Seyedhosseini et al. (2011) developed a systematic and logical method for the
auto part manufacturing organizations to enable them to extract and set leanness
criteria for being lean by using the concept of balance scorecard. For determining
the lean performance measurement through the company’s lean strategy map, a set
of objectives should be driven based on the balanced scorecard concept. To
determine the company’s lean strategy map, they used DEMATEL approach to
identify the cause and effect relationships among objectives as well as their pri-
orities. In addition, by combining this method and other group decision making
methods such as Delphi, Nominal Group Technique, they come up with a cause
and effect relationship among the objectives and draw a lean strategy map for the
organization, which can improve the criteria selection strategy by using the higher
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weighted lean objectives indicating the degree of improved leanness in the man-
ufacturing or service operations. Their study may be a reference point for auto part
manufacturing companies to identify their production weaknesses, and help them
to focus on their improvement based on their most important and suitable selected
objectives and criteria.

Buyukozkan and Ciftci (2012) examined green supply chain management as
well as capability dimensions to propose an evaluation framework for green
suppliers. Since the nature of supplier selection is known as a complex multi-
criteria problem including both quantitative and qualitative factors which may be
in conflict and may also be uncertain, they integrated the identified components
into a novel hybrid fuzzy multiple criteria decision making (MCDM) model
combining the fuzzy Decision Making Trial and Evaluation Laboratory Model
(DEMATEL), the Analytical Network Process (ANP), and Technique for Order
Performance by Similarity to Ideal Solution (TOPSIS) in a fuzzy context.

Yang and Tzeng (2011) proposed an integrated multiple criteria decision
making (MCDM) techniques combining with the decision making trial and eval-
uation laboratory (DEMATEL) and a novel cluster-weighted with ANP method in
which the DEMATEL method is used to visualize the structure of complicated
causal relationships between criteria of a system and obtain the influence level of
these criteria. Then, they adopted these influence level values as the base of
normalization supermatrix for calculating ANP weights to obtain the relative
importance.

3 Methodology
3.1 DEMATEL Method

The Decision Making Trial and Evaluation Laboratory (DEMATEL) method is
developed by Science and Human Affairs Program of the Battelle Memorial
Institute through Geneva Research Centre between 1972 and 1976 (Tzeng and
Huang 2011). It is used for evaluating complicated and intertwined multi-criteria
decision problems (Wu et al. 2010). DEMATEL uses a graph theory to discover
mutual impressible and effective relations of elements. Additionally, in this
method, the importance and weight of each element are influenced by all factors
such as upstream and downstream (Herat et al. 2012).

The following steps can be followed to apply DEMATEL method (Tzeng and
Huang 2011; Hung 2011; Herat et al. 2012; Tuzkaya et al. 2012).

Step 1: Calculating the direct-relation matrix.

Pairwise comparisons between each i factor/criterion and each j factor/criterion
should be done by giving integer numbers range from 0 to 4 which imply no
influence, low influence, medium influence, high influence and very high influence,
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respectively. Then, a direct-relation n x n matrix denoted by X;; is formed and it
implies the effect of criterion i on criterion j.

Step 2: Calculating the normalized direct-relation matrix.

The normalized direct-relation matrix can be computed by normalizing the
direct-relation matrix X.

Y=k X (1)
where
) 1 1 ..
k = min 5 , ~ i,j=1,2,...,n (2)
1ery =t i 8 2t Xy

In direct-relation matrix, the diagonal is assigned to zero.
Step 3: Calculating total-relation matrix.

The total-relation matrix 7, which is the infinite series of direct and indirect
impacts of each factor, can be calculated by this formula:

T=Y4+Y+YV 4. . 4+Y"=Y(I-Y)" (3)
Where, I represents identity matrix.

Step 4: Obtaining R and C values.
T = I:Ilj}nxn ivj:1,2,...,n (4)

R= (Rl => 1 (5
=1

which represents row sum of matrix 7 and lower than 1.

C= [Cj]lxn: Ztij (6)

which represents column sum of matrix 7 and lower than 1.

In 7 matrix, rows point out direct and indirect impacts over other criteria and
columns point out influences from other criteria. j = i(r; + ¢;) represents the
“influence” or degree of which ith factor/criterion affects or is affected by jth
factor/criterion. R—C; represents the effect of factors/criteria on the system. When
R-C is positive, the criterion/factor affects their criteria/factors and assigned to
“cause” group. If R—C is negative, the criterion/factor is affected by the other
criteria/factors and assigned to “effect” group.
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Step S: Setting a threshold value and obtaining impact-digraph diagram.

Impact-digraph diagram should be obtained in order to determine structural
relationship among criteria. This helps to reduce the complexity of the system.
Moreover, athreshold value should be assigned by experts or decision makers. Higher
values than this threshold value are chosen and included in impact-digraph-map.
The other ones are eliminated (Tzeng and Huang 2011; Hung 2011). When the
threshold value is too low, many elements are included in the impact-digraph-map.
This result in a complex map and essential information may not be differentiated.
When the threshold value is too high, many factors are not represented in the map.
Therefore, it is vitally important to determine an appropriate threshold value to apply
DEMATEL method efficiently (Tzeng and Huang 2011).

3.2 The ANP Method

The ANP allows both interaction and feedback within clusters of elements (inner
dependence) and between clusters (outer dependence). Such feedback best cap-
tures the complex effects of interplay in human society, especially when risk and
uncertainty are involved. The elements in a cluster may influence other elements in
the same cluster and those in other clusters with respect to each of several prop-
erties. The main objective is to determine the overall influence of all the elements.
In that case, first of all properties or criteria must be organized and they must be
prioritized in the framework of a control hierarchy. Then the comparisons must be
performed and synthesized to obtain the priorities of these properties. Addition-
ally, the influence of elements in the feedback system with respect to each of these
properties must be derived. Finally, the resulting influences must be weighted by
the importance of the properties and added to obtain the overall influence of each
element (Saaty 1996, 2003; Onut et al. 2011).

Before performing pairwise comparisons, all criteria and clusters compared are
linked to each other. There are three types of connections, namely one-way, two
way and loop. The pairwise comparisons are made depending on the 1-9 scale
recommended by Saaty.

All of these relations are evaluated as pairwise comparisons. To obtain global
priorities, the local priority vectors are entered in the appropriate columns of a
matrix of influence among the elements, known as a supermatrix. The supermatrix
is raised to limiting powers to calculate the overall priorities and consequently the
cumulative influence of each element on every other element with which it
interacts is determined (Saaty and Vargas 1998). The supermatrix representation of
a hierarchy with three levels is given as follows

G C A
_ Goal(G) 0 0 0
W= Criteria(C) W 0 0 (7)

Alternatives(A) 0 Wy I
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where W, is a vector that represents the impact of the goal on the criteria, Ws; is a
vector that represents the impact of the criteria on each of the alternatives, and I is
the identity matrix. W is referred to as a supermatrix because its entries are matrices.
For example, if the criteria are dependent among themselves, then the (2, 2) entry of
W given by W5, would be nonzero.

0 0 0
W=|Wy Wn 0 (8)
0 Wy I

The general form of the supermatrix is described in Eq. (9). C,, is the mth cluster,
emn 18 the nth element in mth cluster, and Wj; is the principal eigenvector of the
influence of the elements compared in the jth cluster to the ith cluster. If the jth cluster
has no influence to the ith cluster, then W;; = 0. The influence of a set of elements
belonging to a cluster, on any element from another component, can be represented as
a priority vector by applying pairwise comparisons. All priority vectors in the net-
work are combined into appropriate positions in a supermatrix, in which each entry
indicates the influence of the row element on the column element (Chung et al. 2005).

Cl C2 A Cm
€11 €lp €21 €2y """ €ml " " €,
€1l
Ci e, Wi, Wiz Wim
ni
€21
: )
w=C Wai W2 o Wo
€21,
e
Cm ml Wml WmZ e Wmm
€mn,,

Since W is a column stochastic matrix, it is known that the synthesis of all the
interactions among the elements of this system is given by W. Limiting priorities
of the supermatrix depend on the reducibility, primitivity, and cyclicity of that
matrix. But there are different forms of the limit depending on the multiplicity of
its principal eigenvalue, which must be equal to one or is a complex root of one,
and on whether the matrix is reducible and cycles or not (Saaty 2004). If the matrix
is irreducible and primitive, the limiting value is obtained by raising W to powers
(Saaty and Vargas 1998).

W = lim W* (10)
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In this situation, the limit is unique, and there is a column vector w*> for W*. If
there are other roots of unity and the supermatrix has the effect of cyclicity
(irreducible and imprimitive), the limiting supermatrix is not only one. There are
two or more limiting supermatrices in this situation and the Cesaro sum would be
calculated to get the average priority.

00 : 1 = k
we = tim () 3w an

where W; is the jth limiting supermatrix. The Cesaro sum is mostly used for taking
the limits when they are not unique. Otherwise, the supermatrix would be raised to
large powers to get the priority weights (Yu and Tzeng 2006). In another words, it
must be computed the limit priorities of the stochastic supermatrix according to
whether it is irreducible or it is reducible with one being a simple or a multiple root
and whether the system cyclic or not. If the matrix is reducible, then the multi-
plicity of the roots (m;) of the principal eigenvalue has to be considered to obtain
limit priorities from a reducible stochastic matrix with the principal eigenvalue
being a multiple root. As an illustration, when m; = 1, W™ for a hierarchy with
three levels is given by (Saaty and Vargas 1998; Onut et al. 2011):

0 0 0
WE W, w0 0
W= = klim =3 ! 1 (12)
N\ Wa <2 W§2> W, W32(Z W32> I
h=0 h=0

Because (Wa ) tends to zero as k tends to infinity for |Wa,| < 1, W is found as
follows.

0 0 0

W = 0 0 0 (13)
Z=Wyn(l—Wn) "Wy Wp(-Wn)' I

Thus, the impact of the goal on the ranking of the alternatives is given by the (3, 1)

entry of W, According to Neumann series, if limy_,, W* = 0, then I — W is non-
singular and

(1= Wn) " =T+ Wy + Wiy + Wa, - = Y Wy, (14)
k=0

It provides approximations of (I — W22)71 when W, has entries of suitable
magnitude. If the first several terms of Neumann series are approximately
substituted to the Z,

Z =Wy (I+ Wy + W+ Wiy + ) Way (15)
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Hence the vector Z can be used for evaluating and ordering the alternatives. In
another words, after forming the supermatrix, if it is column stochastic, we can
simply raise it to powers to obtain an answer. Otherwise, the weighted supermatrix
is generated first and then raised it to limiting powers to get the global priority
vector. Because the supermatrix is not column stochastic in generally, the limiting
matrix does not exist. Hence, stochasticity of the supermatrix can be saved by
additional normalization of the columns of the sub-matrices (Ramik 2006). For
this reason, this normalization approach can be used to obtain new sub-matrices as
mentioned in Eqgs. (12-15) and especially with the vector Z, fuzzy evaluations of
the alternatives can be executed effectively. The detailed discussion of the
mathematical processes of the ANP can refer to Saaty (1996), Saaty and Vargas
(1998), and Ramik (2006).

3.3 Fuzzy ANP

The fuzzy set theory introduced by Zadeh (1965, 1976) is suitable for dealing with
the uncertainty and imprecision associated with information concerning various
parameters (Tuzkaya and Onut 2008). Human judgment is generally characterized
by vague language, like ‘equally’, ‘moderately’, ‘strongly’, ‘very strongly’,
‘extremely’ and a ‘significant degree’. Using such language, decision makers
quantify uncertain events and objects. Generally, the fuzzy sets are defined by the
membership functions. The fuzzy sets represent the grade of any element x of
X that have the partial membership to A. The degree to which an element belongs
to a set is defined by the value between 0 and 1. An element x really belongs to A,
if uA(x) = 1 and clearly not, if uA(x) = 0. Higher is the membership value, uA(x),
greater is the belongingness of an element x to a set A. Some main arithmetic
operations can be extended to fuzzy numbers by the extension principle in the case
of triangular fuzzy numbers (Chen et al. 1992).

Fuzzy-ANP method has been used to solve the problem of supply chain per-
formance measurement. It is convenient in situations where there is a high degree
of interdependence between various attributes of the alternatives. In this approach,
pair-wise comparison matrices are formed between various attributes of each level
with the help of triangular fuzzy numbers. Fuzzy-ANP can easily accommodate
the interrelationships existing among the functional activities (Mohanty et al.
2005). The concept of supermatrices is employed to obtain the composite weights
that overcome the existing interrelationships. Most of the supply chain perfor-
mance measurement studies generally employ crisp data for evaluation of criteria
and alternatives. However, a large amount of uncertainty is associated with various
parameters of supply chain performance measurement models, and thus there is a
need for fuzzy theory. The values of parameters such as supplier rejection rate,
delivery performance, quality of delivered goods, capacity utilization, etc. are
transformed into triangular fuzzy numbers and are used to calculate fuzzy values.
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Fig. 1 Fuzzy membership Ly (X)
function scale 'S

Equally Moderately Strongly Very strongly Extremely

In the pairwise comparison of attributes, decision maker can use triangular
fuzzy numbers to state their preferences. Even though the discrete scale of 1-9 has
the advantages of simplicity and easiness for use, it does not consider the uncer-
tainty associated with the mapping of one’s perception or judgment to a number.

For these reasons a scale of 1 — 9 can be defined for triangular fuzzy numbers
instead of the scale of 1-9, When comparing attribute i with attribute j, T, 5, E, 7

and 9 indicate equal importance among the compared attributes, moderate
importance of i over j, strong importance of i over j, very strong importance of
i over j and extreme importance of i over j, respectively, where i = 1, 2, ..., n and
j=1,2, ..., m. This scale is shown in Fig. 1. To evaluate of the decision maker
preferences, pairwise comparison matrices are structured by using triangular fuzzy
numbers (/,m,u). The m x n triangular fuzzy matrix can be given as follows
(Tuzkaya and Onut 2008).

(ajll’a’ln]?a‘lll) <a§]2ﬂa’i’127a1142) (ajln7a’lnn7a‘lln)
A= (a21 ) a%vagl) (azza arznzv agz) e (a2n7 a?n’ agn) (16)
(afnl ’ az;l ’ a;l) (a£n2’ a:'ri% arMnZ) T (affnn’ a;ﬁrn azm)

The element a,,, represents the comparison of component m (row element) with

component n (column element). If A is a pairwise comparison matrix, it is assumed
that it is reciprocal, and the reciprocal value, i.e. 1 /a,,,, is assigned to the element a,,,

1(1a11a1)1 (alllvallnlaa’fl) (a§1n7a’fln’a’fn)
(aT’aT’K) 17171) (a2n7a,2nn’agn)

(17)

G - (LLD

)
yy 7 Ay " Gy,



154 O. Senvar et al.

A is also a triangular fuzzy pairwise comparison matrix. There are several
methods for getting estimates for fuzzy priorities w;, where w; = (W}, Wi, w¥),
i =1,2, ..., n, from the judgment matrix A which approximate the fuzzy ratios ajj
so that @;; ~ W; /W;. One of these methods, logarithmic least squares method (Chen
et al. 1992), is reasonable and effective, and it is used in this study. Hence the
triangular fuzzy weights for the relative importance of the criteria, the feedback of
the criteria and the alternatives according to the individual criteria can be calcu-
lated. The logarithmic least squares method for calculating triangular fuzzy
weights can be given as follows:

e = (we,wiowi)  k=1,2,3,---,n. (18)
where
. 1/n
1)
wy, =——-—>——, s€&{l,mu}. (19)

1/n?
2 (H “Z”)
i=1 \j=1

After calculating triangular fuzzy weights, the aggregated triangular fuzzy
evaluations of the alternatives are obtained using the approximate Eq. (15) which
is applied to the triangular fuzzy matrices as follows (Ramik 2006):

E:V%z<1$vﬁzzlwgzlwgzl---)v%1 (20)

After finding the alternatives described as triangular fuzzy numbers, they must
be ordered from the best to the worst using the one of the ordering methods. The
ordering methods transform the fuzzy numbers to crisp numbers by defuzzification.
There are different defuzzification methods such as, centroid average, maximum
center average, mean of maximum, smallest of maximum, largest of maximum.
Here, the centroid average method is used because of its easiness and being one of
the most commonly used defuzzification techniques. This method determines the
centre of the area of the aggregated membership functions.

4 An Illustrative Example

As a common methodology for identifying the production or service performance
criteria, the performance measurement systems (PMS) are considered and devel-
oped to some extent. Reviewing the state-of-the arts, various systems and
approaches used for measuring performance of supply chains have been examined.
In this study, the concept of balanced scorecard approach has been extended for
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Table 1 Main and sub-criteria for supply chain performance evaluation

C1 Financial criteria F1  Supplier rejection rate
F2  Buyer—supplier partnership level
F3  Variations against budget

C2  Customer criteria C1  Level of customer perceived value of product
C2 Range of products and services
C3  Flexibility of service systems to meet particular

customer needs

C3 Business criteria B1 Total supply chain cycle time
B2  Capacity utilization
B3 Total cash flow time

C4 Innovation and learning criteria 11 ~ Supplier assistance in solving technical problems
12 Supplier ability to respond to quality problems
I3 Supplier’s booking in procedures

C5 Logistics criteria L1 Delivery performance
L2 Responsiveness to urgent deliveries
L3  Total distribution cost
L4 Total inventory cost as:

C6  Planning criteria P1  Effectiveness of distribution planning schedule
P2 Effectiveness of master production schedule
P3  Accuracy of forecasting techniques

C7  Quality criteria Q1  Quality of delivered goods
Q2 Delivery reliability
Q3  Achievement of defect free deliveries

determining and selecting the above main and sub-performance criteria given in
Table 1. Textile sector is chosen as the application area and two alternative supply
chain types are considered to measure their supply chain performance. First
alternative has a producer that relatively small, procures raw material to stock and
also produce to stock and tries to pump it to the distribution channel. In the second
supply chain, all the actors try to apply just-in-time approach from supplier to
point of sales. The production facilities produce according to the order quantities
and also supply raw material and components considering the production schedule.

In the first step of the illustrative example, DEMATEL is applied to determine
cause and effect groups by categorizing the influencing factors. It starts with
calculating the initial direct relation matrix which is given in Table 2. And then the
normalized direct relation matrix is given in Table 3.

After generating the total-relation matrix given in Table 4, the cause and effect
groups are determined (Table 5) and the threshold value, 0.64, is adopted. It means
that the row criteria, which have an under threshold value, are not strongly
affecting the column criteria. Therefore, these values of the total-direct matrix can
be eliminated in the Fuzzy-ANP evaluation process.

Thanks to the DEMATEL method, the number of Fuzzy-ANP evaluations
decreases to prevent intractably complex systems. Considering the results of
DEMATEL, Fuzzy-ANP initial supermatrix for supply chain performance mea-
surement is prepared. All paired comparisons are carried out by using the
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Table 2 The initial direct relation matrix

Cl C2 C3 C4 C5 C6 C7
Cl1 0.0 1.5 3.5 1.5 25 3.0 4.0
C2 3.0 0.0 1.5 1.5 35 3.5 4.0
C3 35 1.0 0.0 2.0 2.0 35 3.0
C4 1.0 3.0 1.5 0.0 1.5 1.5 3.5
C5 2.0 3.5 2.5 25 0.0 2.5 2.5
C6 35 1.5 3.5 3.5 35 0.0 1.0
C7 1.0 35 1.5 2.0 1.5 2.5 0.0

Table 3 The normalized direct relation matrix

Cl1 C2 C3 C4 C5 Co6 Cc7
Cl1 0.00 0.08 0.19 0.08 0.14 0.17 0.22
C2 0.17 0.00 0.08 0.08 0.19 0.19 0.22
C3 0.19 0.06 0.00 0.11 0.11 0.19 0.17
C4 0.06 0.17 0.08 0.00 0.08 0.08 0.19
(68 0.11 0.19 0.14 0.14 0.00 0.14 0.14
Co6 0.19 0.08 0.19 0.19 0.19 0.00 0.06
C7 0.06 0.19 0.08 0.11 0.08 0.14 0.00

Table 4 The total-relation matrix

Cl1 C2 C3 C4 C5 Cé6 C7
Cl1 0.571 0.652 0.740 0.620 0.709 0.805 0.881
C2 0.750 0.618 0.692 0.657 0.797 0.869 0.928
C3 0.706 0.597 0.550 0.615 0.658 0.790 0.803
C4 0.488 0.593 0.508 0.412 0.530 0.585 0.706
C5 0.662 0.732 0.682 0.652 0.582 0.772 0.813
Co6 0.757 0.670 0.763 0.725 0.773 0.682 0.786
C7 0.506 0.621 0.524 0.525 0.547 0.642 0.552

Table 5 The sum of the influences on criteria

Di Ri Di + Ri Di — Ri
Cl1 4.98 4.44 9.42 0.54
C2 5.31 4.48 9.79 0.83
C3 4.72 4.46 9.18 0.26
C4 3.82 4.21 8.03 -0.39
C5 4.89 4.60 9.49 0.30
Co6 5.16 5.14 10.30 0.01
C7 3.92 5.47 9.39 —1.55

triangular fuzzy numbers. The calculation details of local priority vectors (W;;)
and matrices (W5, and Wj3,) which are the parts of the supermatrix are explained
below.
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Table 6 Normalized fuzzy

h o Lower Mean Upper
weights of the sub-criteria

according to the goal 0.039 0.077 0.116
F2 0.029 0.058 0.087

F3 0.034 0.068 0.101

Cl1 0.080 0.123 0.216

Cc2 0.018 0.027 0.048

C3 0.062 0.096 0.168

B1 0.023 0.042 0.060

B2 0.018 0.032 0.047

B3 0.010 0.018 0.027

11 0.009 0.020 0.038

12 0.010 0.023 0.044

13 0.001 0.003 0.005

L1 0.036 0.045 0.081

L2 0.051 0.063 0.114

L3 0.029 0.036 0.065

L4 0.022 0.027 0.049

P1 0.031 0.042 0.084

P2 0.027 0.036 0.072

P3 0.022 0.030 0.060

Ql 0.018 0.044 0.097

Q2 0.015 0.038 0.084

Q3 0.020 0.051 0.111

W,; comparisons are related with the top of the hierarchy in the network. There
is not any feedback or inner loop in these comparisons. Firstly the main criteria are
compared by the decision maker and the weights of the clusters are obtained.
Then, the sub-criteria in each cluster are compared with respect to the goal to
determine their own weights. At last, weights of the sub- criteria are multiplied by
the main criteria weights to get a column stochastic vector. The obtained vectors
are given in Table 6 which is constituted from the fuzzy triangular numbers.

The evaluation time of the W,, matrix is decreased by eliminating some of the
criteria evaluations that are belong to the same or different clusters. There are 22
sub-criteria and 484 comparisons in W,,. However, the number of evaluations is
decreased to the 295 according to the chosen threshold value in DEMATEL. The
normalized version of result matrix (W,,) with triangular fuzzy numbers is given
as an appendix, since it is too large.

The last part of the Fuzzy-ANP supermatrix (W3;) is the comparison of the
alternative supply chains according to the each sub-criterion. After these com-
parisons are realized by the decision makers, the last weights of the alternatives are
calculated by Eq. (15). Table 7 shows the fuzzy weights of the alternatives with
respect to the sub-criteria.

In the aggregating stage of the parts of supermatrix, W,, and W3, matrices will
have importance values denoted w; and w;,, respectively. It is assumed that both
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Table 7 Corresponding fuzzy weight matrix of the alternatives according to the sub-criteria

Financial criteria

F1 F2 F3

L M U L M U L M U
Alt 1 0375 0.667 1.500 0.281 0.500 1.125 0.188 0.333 0.750
Alt2 0.188 0.333 0.750 0.281 0.500 1.125 0.375 0.667 1.500

Customer criteria

Cl Cc2 C3

L M 18] L M U L M U
Alt 1 0.300 0.500 0.625 0.400 0.667 0.867 0.200 0.333 0.417
Alt2 0300 0.500 0.625 0.200 0.333 0.433 0.400 0.667 0.833

Business criteria

Bl B2 B3

L M 18] L M U L M U
Alt 1 0300 0.429 0.643 0.280 0.400 0.600 0.280 0.400 0.600
Alt2 0.400 0.571 0.857 0.420 0.600 0.900 0.420 0.600 0.900

Innovation and learning criteria

I 12 13

L M U L M U L M U
Alt 1 0.250 0.333 0.467 0.150 0.200 0.280 0.250 0.333 0.467
Alt2 0.500 0.667 0.933 0.600 0.800 1.120 0.500 0.667 0.933

Logistics criteria

L1 L2 L3 L4

L M U L M U L M U L M U
Alt1 0.286 0.571 1.086 0.214 0.429 0.814 0.071 0.143 0.271 0.429 0.857 1.629
Alt2 0.214 0429 0.814 0.286 0.571 1.086 0.429 0.857 1.629 0.071 0.143 0.271

Planning criteria

P1 P2 P3

L M U L M U L M U
Alt 1 0.250 0.500 1.050 0.167 0.333 0.700 0.150 0.300 0.630
Alt2 0.250 0.500 1.050 0.333 0.667 1.400 0.350 0.700 1.470

Quality criteria

Q1 Q2 Q3

L M U L M U L M U
Alt 1 0375 0.625 0.781 0.400 0.667 0.833 0.343 0.571 0.714
Alt2 0.225 0.375 0469 0.200 0.333 0.417 0.257 0.429 0.536

the sub-matrices have an equal importance as w; = 0.5 and w, = 0.5. A column
stochastic matrix is obtained by multiplying w; with W,, and w, with Wj,,
respectively. The results are denoted by W,,* and W3,* matrices and inserted to
the supermatrix. Then the approximation formula of Neumann series (Eq. 19) is
used for the synthesis calculations and aggregated triangular fuzzy weights of the
performance of supply chain alternatives are obtained (Table 8).
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Table 8 Aggregated triangular fuzzy weights of the alternative supply chains’ performance

Alternatives Weights

Lower Mean Upper
Supply chain alternative 1 0.10776 0.39871 1.83697
Supply chain alternative 2 0.12254 0.43675 2.02579

The fuzzy weights give an idea about the performance values of the supply
chain alternatives. However, defuzzification of the results and determining the
rank of results is important. In this example, the centroid average method is used
since it is easy applicable and practical one. At the end the defuzzified and nor-
malized weights or performance values for alternative 1 and alternative 2 are
determined as 47.5 % and 52.5 %, respectively.

5 Conclusion

As a matter of fact, supply chain is the upstream fraction of the value chain
activities. The right materials, services as well as technologies should be purchased
from the right sources at the right time and in the right quality. For this purpose, it
is necessary to have good monitoring scheme for supply chain. Hence, effective
supply chain performance measurement is the key issue towards efficient supply
chain management. Current supply chain performance measurement systems still
suffer from being too inward looking and not considering external environmental
factors that might affect the overall supply chain performance. An effective overall
supply chain performance evaluation model is necessary for suppliers as well as
manufacturers to assess their companies under different supply chain strategies.

This chapter presents a fuzzy decision making approach to deal with the perfor-
mance measurement in supply chain systems. In this chapter, DEMATEL method is
adapted to model complex interdependent relationships and construct a relation
structure using measurement criteria for evaluation. F-ANP is performed to over-
come the problem of dependence and feedback among each measurement criteria.

For future directions, proposed integrated DEMATEL and Fuzzy-ANP
approach can also be considered with different or extended criteria for the same
problem. Furthermore, other convenient hybrid methodologies can be used for
evaluating the same criteria, which are determined in this study. The comparison
of these methodologies may be helpful for the decision makers.
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Appendix

Normalized fuzzy weights of W22 part of the supermatrix

Fnancial perspective Customer perspective

F1 F2 F3 C1 c2 C3

L M U L M U L M U L M U L M U L M U
F1 ] 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.07 | 0.12 | 0.16 | 0.08 | 0.13 | 0.17 | 0.07 | 0.12 | 0.16

F2 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.04 | 0.06 | 0.08 [ 0.05 | 0.09 | 0.11 | 0.02 | 0.04 | 0.05

F3 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.05 | 0.08 | 0.10 | 0.03 | 0.04 | 0.06 | 0.06 | 0.10 | 0.13

C110.07|0.12 | 0.28 | 0.07 | 0.13 | 0.30 | 0.06 | 0.11 | 0.25 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00

C2 | 0.05|0.10 | 0.22 | 0.06 | 0.11 | 0.25 | 0.03 | 0.05 | 0.12 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00

C3 | 0.06 | 0.11 | 0.25 | 0.05 | 0.09 | 0.20 | 0.09 | 0.16 | 0.37 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00

B1 | 0.04 | 0.08 | 0.17 | 0.01 | 0.02 | 0.05 | 0.03 | 0.05 | 0.10 | 0.03 | 0.05 | 0.06 | 0.02 | 0.04 | 0.05 | 0.04 | 0.06 | 0.08

B2 | 0.02 | 0.03 | 0.06 | 0.02 | 0.04 | 0.09 | 0.02 | 0.04 | 0.09 | 0.02 | 0.04 | 0.05 | 0.04 | 0.06 | 0.08 | 0.01 | 0.02 | 0.03

B3 | 0.01 | 0.02 | 0.04 | 0.03 | 0.06 | 0.14 | 0.02 | 0.04 | 0.08 | 0.02 | 0.03 | 0.04 | 0.01 | 0.02 | 0.03 | 0.02 | 0.04 | 0.05

11 ]0.00 | 0.00 | 0.00 | 0.00 [ 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.01 | 0.02 | 0.03 | 0.01 | 0.02 | 0.03 | 0.02 | 0.03 | 0.03

12 ] 0.00 [ 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.01 [ 0.02 | 0.03 | 0.02 | 0.03 | 0.04 | 0.02 | 0.03 | 0.04

L1 ] 0.04 | 0.08 | 0.17 | 0.03 | 0.05 | 0.11 | 0.03 | 0.05 | 0.12 | 0.04 | 0.07 | 0.09 | 0.05 | 0.09 | 0.11 | 0.04 | 0.06 | 0.08

L2 ] 0.03 |0.05|0.11 | 0.04 | 0.07 | 0.15| 0.02 | 0.03 | 0.07 | 0.04 | 0.07 | 0.08 | 0.04 | 0.07 | 0.09 | 0.04 | 0.07 | 0.09

L3 ] 0.03|0.06 | 0.13|0.05|0.08 | 0.18 | 0.05 | 0.08 [ 0.19 | 0.03 | 0.06 | 0.07 | 0.03 | 0.05 | 0.06 | 0.03 | 0.06 | 0.07

L4 1 0.02|0.04 | 0.10 | 0.02 | 0.03 | 0.07 | 0.04 | 0.06 [ 0.14 | 0.02 | 0.03 | 0.04 | 0.01 | 0.02 | 0.03 | 0.02 | 0.04 | 0.05

P1 10.04 | 0.07 | 0.16 | 0.03 | 0.05 | 0.11 | 0.02 | 0.04 | 0.09 | 0.04 | 0.07 | 0.08 | 0.03 | 0.05 | 0.06 | 0.04 | 0.06 | 0.07

P2 | 0.02 | 0.03 | 0.06 | 0.02 | 0.04 | 0.08 | 0.03 | 0.05 | 0.11 | 0.03 | 0.04 | 0.05 | 0.03 | 0.06 | 0.07 | 0.03 | 0.05 | 0.06

P3 | 0.02 | 0.04 | 0.10 [ 0.03 | 0.06 | 0.13 | 0.03 | 0.05 | 0.12 | 0.02 | 0.03 | 0.04 | 0.02 | 0.04 | 0.05 | 0.02 | 0.04 | 0.04

Q1 | 0.03 | 0.06 [ 0.13 [ 0.03 | 0.06 | 0.13 | 0.03 | 0.05 | 0.11 | 0.04 | 0.07 | 0.09 | 0.04 | 0.06 | 0.07 | 0.04 | 0.07 | 0.09

Q2 | 0.03 | 0.05|0.12 | 0.02 | 0.04 | 0.09 | 0.03 | 0.06 | 0.13 | 0.03 | 0.05 | 0.06 | 0.02 | 0.03 | 0.04 | 0.03 | 0.05 | 0.06

Q3 | 0.04 | 0.07 [ 0.15 | 0.04 | 0.08 | 0.18 | 0.04 | 0.07 | 0.15 | 0.04 | 0.06 | 0.07 | 0.05 | 0.09 | 0.11 | 0.04 | 0.06 | 0.07

(continued)
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Business perspective

Innovation and learning perspective
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0.00

0.00

0.00
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c2

0.00

0.00

0.00
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0.00

L1

0.05

0.07

0.11

0.08

0.11

0.17

0.07

0.09

0.14

0.00
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0.00

0.00

0.00

0.00

0.00

0.00

0.00

L2

0.06

0.08

0.13
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0.03

0.04

0.04
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L3
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L4
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0.06
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0.05
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0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

P

0.06

0.09

0.13

0.04

0.06

0.09

0.05

0.07

0.11

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

P2

0.02

0.03

0.05

0.05

0.07

0.10
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0.06

0.09

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

P3

0.04

0.05

0.08

0.03
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0.03

0.04

0.07

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

Q1

0.06

0.09

0.14

0.05

0.08

0.12

0.03

0.05

0.07

0.28

0.38

0.53

0.28

0.38

0.53

0.13

0.17

0.23

Q2

0.04

0.05

0.08

0.03

0.04

0.06

0.05

0.07

0.11

0.22

0.29

0.41

0.22

0.29

0.41

0.38

0.50

0.70

Q3

0.05

0.07

0.11

0.07

0.10

0.15

0.07

0.10

0.14

0.25

0.33

0.47

0.25

0.33

0.47

0.25

0.33

0.47
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Normalized fuzzy weights of W22 part of the supermatrix

Logistics perspective Planning perspective
L1 L2 L3 L4 P1 P2
L M U L M U L M U L M U L M U L M U
F1 1006 |0.11 | 021 | 0.06 | 0.11 ]| 0.21 | 0.03 | 0.07 | 0.13 | 0.04 | 0.08 | 0.16 | 0.05 | 0.09 | 0.19 | 0.04 | 0.08 | 0.18
F2 10.02 | 0.05 | 0.09 | 0.03 | 0.06 | 0.12 | 0.02 | 0.04 | 0.08 | 0.03 | 0.06 | 0.12 | 0.02 | 0.05 | 0.09 | 0.02 | 0.05 | 0.10
P8 10.04 | 0.09 | 0.16 | 0.04 | 0.07 | 0.14 | 0.07 | 0.13 | 0.25 | 0.05 | 0.10 | 0.19 | 0.03 | 0.07 | 0.14 | 0.04 | 0.07 | 0.15
Ct [0.07]0.13]0.25 | 0.06 | 0.12 ] 0.23 | 0.09 | 0.17 | 0.32 | 0.07 | 0.15 | 0.28 | 0.04 | 0.08 | 0.17 | 0.04 | 0.08 | 0.17
€2 10.02]0.05 | 0.09 | 0.01 | 0.02 | 0.04 | 0.02 | 0.04 | 0.08 | 0.02 | 0.05 | 0.09 | 0.03 | 0.07 | 0.14 | 0.05 | 0.10 | 0.20
cs 0.06 | 0.12 [ 0.22 | 0.08 | 0.16 | 0.30 | 0.04 | 0.09 | 0.16 | 0.05 | 0.10 | 0.19 | 0.05 | 0.10 | 0.21 | 0.03 | 0.07 | 0.14
B1 [0.03|0.06]0.11]0.02 | 0.05 | 0.09 | 0.02 | 0.05 | 0.09 | 0.03 | 0.06 | 0.12 [ 0.02 | 0.05 | 0.10 | 0.02 | 0.03 | 0.06
B2 ] 0.01 | 0.02 | 0.04 | 0.01 ] 0.03 | 0.05 | 0.01 | 0.02 | 0.05 | 0.01 | 0.01 | 0.02 | 0.01 | 0.03 | 0.05 | 0.02 | 0.04 | 0.08
B3 0.02 | 0.04 [ 0.07 | 0.02 | 0.04 | 0.07 | 0.02 | 0.04 | 0.07 | 0.02 | 0.04 | 0.08 | 0.01 | 0.02 | 0.04 | 0.01 | 0.03 | 0.05
1 0.01 | 0.02 [ 0.04 [ 0.01 | 0.02 | 0.04 | 0.01 | 0.03 | 0.05 | 0.01 | 0.03 [ 0.05 ] 0.01 | 0.02 | 0.05 | 0.01 | 0.02 | 0.04
12 0.01 | 0.02 [ 0.04 [ 0.01 | 0.083 | 0.05 | 0.01 | 0.02 | 0.04 | 0.01 | 0.02 | 0.04 | 0.01 | 0.02 | 0.04 | 0.01 | 0.02 | 0.03
13 0.01 | 0.01 [ 0.03 | 0.00 | 0.01 | 0.02 | 0.00 [ 0.01 | 0.01 | 0.00 | 0.01 | 0.02 | 0.00 | 0.01 | 0.01 | 0.01 | 0.01 | 0.02
L 1 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.03 | 0.06 | 0.12 | 0.03 | 0.05 | 0.11
L2 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.02 | 0.03 | 0.07 | 0.02 | 0.05 | 0.10
L3 0.00 | 0.00 [ 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 [ 0.00 | 0.03 | 0.06 | 0.13 | 0.02 | 0.04 | 0.08
L4 0.00 | 0.00 [ 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 { 0.00 | 0.01 | 0.02 | 0.04 | 0.02 | 0.03 | 0.07
P1 10.03 | 0.05 | 0.10 | 0.02 | 0.04 | 0.08 | 0.03 | 0.05 | 0.10 | 0.03 | 0.06 | 0.11 | 0.03 | 0.05 | 0.11 | 0.03 | 0.05 | 0.11
P2 0.02 | 0.03 [ 0.06 | 0.02 | 0.04 | 0.07 | 0.02 | 0.04 | 0.07 | 0.02 | 0.03 [ 0.06 | 0.02 | 0.04 | 0.08 | 0.02 | 0.04 | 0.08
P3 0.02 | 0.05 [ 0.09 | 0.03 | 0.05 | 0.10 | 0.02 | 0.04 | 0.08 | 0.02 | 0.04 | 0.08 | 0.01 | 0.02 | 0.04 | 0.01 | 0.02 | 0.04
Q1 10.02 | 0.05]0.09 | 0.03 | 0.05 ]| 0.10 | 0.04 | 0.07 | 0.14 | 0.04 | 0.08 | 0.15 | 0.02 | 0.04 | 0.09 | 0.02 | 0.04 | 0.09
Q2 10,02 | 0.04 | 0.08 | 0.02 | 0.04 | 0.08 | 0.02 | 0.04 | 0.07 | 0.01 | 0.03 | 0.05 | 0.02 | 0.04 | 0.08 | 0.02 | 0.04 | 0.08
Qs 0.04 |1 0.07 [ 0.14 | 0.03 | 0.07 | 0.13 | 0.03 | 0.05 | 0.10 | 0.03 | 0.05 | 0.10 | 0.03 | 0.05 | 0.11 | 0.02 | 0.05 | 0.10

(continued)
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Quality Perspective
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Abstract In this chapter the concept of agility in supply chain is introduced. The
criteria of agile supply chain (ASC) are introduced through a conceptual model.
The ambiguity and vagueness of ASC criteria are investigated. Afterward, the
significance of efficiency of a supply chain in making agility is introduced. Fuzzy
Data Envelopment Analysis (DEA) models are developed in order to assess the
efficiency of agility of supply chain processes in uncertain situations. Two patterns
for agility of supply chains are introduced and the associated models are devel-
oped. The properties of the models are discussed. Finally, a real case study is
provided to illustrate the application of proposed procedure and conclusion
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1 Introduction

Agility is defined as “the ability to cope with unexpected challenges as opportu-
nities” (Sharifi and Zhang 1999). Research works in this area have emphasized that
firm’s ability to respond is a key measure of agility (Ovebye et al. 2000; Dove 2001).
Companies have recognized that agility is crucial for their survival and competi-
tiveness. Agility is “the ability to detect opportunities for innovation and seize those
competitive market opportunities by assembling requisite assets, knowledge and
relationships with speed and surprise” (Sambamurthy 2003). Since the introduction
of agility paradigm, the potential benefits of it were widely recognized by
researchers and industries. The agility is recognized as a winning competitive
advantage (Christopher 2000; Christopher and Towill 2000; Goldman et al. 1995;
Kidd 1994; Naylor 1999; Swafford et al. 2006; Van Hoak 2005; White et al. 2005).

Agility in supply chain is the ability to rapidly align the network and its
operations to dynamic and turbulent requirements of the customers (Ismail and
Sharifi 2005). Agile Supply Chain (ASC) is seen as a winning strategy for com-
panies wishing national and international leadership (Yusuf 1999). The design and
development of ASCs has become an essential step in acquiring various distin-
guishing capabilities to respond to the changing environments (Christopher 2000).
Sharp et al. (1999) and Christopher (2000) have identified these capabilities as
Responsiveness; Competency; Flexibility; Quickness. An ASC requires some
enablers like Collaborative relationship, Process integration, Information integra-
tion, and finally Customer/marketing sensitivity (Sharifi and Zhang 1999).

After embracing ASC or even while making the supply chain agile, some
important questions may be raised. How companies can measure efficiency of pro-
cesses in which the supply chain is being agile? If a supply chain is not successful in
making agility, what are the main inefficiency reasons? What are the practical
benchmarks for inefficient supply chains? Answering these will help finding aratioin
which the ASC converts inputs of agility (i.e. agility providers) to outputs of agility
(i.e. agility capabilities). So a gap analysis can be made base on existent efficiency of
agility and the desired one. These also provide more informative and reliable
information for decision making about inefficient supply chains which are not able to
properly transform the agility providers into capabilities of agility. Therefore, this
chapter attempts to answer aforementioned questions through representing a
systematic approach for measuring performance of agility in supply chain.

To our best knowledge, although a large number of frameworks have been
reported for introduction and classification of agility indices in SCM but there are
just few systematic approaches for measuring the efficiency of process in which the
providers of agility change into capabilities of agility. Among them, few researches
consider about ambiguity and multi possibility associated with mapping of agility
criteria. Due to the qualitative and ambiguous attributes linked to the agility
measurements in different levels, most measures are assumed to be described
subjectively using linguistic terms, and cannot be handled effectively using crisp
scales. Besides, agility is assumed to have different level in a supply chain.
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Providers of agility supply potential agility of a supply chain while capabilities of
agility are assumed as emergent agility of a supply chain. Both providers and
capabilities of agility have direct/indirect effects on overall agility of supply chain.

Lack of an efficient tool to consider the aforementioned aspects of agility in
supply chain made us to develop a procedure to supply them. A framework for
measuring different aspects of agility, including providers of agility and capabilities
of agility is provided. The existing relations between providers of agility and
capabilities of agility in supply chain made us to supply DEA approach to measure
the efficiency transformation process in context of agility for a given supply chain.
The imprecise nature of attributes for associated concepts persuaded us to supply
linguistic terms parameterized through fuzzy sets in favor of developing fuzzy DEA.

The following sections of the chapter are organized as follows. Section 2 is
allocated to introduce brief literature of past works. In Sect. 3, two conceptual
models are proposed for agility levels and goals of supply chain. In the first model
the provider of agility is converted into capabilities of agility. In second model, a
serial relation is considered among providers of agility, capabilities of agility, and
goals of supply chains. In Sect. 4, fuzzy DEA models are proposed to measure the
relative efficiency of agility levels in supply chain. The models are introduced in
association with each of the conceptual models. The properties of the proposed
models are also investigated through theorems and lemmas. The case of top-twenty
Iranian dairy industry is represented in Sect. 5. Experimental results are discussed
in Sect. 5.3. Section 6 has been assigned to represent the conclusion remarks.

2 Literature Review

In this section, the relevant literature of DEA, two-stage DEA, and fuzzy DEA is
briefly introduced. Finally, the applications of DEA in supply chains are reviewed.

2.1 DEA Literature

DEA is a widely used technique that was originally developed by Charnes et al.
(1978) and was extended by Banker et al. (1984) to include variable returns to
scale. DEA generalizes the Farrell (1957) single-input single-output technical
efficiency measure to the multiple-input multiple-output case to evaluate the rel-
ative efficiency of peer Decision Making Units (DMUs) (Charnes et al. 1994;
Cooper et al. 2006). Unlike parametric methods which require detailed knowledge
of the process, DEA is non-parametric and does not require an explicit functional
form relating inputs and outputs (Cooper et al. 2006; Cook and Seiford 2009).
Numerous applications in recent years have been accompanied by new extensions
and developments in the concept and methodology of DEA (Seiford 1997;
Emrouznejad et al. 2008).
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2.2 Two-Stage DEA Literature

In a two-stage DEA model a DMU consists of two serial sub-DMUs. The sub-
DMUs are related through a series relation and all the outputs of the first stage are
used as inputs in the second stage. The outputs of the first stage are named as
intermediate measures and treated as inputs in the second stage to produce the
outputs of the second stage (Cook et al. 2010). Chen and Zhu (2004) proposed a
two-stage DEA model to measure the indirect impact of information technology on
the firms’ performance. Chen et al. (2006) developed a non-linear programming
DEA model to evaluate the impact of information technology on multiple stages of
a business process to maximize the efficiency of the information technology-
related resources. Kao and Hwang (2008) divided the efficiency of a DMU into
two sub-DMUs and used a conventional DEA model to identify the causes of
inefficiency for each sub-DMU independently. Cook et al. (2010) classified the
solution procedures of the two-stage DEA models into four categories: the stan-
dard DEA approach, efficiency decomposition, network DEA, and game theoretic.

2.3 Fuzzy DEA Literature

The observed values of the input and output data in real-life problems are often
imprecise or vague. Fuzzy logic and fuzzy sets can represent ambiguous, uncertain
or imprecise information in DEA by formalizing inaccuracy in decision making
(Zadeh 1978; Zimmermann 1996). Kao and Liu (2000) developed a procedure to
measure the efficiencies of the DMUs with fuzzy observations. Their basic idea
was based on transforming a fuzzy DEA model to a family of conventional crisp
DEA models by applying the a-cut approach. Guo and Tanaka (2001) proposed a
fuzzy DEA model to deal with the efficiency evaluation problem with fuzzy input
and output data. Lertworasirikul et al. (2003) developed DEA models using
imprecise data represented by fuzzy sets. They also showed that fuzzy DEA
models take the form of fuzzy linear programming which typically was solved with
the aid of some methods to rank fuzzy sets. Hatami-Marbini et al. (2011) have
presented a comprehensive review of the FDEA methods in the literature. They
proposed a classification scheme with four primary categories, namely, the tol-
erance approach, the a-level based approach, the fuzzy ranking approach and the
possibility approach.

2.4 Applications of DEA in Supply Chains

The DEA models used in supply chain studies can be grouped into deterministic
and uncertain categories as follows:
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Deterministic Methods

Liang et al. (2006) developed several DEA-based approaches for characterizing
and measuring supply chain efficiency when intermediate measures were incor-
porated into the performance evaluation. Dong and Zhi-Ping (2006) used a DEA-
based approach to survey the performance of a reverse logistic in a supply chain
integration project. Wong and Wong (2007) developed the technical efficiency and
the cost efficiency model to help supply chain managers in resource planning
decisions. Chen (2009) developed a DEA model to address some important issues
concerning the evaluation and design of supply chain operations focusing on
evaluation of operational performance of processes in a dynamic setting, and
system design under risks and uncertainty.

Saranga and Moser (2010) developed a performance measurement framework
for purchasing and supply management using the classical and two-stage value
chain DEA models. Halkos et al. (2011) surveyed and classified supply chain DEA
models which investigated the internal structures of a DMU. Amirteimoori and
Khoshandam (2011) developed a DEA model for measuring the performance of
suppliers and manufacturers in supply chain operations. Chen and Yan (2011)
proposed an alternative network DEA model to embody the internal structure of a
supply chain performance evaluation. Efficiency analysis including the relationship
between supply chain and divisions, and the relationship among the three different
organization mechanisms were discussed. Mishra (2012) proposed a DEA-based
approach to measure the performance of pharmacological supply chain in India.

Uncertainty Methods

Xu et al. (2009) studied the supply chain performance evaluation of the Chinese
furniture manufacture industry. They identified the main uncertainty factors
affecting the evaluation process, and then modeled and analyzed those using rough
DEA models. Abtahi and Khalili-Damghani (2011) proposed a mathematical
formulation for measuring the performance of agility in supply chains using sin-
gle-stage fuzzy DEA. Khalili-Damghani et al. (2011) applied the proposed for-
mulation of Abtahi and Khalili-Damghani (2011) to measure the efficiency of
agility in supply chains and used a simulation-based approach to rank the interval
efficiency scores. Khalili-Damghani and Taghavifard (2012a) proposed a fuzzy
two-stage DEA approach for agility performance measurement in supply chain.
Khalili-Damghani and Taghavifard (2012b) proposed a three-stage fuzzy DEA
approach to measure the performance of a serial process including just-in-time
(JIT) practices, agility indices, and the overall goals in a supply chain. Khalili-
Damghani et al. (2012) modeled the ordinal Likert-based data in a new two-stage
DEA approach for agility performance in supply chain and illustrated the efficacy
of their approach in a real-life supply chain. Khalili-Damghani and Taghavifard
(2013) performed sensitivity and stability analysis in two-stage DEA models with
fuzzy data. They proposed several fuzzy models to calculate the stability radius, in
which an efficient DMU will not alter from efficient to inefficient or vice versa.
Khalili-Damghani and Tavana (2013) proposed a new network DEA model for



172 K. Khalili-Damghani et al.

measuring the performance of agility in supply chains. The uncertainty of the input
and output data were modeled with linguistic terms and the proposed model was
used to measure the performance of agility in a real-life case study in the dairy
industry. Tavana et al. (2013) developed a fuzzy group data envelopment analysis
model for high-technology project selection at NASA.

3 Proposed Conceptual Models of Agility Levels
in Supply Chain

Sharifi and Zhang (1999) proposed a framework for agility measurement through
drivers, providers, and capabilities. Lin et. al (2006) proposed a conceptual
framework for agile enterprise based on agility drivers, agility capabilities, and
agility enablers. We consider two types of factors affecting agility of supply chain
as capabilities and providers of agility. The selected indices are supplied in
Table 1.

3.1 Providers of Agility (Potential Agility)

The providers are assumed to measure the potential level of agility in supply chain.
More obvious, providers can be treated as input oriented factors of agility. The
level of success of supply chain in conversion of providers to emergent agility (i.e.
capabilities) can be assumed as efficiency of agility.

Collaborative Relationship: Strategic relationship with customers, lasting
relationship with suppliers, and close relationship with suppliers.

Process Integration: Concurrent execution of activities and enterprise
integration.

Information Integration: Information accessible to employees/suppliers/
customers.

Customer/Market Sensitivity: New product introduction, customer driven
innovations, and response to market changes.

3.2 Capabilities of Agility (Emergent Agility)

The capabilities are assumed to represent and measure the current and existing
level of agility in supply chain. More formally, capabilities represent the emergent
level of agility which is outcome of some input oriented indices of agility.
Flexibility: Product volume flexibility, product model/configuration flexibility,
organization and organizational issues, flexibility, and people flexibility.
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Table 1 Capabilities and providers of agile supply chain

Attribute References

Capabilities

Flexibility Sharp et al. (1999), Christopher (2000), Swafford et al. (2006), Sharifi and
Zhang (1999), Lin et al. (2006)

Responsiveness Sharifi and Zhang (1999), Goldman et al. (1995), kidd (1994), Lin et al. (2006)

Competency Lin et al. (2006), Sharif and Zhang (1999)

Cost Swafford et al. (2006), Sharifi and Zhang (1999), Van Hoak et al. (2005),

Goldman et al. (1995)

Providers

Innovation Sharp et al. (1999), Christopher (2000), Swafford et al. (2006), Sharifi and
Zhang (1999), Lin et al. (2006)

People Sharifi and Zhang (1999), Goldman et al. (1995), kidd (1994), Lin et al. (2006)

Technology Lin et al. (2006), Sharif and Zhang (1999)

Organization Swafford et al. (2006), Sharifi and Zhang (1999), Van Hoak et al. (2005),
Goldman et al. (1995)

Providers/Enablers of Agility Capabilities of Agility
Collaborative Relationships Flexibility (Zy;)
Process Integration (Xy)) R Quickness (Zy;)
Information Integration (Xg) Responsiveness
(Z3)
Customer/Market Sensitivity Competency (Zs;)
Potential Agility Emergent Agility

Fig. 1 Transformation process of potential agility into emergent agility

Quickness: Develop new products quickly for the market, products and services
delivery quickness and timeliness, and fast operation time.

Responsiveness: Sensing, perceiving and anticipating changes, immediate
reaction to changes by incorporating them into the system, and recovery from
change.

Competency: Developing business practices difficult to copy such as strategic
actions, product/services quality, cost effectiveness, and a high rate of new product
development.

Based on providers and capabilities of agility, the conceptual framework for
measurement of efficiency of ASC is represented in Fig. 1. The overall agility of
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supply chain is a function of capabilities of agility and providers of agility. The
efficiency of agility is the amount of success which is gained in changing inputs
(providers of agility) into outputs (capabilities of agility).

3.3 Supply Chain Goals

It has been shown that the main goals of supply chains are as follows
(Gunasekaran et al. 2001; Gunasekaran et al. 2004; Gunasekaran and Kobu 2007):

Cost: Providing products and services with a competitive price by utilizing
efficient cost management strategies.

Time: Production and technology preparation time, period of manufacturing,
speed of products design, and short development cycle time.

Quality: Quality over product life, first time right decision, and products and
services with high information and value-added contents.

Service Level: Customer satisfaction, employee satisfaction, and customer
enrichment.

Based on the aforementioned goals of supply chains a serial process in which
providers of agility are changed into capabilities of agility and then, the capabil-
ities of agility are changed into goals of supply chain, can be defined. This serial
process will result in second conceptual model of agility in supply chains. Figure 2
represents this conceptual model.

4 Proposed Fuzzy DEA Models

The aforementioned existing relations between providers of agility, capabilities of
agility, and overall goals in supply chain persuaded us to propose DEA models to
measure the efficiency of both levels of agility and overall performance of supply
chain. In next section a fuzzy DEA model and a fuzzy two-stage DEA model are
proposed for first and second conceptual models, respectively.

4.1 First Model: Single Stage Fuzzy DEA Approach

As mentioned, the providers and capabilities can be assumed as inputs and outputs
of a DEA model to measure the relative efficiency of agility for a given supply
chain. Linguistic terms parameterized through the fuzzy sets have been applied to
model the vagueness of qualitative indices of proposed framework in Fig. 1.
Without loss of generality, triangular fuzzy numbers (TrFNs) were supplied
through the chapter. The idea of imprecise DEA model in Despotis and Smirlis
(2002) is customized for measuring fuzzy efficiency of Agility in Supply Chains.
Remind the CCR DEA model of Charnes et al. (1978) as follows.
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Providers/Enablers of Agility

Collaborative Relationships

Process Integration (X))

Information Integration (X3;)

Customer/Market Sensitivity

Potential Agility

Capabilities of Agility

Flexibility (Z;;)

Quickness (Z;)

Responsiveness
(Zy)
Competency (Zy))

Emergent Agility

Cost (Yy;)
Time (Y)

Function/Quality

3)
Robuslrfess/ Service Level

(Ys45)

Goals

Fig. 2 Levels of agility and performance measures in supply chain

Potential Agility of Supply Chain

DMUj, j=l...n /" Capabilities of Agility
{ Organization (Xy;) - > L Flexibility (Yy;)
Technology (X») Transform » Cost (Y2)
(Black Box)
People (X3) g » Responsiveness (Ys;)
Innovation (X4j) > » Competency (Ya)
A given Supply Chain

.5

Yrj» T

Emergent Agility of Supply Chain

Fig. 3 A given supply chain as a DMU
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We consider a supply chain as a DMU which consumes agility drivers in order
to produce agility capabilities. Figure 3 represents the schematic view of a supply
chain as a DMU.

As the criteria for agility levels are mixed with a considerable amount of
uncertainty, so we consider TrFNs in left and right spread format as inputs and
outputs of n DMU. Each DMUj (j = 1, 2,..., n) consumes m fuzzy providers of
agility %; = (xjj,x;, %), %), i =1,2,...,m to produce s capabilities of agility
i = Vs Y5 oY)y ¥ =1,2,...,s. For an arbitrary a-cut for each TrFNs the
lower and upper bound of the membership functions of inputs/outputs are calcu-
lated as (2)-(5).

(xfj)ai:xilj—i-oci(xizj—xilj), o €[0,1],i=1,...m;j=1,....n (2)
(xi[j])xl_:x;—oci(x;}—x?j), o el0,1],i=1,...m;j=1,....n (3)
)y, =y oy —yy), % e[0 1), r=1..sj=1...n (4
(ygjj)“ :yfj—acr(y‘rb—yfj), o, €01, r=1,...,855j=1,...,n (5)

Replacing Equations (2)—(5) in model (1) derives a pair nonlinear model asso-
ciated with upper and lower bound of efficiency score for an arbitrary a-cut level.
Let us consider 4; = o;v;,i = 1,...,mwhere 0< A4; <v;and n, = o, r =1,...,8
where, 0 <1, <u, for all inputs and outputs measures, respectively. Note that, these
conversions are essential due to warrant the linearity of resultant models. This
variable exchange results in a pair of linear and also independent of a-cutmodels.
The model (6) and model (7) are free to select the optimum values of 4; and 7, the
optimum values of ;,i = 1,...,mand o,, ¥y = 1, ..., s are easily determined for all
inputs and outputs variables. So there is no need to solve the model for different
o-cut levels.

Model (6) represents the upper bound of efficiency score for DMU under
consideration. More formally model (6) is reserved for optimistic situation in
which the DMU under consideration produces the maximum outputs and consume
minimum inputs while other DMUs produce minimum outputs and consume
maximum inputs. Model (7) represents the lower bound of efficiency score for
DMU under consideration. More formally model (7) is reserved for pessimistic
situation in which the DMU under consideration produces the minimum outputs
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and consume maximum inputs while other DMUs produce maximum outputs and

consume minimum inputs.

Max EU Zurym - yr{) yf())

m

Y 03 )) =D = A =) <0 J= 12,

r=1 i=1

Zury,,, 1,0 = Vi) va,,,+/1 2 —x,)<0

vaw<F/1 10)_17

vize, i=1,2,...m u>e r=12...s,

)

0<ii<v, i=12,...m; 0<n.<u, r=12,...s

s
Max EL - Z Mry:(, + V]r(y%o - yi{))

r=1
s

s.t. Z u,y;_‘/. yr] yrj Z % xl] + Ai(x xl'j) <0,

r=1

Zurym + ’/]r yro ym vam )”l - 10) <0,

=1

3y
vato_ ”i [u xio)_17

vize, i=12,...m u>¢ r=12,...s,

j=12,...n,

0<Li<vy, i=12...m 0<n,<u, r=12,..,s

Properties of Proposed Models

j#o,

j# o,

Theorem 1 Model (6) is always feasible and bounded. Its optimal objective

function is equal to unit.

Proof Defining proper dual variables, the dual form of model (6) can be written as

follows:
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Min z=10-— 8<§:Si_ +XS:S:’>
i=1 r=1

s.t.

n

1 4 4 _
Zyrjocj+ymocnfu,fsr >V F=1,2,...5,
j=1
j#0

n

> (ygfyﬁj)“j* O =)o — 7+ 1> — 04 =3, r=1,2,...

j=1
j#0
n
4 I 1 - .
— g X0 — X0 + X0 — @ — 57 >0, i=1,2,.... m,

14
j=1
J#0
n

37 (s 0)o (0, ~ )+ (5~ )0~ i+ 020, = 1.2,

j=1
J#0

o >0, j=12,....n,

@i Biy sy >0, i=1,2,...m,
Loy Ty 8520, r=1,2,...,s,
0  free

Consider a solution for dual of model (6) as follows:

o =0, j=12,..,n,j#o0

oo =
Qo;=pi=s =0, i=12...,m,
W=y =s"=0, r=12,...,s,
0=1

i8]

It is obvious that the above solution is a feasible solution for dual model. So,
independent of inputs and outputs variables, there always exists at least one fea-
sible solution for dual and primal models. So the optimum value of objective
function of dual model is definitely less than or equal to unit (i.e., Z* <1). By
virtue of duality theorem in linear programming the objective function of dual and
primal are equal at optimal solution (i.e., Z* = E:Y). So, it can be concluded that
EZU <1 is always true. Hence, the model (6) is always bounded. This completes
the proof.
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Theorem 2 Model (7) is always feasible and bounded. Its optimal objective

function is equal to unit.

Proof Defining proper dual variables, the dual form of model (7) can be written as

follows:
m s
Min Z=0-{> s+ s
i=1 r=1
n
S.L. Zy‘:jxf+y;(,a0_“r_sj2yigv }’:1,2,...,S,

j=1
j#0

n

j=1
i#0

n
1 4 4 - .
— g xiioq,—xiuoco—&—xi{,@—(pi—si >0, i=1,2,...

j=1
i#0
n

Z (xg - xl‘])% - (x?o - x?{)>a0 + (x?r) —X?{))O - ﬁ[ + ?i 207

i=1
J#0

>0, j=1,2,...,n,

0, P, si >0, i=1,2,...,m,

Ky Vs S,J-FZOa }’:172,...757
0 free

Consider a solution for dual of model (7) as follows:

o=0, j=12,..,n j#o

o =1

Gi=PBi=s7 =0, i=12. .m,
W=7=s"=0 r=12,...,s,

0=1

Z (yj‘]_y'31>%_(yzo_yil‘0)fx”_yr+'u"2 - (yfo_yia)’ r= 1’27"'7s

i=12,..

Wh

It is obvious that the above solution is a feasible solution for dual model. So,
independent of inputs and outputs variables, there always exists at least one feasible
solution for dual and primal models. So the optimum value of objective function of
dual model is definitely less than or equal to unit (i.e., Z* < 1). By virtue of duality
theorem in linear programming the objective function of dual and primal are equal
at optimal solution (i.e., Z* = E:L). So, it can be concluded that EZL <1 is always
true. Hence, the model (7) is always bounded. This completes the proof.
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DMy jr j=1.n
Tnputs Stage 1 I Aetig Stage 2 Output
Measure
Xjj i=1,.m Zd; d=1.5D Vij r=l..s

Fig. 4 Two-stage process

4.2 Second Model: Two Stage Fuzzy DEA Approach

As our proposed fuzzy two-stage model is based on the model proposed by Kao
and Hwang (2008), we revisit Kao and Hwang (2008) approach to make a better
sense. The schematic procedure of a two-stage process has been represented in
Fig. 4.

Considering usual notation of two-stage DEA in literature, assume each DMU]j
G=1,2,...,n) consumes m inputs xij i = 1, 2, ..., m) to produce D outputs zdj
(d=1,2,..., D) in first stage. All these D outputs then treat as the inputs to the
second stage and are assumed as intermediate measures to produce s outputs yrj
(r=1,2, .., s) of second stage. For a given DMU]Jj, the ej, elj, e2j are reserved for
overall efficiency score, efficiency of first stage, and efficiency of second stage,
respectively. The model (8) was proposed by Kao and Hwang (2008):

s
e, = Max § UrYro
r=1

subject to
s D
Zu,y,j—dezd_iSO ]: 1,2,...,1’1
=1 d=1
D m
dezdj—ZvixijSO j=12...n (8)
d=1 i=1

m
E ViXip = 1

WdZS, d:1,2,...,D
e, Ii=1,2,...m

e, r=12,...s
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DMUj, j=1,.n

v

1

Xj, i=l,,m Stage 1 Stage 2

=1

VVVYVY
vVVvVYVYY

Fig. 5 Two-stage process with fuzzy parameters

The model (8) is the Kao and Hwang (2008) which represents the overall
efficiency of the two-stage process. Supposing a unique solution for model (8), the
elj, and e2j can be calculated easily.

Proposed Practical Fuzzy Two-Stage DEA Approach

Without loss of generality, trapezoidal fuzzy numbers (TrFNs) are also supplied
to develop a practical fuzzy two-stage DEA approach. Figure 5 represent the
considered two-stage process with fuzzy inputs, intermediates, and outputs.

The idea of imprecise single stage DEA model by Despotis and Smirlis (2002),
two-stage DEA model by Kao and Hwang (2008), and fuzzy two-stage DEA
approach by Kao and Liu (2011) are recombined to develop a practical fuzzy two-
stage DEA approach.

Consider TrFNs in left and right spread format as inputs, intermediate mea-
sures, and outputs of n DMU with two-stage process. Each DMUj (j = 1, 2, ..., n)

2

consumes m fuzzy inputs X; = (x}j,xu,xz,xu) i=1,2,...,m to produce D

intermediate measures Zj; = (de 2, zg,j7 Zd,) d=1,2,...,d in first stage. All
these D intermediate measures treat as the inputs to the second stage to produce s
outputs y,; = (yrj, ¥ o’ yrj7 y,j) r=1,2,...,s. For an arbitrary «-cut, the lower and

upper bound of the membership functions of each input, and output are calculated
as (2)—(5). For an arbitrary o-cut, the lower and upper bound of the membership
functions of intermediate measure are calculated as (9)-(10).

(ij) +<xd(zdj z},j), wg €10,1],d=1,...D; j=1,. 9)

7

(z),, =2 — %a(Zg — 23), % €[0,1],d=1,..,D; j=1,..,n  (10)

Upper Bound of Efficiency Values of Main DMU

For an arbitrary a-cut level, model (11) is proposed for calculating the upper (e¥)
bound of efficiency values of main DMUs.



182 K.
Max Y = Zu,(y%)l
r=1
s
5.t Zu,(yrj dezdj<0 j=1,2,.

r=1
Zur(ym o dezd() <O

D m

dezdj_zvi(xll]/)mgo _]712, )1,
=1 =1

D m
S s 3, <0
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j#o

j#o

In model (11), the input variables take lower bound and output variables take
upper bound for main DMU under consideration. For all other DMUs, the input
variables take upper bound and output variables take lower bound. As the inter-
mediate measures emerge in all sets of constraint of the model (11) so, they cannot
be determined using a single level optimization model.

Hence, as proposed by Kao and Liu (2011), the two-level optimization model
(12) is suggested for determining the optimum values of intermediate measures in
which the objective function of model (11) is at the highest possible values for an

arbitrary o-cut level.

Max

Max
(25), <z, <(2%)oa,j
Zi)ng <2 = (2g)2a d

S
ezlzl = Zuf(yg;)x,
Z”’ r/

dez(,/<0 ji=1,2,.

2 WaZgy < <0

D m

vize, i=12,...m,
wg>e, d=12,...,D,
u->¢e, r=12,...s.

j#o

>N,

"7n7 j#o

(12)
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As Zy, Vj, d are assumed as decision variables for outer optimization level and

perceived as constant multipliers for inner optimization level so, model (12)
cannot be solved in current format. model (12) should be reduced to a single level
optimization. Fortunately, as the orientation of both objective functions in model
(12) are maximization so model (12) can be replaced with a single optimization
model such as (13).

Max eV Zu, ) ”
s.t. Zu,yr] dezdj<0 j=1,2,...n, j#o

D
Z 4 (Vr0)s, Z WaZdo <0
r=1 d=1

dezd] Z, ), <0 j=12,...n j#o

D m (13)
ZWdng - Zvl( 10)1 <0
d=1 i=1

Z Vi(xﬁ,)%. =1,

)“dd]_(zdj)“d,] 1,2,...n,j#0;,d=1,2,....D
)adSZd()S(Zdo)/xd, d=1,2,...,D
vize, i=1,2,....m
>e d=1,2,...,D,
u->¢, r=1,2,...s.

It is notable that the model (13) is a non-linear mathematical programming so
its global optimum may not be found easily. Moreover, the model (13) is
dependent to a-cut. So it should be solved for different a-cut levels with a pre-
determined step size. This may yield the computational problems in practice (Kao
and Liu 2011). Replacing the values of equations (2)—(5) and (9) and (10) in model
(13) will result in model (14).
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(14)

j#0;d=12,...D

D

m, where 0 < 4; <v;,

i=
(zd]—kocd(zd] zdj))<zd,<(zf,j—ocd(zflj—z(31j)),j:1,2,...,n,j7£o; d=12,....D
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The model (15) is also non-linear due to terms wyz,;, and waz,,. It is also
dependent to «-cut type variables oy. Resolving the aforementioned issues, the
following procedure is proposed.

Multiply sides of set of inequalities concerning intermediate measures by the
positive value w,. So we have.

wd(z‘],_,- + ocd(zf,j - Z‘llj))dZdj Swd(zfij - ocd(zf,j - zf,j)), j=12,...nd=12,...,D

The variable interchanges 0; = agwy, d = 1,2,...,D where 0<6,; <w,; and
Zgj = Wazgd = 1,2,...,D;j=1,2,...,n is accomplished. The model (16) is
achieved as follows:

K
ezl)/ = Maxz (uryfo - nr(yér‘o _yfo))

r=1
subject to

N

r=1 d=1

s D
Z(u"y;lo_nr(y;‘o_yfo))_szogo

r=1 d=1

D m

Doz =D e = Al =) <0 j=1,2,m, j#o
d=1 i=1

wazy; + 0a(2 — 7)) <2y <wazly — 0a(Sl —23))j = 1,2,..ony d=1,2,....D
WdZOdZOa d:1725"'aD;Vi2/liZO7 i:1727"'7m;ur2nr207
r=12,...,5%2;>0, d=1 (16)

model (16) is a practical single stage linear optimization model which is
independent of «-cut type variables. Hence, its global optimum solution can be
found easily. The problems of proposed procedure by Kao and Liu (2011) such as
high volume of computational efforts, determination of a proper step size for a-cut
type variables, conflictive interval efficiency scores, and conflictive ranking of
DMUs does not exist in model (16).

Lower Bound of Efficiency Values of Main DMU.

For an arbitrary o-cut level, model (17) is proposed for calculating the lower
(eﬁ) bound of efficiency values of main DMUs.
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Similar to the procedure for upper bound of efficiency score, the final model for
lower bound of efficiency score is developed as follows:
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Model (18) is linear and independent of «-cut variables. So it can achieve the
lower bound of efficiency values of DMUs.

The Maximum Achievable Value of Efficiency of Sub-DMUs.

According to proposed procedure in modeling of main DMUs, the procedure of
modeling of the maximum achievable value of upper and lower bound of effi-
ciency of sub-DMUs is straightforward and is not represented here for sake of
brevity.

5 Case Study

As most food industries, fresh food industries are characterized by “repetitive
production operations carrying out specific physical (e.g. blending or milling) or
chemical reactions” (Giinther and Van Beek 2003). Process industries usually
show a higher complexity than discrete manufacturing, which is caused by factors
such as the perishability of products, the high number of end products, a great
variety of possible productions paths, special storage equipment, co- and by-
products, or variable recipes. Most production systems in fresh food industries—as
well as in the food industry in general—contain “Processing” and “Packaging”.
The number of products involved increases with each production step. Out of a
limited number of raw materials (e.g. raw milk), a still moderate number of
intermediate products are produced within the processing step. High product
complexity typically occurs at the packaging level due to different tastes and
packaging formats. As clear supply, production, distribution, and delivery of fresh
foods are accomplished through co-operating of different companies in chains.
According to aforementioned properties of fresh food industries which are
accomplished in supply chains these days, the main processes of sourcing, making,
and delivery are required to have different levels of agility in order to achieve
proper levels of final goal in supply chain of this industry.

As mentioned, aforementioned properties of fresh food productions reveal that
different levels of agility indices are essential in such supply chains. We applied the
proposed Fuzzy DEA models in assessment of DUMs and Sub-DMUs of top-
twenty dairy companies in Iran which supply dairy products through chains. Each
dairy company has been assumed as an independent supply chain with aforemen-
tioned structure in the context of different levels of agility and performance goals.

5.1 Measurement Scales

As mentioned, providers of agility, capabilities of agility and goals of supply chain
are assumed to be subjective, qualitative, and mixed with a large amount of
vagueness so, without loss of generality, linguistic terms parameterized through
TrFNs are supplied to measure them. Figure 6 shows the membership functions of
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Fig. 6 Membership functions of linguistic terms

4

Table 2 Linguistic terms

. Linguistic terms TrFN
and associated TrFNs
Very Low (VL) (0.1, 0.2, 0.3, 0.4)
Low (L) (0.2, 0.3, 0.4, 0.5)
Medium Low (ML) 0.3,0.4, 0.5, 0.6)
Medium (M) 0.4, 0.5, 0.6, 0.7)
Medium High (MH) (0.5, 0.6, 0.7, 0.8)
High (H) (0.6, 0.7, 0.8, 0.9)
Very High (VH) (0.7, 0.8,09, 1)

TrFNs. Table 2 represents the linguistic terms and associated TrFNs used in
proposed fuzzy DEA models.

5.2 Data Gathering

We used the experimental experiences of managers of selected diary supply chains
to determine the values of indices for providers of agility, capabilities of agility,
and goals of supply chain. The data collected from experts of Iranian diary supply
chains through questionnaires. The experts who filled the questionnaires were
experienced managers working for diary supply chains. These managers had
10 years of experience on average.

A set of 20 diary supply chains was selected and a manager of a given supply
chain was requested to rate the affecting factor for all supply chains. These
managers were left free to use linguistic terms of Table 1 in their judgments. The
aggregation of opinions of other supply chain managers forms the values of indices
for a given supply chain (i.e. main DMUs, and Sub-DMUSs) have distinctively been
summarized in Table 3.

It is notable that as the selected supply chains produce different dairy products,
in order to make a homogenous assessment of similar DMU the milk, cheese, and
cream are considered for evaluation. The experts were also requested to rate the
indices according to these similar products in all supply chains.



Imprecise DEA Models to Assess the Agility of Supply Chains 189

Table 3 DMs’ aggregate opinions

Brand DMU Providers of agility Capabilities of agility Goals of supply

(Inputs) (Intermediate chain (Outputs)

measures)

Xy Xo X35 X4 Zy Zo Zs Zy Y1 Yo Y3 Yy
Pak 1 M V V M H H M M M M M M
Mihan 2 M V VvV M M M M H M H H M
Pegah Fars 3 V H H H M M M L L M L M
Pegah-Gilan 4 vV V. M V M M L V H M V L
Pegah-Khuzestan 5 vV V. M L L L L vV M L M L
Pegah-Golpaygan 6 M H VvV M V VvV M M L M M M
Bistoon 7 M H M V. M M L M H M M L
Kaleh 8 M L M M L L H M vV V. M H
Ta’rif 9 M M L M L L V H VvV L V V
Maadi-Mimas 10 H VvV M M M M M M V V M M
Arak Dairy 11 VvV M M L L M M M H M V M
Barekat 12 V M M V H V M H M M V H
Kamel-Novin 13 H H M M L L L M M V H L
Alborz Laban 14 M VL MV V H M M V V V
Pars-Pooyan Zagros 15 vV M L M L \'% M L L VvV VvV V
AzarnooshSharq 16 vV M M L M V L M V M H M
Aban-Shir Ardabil 17 M VL H M M H M M M H M
Abshar-Sepid Shiraz 18 M M H M M M V V L M L M
AzarShiraneh 19 vV M V. M M M V L L M M V
Aryan-ShirAlborz 20 M M MM V M V. VM H V M

5.3 Experimental Results

The proposed fuzzy DEA models were coded using LINGO 11.0 software. The
codes of proposed mathematical models were executed on a Pentium IV portable
PC with Core 2 due CPU, 2 GHz, and Windows XP using 1 GB of RAM.

Calculating Interval Efficiency Scores and Interpreting the Results

Running fuzzy DEA models for case study yielded unique interval efficiency
scores for all DMUs. The relative efficiency and the classification of DMUs and
sub-DMUs are represented in Table 4.

Contents of Table 4 reveal the source of inefficiency in each sub-DMU. It is
notable that using the proposed structure for a DMU it is possible to find the
inefficiency each level of providers of agility, and capabilities of agility distinc-
tively. More clearly, the sub-processes, in which the process has a problem, are
determined. This can be helpful for improving overall performance of supply
chains in context of providers of agility and capabilities of agility.

More formally, the proposed approach can be utilized to distinguish the relative
efficiency scores of sub-processes of a two-stage process. This achieves a deeper view
into the performance of sub-processes which are involved in a real process in context
of agility. To interpret the achieved efficiency scores Fig. 7 has been supplied.
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Table 4 Interval efficiency scores
Main-DMU, Sub-DMU;, Sub-DMU,

el oL [EH]U [EH]L [e+2}U [EH}L

DM 0.880838 0.634846 0.865305 0.861246 0.757344 0.733731
DM 0.847384 0.601363 0.945375 0.898326 0.744415 0.657903

DM 0.9034 0.525735 0.864271 0.828932 0.750225 0.689498
DM 0.873592 0.681795 0.894978 0.821955 0.741142 0.604107
DM 0.829303 0.717116 0.970115 0.850776 0.77752 0.760859

DM 0.755942 0.516534 0.932681 0.820724 0.859506 0.779202
DM 0.851553 0.733009 0.890655 0.773594 0.775183 0.584163
DM 0.797853 0.662563 0.875868 0.821923 0.869798 0.550475
DM 0.792007 0.685066 0.897102 0.885936 0.863265 0.585702
DM 0.906853 0.575242 0.896762 0.872199 0.819263 0.611162
DM 0.773672 0.665702 0.957151 0.899822 0.825549 0.780233
DM 0.791772 0.723011 0.989897 0.779611 0.792535 0.615332
DM 0.797866 0.761317 0.963526 0.84232 0.797492 0.791526
DM 0.78475 0.670532 0.990081 0.823469 0.76868 0.75698

DM 0.796339 0.590458 0.991776 0.848643 0.831916 0.61725

DM 0.892117 0.805598 0.992019 0.799134 0.874873 0.682008
DM 0.751774 0.69566 0.911657 0.796758 0.868976 0.569521
DM 0.794939 0.505473 0.889176 0.864619 0.737541 0.733789
DM 0.806897 0.579079 0.998217 0.800467 0.731156 0.718082
DM 0.865285 0.793658 0.858332 0.831542 0.739226 0.652239

As shown in Fig. 7 the upper bound of efficiency scores for all DMUs and Sub-
DMU s are greater than or equal to lower bound of efficiency scores. This validates
homogeneity and discrimination power of our proposed approach. In order to more
investigation of efficiency scores the mean and range of scores for DMUs and Sub-
DMUs are calculated and presented in Table 5.

We can determine the most and least efficient DMUs and Sub-DMUs based on
mean efficiency score measure. The main DMU16 has the maximum mean effi-
ciency score. So, it can be assumed as the most efficient main DMU considering
the mean measurement which is calculated based on average of upper bound and
lower bound of efficiency scores of each DMU and Sub-DMU. The main DMU6
has the minimum mean efficiency score and is assumed to be most inefficient main
DMU among the others.

In first stage Sub-DMU11 has the maximum mean efficiency score. So, it can be
assumed as the most efficient Sub-DMU in first stage. Based on this interpretation,
Sub-DMUBS has the minimum mean efficiency score and is assumed to be most
inefficient Sub-DMU in the first stage. In second stage Sub-DMUG6 has the max-
imum mean efficiency score. So, it can be assumed as the most efficient Sub-DMU
in second stage. Based on this interpretation, Sub-DMU?7 has the minimum mean
efficiency score and is assumed to be most inefficient Sub-DMU in the second
stage. Other main DMUs and Sub-DMUs can also be ranked based on their mean
efficiency score in Table 5.
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Table 5 Mean and range of efficiency scores

DMU Main-DMU Sub-DMU;, Sub-DMU,

Mean Range Mean Range Mean Range
DM 0.757842 0.245992 0.8632755 0.004059 0.7455375 0.023613
DM 0.7243735 0.246021 0.9218505 0.047049 0.701159 0.086512
DM 0.7145675 0.377665 0.8466015 0.035339 0.7198615 0.060727
DM 0.7776935 0.191797 0.8584665 0.073023 0.6726245 0.137035
DM 0.7732095 0.112187 0.9104455 0.119339 0.7691895 0.016661
DM 0.636238 0.239408 0.8767025 0.111957 0.819354 0.080304
DM 0.792281 0.118544 0.8321245 0.117061 0.679673 0.19102
DM 0.730208 0.13529 0.8488955 0.053945 0.7101365 0.319323
DM 0.7385365 0.106941 0.891519 0.011166 0.7244835 0.277563
DM 0.7410475 0.331611 0.8844805 0.024563 0.7152125 0.208101
DM 0.719687 0.10797 0.9284865 0.057329 0.802891 0.045316
DM 0.7573915 0.068761 0.884754 0.210286 0.7039335 0.177203
DM 0.7795915 0.036549 0.902923 0.121206 0.794509 0.005966
DM 0.727641 0.114218 0.906775 0.166612 0.76283 0.0117
DM 0.6933985 0.205881 0.9202095 0.143133 0.724583 0.214666
DM 0.8488575 0.086519 0.8955765 0.192885 0.7784405 0.192865
DM 0.723717 0.056114 0.8542075 0.114899 0.7192485 0.299455
DM 0.650206 0.289466 0.8768975 0.024557 0.735665 0.003752
DM 0.692988 0.227818 0.899342 0.19775 0.724619 0.013074
DM 0.8294715 0.071627 0.844937 0.02679 0.6957325 0.086987

Max 0.848858 0.377665 0.928487 0.210286 0.819354 0.319323
Min 0.636238 0.036549 0.832125 0.004059 0.672625 0.003752

Although, the mean efficiency score is a suitable measure for ranking the DMUs
but it cannot consider the deviation of efficiency score of each DMU and Sub-
DMU. For example, a DMU with high value of mean efficiency score and high
values of range of efficiency has a possibility of low efficiency score in practice.
So, considering the range of efficiency score we can determine the most and least
reliable DMUs and Sub-DMUs.

Hence, DMU13 can be assumed as the most reliable DMU in presence of
uncertain inputs, outputs, and intermediate measures. DMU3 has the maximum
range for upper bound and lower bound of efficiency score. So, DMU3 can be
assumed as the least reliableDMU in presence of uncertain inputs, outputs, and
intermediate measures.

Moreover, in first stage the Sub-DMUT has the minimum range for upper bound
and lower bound of efficiency score. So, Sub-DMUT in first stage can be assumed
as the most reliable Sub-DMU. Again in first stage, Sub-DMU12 has the maximum
range for upper bound and lower bound of efficiency score. So, Sub-DMUI12 in
first stage can be assumed as the least reliable DMU.

Finally, in second stage the Sub-DMU18 has the minimum range for upper
bound and lower bound of efficiency score. So, Sub-DMU18 in second stage can
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be assumed as the most reliable Sub-DMU. Again in second stage, Sub-DMUS has
the maximum range for upper bound and lower bound of efficiency score. So, Sub-
DMUS in second stagecan be assumed as the least reliable DMU.

It is obvious that efficient and reliable DMUs and Sub-DMUs are different, so a
final ranking is not retrievable in this situation. We plot the DMUs and Sub-DMUs
based on their mean (horizontal axis) and range (vertical axis) measures as shown
in Fig. 8. The mean and range measures can be assumed as proper indices for
efficiency and reliability of a DMU, respectively.

The red and green points in each plot present the Anti-Ideal and Ideal cases,
respectively. The ideal case has the biggest mean value and smallest range value
while Anti-Ideal case has the smallest mean value and biggest range value among
the other DMUs. These ideal and Anti-Ideal cases have been achieved considering
the existing real blue points in each plot. By the aforementioned definition all
DMUs and Sub-DMUs are ranked based on their distance from Ideal and Anti-
Ideal cases. Under this condition a DMU which is far from Anti-Ideal and near to
Ideal cases simultaneously takes the best rank and the DMU which is near to Anti-
Ideal and far from to Ideal cases simultaneously takes the worst rank. The final
ranking of DMUs and Sub-DMUSs based on this procedure is presented in Table 6.

6 Conclusion Remarks

In this chapter, fuzzy DEA models were proposed for assessing relative interval
efficiency score of overall and segments of supply chains in context of agility as
providers of agility and capabilities of agility. The proposed structure was asso-
ciated to a DMU containing two serial sub-DMUs with uncertain inputs and
outputs. The efficiency score of a DMU decomposed into efficiency scores of its
Sub-DMUs. As the inputs, intermediate measures, and outputs of DMUs and Sub-
DMUs were mainly qualitative and mixed with uncertainty in real life problems,
so linguistic terms parameterized using fuzzy sets were applied.

A fuzzy single stage DEA model and a fuzzy two-stage DEA model were
proposed to calculate the relative efficiencies. The optimistic and pessimistic sit-
uations were considered to calculate an interval efficiency score for each DMU and
sub-DMUs.

The proposed models served linear mathematical models for the efficiency
calculation which could imply the global optimum solutions in practice. The
proposed approach served a-cut independent models which are not need to be
solved for different o-cuts. So, the volume of a full fuzzy DEA analysis extremely
decreases in real-life problems. Hence, there is no need to determine the best step-
size for the o-cut values. A real case of top-twentylranian dairy supply chains was
surveyed. The results were promising and computations were straight forward.

The proposed procedure can be used in other management and engineering
problems which have two-stage structures. As the Just In Time practices seems to
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have considerable effects on agility of supply chain, JIT practices can be joint with
the proposed structure of this chapter to elaborate the proposed models. Different
types of uncertainty such as robust optimization and stochastic modeling can be
assumed as proper mechanism for modeling the uncertainty of the problems for the
future researches.
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Supply Chain Performance Measurement
Using a SCOR Based Fuzzy VIKOR
Approach

Basar Oztaysi and Ozge Siirer

Abstract Supply Chain performance measurement is a vital issue for supply chain
management. Both from the academia and professional life, various models are
proposed for this subject. In this chapter, the literature is investigated for current
performance measurement models and a multi-criteria decision making approach
is proposed for supply chain performance measurement. In this study, SCOR
model is used for structuring the problem, Fuzzy Analytic Hierarchy Process
(AHP) is used to determine the importance weights of the criteria and finally Fuzzy
VIKOR is used to rank the alternatives based on expert evaluations.

Keywords Supply chain - Performance measurement - Fuzzy VIKOR - Fuzzy
AHP

1 Introduction

The term performance is a combination of goals, and relational models that enable
the company to accomplish these goals on time. Since it is affected by goals and
conditions, the definition of company performance may vary depending on the time
and the place (Lebas 1995). Meyer (2002) denotes that performance should be
related both to the action, and the consequence of that action. Both the action and
the consequences should be benchmarked to a standard in order to make a reference
to a degree of achievement. Folan et al. (2007) define three key concepts, relation,
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goal and characteristics about performance measurement. Relation highlights the
relation of the company with its environment. The second concept “goal” that
expresses the performance of a company is about what it wants to achieve. And the
last concept, characteristics define that the performance measurement should be
composed of summarized, related characteristics of a company, such as cost,
quality and flexibility. It is also stated that, in order to measure the performance; the
mentioned characteristics should be numerically expressed and measured by per-
formance indicators.

Supply chain is defined as integrated process where in various business entities
such as, suppliers, manufacturers, distributors, and retailers work together in an
effort to acquire raw materials/components, convert these raw materials into
specified final products, and deliver these final products to retailers (Beamon
1998). In this context, supply chain management is defined as the use of infor-
mation technology to endow automated intelligence to the planning and control of
the flow of supply chain to speed time to market, reduce inventory levels, lower
overall costs and, ultimately, enhance customer service and satisfaction (Wang
et al. 2004).

Performance measurement in supply chains has gained attention both in the
academic and professional world. Various supply chain performance models are
proposed such as Balanced Score Card (Kaplan and Norton 1992), Activity Based
Costing (Schulze et al. 2012; Qian and Ben-Arieh 2008; Tsai and Hung 2009),
Gunasekaran’s Model (Gunasekaran et al. 2004). One of the most extended studies
is the Supply Chain Operations Reference model—SCOR of the Supply Chain
Council (SCC 2010). The SCOR model proposes metrics to manage performance
on multiple dimensions in a hierarchical structure defined based on the causal
relationships (Garg and Carpinetti 2011). The SCOR model uses supply chain
asset, reliability and responsiveness performance measurement perspectives as the
main perspectives for performance measurement. Quantification of SC perfor-
mance is a multicriteria decision making (MCDM) problem since the evaluations
have to be done from different perspectives and criteria. In the literature there are
various MCDM techniques such as; analytical hierarchy process (AHP) (Elgazzar
et al. 2012), analytical network process (ANP) (Ravi et al. 2005) and fuzzy set
theory which are used in the field of performance measurement. While traditional
MCDM techniques use crisp numbers, new approaches such as grey and fuzzy sets
are recently integrated with the current techniques in order to handle uncertainty.

Fuzzy set theory (Zadeh 1965) has emerged as a powerful way of representing
quantitatively and manipulating the imprecision in decision-making problems.
Using the fuzzy sets, unquantifiable information, incomplete information or non-
obtainable information can be used in a decision model. Human preferences and
judgments are often vague and thus cannot be estimated with exact numerical
values. In order to overcome this problem, linguistic assessments can be used
instead of numerical values, such as ratings and weights of the criteria in the
problem (Kulak and Kahraman 2005). Fuzzy multi criteria decision making is
recently used for performance assessment (Yu et al. 2011; Yalcin et al. 2012;
Moussa et al. 2012). Also fuzzified versions of other techniques can also be
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proposed and used in the performance measurement area such as fuzzy Data
Envelopment analysis (Zhou et al. 2012), fuzzy linear regression (Pan et al. 2009),
and fuzzy rule based systems (El-Baz 2011). In addition, the hybrid fuzzy methods
are used such as fuzzy AHP (Gou et al. 2013), fuzzy DEMATEL (Lin 2013).

The aim of the chapter is to represent the potential application of fuzzy ana-
lytical hierarchy process (FAHP) integrated with Fuzzy VIKOR in supply chain
performance measurement, to this end a decision model is proposed based on
SCOR model, the weights of the criteria are determined using Fuzzy AHP and the
experts’ linguistic variables are used in Fuzzy VIKOR method to determine the
best performing supply chain among the alternatives. This paper is organized as
follows: Sect. 2 briefly gives the current literature review about supply chain
performance measurement. First the SC performance measurement models are
explained and then decision making techniques in this area are given. Section 3
describes the proposed measurement model, starting with SCOR model, FAHP and
Fuzzy VIKOR techniques are introduced. Section 4 presents the performance
evaluation criteria which consist of five criteria and 16 sub-criteria. Next, Sect. 5
presents a numerical application in which performance of five alternative supply
chains are compared. Final considerations about this research work are made in
Sect. 6.

2 Literature Review

In this section, literature review about supply chain performance evaluation
models are given, later the current studies that focus performance measurement
through decision making approach are denoted.

2.1 Supply Chain Performance Evaluation Models

Measuring the efficiency of supply chain systems is a need for organizations.
Organizations should employ a performance measurement and improvement
projects for all processes in order to achieve their goals and improve their pro-
cesses. There are number of frameworks about the evaluation of supply chain in
the literature. Estampe et al. (2013) analyze the different evaluation models.
Instead of giving a unique model for organizations, they emphasize the special
characteristics of the models. By the way, the managers can choose the appropriate
model in order to measure their supply chain performance. Forme et al. (2007)
identify 5 main supply chain performance models. Cagnazzo et al. (2010) make a
literature review of performance measurement systems in supply chains. The
readers who are interested in these frameworks can find information in these
papers. In order to enhance the supply chain processes, we need a systemic
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performance evaluation models. In this section, we explain supply chain perfor-
mance measurement models shortly.

Activity-Based Costing (ABC): The aim of supply chain operations is cost
reduction. Therefore, managers need an effective tool for the evaluation of cost
consequences of supply chain processes (Schulze et al. 2012). The ABC method
takes into consideration all the activities for producing the product in order to
estimate the production cost. The ABC is more accurate than the traditional cost
estimation models (Qian and Ben-Arieh 2008). It is designed for eliminating the
non-value added activities in the organizations by a systematic way (Tsai and
Hung 2009). In this study, activities are divided into four layers: primary, sec-
ondary, and long-term strategic and non-value added activities, and finally com-
posite performance indexes of suppliers are obtained. Baykasoglu and Kaplanoglu
(2008) assert that although the determination of activities is hard, they show that
there is a considerable difference between the current cost systems of the company
and activity-based costing.

Balanced Score Card (BSC): In order to overcome the disadvantages of the
performance measurement system that examines only the financial point of view,
BSC measures supply chain in a balanced way by utilizing financial and non-
financial measures (Bhagwat and Sharma 2007a). The BSC uses four perspectives:
financial, customer, business, innovation and learning perspectives (Kaplan and
Norton 1992). Bhagwat and Sharma (2007a), Brewer and Speh (2000), Ravi et al.
(2005) apply BSC method for evaluating performance. In some studies such as in
(Naini et al. 2011), BSC approach is combined with other methods in order to
focus on multi-dimensional performance indicators.

Supply Chain Operation Reference Model (SCOR): It is developed by
Supply Chain Council (www.supply-chain.org). Based on generic supply chain
processes (planning, sourcing, production, delivering, and return activities), SCOR
identifies how a best supply chain processes should be at the three levels of it
(Forme et al. 2007). The studies by Ganga and Carpinetti (2011), Li et al. (2005)
employ SCOR model.

Gunasekaran’s Model: They propose supply chain performance metrics based
on four major processes of a supply chain (plan, source, make, deliver) at the
strategic, tactical and the operational levels (Gunasekaran et al. 2004).

Cooper’s Model (GSCF framework): Business processes, management com-
ponents and the structure of the supply chain are included by supply chain man-
agement framework. There are seven business processes: customer relationship
management, customer service management, demand management, order fulfill-
ment, manufacturing flow management, supplier relationship management, product
development and commercialization, and returns management (Cooper et al. 1997).

ASLOG Audit: It is a European procedure proposed by ASLOG association
and aims to logistics improvement by analyzing the management, strategies and
planning, product conception and projects, sourcing, production, moving, stock,
sales, return and maintenance, management of indicators, and permanent progress
in the supply chain processes (Forme et al. 2007; Estampe et al. 2013). Companies
can evaluate their performance based on the ASLOG questionnaire.
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Gilmour’s Model: It evaluates firm’s supply chain performance both from an
operational and from a strategic viewpoint. A framework for supply chain oper-
ations consist of three main capabilities which are process, technology and orga-
nization capabilities and 11 sub-capabilities (six process, two IT and three
organizational). In order to measure the performance; questions, which evaluate
the key performance indicators used to measure these 11 capabilities, are asked to
the companies (Gilmour 1999).

Odette’s Logistic Evaluation (EVALOG): There are six main categories:
strategy and improvement, organization, production plan and availability, cus-
tomer relationship, product and process control, supplier relationship. Questions or
criteria are evaluated under each category based on specific weighing system
(Odette 2013).

Efficient Consumer Response (ECR): It exists as a grocery-industry strategy
in which distributors and supplier work with in order to maximize customer sat-
isfaction and minimize cost. It aims to transform supply chain from a “push
system” to a “pull system” (Harris and Swatman 1999). In four areas, there are
efficiency initiatives: efficient store assortment, efficient promotion, efficient
product introduction, efficient product replenishment. In order to achieve ECR’s
ultimate goal, firms apply number of programs and enabling technologies and
electronic commerce (EC) technologies. (Lohtia et al. 2004; Harris and Swatman
1999; Kurnia and Johnston 2001) propose models based on ECR.

Quality Models: They basically focus on the quality factors of supply chain.
The EFQM (Business Excellence Model) is a famous one that can apply for supply
chain performance measurement (Cagnazzo et al. 2010). It is a tool for organi-
zations for self-assessment based on eight principles: customer focus, leadership,
definition of objectives, process-based management, staff involvement, continuous
innovation process, development of partnerships and society responsibility.

Strategic Profit Model: It mainly focuses on the financial results of logistics
processes. Net profit, asset turnover and financial leverage are the three important
factors. Based on these factors, it employs two important ratios: Return on assets
and return on net worth (Stapleton et al. 2002).

In addition to these models, there are different frameworks for SC performance
measurement. Lambert and Pohlen (2001) propose a framework for developing
supply chain metrics. Felix and Chan (2003) develop a process-based model and
define measures such as costs, time, capacity, capability, effectiveness, reliability,
availability, flexibility, productivity, utilization and outcome.

2.2 SCM Performance Evaluation by Decision Making

In order to measure a performance of a system, we need to quantify it to see the
results of managerial actions. We see in Sect. 2.1 that the decision process for
supply chain performance evaluation models include both quantitative and qual-
itative criteria. Therefore, the supply chain performance evaluation is a Multi-
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Criteria Decision Making (MCDM) problem. Before constructing the model, the
measures that evaluate the efficiency of a process should be defined. In this pro-
cess, one of the frameworks proposed in Sect. 2.1 is chosen based on a company
structure and goals. Then, the suitable decision making method is applied to the
measures of the performance. We make a comprehensive research about the
application of fuzzy theory and AHP/ANP methods, since they are the most
common techniques in decision theory and supply chain performance evaluation.
In addition, a detailed research is made related to fuzzy VIKOR method and is
chosen as a best suitable MCDM method for this study.

AHP and ANP methods are the mostly used multi-criteria techniques in supply
chain performance measurement. As AHP is used as a single technique for supplier
performance evaluation, it is also used as integrated with other methods. Elgazzar
et al. (2012) offer a method by linking supply chain processes performance and a
company’s financial performance by using Dempster Shafer/Analytical Hierarchy
Processes (DS/AHP). The main contribution of this study is that managers can
develop a new supply chain strategies based on the financial evaluation of a
company. Chan (2003) develops an AHP-based model based on seven criteria in
order to measure supply chain for each company in a multidimensional way.
Najmi and Makui (2010) extract the supply chain performance of a company based
on flexibility, reliability, responsiveness, quality, and asset management metrics by
applying the AHP and DEMATEL method. They obtain a performance score by
comparing benchmark chain with the ideal chain. Bhagwat and Sharma (2007b)
reveal which decision level performance (strategic, operational, tactical) plays the
most important role in overall performance measurement and give priority to
different BSC perspectives by using AHP method. In addition to this, Bhagwat and
Sharma (2009) propose a hybrid model that integrates the AHP method and pre-
emptive goal programming (PGP). In this study, AHP is used to assign weight to
the qualitative selection criteria; in the final selection process DEA and NN are
used. Tsai and Hung (2009) offer a decision model by using fuzzy goal pro-
gramming and AHP by utilizing ABC in order to determine performance mea-
sures. Theeranuphattana et al. (2012) integrate three different MCDM methods: the
multi-attribute value theory (MAVT), the swing weighting method and the
eigenvector procedure that rely on SCOR model. In some cases, the AHP method
is insufficient to evaluate the performance, since it considers only the criteria and
sub-criteria in a hierarchal structure. In order to overcome the disadvantages of
AHP, ANP method that considers the feedback and interactions between clusters
and factors is proposed. In the paper by Ravi et al. (2005), the dimensions of the
ANP model are the perspectives of the BSC for the selection of an alternative for
the reverse logistics operations (Table 1).

The nature of supply chain evaluation process is complex and unstructured. In
decision making process, fuzzy set theory can be applied in order to overcome the
uncertainty. El-Baz (2011) offers a framework for evaluating the performance of
the different departments of the company by using fuzzy set theory and AHP. The
weights of important factors are found by using AHP and then the weight and input
factors are fuzzified. In addition to this, Fuzzy-AHP approach is used in
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(Gou et al. 2013) to evaluate the performance of service-oriented catering supply
chain based on the six dimensions of supply chain and their indicators. Zhihong
et al. (2013) propose a triangular Fuzzy-AHP method for the green supply chain
performance evaluation model to consider both qualitative and quantitative factors
and fuzzy characteristics of the factors. The fuzzy set theory and decision making
trial and evaluation laboratory (DEMATEL) model is proposed by Lin (2013) to
reflect the cause and effect relationships among criteria for the green supply chain
management. By using fuzzy DEMATEL approach, they simplify the complex
decision making procedure by dividing a set of complex factors into cause and
effect groups. Ganga and Carpinetti (2011) propose a quantitative model by uti-
lizing fuzzy logic approach and the measures based on the SCOR level 1 and 2
metrics. Chan and Qi (2003) focus on the all business aspects that affect supply
chain processes and use a fuzzy set theory (Table 2).

MCDM model based on fuzzy sets theory and VIKOR method is generally
applied in the field of supplier selection. Chen and Wang (2009); Sanayei et al.
(2010); Shemshadi et al. (2011) rate the suppliers under a fuzzy environment by
using VIKOR method. To our knowledge, although there are numerous applica-
tions of on fuzzy sets theory and VIKOR method into supplier selection subject,
this research is the first application that measures the supply chain performance
using a SCOR based Fuzzy VIKOR approach.

3 Methodology

In this section the supply chain performance evaluation approach is introduced. To
this end, initially the SCOR model is introduced, then Fuzzy AHP techniques
which are used to identify the weights of the criteria are explained and finally
Fuzzy VIKOR, which is directly used to evaluate the performance of alternative
supply chains, is explained.

3.1 SCOR Model

The Supply Chain Operations Reference (SCOR®) model was developed by
Supply Chain Council, a global nonprofit organization. The SCOR Model is a
strategic planning tool for organizations in order to manage their supply chain
processes. This regularly updated model is the world’s most widely accepted
framework for evaluating and comparing supply chain activities and performance.
Every organization can apply the SCOR model to analyze supply chain perfor-
mance in a systematic way (SCC 2010).

The model contains multi-level performance metrics, processes and practices.
The performance section of SCOR consists of two types of elements: Performance
Attributes and Metrics. Performance attribute is used to set a strategic goal for
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Table 2 Various studies by using fuzzy sets

Studies by Methods Evaluation criteria
El-Baz (2011) Fuzzy set theory Engineering, planning, production, customer service
and AHP dimensions and their performance indicators
Ganga and Fuzzy logic SCOR metrics (Delivery reliability, Cost, Flexibility
Carpinetti (2011) approach and responsiveness, Assets), Level 1-2 metrics
Gou et al. (2013) Fuzzy AHP Agility, logistics capability, customer satisfaction,

cooperation level of supplier, information ability,
stability and their indicators

Zhihong et al. Triangular Financial profitability, market strength, customer
(2013) Fuzzy-AHP service evaluation, innovation and learning
abilities, environmental protection and their
indicators
Lin (2013) Fuzzy Green purchasing, green design, supplier/customer
DEMATEL collaboration, recovery and reuse of used products,

environmental performance, economic
performance, regulation and stakeholder pressures

Chan and Qi (2003) Fuzzy set theory Supplying, inbound logistics, core manufacturing,
outbound logistics, marketing and sales

Table 3 Definitions of SCOR attributes

Attributes Definition

Reliability The ability to perform tasks as expected

Responsiveness The speed at which a supply chain provides the products to customers

Agility The ability to respond to market changes in order to gain or maintain its
competitive advantage

Cost The costs associated with operating the supply chain

Asset The efficiency of an organization in managing its assets to meet demand

organizations. In order to achieve these strategic attributes, metrics are standards
used to measure the performance of a supply chain processes.

The SCOR-model specifies five supply chain performance attributes in two
categories: customer-facing attributes that include reliability, responsiveness, and
agility, and the internal-facing attributes that include cost and asset management.
At Table 3, the definitions of these attributes can be seen based on Supply Chain
Council’s definitions.

SCOR identifies three levels of predefined metrics. SCOR Level 1 metrics are
strategic, high-level measures in order to evaluate the whole supply chain per-
formance. Each level 1 metric consists of a number of more detailed level 2
metrics. Level 2 metric consists of more-detailed level 3 metrics.

Based on SCOR Model, a process is a unique activity performed to meet
predefined outcomes. From level 1 to 3, SCOR identifies the processes and these
processes are applicable across all industries. From level 4 to below, organizations
and industries develop their own processes. Based on SCOR Model, supply chain
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Table 4 SCOR processes

SCOR Definition

processes

Plan The planning activities associated with operating a supply chain for supply and
demand planning

Source The ordering and receipt of goods and services in order to meet actual demand

Make Processes that convert products to finished state

Deliver The creation, maintenance, fulfillment and shipment of customer orders

Return The processes related to receiving returned product

management is the combination of five level 1 distinct processes which are shown
in Table 4: Plan- Source- Make- Deliver- Return.

In this study, SCOR Model is chosen since it contains well-defined and stan-
dardized processes and metrics for performance measurement for whole supply
chain processes.

3.2 Fuzzy Analytic Hierarchy Process

Analytic Hierarchy Process, developed by Saaty (1980), is a technique that
structures a decision problem as a hierarchy with an overall goal, a group of
alternatives, and of a group of criteria which link the alternatives to the goal.
Pairwise comparisons are classically carried out by asking the decision maker how
valuable a criterion (C1) when compared to another criterion (C2) with respect to
overall goal. Also the alternatives are pairwise compared by asking the comparison
of an alternative A with alternative B with respect to a specified criterion.

In classical AHP, the comparisons are done using a scale which contains crisp
numbers. However, fuzzy extensions of AHP are proposed in the literature to
handle the uncertainty in linguistic variables in a better way. Laarhoven and
Pedrycz (1983) proposed the first algorithm in fuzzy AHP by describing compared
fuzzy ratios with triangular fuzzy membership functions. Buckley (1985) pre-
sented fuzzy priorities of comparison ratios whose membership functions are
trapezoidal. He also extended Saaty’s AHP method to incorporate fuzzy com-
parison ratios. To overcome the calculation difficulties, Buckley used the geo-
metric mean method to derive fuzzy weights and performance scores. Chang
(1996) proposed a methodology with the use of triangular fuzzy numbers for
pairwise comparison scale of fuzzy AHP, and the use of the extent analysis method
for the synthetic extent values of the pairwise comparisons.

In this chapter, Buckley’s fuzzy AHP method is used and the steps of this
method are given in the following:
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Table S Linguistic scale

: Linguistic terms Triangular fuzzy numbers
used for evaluations (Chang
1996) Absolutely Strong A 35,4,45
Very strong VS 2.50, 3, 3.5
Fairly strong FS 1.50, 2, 2.5
Weak w 067,1,1.5
Equal E 1, 1,1

Step 1. The decision model is structured and pairwise comparison matrices are
constructed. The pairwise comparison matrices are form as shown in
Eq. (1) where each element (Zz,-j) is a linguistic term. The pairwise
comparison matrix is given by;

1 ap ... ay

o lay 1 ...

A=| T . (1)
an dp ... 1

When triangular fuzzy numbers are use, Eq. (1) is rewritten as follows:

1 (al2l,al2m,al2u) ... (alnl,alnm,alnu)
_ (a21l,a21m, a21u) 1 ... (a2nl;a2nm, a2nu)
A= . . : (2)
(anll,anlm,anlu) (an2l,an2m,anu) ... 1

The linguistic scale used in the evaluation procedure is given in Table 5.

Step 2. The consistency of the fuzzy pairwise comparison matrices are examined
in the next step. In order to check the consistency of the fuzzy pairwise
comparison matrices, pairwise comparison values are defuzzified.
Assuming A = [&ij] is a fuzzy positive reciprocal matrix and A = [aij} is
its defuzzified positive reciprocal matrix. If the result of the comparisons
of A= [ay| is consistent, then it can imply that the result of the com-

parisons of A = [a] is also consistent (Buckley 1985).

If the pairwise comparisons are not consistent, experts must reevaluate the
pairwise comparisons.

Step 3. The fuzzy geometric mean for each row of matrices is computed in order
to weigh the criteria and alternatives. First the geometric mean of the first
parameters of triangular fuzzy numbers in each row is calculated:
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In
In

ajy :[1 X ap X ... X alnl]

aj; :[61211 X1 x...%x az,,;]

1/n
al :[an” Xy X ... X 1] /

Then the geometric mean of the second and third parameters of triangular fuzzy
numbers in each row is calculated respectively:

b]m :[1 X blZm X ... X b]nm]l/n
I

bom :[bZIm X1 x...X b2nm]
bim =[butm X bpom X ... X 1]1/”

and

Clu :[l X Cloyy X ... X Clnu]l/n

Cou =lcany X 1 x ... % C2W]1M

1/n
Ciy :[Cnlu X Cpoy X oo X ]] /

Assuming the sums of the geometric mean values in the row is a;s for lower
parameters; ap, for medium parameters; and assfor upper parameters. Finally T
matrix is obtained by using aj;; values obtained above:

Criterion 1 Criterion 2 Criterion j

ay b clu ay b cu ay b clu
azs? ax Y aps azg? ax Yais )’ ’ as ) ax ais )’

ay bu cu ay bu c ay b cu (3)
az ) ay lai )’ T as ) ax Yais )’

21

3s
it bin Ci ait bin  Cu il bin  Ci
azs ? azs ’ aig azs ?ax Y as )’ ’ azs Y ay as )’

Step 4. The fuzzy weights and fuzzy performance scores are aggregated as
follows:

Fij =

b
as ) ax Yais )’
b

U=y Wiy, Vi. (4)
j=1

Where U, is the fuzzy utility of alternative i, w; is the weight of the criterion j, and
rij
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Step 5. Defuzzification of fuzzy numbers in order to determine the importance
ranking of the criteria and alternatives. The Center of Area (COA or
Center Index, CI) method can be used for defuzzification in this step. The
COA method for a triangular fuzzy number A = (I,m, u) can be calculated
as follows;

(wi = ;) + (m; — 1;)

BNP; =
3

where BNP means best nonfuzzy performance.

Step 6. The best alternative id determined based on the defuzzified alternative
scores.

3.3 Fuzzy VIKOR

VIKOR method is developed as a multi-criteria decision making method to solve a
discrete decision problem with non-commensurable and conflicting criteria (Op-
ricovic and Tzeng 2004). This method determines compromise solution for a
problem with conflicting criteria. The multicriteria measure for compromise
ranking is developed from the LP—metric used as an aggregating function in a
compromise programming method Yu (1973) and Zeleny (1982). The methodol-
ogy simply works on the principle that each alternative can be evaluated by each
criterion function; the compromise ranking will be realized by comparing the
degrees of closeness to the ideal alternative.

VIKOR method is also extended using fuzzy approaches. In fuzzy VIKOR it is
suggested that decision makers use linguistic variables to evaluate the ratings of
alternatives with respect to criteria. The steps of Fuzzy VIKOR are given in the
following:

Step 1: Fuzzy decision matrix is formed for n criteria and m alternatives.
Xi o Xin
D =
jcml e imn

where X;; is the score of ith alternative with respect to jth criterion and

W is the weights matrix and w; denotes the weight of the jth criterion.

Step 2: The fuzzy best value (f]*) and the fuzzy worst value (fj’

) is determined

for each criterion.
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f; = max; (6)

i = min; (7)

Step 3: The fuzzy separation values R; and S; are computed using the following
equations:

~ _V(Si—g*) (1—V)(Ri—k*)
AT S R S 3 (12)

The indices min; S; and min; R; are related to a maximum majority rule, and a
minimum individual regret of an opponent strategy, respectively. The parameter v is
defined as a weight for the strategy of maximum group utility, whereas 1—v defines
the weight of the individual regret. In general v is usually assumed to be 0.5.

Step 5: Next step is the defuzzification of the triangular fuzzy number Q;. The
Center of Area (COA or Center Index, CI) method given in Eq. 5 can be
used for defuzzification in this step.

Step 6: The alternative are sorted in descending order according to their Q; value.
The alternative with the minimum value is determined as the best
alternative.

4 Performance Evaluation Criteria

The performance evaluation criteria used in this study is based on the SCOR 10.0
model (SCC 2010). Five performance attributes are defined in the model which
constitutes the main criteria in this study. For each criterion, metrics from different
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Fig. 1 Supply chain performance evaluation criteria

detail levels are also defined. In this study only metrics from first two levels are
considered. The proposed performance evaluation model is represented in Fig. 1.

The definitions of the criteria and sub-criteria are given in SCOR 10 as follows
(SCC 2010):

Supply Chain Reliability: The performance of the supply chain in delivering:
the correct product, to the correct place, at the correct time, in the correct condition
and packaging, in the correct quantity, with the correct documentation, to the
correct customer. The criteria contain the sub-criteria:

e Orders delivered in full: Percentage of orders which all of the items are
received by customer in the quantities committed.

e Delivery performance to customer commit date: The percentage of orders
that are fulfilled on the customer’s originally scheduled or committed date.

e Perfect condition: Percentage of orders delivered in an undamaged state that
meet specification, have the correct configuration, are faultlessly installed (as
applicable), and accepted by the customer.

Supply Chain Responsiveness: The speed at which a supply chain provides
products to the customer. The criteria contain the sub-criteria:

Source cycle time: The average time associated with source processes.

Make cycle time: The average time associated with make processes.
Delivery cycle time: The average time associated with deliver processes.
Delivery retail cycle time: The average cycle time of the processes used to
acquire, merchandise, and sell finished goods at a retail store.
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Supply Chain Flexibility: The agility of a supply chain in responding to
marketplace changes to gain or maintain competitive advantage. The criteria
contain the sub-criteria:

e Downside supply chain adaptability: The reduction in quantities ordered
sustainable at 30 days prior to delivery with no inventory or cost penalties.

e Upside supply chain adaptability: The maximum sustainable percentage
increase in quantity delivered that can be achieved in 30 days.

e Upside supply chain flexibility: The number of days required to achieve an
unplanned sustainable 20 % increase in quantities delivered.

e Overall Value-at-Risk: It is a category of risk metrics that describe probabi-
listically the market risk of a trading portfolio (McCormack et al. 2008).

Supply Chain Costs: The costs associated with operating the supply chain. The
criteria contain the sub-criteria:

e Cost of goods sold: The cost associated with buying raw materials and pro-
ducing finished goods. This cost includes direct costs (labor, materials) and
indirect costs.

e Cost of management: The sum of the costs associated with the processes to
plan, source, deliver, and return.

Supply Chain Asset Management: The effectiveness of an organization in
managing assets to support demand satisfaction. This includes the management of
all assets: fixed and working capital.

e Cash-to-cash cycle time: The time it takes for an investment made to flow back
into a company after it has been spent for raw materials. For services, this
represents the time from the point where a company pays for the resources
consumed in the performance of a service to the time that the company received
payment from the customer for those services.

e Return on supply chain fixed assets: Measures the return an organization
receives on its invested capital in supply chain fixed assets. This includes the
fixed assets used in plan, source, make, deliver, and return.

e Return on working capital: Return on working capital is a measurement which
assesses the magnitude of investment relative to a company’s working capital
position verses the revenue generated from a supply chain. Components include
accounts receivable, accounts payable, inventory, supply chain revenue, cost of
goods sold and supply chain management costs.

5 Numerical Application

In this chapter we aim to represent an application of integrated fuzzy AHP and
VIKOR methodology on supply chain performance evaluation case. The aim of
the application is to assess the performance of five different supply chains based on
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the model described in Sect. 4 and by using linguistic variables. The integrated
approach consists of two phases; in the first phase the relative importance weights
of the criteria are determined using Fuzzy AHP method and in the second phase
Fuzzy VIKOR is used to rank the supply chains based on their performance.

5.1 Determining the Weights of the Evaluation Criteria

In this stage, the weights of the five criterion and 16 sub-criteria are determined
using fuzzy AHP. To this end, Buckley’s fuzzy AHP method is used as explained
in Sect. 3.2. According to the performance evaluation model described in Sect. 4,
there are five main criteria namely, reliability (RLB), responsiveness (RSP), agility
(AGL), costs (CST) and Asset Management (ASM). As the first step, these five
criteria are pairwise compared with each other with respect to their importance in
overall performance evaluation. The linguistic scale represented in Table 5 is used
for the pairwise comparison matrices. The pairwise comparisons of the criteria are
represented in Table 6.

The linguistic evaluations shown in Table 7 are then transformed to triangular
fuzzy numbers for further calculations.

Following the steps defined in Sect. 3.2 the fuzzy weights for the criteria are
calculated and represented in Table 8. The triangular fuzzy numbers are later used
in Fuzzy VIKOR operations but for a better interpretation the defuzzified weights
are also shown in Table 8.

The same procedure is applied to all sub-criteria, but this time the pairwise
comparisons are done with respect to the related criterion. Tables 9, 10, 11, 12, 13
represent the pairwise comparisons of the sub-criteria with respect to the related
criteria. The weights of each sub-criteria are calculated using same steps and
represented in the same tables.

The calculated weights show the relative importance of each sub-criterion with
respect to the related criteria, however for fuzzy VIKOR operations, we need the
global weights. In order to determine the global weights of each sub-criterion, their
weights are multiplied with the weight of the related criterion. Table 14 represents
the global weights of all sub-criteria.

The triangular fuzzy weights, shown in Table 9 are later used for determining
the performance evaluation.

5.2 Obtaining the Relative Performance

In this section, five supply chains are compared using the model defined in Sect. 4
and weights calculated by Fuzzy AHP. For the determining the relative perfor-
mance, each supply chain is evaluated by three experts. The experts use a
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Table 6 Pairwise comparison of criteria with respect to the goal

RLB RSP AGL CST ASM
RLB E FS 1/FS 1/FS A
RSP 1/FS E 1/VS 1/FS w
AGL FS VS E 1/VS 1/E
CST FS FS VS E VS
ASM 1/A /W E 17A E

Table 7 Fuzzy evaluation matrix

RLB RSP AGL CST ASM

RLB (1,1, 1) (15,2,25) (04,05,067) (04,05,067) (3.5, 4,4.5)
RSP (04,05,0.67) (1,1, 1) (0.29, 0.33, 04) (0.4, 0.5,0.67)  (0.67, 1, 1.5)
AGL (15,2, 2.5) (25,3,35 (1,1, 1) 0.29,0.33,04) (1,1, 1)
CST (15,2,25) (15,2,25)  (25,3,3.5) 1,1, 1) (2.5, 3,3.5)
ASM  (0.22,0.25,0.29) (0.67,1,1.5) (1,1, 1) 0.22,0.25,029) (1,1, 1)

Table 8 Fuzzy and crisp weights of the criteria with respect to the goal

Triangular fuzzy weights Crisp weights
RLB 0.15, 0.21, 0.30 0.21
RSP 0.08, 0.11, 0.16 0.11
AGL 0.16, 0.21, 0.27 0.21
CST 0.26, 0.37, 0.51 0.37
ASM 0.08, 0.10, 0.14 0.10

Table 9 Pairwise comparison of sub-criteria with respect to the reliability

RLBI1 RLB2 RLB3 Triangular fuzzy weights Crisp weights
RLB1 E VS FS 0.40, 0.55, 0.74 0.54
RLB2 1/VS E /W 0.15, 0.21, 0.30 0.21
RLB3 1/FS w E 0.17, 0.24, 0.36 0.25

Table 10 Pairwise comparison of sub-criteria with respect to the responsiveness
RSP1 RSP2 RSP3 RSP4 Triangular fuzzy weights Crisp weights

RSP1 E E E E 0.25, 0.25, 0.25 0.25
RSP2 E E E E 0.25, 0.25, 0.25 0.25
RSP3 E E E E 0.25, 0.25, 0.25 0.25
RSP4 E E E E 0.25, 0.25, 0.25 0.25

linguistic scale shown in Table 15 for the evaluations. Different from the AHP

approach, the absolute evaluations are used instead of pairwise comparisons.
Table 16 represents the performance evaluations of three experts from sixteen

different perspectives. According to the table, the experts’ evaluations for
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Table 11 Pairwise comparison of sub-criteria with respect to the agility
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AGL1 AGL2  AGL3 AGL4 Triangular fuzzy weights

Crisp weights

AGL1 E E 1/FS 1/VS 0.11, 0.14, 0, 18
AGL2 E E 1/FS 1/VS 0.11, 0.14, 0, 19
AGL3 FS FS E 1/FS 0.19, 0.26, 0.37
AGL4 VS VS FS E 0.34, 0.46, 0.60

0.14
0.14
0.27
0.45

Table 12 Pairwise comparison of sub-criteria with respect to the costs

CST1 CST2 Triangular fuzzy weights Crisp weights
CSTI E E 0.25, 0.25, 0.25 0.25
CST2 E E 0.25, 0.25, 0.25 0.25

Table 13 Pairwise comparison of sub-criteria with respect to the assets management

ASM1 ASM2 ASM3 Triangular fuzzy weights

Crisp weights

ASM1 E 1/FS 1/FS 0.16, 0.20, 0.27
ASM2 FS E E 0.33, 0.40, 0.48
ASM3 FS E E 0.33, 0.40, 0.48

0.20
0.40
0.40

Table 14 The fuzzy and

3 . Criteria Triangular fuzzy weights Crisp weights

crisp global weights of the

sub-criteria RLB1 0.059, 0.114, 0.219 0.121
RLB2 0.022, 0.043, 0.089 0.047
RLB3 0.024, 0.049, 0.106 0.054
RSP1 0.019, 0.027, 0.041 0.027
RSP2 0.019, 0.027, 0.041 0.027
RSP3 0.019, 0.027, 0.041 0.027
RSP4 0.019, 0.027, 0.041 0.027
AGL1 0.017, 0.029, 0.05 0.029
AGL2 0.017, 0.029, 0.05 0.029
AGL3 0.029, 0.054, 0.1 0.056
AGL4 0.052, 0.094, 0.165 0.095
CST1 0.13, 0.185, 0.254 0.176
CST2 0.13, 0.185, 0.254 0.176
ASM1 0.012, 0.02, 0.038 0.021
ASM2 0.025, 0.041, 0.067 0.041
ASM3 0.025, 0.041, 0.067 0.041

Table 15 Linguistic scale Linguistic terms

Fuzzy score

for SCM performance

evaluations Very poor (VP)
Poor P)
Medium poor (MP)
Fair F)
Medium good (MG)
Good (G)

Very good (VG)

0,0, 1)
0,1, 3)
(1,3,5)
(3,57
5,7,9

(7,9, 10)

9,9, 10)
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Table 18 Separation P -

. Si R;
measures of the alternatives
Altl 0.32, 0.47, 0.71 0.13, 0.18, 0.25
Al2 0.3, 0.49, 0.81 0.13, 0.18, 0.25
Alt3 0.23, 0.38, 0.69 0.05, 0.11, 0.21
Alt4 0.34,0.53,0.87 0.13, 0.18, 0.25
Alt5 0.18, 0.26, 0.39 0.13, 0.18, 0.25
Table 19 S*, S, R*, R g (0.18, 0.26, 0.39)
values 5 (0.34, 0.53, 0.87)
R* (0.05, 0.11, 0.21)
R (0.13, 0.18, 0.25)
Table 20 Integrated. fuzzy 0, 0 Rank
VIKOR-AHP analysis results L
Altl (0.94, 0.89, 0.83) 0.893 3
Alt2 (0.89, 0.92, 0.93) 0.918 4
Al3 (0.16, 0.23, 0.31) 0.237 1
Alt4 (1,1, 1) 1 5
Alt5 (0.5, 0.5, 0.5) 0.5 2

Alternativel are Good (G), Medium Good (MG) and Good (G) respectively
according to the “Orders Delivered in Full” criteria.

As the linguistic evaluations are completed, these linguistic values are trans-
formed to fuzzy values and the evaluations are consolidated using arithmetic mean
operations. For example the evaluations for Altl from RLB1 perspective is G, MG,
G which can be defined as (7, 9, 10) (5, 7, 9) and (7, 9, 10). To determine the
consolidated value arithmetic mean is applied: (7 + 5 + 7)/3, (9 + 7 + 9)/3,
(10 + 9 + 10)/3 which equals to (6.33, 8.33, 9.66). The Fuzzy evaluation matrix
is represented in Table 17.

Then, separation measures from the fuzzy best value (S,) and the fuzzy worst

value (R;) are computed and given in Table 18.

Next, $*, =, R*, R~ values are calculated using Egs. (10, 11) and represented
in Table 19.

Finally assuming v as 0.5, Q; values are computed for each alternative using
Eq. (12). Table 20 gives the fuzzy and defuzzified values.

Based on the crisp Q; values the alternatives are ranked. The alternative with
the lowest Q; value is ranked as the best performing supply chain. According to the
results the ranking of the supply chains in descending order are Alt3, AltS, Altl,
Alt2 and Alt4.
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6 Conclusion

As a result of increasing importance of supply chain management, supply chain
performance measurement has become a very critical issue for benchmarking and
improving the current supply chains. Performance measurement is done based on
the characteristics or metrics that are related to the supply chain. The literature
provides various studies that focus on the criteria that can be used for performance
measurement.

In the proposed approach, SCOR model is used for selection of the criteria and
metrics. Fuzzy AHP is used to determine the weights of these criteria and metrics.
Finally Fuzzy VIKOR method is used in order to evaluate and rank the alternatives
according to their overall performance. In this study, five alternative supply chains
are compared using 16 subcriteria clustered under five criteria, namely reliability,
responsiveness, agility, costs and asst management and. Linguistic evaluations are
used as an input, and converted to triangular fuzzy numbers to be used in further
methods.

As further study the same evaluation data can be examined with other men-
tioned fuzzy and non-fuzzy multicriteria decision making method such as TOPSIS,
COPRAS, and MACBETH and the results can be compared with the results of this
study.
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Fuzzy Estimations and System Dynamics
for Improving Manufacturing Orders
in VMI Supply Chains

Francisco Campuzano-Bolarin, Josefa Mula and David Peidro

Abstract In this chapter, we evaluate the behavior of fuzzy estimations of demand
for releasing manufacturing orders in a Vendor-Managed Inventory (VMI) supply
chain, which is based on a collaborative deal between retailer and manufacturer,
and focuses on the interchange of information about demand and inventory levels.
The supply chain considered consists of an end consumer, a retailer and a man-
ufacturer. A system dynamics model with fuzzy estimations of demand has been
constructed for supply chain simulation. Fuzzy numbers are used to model fuzzy
estimations of demand. With a numerical example, we show that the bullwhip
effect can be effectively reduced at the level where fuzzy orders exist and that the
fill rate reached improves at the retailer level.
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1 Introduction

The VMI is a process in which a supplier generates orders for its customer based
on the demand information that this customer sends. During this process, the
supplier is guided to fulfill the objectives of the inventory levels and transaction
costs. Evidently, an agreement is reached beforehand among partners, and it is a
collaborative technique for this reason. The customer sends to its supplier the
warehouse stocks to be replenished and information about its consumptions,
irrespectively of it being a distribution centre or a point of sales. The supplier
analyzes the products consumed, supply times, the possible amendments made to
demand, the agreed days of maximum stock, etc., and decides how much it must
replenish. Therefore, the supplier replenishes directly; that is to say, it generates an
internal order to prepare products and sends it to the customer. In other words, the
products that the supplier decides to replenish reach the customer’s distribution
centre or point of sales in order to always achieve the level of service agreed on.
This chapter explores the use of fuzzy estimations of demand for generating
manufacturing orders in VMI multi-level supply chains. We consider a collabo-
rative supply chain formed by three levels: an end consumer, a retailer and a
manufacturer. The main contribution of this paper is the validation of the fuzzy
estimation approach based on dynamic systems in a VMI multi-level supply chain.
We develop two simulation models. Firstly, retailer and manufacturer have a VMI
collaboration deal in which the retailer’s inventory levels are previously agreed
and exponential smoothing for demand forecasting is considered. Fuzzy estima-
tions of demand are used for generating manufacturing orders. Exponential
smoothing for generating retailer replenishment orders based on the up-to-level
order (S, s) is also employed.

This chapter is organized as follows. Firstly, Sect. 2 presents a literature review
section. In Sect. 3, the models formulation is described. Section 4 describes the
measurement of the bullwhip effect. Section 5 evaluates the proposed models with
a numerical example. Finally, Sect. 6 provides conclusions and further research
lines.

2 Literature Review

Magee (1958) was a precursor of the Vendor-Managed Inventory (VMI) concept,
which is characterized by the agreement reached between the distributor and
retailer (or between the manufacturer and distributor). The distributor knows not
only the end consumer’s sales because it receives information about them, but also
the retailer’s inventory status because it manages the level of this inventory, which
is always around the level agreed on by both parties. According to Disney et al.
(Disney and Towill 2001; Disney et al. 2004), the bullwhip effect can be reduced
by employing collaborative techniques, which imply the use of new information
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technologies and electronic data interchange (EDI) among supply chain members.
Among these collaborative strategies, it is worth stressing the Electronic Point of
Sales (EPOS) and VMI structures. The main characteristic of supply chains in
which the EPOS system is employed is that the end consumer’s sales information
is sent to all the supply chain members. In this way, each member will know the
real demand of those products ordered by the end consumer during each period. In
any case, different forecasting methods, and making the most of opportunities
when purchasing raw materials at low prices, can lead to placing strange orders
which distort the information and can bring about the bullwhip effect. The VMI
has evolved toward the Collaborative Planning Forecasting and Replenishment
(CFPR) (Holmstrom et al. 2002), which includes planning demand.

Both the VMI and CFPR are an advance on the traditional supply chain, which
avoid the disappearance of retailers, wholesalers and other distribution centers, and
they manage to reduce the bullwhip effect. Forrester (1961) showed that this effect
is a result of industrial dynamics, time varying behavior or industrial companies,
and proposed a methodology for the simulation of dynamic models, industrial
dynamics, which is the origin of system dynamics (Sterman 2000). In general, the
main objective of system dynamics is to understand the structural causes that bring
about the behavior of a system. Campuzano and Mula (2011) show readers how to
simulate a multi-level supply chain by using the system dynamics methodology.

Lee et al. (1997a, b) identify how the sales-related demand distortion due to the
Forrester effect is amplified even more because of the following effects, which
may even show simultaneously in the supply chain: order sizing, product price
fluctuation, rationing and lack of finished products. The combination of these four
elements leads to amplification of variance in product demand. This amplification
of demand, which increases upstream within the supply chain, is called the bull-
whip effect, can be used to measure supply chain management efficiency. Based on
the work by Lee et al. (1997b), Carlsson and Fullér (2001) show how the bullwhip
effect can be essentially reduced through a fuzzy version based on the possibility
theory setting (Dubois and Prade 1988) of a single-item, multi-period inventory
model with non stationary demand in which demand forecasts are updated from
past demands. In Campuzano et al. (2010), the behavior of fuzzy estimations of
demand instead of exponential smoothing for demand forecasts in a two-level,
single-item, multi-period supply chain is evaluated.

A system dynamics model with fuzzy estimations of demand was constructed
for supply chain simulation. Fuzzy numbers were used to model fuzzy demand
estimations. With a numerical example, we indicate how the bullwhip effect and
the amplification of the inventory variance can be effectively reduced. Then, in
Campuzano-Bolarin et al. (2013), it is extended our model to multi-level supply
chains by also using Gaussian and autoregressive demand patterns.

Other studies, which have used fuzzy approaches for improving supply chain
ordering or reducing the bullwhip effect can be found in Xiong and Helo (2006),
Balan et al. (2007), Zarandi et al. (2008), Lin et al. (2010), Wangphanich et al.
(2010), Cannella and Ciancimino (2010), Kristianto et al. (2012) and Cannella
et al. (2012).
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3 Simulation Model

The dynamic model used herein is based on system dynamics and includes the
variables needed to characterize the demand management process (inventory
levels, replenishment orders, manufacturing, forecasting, etc.). This model con-
siders capacity constraints, management of backlogged orders, the fill rate, and
measurement of the bullwhip effect. It can be used to recreate VMI strategies to
measure the impact of these strategies on the demand amplification upstream of
the supply chain.

In this model, the manufacturer in a three-level VMI relationship manages the
retailer’s inventory. The manufacturer receives information on the retailer’s sales
and inventory levels. Here, the retailer does not place orders with the manufac-
turer; instead the manufacturer dispatches the adequate amounts of products to
ensure that there is enough inventory at the retailer’s to avoid stockout periods.

The replenishment policy in this structure used by the manufacturer to meet the
retailer’s demand is the order-up-to level (S, s) inventory control policy (Silver
et al. 1988). When using this policy, replenishment orders are carried out for the
purpose of taking the inventory position to an S level whenever this reaches or is
below order point s. It has been called so because when an inventory level reaches
a previously defined amount, the replenishment or manufacturing order is released.
Moreover, two variables are introduced, the maximum and minimum inventory
allowed in the retailer’s warehouse, to ensure that the retailer delivers an appro-
priate service to the customer, thus avoiding stockout periods.

The behavior of the model under study is analyzed by a simulation model based
on system dynamics methodology principles. The main characteristics of this
model are summarized in the following points:

e The retailer and manufacturer ship goods immediately upon receiving the order
if there is enough on-hand inventory. We considered a pull planning strategy.

e Orders may be partially fulfilled (each order to be delivered includes current
demand and backlogged orders, if any), and unfulfilled orders are backlogged.

e Shipped goods arrive with a transit lead time, and they are also delayed because
of the information lead time.

e The manufacturer receives raw materials from an infinite source and manufac-
tures finished goods under capacity constraints. In this work, capacity constraints
do not influence the size of manufacturing orders since manufacturing capacity
was set high enough to prevent those constraints from having an impact on the
proposed analysis.

e The variables used to create the three-level supply chain causal diagram have
been selected by taking the APIOBPCS (Automatic Pipeline, Inventory and
Order-Based Production Control System) model as a reference (John et al.
1994).
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3.1 A VMI Multi-level Supply Chain Model Without Fuzzy
Estimations

The variables used for this model are the following:

(a) End consumer demands and demands from one level toward the level situated
immediately upstream. Normal distribution is used for creating the end
consumer demand signal.

(b) Firm orders (manufacturer and retailer).

(c) Backlogged orders (manufacturer and retailer).

(d) On-hand inventory (manufacturer and retailer).

(e) Demand forecasting (manufacturer and retailer). Forecasts have been made by
using exponential smoothing.

(f) Inventory position (manufacturer and retailer).

(g) Orders to manufacture (manufacturer). The ordering policy used is up-to-level
(S, s).

(h) Manufacturing lead time (manufacturer).

(i) Lead time (retailer).

(j) A transit lead time between the retailer and end consumer is not considered.

(k) On-order products (manufacturer and retailer).

(1) Manufacturing capacity (manufacturer).

(m) Fill rate (manufacturer and retailer).

(n) Maximum inventory retailer levels.

(0) Minimum inventory retailer levels.

The difference between the solid arrows and dashed arrows in Fig. 1 highlights
both those variables which allow to configure VMI orders and replenishment
orders from retailer to manufacturer.

This model has been dubbed as a VMI supply chain. Figure 1 shows the causal
diagram associated with the formulation of this model.

The formulation of the variable corresponding to the replenishment orders from
the manufacturer level is the most outstanding point in this diagram. This replen-
ishment order for the retailer’s warehouse is conditioned by a maximum and a
minimum level (corresponding to the forecasted safety stock) of the pre-established
inventory. Therefore, by knowing the sales that the retailer sends to the end con-
sumer and the forecast (exponential smoothing) of these sales, attempts will be
made so that the retailer’s warehouse does not go too far below or over the set limits.

3.2 A VMI Supply Chain Model with Fuzzy Estimations

In this section, we propose a fuzzy model of a VMI supply chain in order to face
demand uncertainty which could arise from volatile demand or inaccurate fore-
casts based on historical data. In those cases in which statistical data are unreliable,
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Fig. 1 The causal loop of the VMI supply chain model

or are not even available, models based on the determination of probability
distributions might not be the best choice while the possibility theory (Dubois and
Prade 1988) could provide an alternative approach for dealing with supply chain
demand uncertainties.

The following assumptions are considered: a single-item, multi-level, multi-
period VMI supply chain model is considered where demand is non stationary over
time; past demands are not used for forecasting, only the forecasting of previous
periods; re-supply is infinite with a fixed lead time; excess demand is backlogged;
inventory data is considered crisp; the manufacturer uses fuzzy estimations for
releasing manufacturing orders and exponential smoothing for supplying the
retailer through the up-to-level inventory policy; and the fuzzy estimations for



Fuzzy Estimations and System Dynamics 233

manufacturing orders are modeled by fuzzy numbers. Thus, a VIM model has been
created in which, according to the end consumer’s demand, fuzzy estimations are
generated at the manufacturer level, which are subsequently employed to manu-
facture products and to replenish its warehouse. In parallel, and depending on the
customer’s demand forecasting (exponential smooth forecasting) and on the
retailer’s inventory levels, which must fluctuate in an interval whose minimum and
maximum levels have been agreed and set, the manufacturer generates a replen-
ishment order, which is sent to the retailer whenever necessary.

The fuzzy numbers considered are fuzzy trapezoidal numbers defined by A =
(a,b,a, ) (Fig. 2), where a — o represents the smallest possible value, a and b are
the main values, and b 4 f depicts the largest possible value according to
Carlsson and Fullér (2000).

The considered membership function for a fuzzy trapezoidal number is:

1—“7” ifa—a<t<a
B 1 ifa<t<b
0 otherwise

It is worth highlighting that the model has been generally considered to work
with fuzzy trapezoidal numbers. Nonetheless, should a = b, then a fuzzy trian-
gular number will be considered (Fig. 3).

The considered membership function for fuzzy triangular numbers is:

I1-“tifa—a<t<a
) =9 1-5ifa<t<o+p (2)
0 otherwise

All the fuzzy numbers in the model must fulfill the following conditions: o > 0,
p>0,a<banda> o

As the demand data and the orders to be generated are fuzzy, but the inventory
and backorder data are considered crisp, the fuzzy model uses the mean and
standard deviation of a fuzzy number as a defuzzification method.

Dubois and Prade (1987) establish the mean value of a fuzzy number as a
closed interval bound by the expectations calculated from its upper and lower
distribution functions. They also show that this expectation remains additive in the
sum of fuzzy numbers.

Based on the principles introduced into Dubois and Prade (1987) and the
possibilistic interpretation of the ordering proposed by Goetschel and Voxman
(1986), Carlsson and Fullér (2001) introduce the notations of lower possibilistic
and upper possibilistic mean values, and they define the interval-valued possibi-
listic mean, the crisp possibilistic mean value and the crisp (possibilistic) variance
of a continuous possibility distribution, which are consistent with the extension
principle and the definitions of expectation and variance in probability theory. The
authors prove that the proposed concepts “behave properly” (similarly to their
probabilistic counterparts).
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Thus, given a y-level set of a fuzzy number defined by [A]" = [ai(y), a2(7)],
where a;(y) denotes the left-hand side and a(y) denotes the right-hand side of the
y-cut, Carlsson and Fullér (2000, 2001) use the Goetschel-Voxman defuzzification

method to define E (A) the mean or expected value of a triangular fuzzy number
A = (a,o, ) by

%_

*<:‘
oF
El

o0 — / W) + as()dy, (3)
0

i.e., the weight of the arithmetic mean of a,(y) and a,(y) is only 7. IfA = (a,0, p)
is a triangular fuzzy number, then

1
f—u
6

E<A>=/v[a—<1—v>oc+a+<1—v)ﬁ]dy=a+
0

4)

Especially when A = (a, o) is a symmetric triangular fuzzy number, E(A) = a.
When A = (a,b,a, p) is a trapezoidal fuzzy number, then

E(A):a;bJrﬁga (5)
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Other properties of fuzzy numbers can be found in Carlsson and Fullér (2001).
The following data and variables are also considered for an n-level supply
chain:

Parameters

N Set of levels (n = 1, 2,..., N)

D,(0) Initial demand during period O at n. Fuzzy value (D,(0)a, D,(0)b, D,(0)a,
D,(0)B)

d, Basic or granted demand at n, which is constant to avoid negative

demand. Fuzzy value (d,a, d,b, d,, d,f)
S,(0) Initial inventory during period O at n

Un Lead time at n. It must be >=0 and integer

On The correlation coefficient of demands at n € [—1, 1]

on The variance to calculate estimation of demand must be significantly less
than d at n

Variables

0,(t) Amount of order during period ¢ at n. Fuzzy value (O,(t)a, O,(t)b, O,(t)a,
O.(1)B)

D,(f) Demand during period ¢ at n. Fuzzy value (D,(t)a, D,(t)b, D,(t)o, D,(t)f)

B,(t) Backorders during period ¢ at n

u,(t) Normally, independently and identically distributed with a zero mean and
a variance of ¢° = | at n

In this case, with a manufacturer, a retailer and an end consumer, the quantity to
manufacture, O,(f), is based on the previous works by Heyman and Sobel (1984),
Kahn (1987), Lee et al. (1997b), Carlsson and Fullér (2001), Campuzano et al.
(2010) and Campuzano-Bolarin et al. (2013). See, for instance, Appendix A by
Campuzano-Bolarin et al. (2013).

Products arrive at the retailer after the lead time, v,. The available inventory is
used to satisfy demand.

This model has been dubbed as a fuzzy VMI supply chain.

4 Bullwhip Effect Measures

The bullwhip effect refers to the scenario where orders to the supplier tend to
display greater fluctuations than sales to the buyer, and this distortion increasingly
spirals upstream in a supply chain (Lee et al. 1997a, b).

According to Fransoo and Woters (2000), we measure the bullwhip effect at a
particular level in a multi-level supply chain as the quotient between the coefficient
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of demand variation at the level where the bullwhip effect is measured and the
coefficient of demand variation is received at this level.

Cout
Bullwhip = — 6
ulbwhip = - ©)
where
o(O,(t,t+T
Cout = 9(On(t, 1+ T)) (7)
:Lt(Ol'l(t5 t + T))
and
D,(t,t+T
¢ _oD(t.1+7)) -

w(Dy(t,t+T))

The total bullwhip effect along the supply chain, and measured at the manu-
facturer level, is the coefficient of variation of the production plan, divided by the
coefficient of variation of end consumer demand.

Cou : C()u . Cou 3 Cuu
Total Bullwhip = Cﬂ - 2 " B _ C 11 )
inl * Cin2 * Cin3 in3

where Level 2 is the retailer and Level 1 is the manufacturer.

5 Computational Experiment

The Vensim® program is used as a simulation software for system dynamics. The
initial values assigned to the corresponding variables were the following:

e Simulation was carried out over a period of 365 days in order to avoid the
transitional state and to stabilize the model.

e The initial inventory level for both the manufacturer and retailer levels was set
at 15 units.

e The demand pattern followed a normal distribution with a mean of 12 and a
standard deviation of 1.

e Manufacturer capacity was set at 160 units a day.

e The manufacturing lead time was set at 1 day for the manufacturing time and at
1 day for the transit time at the manufacturer level.

e Maximum and minimum inventory levels were established after an optimization
process with the Vensim® DSS software optimization module, which ensures
lower inventory levels and higher fill rates at the retailer level. These values are
[17, 46].

e The fill rate factor, k, which corresponds to the safety factor at the fixed order
up-to-level, for each level is analyzed for k£ = 2 in the traditional supply chain
model. This factor is fixed to minimize the bullwhip effect by raising the fill rate
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Table 1 VMI fuzzy supply chain model parameters

Values for time t = 0 Values for t > 0
D(0)a: 12 units da: 15 units
D(0): 0 units d: 10 units
D(0)f: 0 units dp: 5 units

p: The correlation constant of demands € [—1, 1] is set at 0.5
u(t): Normally, independently and identically normally distributed with a zero mean and a
variance of ¢ = 1

but, in contrast, by also raising the inventory holding costs (Dejonckheere et al.
2002).
e The forecast adjustment factor is 2 for smooth forecasting « = 0.5.

The VMI fuzzy supply chain model parameters at the manufacturer level are
presented in Table 1.

After simulating the two models (the VMI supply chain and the VMI fuzzy
supply chain), the bullwhip effect was calculated with (9) for each level. Figure 4
shows the total bullwhip effect at the manufacturer level. The bullwhip effect is
seen to be lower in the model in which the manufacturer uses fuzzy estimations for
manufacturing orders. This is due mainly to the reduction of the distortion of the
manufacturing orders generated as these are directly related to the end consumer
demand instead of to the retailer forecast information (characteristic of VMI
systems), along with fuzziness, which is inherent to the demand nature and is
provided by the manufacturing order function used.

Now we go on to compare the results provided in this chapter with those
provided by Campuzano-Bolarin et al. (2013), where the use of fuzzy estimations
for demand is analyzed instead of demand forecasts based on exponential
smoothing in a three-level, single-item, multi-period traditional supply chain
context. Four simulation models were developed: retailer and manufacturer using
exponential smoothing for demand forecasting (traditional supply chain); retailer
and manufacturer using fuzzy estimations of demand (fuzzy supply chain); retailer
using exponential smoothing and manufacturer using fuzzy estimations of demand
(fuzzy supply chain scenario 1 LF); retailer using fuzzy estimations of demand and
manufacturer using exponential smoothing (fuzzy supply chain scenario 2 FL).
The main objective is to compare the bullwhip effect obtained in the VMI struc-
tures modeled for this research work with the traditional structures proposed in
Campuzano-Bolarin et al. (2013) in their fuzzy and deterministic versions (Fig. 5).

VMI structures provide good (but not the best) results in terms of the bullwhip
effect measurement if compared with the different simulated scenarios of tradi-
tional supply chains. Logically, these results are susceptible to vary depending on
the maximum and minimum inventory levels agreed on but, as mentioned earlier,
these values have been optimized to reduce inventory levels with high levels of
service. In line with all this, Table 2 provides the accumulated fill rate achieved by
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Fig. 4 Total bullwhip effect at the manufacturer level
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Fig. 5 Total bullwhip effect at the manufacturer level in several scenarios

each model at the retailer level, which is the interesting level to fulfill with higher
fill rates and lower inventory levels (Fig. 6) in the VMI context considered.

The VMI scenarios satisfactorily fulfill the demand required by the end con-
sumer, and they reach a level of service for both of almost 100 % with lower
inventory levels (Fig. 6). This is because a larger number of orders is generated,
which adapts to the maximum and minimum inventory levels in accordance with
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Table 2 Accumulated fill rate

239

Fill rate at the retailer level (%)

VMI supply chain 99.85
Fuzzy VMI supply chain 99.55
Traditional supply chain model 88.93
Fuzzy supply chain model 92.69
Fuzzy supply chain scenario 1 LF model 87.27
Fuzzy supply chain scenario 2 FL model 92.47
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Fig. 6 On-hand inventory at the retailer level

the end consumer’s forecasted demand levels. The fuzzy VMI supply chain model
further reduced the bullwhip effect with similar fill rates and inventory levels to the
VMI supply chain.

6 Conclusions

In this chapter, we have analyzed the use of fuzzy estimations for creating man-
ufacturing orders in a three-level, single-item, multi-period supply chain. We have
developed two simulation models based on system dynamics: retailer and manu-
facturer in a VMI supply chain using exponential smoothing forecasting; and
retailer and manufacturer using fuzzy estimations for computing manufacturing
orders. The fuzzy models use fuzzy numbers based on the possibility theory to
represent demand and orders. Despite the increased complexity of the fuzzy model
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formulation, the results improve in terms of the bullwhip effect, with similar fill
rates and inventory levels to traditional VMI supply chains.

VMI supply chain structures can provide better results than traditional ones in
terms of the bullwhip effect, fill rates and inventory levels. As regards fuzzy VMI
supply chain models, we conclude that fuzzy estimations for generating manu-
facturing orders can reduce the bullwhip effect, aligned to Carlsson and Fullér
(2000), with high fill rates and low inventory levels.

Future research will address: (i) using fuzzy numbers to represent the minimum
and maximum inventory levels for considering fuzzy inventories; and (ii) simu-
lation with other collaborative supply chain strategies; (iii) simulating operational
costs as order, inventory holding and backorder costs; and (iii) testing in a real
world application.
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Fuzzy Methods for Demand Forecasting
in Supply Chain Management

Basar Oztaysi and Eda Bolturk

Abstract Forecasting the future demand is crucial for supply chain planning. In
this chapter, the fuzzy methods that can be used to forecast future by historical
demand information are explained. The examined methods include fuzzy time
series, fuzzy regression, adaptive network-based fuzzy inference system and fuzzy
rule based systems. The literature review is given and the methods are introduced
for the mentioned methods. Also two numerical applications using fuzzy time
series are presented. In one of the examples, future enrollments of a university is
forecasted using Hwang, Chen and Lee’s study and in the other example a com-
pany’s oil consumption is predicted using Singh’s algorithm. Finally, the fore-
casting accuracy of the methods is determined by using Mean Absolute Error
(MAE).

Keywords Fuzzy forecasting - Fuzzy time series - Fuzzy regression - Fuzzy rule
based systems - Adaptive network-based fuzzy inference system

1 Introduction

Forecasting is defined as the process of predicting future events which can contain
various areas such as product demand, tourism demand, climate change, health and
political forecasts (Sanders 2012). Forecasting is one of the most important
business activities because it drives all other actions. Decisions such as which
markets to pursue, which products to produce, how much inventory to carry, and
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how many people to hire are all based upon a forecast. Planning and forecasting
are two closely related actions. Planning can be defined as the process of selecting
actions in anticipation of the forecast. In other words, while forecast drives the
plan, plan is made in response to the forecasts. As a result, poor forecasts result in
poor plans which can put an organization in an unwanted and unprepared situation.
The results of poor forecasting can be in terms of loss of sales or excess inventory
that cannot be sold.

Demand forecasting is the basis of all supply chain planning processes. In a
push type of supply chain, the flow of products in the supply chain are performed
in anticipation of customer demand, on the other all pull processes are performed
in response to customer demand. For push processes, the managers in the supply
chain must plan the level of activities such as production and transportation. In
contrast for pull processes, the level of available capacity and inventory level
should be planned. As a result, in both cases the managers should make a forecast
about the future customer demands.

Although forecasting is such an important action, forecasts are rarely perfect so
the forecasting studies should include both the expected value of the forecast and a
measure of forecast error or demand uncertainty. The researches on forecasting
activities show that aggregated forecasts are usually more accurate than individual
item forecasts and short term forecasts result more accurate results when compared
to long term forecasts.

Many problems in real world deal with uncertain and imprecise data so con-
ventional approaches cannot be effective to find the best solution. In order to
handle this uncertainty, the fuzzy set theory has been developed (Zadeh 1965) as
an effective mathematical tool. Although humans have relatively efficient in
qualitative forecasting issues, they are cannot show the same performance in
making quantitative predictions (Kahraman et al. 2010). Since fuzzy linguistic
models permit the translation of verbal expressions into numerical ones fuzzy logic
can empower the decision making process. Especially when the decisions involve
human subjectivity, fuzzy algebra provides a mathematical framework for han-
dling the imprecision and vagueness.

The fuzzy set theory has some advantages in forecasting. Mamlook et al. (2009)
state that fuzzy methods use fuzzy sets which enable the modelers to condense
large amount of data into smaller set of variable rule. Another important advantage
of fuzzy logic is valid for rule based systems especially, these systems are based on
heuristics and therefore they are able to incorporate human intuition and experi-
ence into the forecasting process (Cirstea et al. 2002). Kahraman et al. (2010)
identify one of the advantages of fuzzy time series approximations as the ability to
work with a very small set of data and no requirements for the linearity
assumption. Fuzzy sets offer a clear insight into the forecasting model and can be
used for non-linear systems.

In this chapter an introduction to fuzzy forecasting techniques are given and
different fuzzy times series methods are compared in a demand forecasting case.
The rest of the study is as follows: The importance of forecasting in supply chain
management is issued in Sect. 2. The possible fuzzy forecasting tools including,
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fuzzy time series, fuzzy regression, fuzzy rule based systems and adaptive net-
work-based fuzzy inference system (ANFIS) are introduced in Sect. 3. The liter-
ature review of fuzzy demand forecasting techniques are given in Sect. 4. The
numerical applications and comparison of the fuzzy time series methods are
provided in Sect. 5. Finally Sect. 6 presents the conclusions and future research
directions.

2 Forecasting in Supply Chain

Forecasting is one of the most important activities in a company because plans at
different levels of the organization are made based on forecasting. Marketing
department uses forecasting for size of markets, new competition future trends,
emerging markets and customer demands. Finance department uses forecasting to
assess financial performance and capital investment needs to set budgets. Opera-
tions department makes decisions regarding production and inventory levels based
on demand forecast. Sourcing activities uses forecasts to make purchasing deci-
sions and select suppliers. Proper planning for the future starts with a forecast
(Sanders 2012).

However demand forecasting is especially critical for the entire supply chain
since it affects all the plans made by each company in the chain. Forecasts that are
done independently without communication between by each company in the
supply chain tend to be inaccurate since each company uses the immediate buyer’s
data to produce the forecast instead of the final customer. The absence of com-
munication while making the demand forecasts leads to the bullwhip effect which
can be defined as the increased volatility in orders as they spread through the
supply chain (Lee et al. 2004). Bullwhip affects all parties in the supply chain,
inventory levels increase, working capital efficiency decrease, and production
capacity is used inefficiently. In order to overcome this problems collaborative
planning, forecasting and replenishment (CPRF) approach is used by supply chain
members. CPRF enables companies to work together to develop forecasts and
plans to optimize the supply chain by generating a consensus demand forecast
(Wisner et al. 2011).

Customer demand may be affected by various factors thus in order to forecast
demand, companies should first identify these factors and then ascertain the
relationship between these factors and future demand (Chopra and Meindl 2012).
The set of factors contains both objective factors, such as past demand, state of the
economy, planned advertising; or subjective factors which include human judg-
ments. Although the most of the forecasting methods depend on the objective data,
human input is also important when they make the final forecast.

Identification of the factors is also important to choose a suitable forecasting
methodology. The classical forecasting methods that can be used for demand
forecasting can be classified to four groups (Chopra and Meindl 2012). (1)
Qualitative methods which highly depend on human judgment and most
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appropriate when little historical data is available. (2) Time series method which
supposes that past data is a good indicator of the future demand and uses historical
demand to make a forecast. (3) Casual methods use the correlation between factors
and the demand to forecast the future demand. (4) Simulation forecasting method
imitates the consumer choices and other environmental issues that give rise to
demand in order to forecast the demand. Since the scope of this study is fuzzy
methods, the classical crisp methods are not investigated in detail.

In demand forecasting studies, just like any other forecasts, there are some steps
that should be followed to ensure the credibility of the results (Sanders 2012). The
first step is identifying what forecasts are needed to help us to plan the future. The
second step involves analyzing available data and identifying the patterns. Iden-
tifying the patterns is critical for selecting the forecasting model. The most
common data patters can be listed as; level, trend, seasonality and cycles. Level is
the simplest pattern the demand data fluctuate around a constant mean. Trend is
present when data exhibit an increasing or decreasing pattern over time. Season-
ality is any pattern that regularly repeats itself and cycles are patterns created by
economic fluctuations. As the data patterns are identified the next step is to select
an appropriate forecasting model. As the model is selected the forecast is gener-
ated. At the final step, the forecasts are evaluated with the actual values in order to
evaluate the performance of the forecasting method.

3 Fuzzy Forecasting Methods
3.1 Fuzzy Times Series

A time series is composed of observations x;, each one being recorded at a specific
time t. Time-series models are based on a series of discrete and equal time
increments. Time series models assumes that, the predictions for the next unit time
interval such as, week, month, quarter, year, are based on, and only on, the past
values of the last N periods of the same time interval, of the variable we wish to
forecast (Kahraman et al. 2010).

While there are various crisp times series approach such as simple exponential
smoothing, trend-corrected exponential smoothing, trend and seasonality corrected
exponential smoothing, after introduction of fuzzy sets by Zadeh (1965), Song and
Chissom (1993a) presented the definition of fuzzy time series and outlined its
model by means of fuzzy relation equations. The authors applied the model for
forecasting under fuzzy environment in which historical data are of linguistic
values.

The fuzzy time series are defined as follows. Let Y(¢)(r =...,0,1,2,3,...)isa
subset of R1, be the universe of discourse on which fuzzy sets f;(t)(i = 1,2,3,...)
are defined and let F(¢) be a collection of f1(t), f2 (t),... Then, F(t) is called a fuzzy
time series defined on Y(t) (t =...,0,1,2,...).
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Suppose F(z) is caused only by F(r — 1) and is denoted by F(t — 1) — F(z);
then there is a fuzzy relationship between F(z) and F(z — 1) and can be expressed
as the relational equation where “°” is the composition operator. The relation R is
called the fuzzy relation between F(¢) and F(r — 1). And the model is called the
first order model of F(r):

F(t)=F(t—1)oR(t,t —1) (1)

If for any time t, R(t, t—1) is independent of t, i.e., for any time t, R(t, t—
1) = R(t, t—2), then F(t) is called a time-invariant fuzzy time series. Otherwise, it
is called a time-variant fuzzy time series (Song and Chissom 1993a). Let F(t) be a
fuzzy time series. If F(t) is caused by F(t — 1), F(t — 2),..., and F(t — n), then this
fuzzy relationship (FLR) is represented by:

F(t—n),..,F(t—2),F(t—1) — F(1) (2)

and it is called the nth order fuzzy time series forecasting model.

The traditional time series approaches require having the linearity assumption
and at least 50 observations. In fuzzy time series approaches, there is not only a
limitation for the number of observations but also there is no need for the linearity
assumption (Kahraman et al. 2010).

Most of the existing fuzzy time series forecasting methods use the following
four steps to handle forecasting problems (Chen 1996):

e Step 1: Partitioning the universe of discourse into specific intervals.

e Step 2: Fuzzifying the historical data.

e Step 3: Building the fuzzy relationships and obtaining fuzzy relationship groups.
e Step 4: Calculating the forecasted outputs.

3.2 Fuzzy Regression

Regression analysis is a statistical technique that tries to explore and model the
relationship between two or more variables. Classical statistical linear regression
takes the form

yx) =B+ Pixa+ -+ Pxuteni=1,2,....m (3)

where y; is the dependent variable, x;; are the independent variables and [3;is the
coefficients and ¢; is the random error term. All the values in the equation is crisp
in the classical regression analysis. Although the classical analysis is widely used,
some problems are reported in special cases such as inadequate number of
observations, difficulties in verifying the distribution assumptions (Shapiro 2004).

There are various studies on Fuzzy regression (Georg 1994; Sakawa and
Hitoshi 1992; Tanaka et al. 1989; Wang and Tsaur 2000). In this chapter we focus
on Buckley’s (2004) study, fuzzy prediction in linear regression technique which is
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based on confidence intervals. Buckley’s crisp simple linear regression model is as
follows:

Y(x) = a+b(xi — %) + & 4)

where x is the mean value of the x;. Initially crisp (1 — )100 % confidence
intervals of a, b and ¢ are calculated. To this end the crisp estimators of the

coefficients (a, b) should be determined. The values of the estimators are a =
3, b = B! where

Bl=>" yix;—%) (5)
B2=3 " (%)’ (6)

and
o’ = <rll) ZLI [yi —a—b(xi — 3)}2 (7)

A (1 — $)100 % confidence interval for a and b is as follows:

[ 62 [ 62
|fl — g m,fl + 152 m‘| (8)

) ne? - ne*
[b — l/;/z\/(n _ 2) Z?:] (xi _ ),C)zvb + l/f/2\/(n _ 2) Z;’:l (x,' - x)2| (9)

If f is taken into account as an o-cut level, the fuzzy triangular membership
function for a and b can be obtained from Eqgs. (8) and (9)
The fuzzy regression equation is as follows;

¥(x) = a+ b(x —X) (10)

In the equation, y(x), a and b are fuzzy numbers and x and X are real numbers.
In order to predict new fuzzy values for y(x), new values for x can be chosen.

Let  §(a) = [y(x), (@), y(x),(0)], a(w) = [a1(2), a2(w)], and  b(ar) = [b (x),
by(o)]. Based on the interval arithmetic and (o)-cut operations y (o) is calculated as
follows:

The (o)-cuts of @ and b are determined using Eqgs. (8), and (9) respectively.

y(); (o) = ar(2) + (x = X)by (o) .

P = § MR =l + (-l T
y(x), () = ai(a) + (x — X)b1 () if (x — x) <0
y(x), (o) = az(a) + (x — X)by(2)
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3.3 Fuzzy Rule Based Systems

Fuzzy rule based systems (FRBS) is a computing framework based on concepts of
fuzzy set theory, fuzzy if-then rules, and fuzzy reasoning. The term is also known
as “Fuzzy inference systems”, “fuzzy expert systems” and “fuzzy model” in
various resources (Jang et al. 1997). The basic structure of a FRBS consists of
three conceptual components: a rule base, a database and a reasoning machine.
The rule base contains the fuzzy rules used in the system, database defines the
membership functions used in the fuzzy rules and the reasoning mechanism per-
forms the inference procedure based on the rules and the given facts. Block dia-
gram of a fuzzy rule based system is given in Fig. 1.

Fuzzy if—then rules are expressions of the form IF a THEN B, where A and B
are labels of fuzzy sets characterized by appropriate membership functions. An
example can be given as:

If pressure is high then volume is small.

Where pressure and volume are linguistic variables, high and small are lin-
guistic values that are characterized by membership functions (Jang 1993).

Fuzzy inference process comprises of five parts: fuzzification of the input
variables, application of the fuzzy operator (AND or OR) in the antecedent,
implication from the antecedent to the consequent, aggregation of the consequents
across the rules, and defuzzification.

A typical FIS can be described in four steps which are; fuzzification, fuzzy
rules, fuzzy inference and defuzzification (Oztaysi et al. 2013).

Step 1: (Fuzzification) Fuzzification process involves the definition of the
membership functions of input/output variables by linguistic variables.

Step 2: (Fuzzy rules) A FRBS with i-input variables has r = pi rules, where p is
the number of linguistic terms per input variable. As the dimension and complexity
of a system increase, the size of the rule base increases exponentially.

A sample rule can be defined as follows:

IF I, is A AND I, is AJ AND.. I, is A/ THEN yis B/ for j = 1,2,...,r (12)

where I;(i=1,2,...,n) are input variables and y is the output variable,

A{, Aé, .. .,Afl and B/ are the linguistic terms used for the membership function
of the corresponding input and output variables for the jth rule, respectively.
Step 3: (Fuzzy inference) Fuzzy inference is an inference procedure to derive a
conclusion based on a set of if—then rules. In the literature different fuzzy inference
models are proposed such as Mamdani’s model, Sugeno’s model and Tsukamoto
Fuzzy Model (Mamdani and Assilian 1975; Sugeno and Kang 1988; Takagi and
Sugeno 1985; Tsukamoto 1979). The Mamdani inference method is manually
constructed on the basis of expert knowledge and the final model is neither trained
nor optimized. The method considers fuzzy inputs and returns fuzzy outputs
(Mamdani and Assilian 1975). Since Mamdani approach is not exclusively
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Fig. 1 Block diagram of a fuzzy rule based system (Jang et al. 1997)

dependent on a data set, with sufficient expertise on the system involved, a
generalized model for effective future predictions can be obtained (Keshwani et al.
2008). The mechanism of Mamdani inference method is as follows: (1) If there is
more than one input in the rule, fuzzy set operations should be applied to achieve a
single membership value; (2) then implication method (min) is applied to reach
each rule’s conclusion; (3) the outputs obtained for each rule are combined into a
single fuzzy set, using a fuzzy aggregation operator (max).

For the case where input variables I;(i = 1,2, ...,n) are crisp variables and the
fuzzy rules are described by Eq. (12) and Eq. (13), so for a set of disjunctive rules,
wherej = 1,2, ..., r., the output using Mamdani inference method is formulated as
follows (Ross 1995);

() = max[min 1} (1), ] (1), 185 (1) (13)

Step 4: (Defuzzification) The output of the fuzzy inference is a fuzzy number
and can be converted into a crisp value by defuzzification. There are various
defuzzification methods such as, max membership, centroid method, weighted
average method, mean-max membership. Centroid method, which is also called
center of area or center of gravity method, is the most prevalent and physically
appealing of other defuzzification methods (Ross 1995). It is given by the alge-
braic expression as follows;

C*:M7C€C (14)
[ nede

where C is a fuzzy set having the membership function Ue-
The graphical illustration of the introduced fuzzy rule based system is repre-
sented in Fig. 2.
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Fig. 2 Graphical Mamdani (max—min) inference method (Oztaysi et al. 2013)

3.4 Adaptive-Network-Based Fuzzy Inference System

Adaptive network-based fuzzy inference system (ANFIS) is a fuzzy inference sys-
tem implemented in the framework of adaptive networks. By using a hybrid learning
procedure, ANFIS can construct an input—output mapping using both human
knowledge and predetermined input—output data set (Jang 1993). ANFIS is a fuzzy
inference system based on the Sugeno model. It incorporates the self-learning ability
of ANN with the linguistic expression function of fuzzy inference (Yun et al. 2008).
Using a given input/output data set, ANFIS constructs a fuzzy inference system
whose membership function parameters are adjusted using various algorithms. This
adjustment allows the fuzzy systems to learn from the data (Matlab 2012).

The model of the ANFIS changes according to the number of input, output and
rules employed. For the simplicity, the fuzzy inference system under consideration
is assumed to have two inputs (x and y) and one output (z). For a first order Sugeno
fuzzy model, a common rule set with two fuzzy if—then rules are as follows:

Rule 1: If xis A; and y is By then fj = pi1x + q1y + 1 (15)
Rule 1: If x is Ay and y is B, then o = pyx + qoy + 1. (16)

where A; and B; are the fuzzy sets, f; is the output set within the fuzzy region specified
by the fuzzy rule p; and q; and r; are the design parameters that are determined during



252 B. Oztaysi and E. Bolturk

wy fi=pxt qy+n

wify + vy
Wy + oWy

f=

Wi fo=PaXt QYT

Fig. 3 The reasoning mechanism for the given Sugeno model (1988)
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Fig. 4 ANFIS architecture (Jang 1993)

the training process. Figure 3 illustrates the reasoning mechanism for the given
Sugeno model, and Fig. 4 represents the corresponding equivalent ANFIS
architecture.
ANFIS is composed of five layer feed forward neural network. The node functions
in the same layer are of the same function family as described below (Jang 1993):
Layer 1: Every node I in this layer is an adaptive node with a node function:

01, =y, (x),fori=1,2 or (17)
01, = pg, ,(y),for i = 3,4, (18)

where x or y are the input to node I and A; or By, is a linguistic label; such as
“small” or “large”; associated with this node. Oy, I refers to the membership
degree of a fuzzy set A and it specifies the degree to which the given input x or
y satisfies the quantifier A. The membership function A can be any appropriate
parameterized membership function such as the generalized bell function:

1
pa(x) :ﬁa (19)
I+ ‘T‘
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where a;, b;, c¢; are the parameters. The parameters in this layer are call premise
parameters.

Layer 2: Every node in this layer is a fixed node whose output is the product of
all the incoming signals:

02 = wi = p, (X)ug, (y),i=1,2 (20)

Each node output represents the firing strength of a rule.

Layer 3: Every node in this layer is a fixed node labeled N. The ith node
calculates the ratio of the ith rule’s firing strength to the sum of all rules’ firing
strengths:

Wi

Oz;=w; = )
’ w1 + wy

i=1,2 (21)

The outputs of this layer are called normalized firing strengths.
Layer 4: Every node I in this layer is an adaptive node with a node function as
follows:

O4; = wif; = wi(pix + qiy + 1) (22)

where w; is a normalized firing strength from layer 3 and pi, qi ri are the parameter
set for this node. Parameters in this layer are referred to as consequent parameters.

Layer S: The signal node in this layer is a fixed node labeled X, which com-
putes the overall output as the summation of all incoming signals.

overall output = Os | = Zwiﬁ = %;t{l (23)
ANFIS learns the premise and consequent parameters for the membership
functions and the rules. Jang et al. (1997) propose the hybrid learning algorithm
which uses a combination of Steepest Descent and Least Squares Estimation
(LSE). In this approach ANFIS uses a two pass learning algorithm: In the foreword
pass the premise (nonlinear) parameters are unmodified and consequent (linear)
parameters are computed using a LSE algorithm. In the backward pass, the con-
sequent (linear) parameters are unmodified and premise (nonlinear) parameters are
computed using a gradient descent algorithm such as back propagation.

4 Literature Review

The literature provides various studies that employ fuzzy techniques for demand
forecasting. These studies can be classified into four groups which are introduced
in Sect. 3.
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4.1 Fuzzy Time Series

The most widely used fuzzy forecasting technique is the fuzzy time series (FTS)
forecasting. Time series approach assumes that the predictions for the next period
are based on the past values of the last periods. The fuzzy extensions of time series
are initially proposed by Song and Chissom (1993a, b). Chen (1996) studies on
how the forecasting model can be improved with lower error levels with a basic
model and presents a new method to forecast university enrollments. The
robustness of the proposed method is tested and it is shown that the technique can
make robust forecasts when the historical data are not accurate. Wong et al. (2009)
compare multivariate Fuzzy Time Series models with Traditional Time Series
models for the forecasting accuracy. In this chapter, it is stated that when the data
with longer time trend the traditional time series model has good pattern fitting.
Also, when the period of data is short or indefinite, fuzzy time series model
relatively exceeds the time series pattern.

In FTS, partitioning the universe of discourse into specific intervals is the first
step of the studies. Huargn (2001) focuses on the effective length of intervals, in
order to generate more accurate forecasting. In another study in this area, Li and
Chen (2004) dwell on partitioning the intervals in FTS and propose a novel
approach that can partition the universe of discourse step by step. Huarng and Yu
(2006) work on exploring ways of determining the useful lengths of intervals
between the ranges. The results of the study show that that the ratio-based lengths
of intervals can improve the FTS forecasting. Jilani and Burney (2008) propose a
method that uses heuristic approach to define frequency-density-based partitions of
the universe of discourse. Davari et al. (2009) use a modified version of particle
swarm optimization for the definition of suitable partitions of FTS forecasting.
They propose a method that improves the forecasting accuracy for tuning the
length of forecasting intervals. Lin (2009) also studies on intervals of fuzzy time
series in order to increase the forecasting accuracy. The universe of discourse is
partitioned into subintervals are employed to fuzzify the time series into fuzzy
time series and the midpoints of two adjacent cluster centers generated. Chen et al.
(2012) propose a new model which incorporates the concept of the equal fre-
quency partitioning and fast fourier transform algorithm. The source is actual
trading data from TAIEX. The model is compared with Chen (1996), Yu (2005),
and Chang et al. (2011) and the proposed model and it presents better results.

Another approach to improve forecasting accuracy is to integrate other tech-
niques with FTS. Yu (2005) use FTS for forecasting recurrence and weighting of
fuzzy logical groups. In the proposed model, different weights are given to various
fuzzy relationships and the model is compared with local regression models. Fuzzy
relations in fuzzy time series are analyzed by Tsaur et al. (2005). This study
proposes an analytical approach and its aim is finding the steady state of fuzzy
relation matrix to revise the logic forecasting process. Pai (2006) proposes a new
FTS called hybrid elipsoidal fuzzy system for time series forecasting (HEFST) and
apply it electricity data. The results of the comparison among HEFST, ANN and
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regression models show that the proposed model gives the best results. Huarng
et al. (2007) propose a heuristic function integrated FTS model which can handle
multiple variables to improve forecasting results and avoid complicated compu-
tations due to the inclusion of multiple variables. Cheng et al. (2007) propose a
model that improves FTS with fuzzy logic relation which is identified using rough
set theory. The model implements different linguistic values in order to determine
the most accurate linguistic value in order to increases the forecasting accuracy.
Cheng et al. (2008) propose using fuzzy clustering integrated with fuzzy time
series to improve the accuracy level. The forecasting results show that the pro-
posed method can multiple-attribute data effectively and outperform former
methods. Liu (2009) studies in short-time load forecasting. The proposed fore-
casting method adjusts an analysis slide window of FTS to train the trend predictor
in the training phase. Later the trend predictor is used to generate forecasting
values. Tsaur and Kuo (2011) propose an Adaptive FTS model for forecasting
Taiwan’s tourism demand. In the study, FTS data is transferred to the fuzzy logic
group and the weights are assigned to periods. Chen and Chen (2011) proposed a
new method that is based on FTS and fuzzy variation groups. Daily Taiwan Stock
Exchange Capitalization Weighted Stock Index (TAIEX) is issued for forecasting.
They proposed a method that uses both fuzzy variation groups, where the main
input factor is the previous day’s TAIEX, and the secondary factor is either the
Dow Jones, the NASDAQ, or their combination, and fuzzy logical relationship
groups data for forecasting the TAIEX.

4.2 Fuzzy Regression

Regression analysis is one of the widely used approach for relationship identifi-
cation and forecasting for both univariate and multivariate cases. Similar to this,
fuzzy regression is also used to define fuzzy relationships and fuzzy forecasting.
Heshmaty and Kandel (1985) use fuzzy regression models in sales forecasting
under uncertainty. In their chapter, two different sales forecasting techniques are
issued. The first technique consists of non-fuzzy abstract methods of linear
regression and econometrics. The second sales forecasting technique uses fuzzy
linear regression. Fuzzy linear regression is used to forecast in uncertain envi-
ronments. Feng and Guang (1993) propose a forecasting model of fuzzy self-
regression. In the model, the awaiting estimated parameters and the dependent
variables are fuzzy numbers of M-N form. Liang and Cheng (2000) propose an
integrated approach that consists of multilinear regression and fuzzy inference
system has been presented for short-term load forecasting. The multilinear
regression model is applied to find a preliminary load forecast and the fuzzy
inference system is used for load correction from historical information.

Song et al. (2005) handle fuzzy regression analysis concept that is issued in the
short-term forecasting to reduce the load forecasting error. The fuzzy linear
regression model is made from the load data of the previous 3 years and the
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coefficients of the model are established as a result of the model. Khashei et al.
(2008) propose a model that consists of the artificial neural networks (ANNs) and
fuzzy regression, for forecasting in financial markets. By using the fuzzy regres-
sion models, the limitation of big amount of historical data is lifted. In the same
year, Chen and Dang (2008) propose a three-phase method to construct the fuzzy
regression model with variable spreads. In the first phase, the membership func-
tions of the least-squares estimates of regression coefficients are constructed. In the
second phase, the coefficients are defuzzified to obtain crisp values. In the last
phase, the error terms of the model are determined. Al-Hamadi (2011) shows a
long-term electric load forecasting technique that is based on fuzzy linear
regression. This technique uses long term annual growth factors in order to
forecast the model’s parameters. In this chapter, the objective of the linear opti-
mization problem is set as to minimize the spread of fuzzy regression parameters.
Kazemi et al. (2012) develop an energy demand prediction model for Iran using
socio-economic indicators. The approach is structured as a multi-level model
fuzzy linear regression and used for predicting the industry energy demand from
2011 to 2020.

4.3 Fuzzy Rule-Based Forecasting

Fuzzy rule based systems (FRBS) are composed of if-then rules and use these
rules to make inference and decisions. FRBSs are also used in forecasting area. Liu
(2006) study, fuzzy rule-based classifier for electrical load pattern classification is
established. Multi-objective genetic algorithms are applied to prefer a pattern
classification system. Cardoso and Gomide (2007) study on newspapers demand
for customer’s need using fuzzy clustering and fuzzy rules. The method produces
more accurate results when compared with neural network-based predictors, and
autoregressive forecasters. Chang et al. (2007) propose a model which integrates
the wavelet and TakagiSugeno-Kong (TSK) FRBS for financial time series data
prediction. The wavelet in the model is used to decrease the noises in the data. The
proposed method is used to forecast the future stock. Dimitriou et al. (2008)
suggest an adaptive hybrid fuzzy rule-based system for forecasting traffic flow.
Univariate and multivariate data structures are used in the model and online and
offline fuzzy rule-based system is considered. In Chang et al. (2008) study, a case
based clustering TSK fuzzy rule system for stock price predictions in Taiwan
Stock Exchange Corporation is presented. The model is integrated by a case based
reasoning technique, a TSK Fuzzy Rule based system, and Simulated Annealing
(SA). Chen and Chang (2010) propose a method for multi-variable fuzzy fore-
casting. The model composed of fuzzy clustering and fuzzy rule interpolation
techniques. Fuzzy rules are created by training samples and the fuzzy rule cor-
responds to a given cluster. Pratondo (2010) proposes a FRBS based on uncertain
environment conditions to enhance demand forecasting. In Zhang and Liu’s (2010)
study, a new method is presented for mid-long term load forecasting using fuzzy
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rules and genetic algorithms. The genetic algorithms are based on Takagi—Sugeno
Fuzzy Logic System. The system is proposed for electricity forecasting with its
computation speed. Cheikhrouhou et al. (2011) propose using knowledge from
forecasters combined with mathematical forecasts. In the proposed model, the
mathematical forecasts are adjusted by the knowledge from different forecasters.
In Ivette and Rosangela’s (2011) study, data-driven approach applied to the long
term prediction of daily time series is presented. Daily samples are aggregated to
build weekly time series. The results are validated using multiple time series.
Moreover, the results are compared with obtained using daily models. Yanfei and
Yinbo (2011) focus on short term load forecasting with a model that consists of
ANN and FRBS. The first part is the basic load component and the second part is
the temperature and the holiday load component. Initially the ANN processes and
then fuzzy rules are completed. The results of the study show that using ANN
process while applying FRBS improves the model’s sensitivity.

4.4 Adaptive Neuro Fuzzy Inference System

Adaptive Neuro Fuzzy Inference System (ANFIS) is a kind of neural network that is
based on fuzzy inference system. ANFIS’s inference system corresponds to a set of
fuzzy IF-THEN rules that have learning capability to approximate nonlinear
functions. Padmakumai et al. (1999) propose a hybrid fuzzy neural technique which
combines neural network and fuzzy logic modeling, and present an application for
long term land use based distribution load forecasting. ANFIS is used for forecasting
in different areas. Atsalakis and Valavanis (2009) develop a neuro-fuzzy adaptive
control system in order to forecast next day’s stock price trends. For fuzzifying the
system inputs, Gaussian-2 shaped membership functions are used. In Efendigil’s
(2009) study, ANFIS techniques and artificial neural networks is compared. A new
model for forecasting the uncertain customer demand under fuzziness is proposed
for better accuracy of model. In Moreno’s (2009) study, ANFIS is used for monthly
ideal generation of a hydraulic plant considering different factors like weather
conditions ant the plant’s reservoir level. In Chabaa’s et al. (2009) study, a set of
input and output data of internet traffic time series is forecasted.

In Azadeh’s et al. (2010) study on short-term natural gas prediction using
ANFIS. The obtained results are compared with ANN and proposed model out
performs ANN. In Chen’s et al. (2010) study, tourist arrivals to Taiwan is fore-
casted by ANFIS and the proposed model gives more accurate results when com-
pared with FTS, Grey Model and Markov Residual Modified model. Mohamad
et al. (2010) make a case study to compare Back Propagation Neural Network
(BPNN) and ANFIS. The testing errors show that ANFIS perform better than
BPNN. Ho and Tsai (2011) use ANFIS and structural equation modeling that are
compared in new product development. In their study, the authors show that ANFIS
gives better forecasting results and can explain nonlinear relationships. In Wei’s
(2011) study, the model incorporates an autoregressive model into an ANFIS.
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The model is employed in earning per share time series data of shares in Taiwan.
Kisi et al. (2012) use ANFIS for forecasting the intermittent stream flows using
ANFIS, ANN and Support Vector Machine (SVM). In the result part, ANFIS and
ANN give good results using the data from two stations, Uzunkopru and Babaeski.
Wei and Cheng (2012) use Taiwan Stock Exchange Index that is forecasted in a
volatile environment. Four models including Chen’s model, Yu’s model, Huarng’s
model, are compared and the proposed model is superior to the listing methods in
terms of the root mean squared error. In Zahedi et al. (2013) study, electricity
demand forecasting modeled by ANFIS. Inputs of model are employment, gross
domestic product, population, dwelling count and two meteorological parameters.
In conclusion, the employment is found as the most important input for demand.
Azadeh et al. (2013) present ANFIS-fuzzy data envelopment analysis (FDEA)
algorithm. Two types of ANFIS are used for forecasting the natural gas demand. In
conclusion, fuzzy one performed well with a lower error.

5 Applications

In this section two fuzzy time series method are introduced and relevant numerical
applications are presented.

5.1 Fuzzy Time Series Using Hwang, Chen, Lee’s Method

(Hwang et al. 1998)

Let’s think that we know the demand. We are going to find the demand with fuzzy

demand forecasting. Let U be the universe of discourse U = {uy, u,..... u,}. A
fuzzy set (Zadeh 1965) A of U, is defined by;
A = pg(ur)/wy + pa(u2)/ x4+ g (un) / (24)

Firstly we find the variations. Let’s take the years as; if the first year is t, the
second year ist + 1. The first variation is the need of t 4+ 1 minus the need of t. For
example, the customer need in 1996 is 25.552 and the need in 1997 is 25.996. The
variation of year 1997 is; 25996—25552 = 444. In this series, we can easily find the
minimum increase D,,;, and maximum increase D,,,,. After that, the universe of
discourse U is defined, U = [D,,;, — D}, Dy + D->], where the D, and D, are
suitable numbers. D ,;, = —376 and D,,.x = 1399. D, and D, are positive num-
bers. We select the D; = 24 and D, = 1. So, U can be represented as U = [—400,
1400]. The universe of discourse is partition off into six intervals, where
U, = [—400, —100], U, = [—100, 200], U; = [200, 500], U4 = [500, 800],
Us = [800, 1100], Us = [1100, 1400]. Now, the next step is to define the fuzzy sets
on the universe of discourse U. We determined some linguistic values. Seven fuzzy
sets that are defined as; A1 = Decrease, A2 = No Change, A3 = Little Increase,
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A4 = Increase, A5 = Big Increase, A6 = Too Big Increase. Then, Fuzzy sets on
the Universe Of Discourse are defined as follows;

Al =1/u; +0.5/us +0/uz +0/us + 0/us + 0/ue (25)
A2 =0.5/u; + 1/uy +0.5/uz +0/uy + 0/us + 0/ug (26)
A3 =0/u; +0.5/uy + 1/uz +0.5/us +0/us + 0/ ug (27)
A4 =0/u; +0/u; +0.5/us + 1/us +0.5/us + 0/us (28)
A5=0/u; +0/uy +0/uz + 0.5/us + 1/us + 0.5/usq (29)
A6 =0/u; +0/uz +0/uz + 0/us + 0.5/us + 1/ue (30)

After that, the historical data are being fuzzified.

Now, we are going to choose a suitable window basis, w. Let’s calculate the
operation matrix O%(t) and the criterion matrix C(t). t is the year that we want to
forecast. In this example, we can select w = 5. So we can set a 4 x 6 operation
matrix O°(t) and the criterion matrix C(t) as follows.

[ Fuzzy variation of the enrollment of 2000 A2

o (2002) = Fuzzy variation of the enrollment 0f 1999 _ A2
Fuzzy variation of the enrollment of 1998 Al

| Fuzzy variation of the enrollment of 1997 A3

(05 1 05 0 0 0
05 1 05 0 0 O
1 05 0 0 0O
L0 05 1 05 0 O

C(2002) = Fuzzy variation of the enrollment of 2001 = [A6)
46 =[0 0 0 0 0 05 1]

(31)

Calculated relation matrix R(f) by R(?) [i, j1 = O"(®) [i, j1 XC(¢) [J], where
Il <i<4,and 1 <j < 6. We can get;

000000
0000000
R2002)= 15 0 0 0 0 0
000000

Next, the column’s maximum values selected (Table 1).
F(2002)=(0 0 0 O 0 0)

After that, we are ready to defuzzify process. There are some principles to
defuzzify the fuzzified forecasted variations.
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Table 1 Membership functions of forecasted variations (under w = 5)

Years Ul U2 U3 U4 U5 U6
2002 0 0 0 0 0 0
2003 0 0 0.5 1 0.25 0
2004 0 0 0.5 0.5 0.25 0
2005 0.25 1 0.5 0 0 0
2006 0 0.25 1 0.5 0 0
2007 0.5 1 0.25 0 0 0
2008 0.25 1 0.25 0 0 0
2009 0.5 0.5 0 0 0 0
2010 0.25 1 0.25 0 0 0
Table 2 Actual and forecasted values of enrollments

Years Actual needs Variations Fuzzified variations Actual Forecasted
1996 25552 - - - -

1997 25996 444 A3 - -

1998 25620 —-376 Al - -

1999 25745 125 A2 - -

2000 25870 125 A2 - -

2001 26120 250 A3 - -

2002 27519 1399 A6 27519 26120
2003 28245 726 A4 28245 28169
2004 28807 562 A4 28807 29045
2005 28919 112 A2 28919 28857
2006 29388 469 A3 29388 29269
2007 29433 45 A2 29433 29438
2008 29497 64 A2 29497 29483
2009 29145 —352 Al 29145 29397
2010 29163 18 A2 29163 29195

a. If the value of memberships all 0, the variation of forecasting is O.

b. If the numbers memberships in the Table 1 have only one maximum u;, the

forecasted variation is m; is the midpoint of u;.

c. If there is more than one maximum value of membership, then the midpoints
are taken in average, like (m; + mp, +ms + --- + my)lk.

Actual number in 2001 is 26,120, and the forecasted value of 2002 is
26120 + 0 = 26120 (Table 2).

The MAE is 244, 1

fi.  Forecasted value

yi  Actual Value.

I—n . .
MAE:EZi:l Ifi il

(32)
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5.2 Fuzzy Time Series Using Singh’s Method

Singh (2008) proposes a method on forecasting of enrollments of Alabama Uni-
versity. Steps of the computational algorithm of proposed method for fuzzy time
series forecasting is given as follows;

1. Defining the Universe of discourse (U).

U = [Dyin — D1, Dyax + D3] where D; and D, are two proper positive
numbers.

2. Partition the Universe of discourse into equal length of intervals: ul, u2,..., uy,.
The number of intervals will be in accordance with the number of linguistic
variables (fuzzy sets) Al, A2,..., Am to be considered.

3. Constructing the fuzzy sets Ai in accordance with the intervals and apply the
triangular membership rule to each intervals in each fuzzy set so constructed.

4. Fuzzifying the historical data and establish the fuzzy logical relationships by
the rule: If Ai is the fuzzy production of year n and A; is the fuzzify production
of year n 4 1, then the fuzzy logical relation is denoted as Ai — Aj. Here Ai is
showed current state and Aj is next state.

5. Rules for forecasting. The notations used are defined as;

[*A;] is corresponding interval u; for which membership in A; is Supremum
L [*A;] is the lower bound of interval u;.

U [*A/] is the upper bound of interval ;.

[ [*A;] is the length of the interval u#; whose membership in A; is Supremum
M [*A;] is the midvalue of the interval u; having Supremum value in A;.

For a fuzzy logical relation Ai — Aj:

A; is the fuzzified enrollments of year n.

A; is the fuzzified enrollments of year n + 1.

E; is the actual enrollments of year n.

E;_, is the actual enrollments of year n — 1.

E;_, is the actual enrollments of year n — 2.

F; is the crisp forecasted enrollments of the year n + 1.

This model of order three utilizes the historical data of years n — 2, n — 1,
n for framing rules to implement on fuzzy logical relation, A; — A;, is fuzzified
enrollments of year n + 1. The proposed method, is explained below step by step,
for forecasting is mentioned as rule for generating the relations between the time
series data of years n — 2, n — 1, n for forecasting the enrollment of year n + 1.

Computational Algorithm: Forecasting enrollments F; for year n + I and
onwards

forkto.... K
Obtained fuzzy logical relation for year k to k + 1
Al > Aj

R=0and S=0
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(where K shows end of time series data)

Compute

D; = ||(Ei — Ei-1)| = [(Ei-1 — Ei2)| (33)

X; =Ei+D;/2 (34)

XX; = E;—D;/2 (35)

Yi = Ei+ D; (36)

YYi = Ei — D; (37)

Pi =E; + D;/4 (38)

PP; = E; — D, /4 (39)

0; = E;+26"D; (40)

QQ; = E; —2'D; (41)

Gi = E; +D;/6 (42)

GG, =E; —D;/6 (43)

H; = E; +3"D; (44)

HH; = E; — 3"D; (45)

IfX; > L[*A;] and X; < U ['A] (46)
ThenR=R+X;and S=S+1

If XX; > L["Aj] and XX; < U ["A}] (47)
ThenR=R+XX;and S =S+ 1

If Y;>L["A;] and Yi < U [*A}] (48)
ThenR=R+Y;andS=S+1

If YY; > L['Aj] and YY; < U [‘A}] (49)
ThenR=R+YYiand S=S+1

If P;>L["Aj] and P; <U['A}] (50)

ThenR=R+P;andS=S+1
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ThenR=R+PPiand S=S+1

If Q,’ >L [*AJ} and Qi <U [*AJ]

(52)
ThenR=R+Q;and S=S5+1
If 00; > L['Aj] and 00, < U['Aj] (53)
ThenR=R+ Q;andS=S+1
ThenR=R+Q0Q;and S=S+1
Then R=R+ GG;and S=S+1
If H;>L["Aj] and H; < U ["Aj] (56)
ThenR=R+H;and S=S+1
If HH; > L["A;] and HH; < U ["A}] (57)
ThenR=R-+HH;and S =S+ 1
Fi= (R+M("A;)) /(S +1) (58)

Next k

Considering the rules and the algorithm, one company’s oil consumption is
forecasted. Universe of discourse is defined as; U = [11000, 29000]. The partition
of universe of discourse U in the six intervals are shown as: U; = [11000, 14000],
U, = [14000, 17000], Uy = [17000, 20000], U, = [20000, 23000], Us = [23000,
26000], Ug = [26000, 29000]. After that, the next step is defining six fuzzy sets
Al, A2,..., A6 as linguistic variables on the universe of discourse U. These fuzzy
variables are defined as; Al : Poor Consumption, A2 : Below Average Con-
sumption, A3 : Average Consumption, A4 : Good Consumption, AS : Very Good
Consumption, A6 : Excellent Consumption. Also the membership grades to these
fuzzy sets of linguistic values are defined as;

Al = 1/uy + 0.5/up + 0/uz + 0/us + 0/us + 0/ue (59)
A2 = 0.5/u; + 1/up + 0.5/uz + 0/us + 0/us + 0/ug (60)
A3 = 0/u; + 0.5/uy + 1/uz + 0.5/ug + 0/us + 0/ug (61)
A4 = 0/u; + O/uy + 0.5/uz + 1/ug + 0.5/us + 0/ug (62)
A5 = 0/u; + 0/uy + O/uz + 0.5/us + 1/us + 0.5/ug (63)
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Table 3 The results of Singh’s method

Years Actual oil consumption Linguistic variables Actual Forecasted
1980 11379 Al 11379 -
1981 12933 Al 12933 -
1982 14933 A2 14933 -
1983 13155 Al 13155 13048
1984 17517 A3 17517 18500
1985 17884 A3 17884 18101
1986 19073 A3 19073 18606
1987 20081 A4 20081 21252
1988 26415 A6 26415 27500
1989 23957 A5 23957 24716
1990 22421 A4 22421 21647
1991 20429 A4 20429 22011

A6 = 0/u; + O/uz + 0/us + O/us + 0.5/us + 1/ue (64)

The historical time series data of oil consumption are fuzzified using the tri-
angular membership function to obtain the enrollments in terms of linguistic
variables.

In order to forecast the consumptions, the algorithm is explained step by step.
For forecast the year 1985, the algorithm runs as follows;

D =D; = //(17517 — 13155)/ — /(13155 — 14933)// = 2584

X; = 17517 + 2584/2 = 18809, XX; = 17517 — 2584/2 = 16225, Yi = 17517 + 2584 = 20101,
YY; = 17517 — 2584 = 14933, P; = 17517 + 2584/4 = 18163, PP, = 17517 — 2584/4 = 16871,
Q;= 17517 + 2% 2584 = 22685, QQ; = 17517 — 2% 2584 = 12349,

G;= 17517 + 2584/6 = 17948, GG; = 17517 — 2584/6 = 17086,

H; = 17517 + 372584 = 25269, HH; = 17517 — 3*2584 = 9765

The values which are between U; = [17000, 20000] are considered for finding
the forecast. The X;, P;, G; and GG; are between intervals of U;. Because of that,
the forecasted value of 1985 is,

F1985 = (18809 + 18163 + 17948 + 17086 + 18500)/(5) = 18101

The other forecasted values are found in the same way. They are given in the
Table 3.
The Mean Absolute Error (MAE) is 793, 9

1 n
MAE ==3" I =i, (65)

f; = Forecasted value, y; = Actual value.
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6 Conclusion

Since all plans from different management levels build their plans based on
forecasts, the process of forecasting is a vital activity in a supply chain. Depart-
ments such as marketing, finance, operations, and purchasing directly use forecasts
in their processes. Forecasting is especially important for supply chains since the
results affect all the parties in the chain. Thus, collaborative planning, forecasting
and replenishment approach is used by supply chain members in order to develop
forecasts and plans to optimize the supply chain.

The literature provides different techniques including time series, regression,
ARIMA, simulation, artificial neural networks, particle swarm optimization,
genetic algorithm and fuzzy methods, to build demand forecasting models. Fuzzy
set theory can handle uncertainity and incorporate human intuition and experience
into the forecasting process thus fuzzy set theory provides advantages to modellers
in forecasting process.

In this study, mostly used fuzzy demand forecasting methods including, fuzzy
time series, fuzzy regression, fuzzy rule based systems and adaptive neuro fuzzy
inference system are explained briefly and a literature review is supplied for each
methodology. Additionaly, two fuzzy time serries methods are applied to two
different demand forecasting problem. Also, the models’ performance measure-
ment (MAE) are calculated. The methods results are shown in table. The two
examples include two different time series data. If we want to compare the two
methods, the method that gives low MAE is the best.

As further study the same forecasting problem can be examined with other
mentioned fuzzy and non-fuzzy techniques and the prediction accuracy of each
technique can be benchmarked.
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Flows Finding in Networks in Fuzzy
Conditions

Alexandr Bozhenyuk and Evgeniya Gerasimenko

Abstract The following chapter deals with flow problems in transportation
networks in terms of fuzziness. Literature review considering flows and basic
problem statements is given. The task of maximum flow finding in transportation
network with lower flow bounds in fuzzy conditions is described and solved. The
necessity of considering dynamic transportation networks is explained. The task of
maximum flow finding with lower flow bounds in fuzzy conditions in dynamic
network is solved. Peculiarity of the considered task is in fuzzy and transit nature
of the network parameters.

Keywords Maximum flow - Dynamic fuzzy transportation network - Lower flow
bounds

1 Introduction

The relevance of the flows finding tasks is that the economic development of any
country and any region is caused by the presence of roads or routes. Due to the
process of urbanization the number of vehicles has increased, but the quality of
roads remains poor; adequate policy regarding the construction of new roads and
repairing of existed ones is not pursued. Currently the problem of traffic man-
agement, especially in the large cities is relevant. The increasing number of
vehicles either personal or public leads to congestion of city roads, “traffic jams”
and increasing number of accidents.
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Science deals with developing and solving of various optimization problems on
transportation networks, in particular, the tasks of identifying of congested areas
on the maps, making optimal routes, determining of routes with minimal cost. But
these achievements are not practically implemented on real railways, air- and sea
roads.

Otherwise, even if we have the implementation of researches in practice, the
complexity of factors influencing the time parameters, costs and capacities of the
roads, in particular, their uncertainty is not taken into account.

Hence, it becomes necessary to investigate the flow problems in transportation
networks in fuzzy conditions. The aim of our investigation is proposing of flow
algorithms in fuzzy networks, in particular, maximum flow finding algorithm in
fuzzy network with lower flow bounds. Another goal is to consider dynamic
graphs in fuzzy conditions and associated flow algorithms, i.e. algorithm of
maximum flow finding with lower flow bounds in fuzzy dynamic graph.

Present chapter is organized as follows. The problem statement of maximum
flow finding in transportation networks and its variation—the task of maximum
flow finding with lower flow bounds is presented in Sect. 2. The necessity of arc
capacities representation in a fuzzy form is explained in Sect. 3. The algorithm of
maximum flow finding with lower flow bounds in fuzzy conditions is given in
Sect. 4. The review of problems in dynamic networks, in particular, the task of
maximum flow finding in dynamic network and its variation—the task of maxi-
mum flow finding with lower flow bounds and is presented in Sect. 5. The algo-
rithm of maximum flow finding with lower flow bounds in fuzzy conditions in
dynamic networks is given in Sect. 6. Numerical example is illustrated in Sect. 7.
We summarize our conclusions and observe the future studies in Sect. 8.

2 The Problem Statement of Maximum Flow Finding
in Transportation Networks

One of the first fundamental works devoted to consideration of transportation net-
works was “Flows in Networks” by Ford and Fulkerson (1962). Transportation
network is called a finite connected directed graph G = (X, A) without loops, where
X = {x1,x..., x,} is the set of nodes, A = {(x;, x;)}, i, j € 1 =1,nis the set of
arcs. Each arc from A has nonnegative arc capacity u(x;, x;), determining the
maximum rate of flow, which can pass along the arc and there are two nodes: the
source xp = §, which no arc goes to, and the sink x,, = ¢, which no arc goes from.
Present chapter discusses various optimization problems in transportation net-
works, in particular the problem of the maximum flow finding in the network, first
formulated by Dantzig in 1951. The authors stated and proved the theorem of
maximum flow and minimum cut, which claims that the maximum amount of flow
from the source to the sink in the network is equal to the minimal capacity of the cut.
They propose “labeling algorithm™ to solve this problem. A formal problem state-
ment of the maximum flow task can be represented as follows (Christofides 1975):
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V= Z &y = Z & — max, (1)
)

er(s el ()
v, X; = s,
ny_ Z =X —v, xi=t, (2)
xj-EF(x,') xkef"(x,) O’ Xi # S, t,
& <uijy V(xi, x) € A, ®)

where ;—the amount of flow, passing along the arc (x;,x;); v—the maximum
amount of flow in the network; s—initial node (source); r—final node (sink);
I'(x;)—the set of nodes, arcs from x; € X go to, I’ ’l(xi)—the set of nodes, arcs
from x; € X go from; u;—the maximum amount of flow, which can pass along
the arc (x,»,xj) (arc capacity). The Eq. (1) means that we maximize the flow of the
value v, which is equal to the total flow, going from the source ij er(s) ¢, and the

0 - The Eq. (2) indicates that maximum flow v,

flow entering the sink )
leaving the source is equal to the flow entering the sink. The amount of flow
Zx/a—(x’_) Cyj» leaving x; is equal to the flow »° 1) &y entering x; for any
intermediate node except s u . Inequality (3) shows that the flows ¢; for any arcs
must not exceed arc capacities u; along the corresponding arcs.

The relevance of this problem lies in the fact that the determination of the
maximum flow under the restrictions on the arc capacities allows to find parts of
the roads with saturated traffic and redistribute it.

In the studies of the authors Minieka (1978), Hu (1970) the solution of the
maximum flow problem in the transportation network by the “labeling technique”
is proposed.

There are various modifications of the Ford-Fulkerson’s “labeling technique”.
Among them there are algorithm proposed in 1972 by Edmonds and Karp (1972),
where the shortest augmenting path from the source to the sink in the residual
network at each step is chosen. The shortest route can be found by the “breadth
first search”. Other scholars, such as Diniz, Karzanov, Cherkasky also worked to
improve the running time of the algorithm and reduction of complexity. The most
modern modification of the Ford-Fulkerson’s algorithm is Goldberg-Rao’s algo-
rithm proposed in the 1997 (Goldberg and Rao 1998).

A variation of the maximum flow problem in transportation network is the
problem of the maximum flow determining, taking into account the existence of
lower and upper flow bounds for arcs, where upper arc flow bound is its arc capacity.
Let’s consider railway networks or sea roads. Thus freight trains go at a certain level
of load, which is not less than threshold of profitability, and transport planes fly at a
specific given level of load. Therefore, it is necessary to introduce lower flow bounds
for such problems. The introduction of the lower flow bound makes this problem
different from the task of maximum flow finding, as this restriction makes the
existence of feasible solution not obvious (Bozhenyuk et al. 2012).
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The formal problem statement of the maximum flow finding task taking into
account lower bounds can be represented as follows:

=) &= Z & — max, (4)

Xi€l(s) xw€el~'(r)
v, X;j =,
Z éij - Z ékl -V, X =1, (5)
xjef(x,») kaF ) O, Xi # S, t,
lj <& <uyj, ¥(xi,x;) €A, (6)

where [;—lower flow bound for the arc (x;,x;). Equation (4) means that we
maximize flow of the value v, which is equal to the total flow leaving the source
>_wer(s) Sy and the total flow entering the sink }_, .1, u- Equation (5) indi-

cates that maximum flow leaving the source v is equal to the flow entering the sink.
The amount of flow Zx er é,], leaving x; is equal to the flow » () i

entering x; for any intermedlate node except s U t. Inequality (6) shows that the
flows ¢;; for any arcs must not exceed upper flow bounds u; and must not be less
that lower flow bounds /;; along the corresponding arcs.

The task of maximum flow finding with lower flow bound was not widely
reflected in the literature. In particular, the authors Christofides (1975), Mutry
(1992) consider the problem of maximum flow determining in the transportation
network, taking into account the lower and upper flow bounds. Thus, N. Christofides
considers the problem of feasible flow finding, i.e. does not actually solves the
maximum flow problem with lower and upper flow bounds in the graph.

This problem was not considered in the literature in fuzzy conditions, which is
not true in general case. Let us examine in details the issue of the need to specify
capacities in a fuzzy way.

3 Selecting of the Arc Capacities

Thus, arc capacities are the parameters that limit the flows passing along the arcs
of the network. Road capacity defines the maximum number of vehicles that can
pass along the considered road at a unit of time. In fact, capacities are fundamental
parameter in determining the maximum flow. Therefore it is necessary to turn to
the procedures of capacities determining.

Capacities depend on many factors: the road conditions (the width of the
roadway, longitudinal slope, curve radii, visibility distance, etc.), the flow of
vehicles, the availability of control resources, climatic conditions, the ability to
maneuver vehicles across the width of the roadway, psycho-physiological char-
acteristics of drivers and vehicle design. Changing these factors leads to significant
fluctuations in capacities during the day, month, season and year. There are



Flows Finding in Networks in Fuzzy Conditions 273

significant variations in the speed, resulting in the large number of vehicles
moving in groups, as well as reducing the average speed of the flow with the
frequent location of noises on the road.

Capacities are considered to divide into theoretical, practical and computa-
tional. Theoretical capacity u,,, is capacity of the road or its part in terms of
constant intervals between cars, homogeneous composition of vehicles (e.g., if the
composition contains only passenger cars). If we consider a highway, the theo-
retical capacity of its strip is 2900 passenger cars per hour.

Practical capacity up,; is a parameter provided in real traffic conditions. There
are two types of it: the maximal practical umax and practical u,,,; in real driving
conditions. Maximal practical capacity is capacity of the part of road under ref-
erence conditions. Practical capacity in specific road conditions corresponds to the
areas of roads with the worst road conditions in compared with the reference site.

The computational flow capacity Uy, determines economically reasonable
number of vehicles that can pass along the road (its area) in the specific road
conditions and the particular organization of movement. Computational flow
capacity can be calculated by the equation:

Ucomp = knutheor (7)

In (7) k,—the transition coefficient from the theoretical capacity to the com-
putational, which is determined depending on the type of road, road category and
terrain.

In real capacities calculations the formula for calculating of practical capacity
in real traffic conditions can be used besides Eq. (7):

Upract = Bumax (8)

In (8) umax is a constant depending on the number of lanes of the road. The
coefficient B is the final reduction factor of capacity, equals to the product of
partial factors f3,...8,5. The coefficients are constant for certain values of factors.

For example, the coefficient 3, is a table relationship between the number of
lanes on the road, lanes’ or highway’s width. 3, depends on the roadside’s width,
f5 represents the relationship between the distance from the edge of the car-
riageway to the obstacle and width of the lane, f§, shows the relationship between
the number of trains in the flow in % and the number of passenger cars and average
trucks in %, fs represents a ratio indicating the relationship between the longi-
tudinal slope in %, the length of ascent and number of trains in the flow in %.
Coefficient fi; depends on the visibility distance in meters, f/; depends on the
radius of the curve in the plan, fiz represents a coefficient reflecting a speed limit as
a sign, the ratio i, depends on the three parameters: the number of vehicles turning
to the left in %, type of intersection and the width of the carriageway of the main
road, the coefficient 3, depends on strengthening of the roadside, §;; depends on
the type of road surface, f3;, changes its value in the presence of gas stations, rest
areas with a complete separation from the main road and the presence of special
lanes for entry or the same attributes in the presence or absence of stripping, f;3
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depends on the type of marking, 5,, depends on the speed limit (similar to fig) and
the presence of signs of lanes, ;5 reveals the relationship between the number of
buses in a stream in % and the number of cars in the flow in %.

The following difficulties can appear while determining of the practical
capacity according to the described schemes:

1. The mentioned formulas of calculating the capacities of the road (or its part)
don’t take into account weather conditions, such as snowfalls, sleet, etc. In fact,
in most cases it is only controlling of capacities for roads conditions in given
terms, and not recalculation.

2. Repair works, traffic jams on the roads are not taken into account. Neglecting
these figures leads to incorrect interpretation of the indicators included in the
partial factors (lanes, highway and roadside’s width).

3. Some of the indicators that make up the partial factors can be unknown due to
the lack of statistical data, the unique formulations of the problems (in par-
ticular, the indicators of the number of cars in the stream, the number of
vehicles turning to the left, etc.). The lack of statistical data may be caused by
the construction of new roads, repairing of existed ones. It makes data col-
lection of the number of vehicles impossible.

4. Some of the indicators included in the combined coefficients, can be misin-
terpreted because of the variable structure of the road system. For example, if
you have statistical data about the width of the roadway, roadside, number of
lanes, type of cover, the strengthening of the roadside, speed limits and carrying
out repairing activities in the areas of roads, accidents, weather disasters, the
information cannot be used because it is out of date and incorrect.

Thus, in spite of the existing methods of evaluating of the roads capacities, we
cannot set this parameter in a crisp way due to the specificity of transportation
networks, in particular the influence of weather conditions, the intervention of
human activity, the errors in measurements, or lack of data about road’s condi-
tions. Consequently, the capacities of the transportation networks in below
described algorithms should be represented in a fuzzy way.

4 Algorithm of the Maximum Flow Finding with Lower
Flow Bounds in Transportation Networks in Fuzzy
Conditions

Let us consider the problem statement of the maximum flow finding task with
lower flow bounds in transportation network in fuzzy terms:

V= Z Eg = Z Ekz — max, (9)
)

x;el’(s) €l (e
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v, xj =,
Z Sy — Z Gi=3 —V, x=t, (10)
x;€l(x;) €l (x) 0, x; £, t,
ngzgéﬁij, V(X,’,XJ‘) EA’ (11)

where El»j—fuzzy flow value passing along the arc (x;, x;), V—maximum fuzzy flow
value in transportation network, u;—the upper fuzzy flow bound for the arc
(x;,%;), L—the lower fuzzy flow bound for the arc (x;, x;). Equation (9) means that
we maximize fuzzy flow of the value v, which is equal to the total fuzzy flow
leaving the source ije I'(s) ES,- and the total fuzzy flow entering the sink

Exk er-() Ek, Equation (10) indicates that maximum fuzzy flow leaving the source
v is equal to the flow entering the sink. The fuzzy amount of flow ZX er(x) Eij,
leaving x; is equal to the fuzzy flow Zxke r1(x) ék,- entering x; for any intermediate

node except s u t. Inequality (11) shows that the flows E,-j for any arcs must not
exceed upper fuzzy flow bounds #; and must not be less that lower fuzzy flow
bounds 7,;,- along the corresponding arcs.

Let’s represent a formal algorithm that implements the solution of considered
problem (Bozhenyuk et al. 2012).

Step 1. Let us define if the initial graph G = (x ,;1) has a feasible flow. Introduce
artificial source s* and sink r* and turn to the new graph G* = (X*,A*)
without lower flow bounds according to the method, described in
(Christofides 1975). Introduce the arc (¢, s) in the new graph with i}, =
00, I, = 0. For each node (x;,x;) in G with I;; # 0: 1) decrease i; to

i = ity — Iy, 1 to 0. 2) Introduce arcs (s*,x;) and (x;, ") with capacities

g —
equal to umj = Uy

=1y, ZY*XI_ = l)’;t* = 0. Arcs without lower flow bounds
are the same for G*: for any arc (x;,x;) with [; = 0 is i = .

Step 2. Find maximum flow in G* between artificial nodes according to Edmonds
and Karp’s algorithm (Edmonds and Karp 1972). Build a fuzzy residual
network G = (X**, A*#) startmg with zero flows accordlng to the rule: if

& ; <it;, then i/ = i} —é If é > 0, then i;/" —é and turn to maxi-
mum flow finding in such a network

Step 3. Search the shortest path P” in terms of the number of arcs from the
artificial source s* to the artificial sink #* in the constructed fuzzy residual
network according to Edmonds-Karp’s algorithm (Edmonds and Karp
1972) starting with zero flow values. The choice of the shortest path is
according to the breadth-first search.

(I) If the P" is found, go to the step 4.
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Step 4.

Step 5.
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(1) The flow value ¢ < le £0 I;; is obtained, which is the maximum flow

in G*, if the path is failed to find. It means that it is impossible to pass
any unit of flow, but not all the artificial arcs are saturated. Therefore,

initial graph G has no feasible flow and the task has no solution. Exit.

Pass the minimum from the arc capacities 6" = min[i;/"

P
P
Update the fuzzy flow values in the graph G*: replace the fuzzy flow f]’;

along the corresponding arcs (x;, ;) from G* by E; — 0" for arcs (x¥ X))

in G** and replace the fuzzy flow EZ along the arcs (x;,x;) from G* by

E; + 8" for arcs (%}, x}') in G*". Replace %Z by EZ + O x P,

] along the path

Step 6 (I) If the flow vector E; + 6" x P*M of the value G*is less than ZZ,., £0 Lj,

Step 7.

Step 8.

Step 9.

i.e. not all artificial arcs become saturated, go to the step 2.

(II) If the flow value El*] + 6™ x P*! is equal to Z;‘_/_ 40 Zj, i.e. all arcs from
the artificial source to the artificial sink become saturated, then the value
EZ + 6 x PHis required value of maximum flow &* in G* In this case
the flow E; passing along the artificial arc (z, s) in G* determines the
feasible flow in the initial graph G of the value & = EZ Turn to the graph
G from the graph G* as following: reject artificial nodes and arcs, con-
necting them with other nodes. The feasible flow vector &= (é,]) of the
value ¢ is defined as: Eij = EZ + ~,-j, where E;‘j—the flows, going along the
arcs of the graph G* after deleting all artificial nodes and connecting arcs.

The network G(¢&) is obtained. Go to the step 7.

Construct the residual network G(") taking into account the feasible flow
vector E = (Eu) for all arcs, if EU < u;; then include the corresponding arc
in G(E”) with the arc capacity 125 = il — Eu For all arcs, if Eu > Z’j, then
include the corresponding arc in G(&") with the arc capacity ﬁj’f = E,-j — .
Define the shortest path P} according to the Edmonds and Karp’s algo-
rithm from the artificial source to the artificial sink in the constructed
residual network G(&")

(I) Go to the step 9 if the augmenting path P* is found.
(II) The maximum flow E,-j + 0" x P* = 7in G is found if the path is failed
to find, then stop.

Pass o/ = min(i;] along the found path.

Step 10. Update the fuzzy flow values in the graph G: replace the fuzzy flow Ej,»

along the corresponding arcs (x;,x;) from G by Eji — 0" for arcs (xf, %))
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in G(&") and replace the fuzzy flow E,:,« along the arcs (x;, ;) from G by
&; + 0" for arcs (x! ,xf) in G(&") and replace the flow value in G:
E,»j — E,-j + 6" x P* and turn to the step 7 starting from the new flow
value along the arcs.

Thus the described algorithm allows to find maximum flow in networks with
lower flow bounds in fuzzy conditions or show that the feasible flow doesn’t exist.

5 Review of Flow Tasks in Dynamic Networks

Conventional tasks of maximum flow finding assume the instant flow, passing along
the arcs of the graph, what certainly, is simplification of the real life. Such tasks are
called static flow tasks. In fact, it turns out that the flow spends certain time passing
along the arcs of the graph. Then, we turn to dynamic networks, in which each flow
unit passes from the source to the sink for a period of time less than given. Dynamic
network is a network G = (X,A), where X = {x;,x,...,x,}—the set of nodes,
A= {(xi, xj)}, i, j € I = 1,n—the set of arcs. Each arc of the dynamic graph
(x;,x;) is set two parameters: transit time 7; (Melkonian 2007) and arc capacity u;;.
The time horizon T = {0, 1,...,p} determining that all flow units sent from the
source must arrive in the sink within the time p is given (Ford and Fulkerson 1962).
Let 7; be a positive number. Let I'(x;) is the set of nodes, arcs from x; go to, I' ™' (x;) is
the set of nodes, arcs from x; go from. Thus, not more than u;; units of flow can be sent
along the arc (x;, x;) at each time period in dynamic networks. Let x; be the final node
and x; is the initial node of the arc (x;, x;), then the flow leaving x; at 0 € T'will enter x;
at time period 0 + 7;; (Bozhenyuk et al. 2012). There are various problem statements
in dynamic graphs: the maximum flow finding in dynamic graphs, the minimum cost
flow finding, etc.

Dynamic networks describe complex systems, problems of decision-making,
models, which parameters can vary over time. Such models can be found in
communication systems, economic planning, transportation systems and many
other applications, so they have a wide practical application.

Historically, the maximum flow finding in dynamic graphs was the first task in
dynamic graphs, described in the literature. The notion “dynamic flow” was
proposed by Ford and Fulkerson (Ford and Fulkerson 1962) as a task of maximum
dynamic flow finding in a network. This problem is in finding of maximum flow,
passing from the source (s) to the sink (¢), s, t € X in the network for p discrete
time periods, starting from zero period of time. All flow units leaving the source
must arrive at the sink not later than at p. Let v(p) be the total number of flow units
leaving the source and entering the sink for time periods O, . . ., p. This task can be
formulated as follows (Ford and Fulkerson 1962):
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maximize v(p) (12)

P

33T 1E(0) = &40 — )] — v(p) =0, (13)

0=0 x,€X

D L&(0) — G0 —w)] =0, xi #5, 1 0 €T, (14)

xEeX

ZZ [£4(0) — &:i(0 — 5] +v(p) =0, (15)

0=0 x;eX
0< élj(()) Suij, V(xi,xj) €A, 0eT. (16)

Equation (12) means that we maximize the amount of flow v for p periods of
time. Expressions (13) and (15) show that the maximum flow v for p periods of
time leaving the source > f_ &;(0) is equal to the flow value entering the sink
> b0 &i(0—1;). The flow amount Y7 & (0 — 7j) entering the source is equal
to flow amount leaving the sink Y &;(0) and is equal to zero. The amount of
flow units £;;(0 — ;) entering the node x; at time (0 — 7;;) equals to the amount of
flow units &;(0) leaving the node x; at time 0 for each period of time 0 and for each
node x;, except the source and the sink, as stated in (14). Inequality (16) indicates
that the flows for all time periods &;;(0) should be less than arc capacities of the
corresponding arcs.

The task of maximum dynamic flow finding was widely reported in the liter-
ature. Ford and Fulkerson (1962) proposed two methods for its solution: the first is
based on the constructing of the time-expanded network, and the second—
implements the algorithm of minimum cost flow finding considering the flow
transit time along the arc equals to the arc cost of the corresponding arc, applying
the shortest path algorithm. Time-expanded static graph corresponding to the
original dynamic graph is constructed by expanding the original network in the
time dimension by making a separate copy of every node x; € X at every time
0eT.

Let G, = (X,,A,) be the time-expanded static graph of the initial dynamic
graph G. The set of nodes X, of the graph G, is given by
X, ={(x,0): (x;,0) € X x T}.The set of arcs A, consists of arcs from every
node-time pair (x;, 0) € X, to every node-time pair (x;, 0 + 7;), where x; € I'(x;)
and 0 + 7; <p. Arc capacities, connecting (x;,0) to (x;, 0 + 1;;) are equal to u;
(Chabini and Abou-Zeid 2003).

The approach operating with the time-expanded network (Nasrabadi and Hashemi
2010) is more widespread despite the density of the second method. This is true
due to the fact that algorithm based on flow decomposition doesn’t consider
dynamic structure of the transportation network (only flow transit times are taken
into account), while the arc capacities and flow transit times are defined by con-
stants. This fact allows to consider the model proposed by Ford-Fulkerson as
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“stationary-dynamic” one. In the real life parameter of flow departure is crucial,
because it influences the arc capacities and flow transit times of the network. For
example, in the morning roads are not loaded, so they have high capacities, and
therefore flow transit times are small. In the evening the roads are loaded, hence,
their capacities are small and flow transit times become large. Consequently, we
come to notion of “dynamic network”, i.e. such a network, which parameters can
vary over time.

Minieka (1978) studied “stationary-dynamic” maximum flows in addition to
Ford and Fulkerson (1962). In particular, author simulated a situation, in which
some of the arcs of the dynamic graph may not be available at some time periods
(Minieka 1978). Powell et al. (1995) considered the problems of maximum flow
determining in the dynamic graphs either in the case of discrete time periods or
continuous ones. Fonoberova and Lozovanu (2004) investigated the problem of
admissibility of flow existence in the case, when arcs of the dynamic network have
either lower flow bounds or upper ones.

Consider a transportation network consisting of railways. The vertices of the
network represent the stations, and the arcs are the roads connecting these stations.
It is known that freight trains go at a certain level of load, therefore, the capacity is
the maximum possible number of flow units (load), which can be carried along the
road connecting stations. The lower flow bound determines the minimum number
of flow units which can be carried along the road (depending on the profitability of
transmission). The amount of time periods, i.e. moments of trains departure is also
given. It is necessary to define the maximum amount of cargo which can be
transported on the roads with the lower and upper flow bounds for the given
number of time periods. The described model of the problem is also valid for the
mixed type of transportation networks, i.e. those that include various road net-
works: sea, air, road and railways.

Consequently, we come to the problem formulation of the maximum flow
finding task in a dynamic transportation network, which arcs can have lower flow
bounds:

maximaze v(p), (17)

ZZ [£5(0) = &(0 = 7)) = v(p) =0, (18)
=0x€X

> [G(0) = &0 — )] =0, xi#s, 1 O€T, (19)

Z Z [4(0) = &i(0 — 7)] +v(p) = 0, (20)

=0x€eX

lij S éU(H) S Ui, V(X,', Xj) S A, 0eT. (21)
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Equation (17) means that we maximize the amount of flow v for p periods of
time. Expressions (18) and (20) show that the maximum flow v for p periods of
time leaving the source » f_ &;(0) is equal to the flow value entering the sink

P _o &ir(0 —jr). The flow amount Y _, &;(0 — 1) entering the source is equal
to flow amount leaving the sink Y &;(0) and is equal to zero. The amount of
flow units £;;(0 — ;) entering the node x; at time (0 — 7;;) equals to the amount of
flow units &;(0) leaving the node x; at time 0 for each period of time 0 and for each
node x;, except the source and the sink, as stated in (19). Inequality (21) indicates
that the flows for all time periods &;(0) should be less than upper flow bounds and
more than lower flow bounds of the corresponding arcs.

This problem variation of the maximum dynamic flow finding is not considered
in the literature. All studies were carried out in crisp conditions and on static
graphs. This problem was not discussed in the literature in fuzzy conditions.
Hence, the necessity to solve this problem in fuzzy environment appears.

6 Algorithm for Maximum Flow Finding with Lower Flow
Bounds in Dynamic Networks in Terms of Fuzziness

Let us turn to considering of the maximum flow finding problem with lower flow
bounds in the dynamic networks in fuzzy terms. We’ll take into account the true
dynamic nature of the network parameters: the lower and upper flow bounds and
parameters of transit times may depend on the departure time:

maximaze V(p), (22)

DD 1EG(0) = &0 — 5i(0)] = ¥(p) =0, (23)

0=0 x;eX
Z[ ( ) ‘sz( le( ))] :()v i#sv Y 0e T, (24)

ZZ [£5(0) — &0 — :(0))] + 7(p) = 0, (25)

0=0 x;eX

1;(0) < &;(0) <t (0), for 0: 0+ 15(0)<p, 0 € T. (26)

Equation (22) means that we maximize the amount of flow v for p periods of
time. Expressions (23) and (25) show that the maximum flow v for p periods of
time leaving the source > f_, Esj((?) is equal to the flow value entering the sink
Yo Ej,(e — 7j;). The flow amount > 7 _, 3,@(9 — 1j,) entering the source is equal

to flow amount leaving the sink > 7 _, EU(O) and is equal to 0. The amount of flow
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units Ej,-(0 — 7;;) entering the node x; at time (0 — 7;;) equals to the amount of flow
units EU(H) leaving the node x; at time 0 for each period of time 0 and for each
node x;, except the source and the sink, as stated in (24). Inequality (26) indicates
that the flows E,-j(H) for time periods 0 : 0 + 7;(0) <p, 0 € T should be less than
upper flow bounds i;(0) and more than lower flow bounds Z;(6) of the corre-
sponding arcs.

The algorithm for solving this problem is also reduced to expanding of the
original dynamic graph to “time-expanded” static version of the original graph
and the implementation of the algorithm of maximum flow finding in a fuzzy
graph with lower and upper flow bounds.

Step 1. Go to the time-expanded fuzzy static graph Gp from the given fuzzy
dynamic graph G by expanding the original dynamic graph in the time
dimension by making a separate copy of every node x; € Xat every time
0 €T Let Gp = (vaAp) represent fuzzy time-expanded static graph of
the original dynamic fuzzy graph. The set of nodes X,, of the graph Cp is
defined as X, = {(x;,0) : (x;,0) € X x T}. The set of arcs A, consists of
arcs from each node-time pair (x;, ) € X, to every node-time pair (x;, 0 +
7;;(0)), where x; € I'(x;) and 0 + 7;(0) <p. Fuzzy upper flow bounds
i(xi,xj,0,0 + 1;;(0)) joining (x;,0) with (x;, 0 + 7;;(0)) are equal to i;(0)
and fuzzy lower flow bounds 7(Xi7Xj7079+TU(0)) joining (x;, 6) with
(xj, 0 + 7;(0)) are equal to I;(0).

Step 2. Determine, if the time-expanded fuzzy graph G,, corresponding to the
initial dynamic graph G, has a feasible flow. Introduce the artificial source
s* and sink #* in the graph G, and turn to the graph C; = (X, JA* ») without

lower flow bounds according to the method, described in (Chrlstoﬁdes
1975). The set X, consists of the nodes from the set X), and the artificial

nodes s* and ¢*. Introduce the arcs, connecting the node-time pair (¢, V0 €
T) and (s, VO € T) with upper fuzzy flow bound &*(¢,s, VO € T, V0 €

T) = oo, lower fuzzy flow bound I*(t, s, Y0 € T, V0 € T) = 0 in the
graph é; It means that every node t in each time period from p is connected
with every node s at all time periods in the graph G;. Introduce the fol-

lowing modification for each arc connecting the node-time pair (x;, ¢) with
the node-time pair (xj,0 =¥ + 7;;(9)) with nonzero lower fuzzy flow
bound i(x;,xj,ﬂ 0) #0: 1) reduce ﬁ(x,,xj,ﬁ 0) to w*(x;,x;,9,0) =
()c,,)cj,ﬁ1 0) — I(x;,x;,9,0), [(x;,x),9, 0) to 0. 2) Introduce the arcs con-
necting s* with (x;, 0), and the arcs connecting ¢* with (x;, ) with upper
fuzzy flow bounds equal to lower fuzzy flow bounds i}, wx,(0) =u; (W) =

7(x,~,x‘,-7 9, 0), zero lower fuzzy flow bounds Zj*x = l*< " 0.
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Step 3.

Step 4.

Step 5.

Step 6.

Step 7.
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Build a fuzzy residual network G;" depending on the flow values going
along the arcs of the graph Gy. Fuzzy residual network G = (X, A7) is
constructed according to the time-expanded fuzzy static graph G, without
lower fuzzy flow bounds depending on the flow values &* (x;, xj, 0, 0) going
along it as follows: each arc in the fuzzy residual network G, connecting

the node-time pair (x{',%J) with the node-time pair (x, ), which the flow

& (xi,xj,9, 0) is sent along at each period of time ¢} € T has fuzzy residual
capacity u™(x;, x;,9,0) = u* (x;,x;,9, 0) — & (x;, x7, 9, 0) with transit time
T (x;, x5, 9, 0) = T(x;, x5, Y, 0) and a reverse arc connecting the node-time
pair (x}', 0) with (x}', ) with residual fuzzy arc capacity &*(x;, x;, 0,7) =
E*(x,-,xj, ¥, 0) and transit time t(x;, x;, 0,9) = —7*(x;, x;, 9, 0).

Search the augmenting shortest path (in terms of the number of arcs) 131’2“
from the artificial source s* to the artificial sink #* in the constructed fuzzy
residual network according to the Edmonds and Karp’s algorithm from
zero flow values (Edmonds and Karp 1972).

(D Go to the step 5 if the augmenting path f’;” is found.

(I) The flow value ¢ <5 .y g)!(xi,%;,U,0) is obtained, which is
the maximum flow in Gy, if the path is failed to find. It means that it is
impossible to pass any unit of flow, but not all the artificial arcs are

saturated. Therefore, the time-expanded graph G,, has no feasible flow
as the initial dynamic fuzzy graph Gand the task has no solution. Exit.

Pass the minimum from the arc capacities 5;“ = min[i** (x;, x;, 9, 0)],
(xi,x;) € P, included in the path P ¥ along this path.

Update the fuzzy flow values in the graph G,: replace the fuzzy flow
E*(xj,x,-,ﬁ,H) along the corresponding arcs going from (x;,d) to (x;,0)
from G; by & (xj,x:,9,0) — 5;“ for arcs connecting node-time pair (x£, 0)
with (x}', 1) in G;j“ and replace the fuzzy flow &*(x;, x;, 1, 0) along the arcs
going from (x;,9) to (x;,0) from G, by ¢*(x;,x;,9,0) +J," for arcs
connecting node-time pair (x/,9) with (x/,0) in G;“. Replace
& (xi, x7,9,0) by & (xi,, 9, 0) + 0,1 x Pk,

(D) If the flow value &"(x;,x;, 9, 0) + 6, x PH is less than Zf(xx--,xj--, 9, 0)£0

I(x;, X, v, 0), i.e. not all artificial arcs become saturated, go to the step 3.

(I) If the flow value & (x;, x;, 9, 0) + 0" x Py is equal to 3y, 940!
(xi,xj,1,0), i.e. all arcs from the artificial source to the artificial sink
become saturated, then the value E*(x,-,xj, 9, 0) + 5;” X f’;/‘ is required
value of maximum flow ¢* In this case the total flow along the
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Step 8.

Step 9.

artificial arcs connecting the node-time pairs (7, V0 € T) with
(s, VO € T), which is equal to Y 5_, E(t,s, Y0 € TNO €T) in G;
determines the feasible flow in time-expanded graph Gp with the flow
value Y ), &(t,s, Y0 € T Y0 € T) = &. Turn to the graph G, from
the graph G;; as following: reject artificial nodes and arcs, connecting
them with other nodes. The feasible flow vector & = (&(x;, x;, 9, 0)) of
the value ¢ is defined as: E(x[,xj, 9,0) = & (xi, 5,9, 0)+ 1(x:, %), 9, 0),
where E*(x,-,x,-, 9, 0)—the flows, going along the arcs of the graph G;
after deleting all artificial nodes and connecting arcs. The network

G(&) is obtained. Go to the step 8.

Construct the residual network G(&" (xi,x;,, 0)) taking into account the
feasible flow vector & = (&(x;,x;, 9, 0)) in G, adding the artificial source
and sink and the arcs with infinite arc capacity, connecting s’ with true
sources and 7 with true sinks according to the following rules: for all arcs,
if E(xi,xj, 9,0) <i(x;,x;,9,0), then include the corresponding arc in
G(E“(x,-,xj,ﬂ, 0)) with the arc capacity u*(x;,x;,9,0) = u(x;,x;,9,0)
—E(xi,xj,ﬂ,e). For all arcs, if E(x,-,xj,ﬁ, 0) > Z(x,-,xj,ﬂ,ﬁ), then include
the corresponding arc in G(E"(x;,x;,9,0)) with the arc capacity
i (xj,x;, 0,9) = E(x;,x, 9, 0) — 1(xi,%;,9, 0).

Define the shortest path P;j according to the Edmonds and Karp’s algo-
rithm (Edmonds and Karp 1972) from s’ to ¢ in the constructed residual

network G(&(x;, xj,0,0)).
(D Go to the step 10 if the augmenting path P;“ is found.
(II) The maximum flow &(x;,x;, 9, 0) + Sg X f’g = ¥(p) in G(&) is found

if the path is failed to find, then the maximum flow in “time-
expanded” static fuzzy graph can be found at the step 12.

Step 10. Pass the flow value 5;,‘ = min[i#" (x;, x;,9, 0)], (x;, %)) Gi’l‘; along the

found path.

Step 11. Update the flow values in the graph Gp: replace the flow E(xj,x[, 9, 6) by

E(xj,xi,ﬁ, 0) — 5;‘ along the corresponding arcs, going from (x;,v) to

(x;,0) from G, for arcs, connecting node-time pair (x!', 0) with (x, ) in

G(E"(x;, x;,, 0)) and replace the flow &(x;, x;,79, 0) by &(xi, x;, 9, 0) + 5;,‘
along the corresponding arcs, going from (x;, 9) to (x;, ) from G, for arcs,
connecting node-time pair (x;,9) with (x,0) in G(&"(x;,x;,9,0)) and
replace the flow value in G,: Z(x,-,xj,ﬁ, 0) — E(x,-,xj,ﬂ, 0) + Sﬁj X Pg.
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Step 12. If the maximum flow &(x;,x;, 9, 0) + S‘fj X f"fj = ¥(p) from the artificial
source to the artificial sink in G(E) is found, we can define maximum
flow ¥(p) in G, rejecting the artificial nodes and arcs with flows, con-

necting them with artificial nodes and finding the total flow from the set
of sources to the set of sinks for all time periods not later than p.

Step 13. Turn to the initial dynamic graph G from the time-expanded static graph
G,, as follows: the maximum dynamic flow in the graph G for p time
periods is equal to the flow, leaving the set of sources for all time periods
and entering the set of sinks for all time periods not later than p. Each
path, connecting the node-time pairs (s,¢) with (f,¢c =9+ 74(9)),
{ € T, with the flow E(s7 t,v,¢) passing along it in Gp corresponds to the
flow E”(ﬂ) in G.

7 Numerical Example

Let us consider a numerical example illustrating the implementation of the
described algorithm. Transportation network is the part of the railway network and
presented as a fuzzy directed graph, obtained from GIS « Object Land » (Fig. 1).

The node x; is the source, the node x5 is the sink. Fuzzy lower and upper flow
bounds and transit times depending on the flow departure time are represented in
Tables 1 and 2. It is necessary to find maximum flow in dynamic graph, taking into
account lower and upper flow bounds for 4 periods of time. We turn to the static
graph, “time-expanded” for p periods of time from initial dynamic graph (Fig. 2).
Add artificial nodes and arcs connecting them with artificial nodes according to the
step 2 and turn to the graph without lower flow bounds G; (Fig. 3).

Connectors, which have the same shape (for example, A) link the corre-
sponding pair of nodes in Fig. 3. Every arc, going from xs for all time periods to
the nodes x; for all time periods have infinite upper flow bounds.

Find the first augmenting path i’*{” according to the Edmonds-Karp’s algorithm in
residual network G;“: P =5*,(x4,3), (x5,4), (x1,0), £*. Pass min [(10, 1.5,2),

(25, 4, 5), o0, (5, 0.5, 0.5)], ie. (5,0.5,0.5) flow units along the path
P = 5", (x4,3), (x5,4), (x1,0), 7, i.e. then flow O turns to (5, 0.5, 0.5) x P}".
The flow value (5, 0.5, 0.5) x Py"is less than > ;- 55,0, 04 I(x;,x;,9,0), 50 turn to
the constructing of residual network with new flow value and find the second
augmenting path 132’* according to the Edmonds-Karp’s algorithm in G[’;”:
Pl =5, (x4,3), (xs,4), (x1,1), (x3,2), 1*.

Pass [(5,0.5,0.5),(20,3,4),00,(15,3,2),(10,1.5,2)], ie. (5,0.5,0.5) flow
units along P = s*, (x4, 3), (x5,4), (x1, 1), (x3,2),#" and the flow (5,0.5,0.5) x
P turns to (5,0.5,0.5) x P{* +(5,0.5,0.5) x P;".
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Fig. 1 Initial fuzzy graph G °

Table 1 Fuzzy lower and upper flow bounds depending on the flow departure time

()Ci,)Cj) 0=0 0=1 0=2 0=3 0=4
(x1, %) (5, 05,0.5), @, 1, 1) @, 1, 1) (5, 0.5, 0.5), (18, 3, 3)
(10, 1.5, 2) (10, 1.5, 2)

(21, x3) (18, 3, 3) (15, 3, 2) (18, 3, 3) (18, 3, 3) (15, 3, 2)

(o2, x4) (25, 4,5) (20,3, 4) (25, 4,5) 8,1, D), (25, 4,5)
(18, 3, 3)

(x2, x5) (30, 5, 6) (25,4,5) (25,4,5) (30, 5, 6) (30, 5, 6)

(%3, x4) (25,4,5) (25,4,5) (10, 1.5, 2), @8, 1, 1), (30, 5, 6)
(20, 3,4) (20, 3,4)

(x4, x5) (30, 5, 6) (18, 3, 3) (18, 3, 3) (25, 4,5) (25, 4,5)

(25,4,5)

Table 2 Transit times depending on the flow departure time

(%, x;7) 0=0 0=1 0=2 0=3 0=4

(x1, x2) 1 2 3 2 2

(x1, x3) 5 1 3 1 1

()C27 X4) 6 1 3 3 3

(x2, x5) 2 4 3 2 2

(%3, x4) 5 4 1 3 1

(x4, x5) 5 4 1 1 2
The flow value (5,0.5,0.5) x P;* + (5,0.5,0.5) x P;"is less than D iw, 3, 0, 04

I(x:,x;, 9, 0), so turn to the constructing of residual network with new flow value and
find the third augmenting path f’;“ according to the Edmonds-Karp’s algorithm in
G;“:P;” = 5" (%2, 1), (x4,2), (x5,3), (x1, 1), (x3,2), 7. Pass [(5,0.5,0.5), (20, 3,4),
(18,3,3), 00, (10,1.5,2),(5,0.5,0.5)], i.e. (5,0.5,0.5) flow units along P;" =
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Time periods

Fig. 2 Gp—time—expanded
version of the graph G

1]

]

°

<)

=z
Fig. 3 Graph G; without
lower flow bounds with '
artificial arcs \

s, (2, 1), (x4, 2), (x5,3), (x1, 1), (x3,2),¢ and the flow (5,0.5,0.5) x P}* +
(5,0.5,0.5) x P3! turns to (5,0.5,0.5) x Pi* 4 (5,0.5,0.5) xP5" + (5,0.5,0.5)x
P ~ i i

The flow value (5,0.5,0.5) x P}* +(5,0.5,0.5) x Py* + (5,0.5,0.5) x P;" is
equal to Ei(x;, 35, 0, 0)£0 Z(xi,xj,ﬁ,ﬂ), so the maximum flow in “time-expanded”
graph G;; is found, which is equal to the sum of the lower flow bounds, going along

the artificial arcs, i.e. (10,1.5,2) + (5,0.5,0.5) = (15,3,2).



Flows Finding in Networks in Fuzzy Conditions 287

Fig. 4 Graph G(&) with the Time periods
feasible flow

E= (E(xiyxjvﬁv 9))

Therefore, the feasible flow exist in Gp and it is equal to the total flow, passing
along the reverse arcs, connecting the nodes (xs, V0 € T) with (x;, V0 € T)for all
time periods, i.e. (15,3,2).units. Construct the network with flow G, (&), deleting
artificial nodes and arcs and taking into account, that the feasible flow vector
&= (%(x,-,xj, 9,0)) of the value & is defined as E(xi,xj, 9,0) = E*(x,«,xj, 9, 0)
+1(x;, %), 9, 0), where & (i, xj, 9, 0)—the flows, passing along the arcs of the graph
G; after deleting the artificial nodes and connected arcs. Construct a network with
the feasible flow, as shown in the Fig. 4.

Introduce the artificial source and sink, connecting them with the true sources
and sinks by the arcs with infinite arc capacities and construct the residual network
for the graph in Fig. 4, as shown in Fig. 5.

Find the first augmenting path IB’f according to the Edmonds-Karp’s algorithm

in the residual network G(&(x;,x;,9,0)): P* =, (x1,0), (x2,1), (x4,2), (x5,3),
¢'. Pass min [00, (5,0.5,0.5), (15,3,2),(13,2.4,2), o], i.e. (5,0.5,0.5) flow units
along the path P = s/, (x,0), (x2, 1), (x4,2), (xs5,3), ' and the flow &(x;, x;,7, )
turns to E()c,',)cj7 3, 6) + (5,0.5,0.5) x 13’,‘. Find the second augmenting path
P‘Z‘according to the Edmonds-Karp’s algorithm in the residual network
G(E"(x[,xj,ﬂ, 0)): Py =, (x1,1), (x3,2), (x4,3), (x5,4), 7.

Pass min [00, (5,0.5,0.5), (10, 1.5,2), (15,3,2), o], i.e. (5,0.5,0.5) flow units
along the path Py = &', (x1, 1), (x3,2), (x4, 3), (x5,4), ¢ and the flow &(x;, x;, 9, 0) +
(5,0.5,0.5) x P turns to &(xi,x;,9,0) + (5,0.5,0.5) x Pi 4 (5,0.5,0.5) x P}
(Fig. 6).
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Fig. 5 Residual network
G(E i, 0,0)) for GE)  CE

Nodes

Fig. 6 Graph G(&) with the

flow value ¢ @

E_ = (%(.x[’xj}ﬂ?O)) (5'0-5.0_5)

Nodes

N (5,0.5,0.5)
(5,0.5,0.5)

Construct the residual network G(&"(x;,x;,9,0)) for the graph in Fig. 6, as
shown in Fig. 7. There is no augmenting path in the residual network in Fig. 7,
therefore, the maximum flow in G(E) is found. Thus, the maximum flow in “time-
expanded” graph Gp can be found deleting artificial nodes and arcs with flows,
connecting them with artificial nodes, as shown in Fig. 8. Turning to dynamic
graph G from expanded static graph Gp, we come to the conclusion, that given
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G(&"(xi,x;,9,0)) for the s<__
graph G(¢)

Fig. 7 Residual network ~  —~_ __— _— _ _ _ _ _ Time periods

- 2 = 3 4

Fig. 8 Maximum flow in ép

Nodes

flow value for 4 time periods is equal to the flow, leaving from the “node-time”
pairs (x1,0) and (x;, 1) and entering the “node-time” pairs (xs,3) and (xs,4) i.e.
(25,4,5) flow units, which defined by a path x; — x, — x4 — x5 which departs at
0 = 0 and arrives at the sink at 6 = 3 and by a path x; — x3 — x4 — x5 which
departs at = 1 and arrives at the sink 0 = 4.
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8 Conclusion and Future Studies

This chapter describes the optimization flow problems that arise when considering
transportation networks in fuzzy environment. Literature review considering flows
and basic problem statements is given. The necessity of representing network
parameters in a fuzzy form is justified. The present paper describes the problem
statement and solution of the maximum flow problem with lower flow bounds in
fuzzy conditions. Literature analysis in the field of dynamic graphs is presented
and the necessity of considering such types of roads is explained. The task of
maximum flow finding with lower flow bounds in fuzzy conditions in dynamic
network is solved. The relevance of the described problem formulations is that
algorithms of the tasks solving can be imbedded in the real road networks when it
is necessary to find maximum amount of traffic that must be transferred from the
source to the sink in the real road and weather conditions as well as the necessity to
introduce profitability factor. The field of our future researches is various opti-
mization tasks in dynamic fuzzy networks, in particular, developing of minimum
cost finding algorithms and minimum cost finding algorithms with lower flow
bounds in fuzzy dynamic networks. These algorithms have important practical
value and allow to find transportation routes of optimal cost in different types of
roads.
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Supply Chain Configuration
as a Cooperative Game with Fuzzy
Coalitions

Leonid B. Sheremetov and Alexander V. Smirnov

Abstract The chapter considers the problem of flexible supply chains (FSCs)
configuring in a highly dynamic economic environment. A novel coalition for-
mation mechanism is proposed, which helps to resolve conflictions between the
objectives of the FSC participants and to agree upon effective solutions. This
mechanism is based on a generalized model of the core of a cooperative game with
fuzzy coalitions. The implementation of the proposed model for configuring of an
automotive FSC is described. Simulation results are discussed.

Keywords Cooperative game - Core - Supply chain - Configuring

1 Introduction

Nowadays agility, reactivity, flexibility and adaptivity of a supply chain play a key
role for the success of an enterprise in gaining competitiveness. As a consequence,
new organizational forms of enterprise integration emerge to address these chal-
lenges resulting in more agile structures of federated enterprises known as adap-
tive, agile and open supply chains and networks (Surana et al. 2005; Garavelli
2003). These organizations are based on the principles of partnership between the
enterprises, agile network structures instead of linear chains and are driven by
novel business strategies based on the product demand (Fig. 1). A self-organizing
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Enterprise F

se G

Enterprise C

Responsibility area

Vertical Virtual Federated

Fig. 1 Organizational forms of enterprise integration (adopted from McBeath et al. 2010)

Flexible Supply Chain (FSC) is an interconnected network of multiple entities (or
self-interested agents) that exhibit adaptive action in response to changes in both
the environment and the system of entities itself (Choi et al. 2001). A good
example of such adaptivity is Build-to-Order (BTO) supply chains strategy, when
customer orders are introduced prior to production, so that production channels
have to be dynamically configured under demand (Gunasekarana and Ngaib 2005;
Kathawala and Wilgen 2005). In contrast to conventional supply chains, FSCs are
characterized by:

e availability of alternative providers,

e availability of alternative configurations meeting order’s specifications,

e expediency of dynamic configuration and reconfiguration of the network
depending on the order stream and economic benefit of every enterprise,

e conflicting objectives of each organization and non-integrated decision making
processes.

A FSC belongs to the class of systems with dynamically changing structures,
which means that once a new order comes, a new configuration emerges. Thus
FSC configuring can be considered one of the main supply chain management
tasks (Chandra and Grabis 2007). Traditionally, configuring has been solved in a
two-stage fashion: (i) a structure of a network is formed at a strategic level and (ii)
its behavior is optimized at tactical and operational levels based on demand
forecast. Being suitable for vertical and even virtual enterprises (Fig. 1), such
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practices, unfortunately, do not meet the requirements of a highly dynamic envi-
ronment (Smirnov 1999). One of the consequences is a so-called bullwhip effect,
when even small demand fluctuations in a loosely balanced forecast-driven dis-
tribution systems lead to increased inventories, and, as a consequence, spatial
constraints, unused capital, obsolete inventories and so on (Suckya 2009). Fuzzy
estimations of demand forecasts and the use of collaborative management strate-
gies can effectively reduce the bullwhip effect and the amplification of inventory
variance (Net Stock Amplification) in a two-level (manufacturer and end cus-
tomer) and three-level supply chains for different demand patterns (Campuzano
et al. 2010).

Federated enterprises composed of self-interested entities with probably con-
flicting goals require flexible dynamic configurations. Unfortunately, adoption of
more flexible and dynamic practices, like constraint satisfaction, auctions and
knowledge-based approaches, which offer the prospect of better matches between
suppliers and customers as market conditions change, has faced difficulties, due to
the complexity of many supply chain relationships and the difficulty of effectively
supporting dynamic trading practices (Campuzano et al. 2010; Sandkuhl et al.
2007; Smirnov et al. 2006). Due to the conflictions among the objectives of each
organization and non-integrated decision making processes, there has been a need
for new mechanisms, which could help to resolve those conflictions and to agree
upon effective solutions.

For most of the approaches to configuring supply chains it is typical to con-
centrate on the processes of the chain forming without taking into account the
profit obtained as a result of collaboration within the chain (McBeath 2010;
Beamon 1998; Michalewicz 2007; Olhager and Rudberg 2002; Rudberg 2004).
The characteristic feature of the chain is that during such collaboration the partners
sustain the relations both of competency and cooperation. That is why, the
cooperative game theory is related to cooperative integrated enterprises and
flexible supply chains, where the key question is the selection of the appropriate
partner guaranteeing the efficient work of the whole system (Guo 2008). The
theory of cooperative games provides a formal approach to solving this task.

For advanced demand-driven or build-to-order (BTO) supply chains business
strategies, a task of configuring of virtual production channels can be defined as a
coalition formation task (Smirnov and Sheremetov 2012). The benefit distribution
among the FSC members has proved to be fuzzy, uncertain, and ambiguous (Roth
1995; Hosam and Khaldoun 2006). Using the theory of fuzzy cooperative games
(FCGs), the uncertainty can be processed by means of the introduction of a fuzzy
benefit concept through the bargaining process to the conclusion about the cor-
responding fuzzy distribution of individual benefits among the coalition members.
A game-theoretic approach is used to form coalitions among the FCS partners. A
class of FCG with core solution concept is considered.

The basic definition of the fuzzy core was proposed by Mare§ (2001). This
chapter integrates the results obtained by the authors in the past decade (Smirnov
et al. 2006; Sheremetov and Romero-Cortes 2003; Smirnov et al. 2004;
Sheremetov 2009), where they (a) develop a framework for FSC configuring based



296 L. B. Sheremetov and A. V. Smirnov

on FCG, (b) generalize the core definition by introducing fuzzy individual pay-
ments and binary values ¢y to form the structure of effective coalitions, (c) use
membership functions (MF) to represent the player’s degree of satisfaction of the
payoffs, (d) develop a negotiation mechanism for the partners to form a core and
(e) propose an effective solution method based on genetic algorithms.

The rest of the chapter is structured as follows. In Sect. 2, a FSC configuring
task is defined as a problem of coalition formation. In Sect. 3, different approaches
to coalition formation in cooperative games theory are analyzed. In Sect. 4, the
mathematical structure of the model is described; it is shown that the model
represents an extension of the model proposed in Mare§ (2001). Section 5
describes a negotiation algorithm developed to construct a core of the game by the
players and to distribute the obtained solution. A case study applying the proposed
approach is discussed in Sect. 6. A prototype consisting of seven enterprises and a
structure of three coalitions is considered. Finally, the obtained results are dis-
cussed in Sect. 7.

2 Supply Chain Configuring as a Coalition Formation
Problem

The setting of the configuring task in the context of coalition formation is defined
by the principles of the FSC forming. It is supposed that a new production channel
is created each time a new order enters the system and there is no central control
unit that could influence upon a suppliers selection of other units. Thus, each node
is responsible for selecting its partners to fulfill an order.

2.1 A Generic Configuration Pattern

Such conceptualization permits to define a generic pattern of a FSC, which can be
further used to define a configuring task. When a production system (such as a
supply chain) is considered, each new demand to be fulfilled assumes that there is
some amount of work to be done and some facilities which can perform this work
(FSC nodes with associated resources). The work consists of several operations
(parallel and/or sequential tasks), which should convert the raw materials into a
product. Supply chain consists of production units capable to perform a number of
tasks. Every node (agent) of FSC is described as a set of competencies of a certain
capacity and associated attributes/properties. Both products and units with the
associated competencies are described in the application domain ontology.
Configuring deals with creating configuration solutions and selecting compo-
nents and ways to configure these. As shown in Fig. 2, in FSC each unit forms a
production channel with its direct suppliers (“first-level suppliers”). Example unit



Supply Chain Configuration as a Cooperative Game with Fuzzy Coalitions 297

Component Assembly Distribution

Production

Subcomponent
Production

Customer

Fig. 2 Structure of a generic FSC pattern

D can choose its suppliers from units A, B and C, and unit G can choose its
suppliers from units D, E and F. In this case, a generic FSC pattern can be defined
(shown with dashed lines) as a group consisting of a unit with its first-level
suppliers, trying to maximize the profit obtained as a result of collaboration within
the channel. All the units have uncertain expectations of their possible profits. This
allows considering this generic FSC pattern as a configuration pattern.

Our approach to the FSC configuring is based on the following assumptions:

e Each FSC partner is represented by an agent characterized by a set of available
competencies necessary to complete the demand. Agents join their capacity of
competencies to satisfy the requirements of an order forming coalitions.

e All agents are responsible for forming their preferences expressed in terms of
membership functions (MF). These functions define their expectations of a
payoff assigned as a reward for participating in a coalition fulfilling an order or a
task according to some benefit-distribution strategy.

e Each coalition is represented by an agent as well. Any coalition agent acts on
behalf of the coalition members including the negotiation, resource assignment
and benefit distribution according to the signed contract. Coalition agent con-
trols the interactions among the agents within a coalition initiating negotiation
process.

e Coalition agent is also characterized by a membership function which integrates
the MFs of the potential coalition members.

e Integrator agent obtains the solution of a game and distributes it among the
players of all coalitions. This solution defines a structure of affective coalitions
and rational distribution of the payoffs among the players. A structure of
effective coalitions corresponds to an optimal configuration of a FSC.
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2.2 Formal Definition of Configuring as a Coalition
Formation Problem

The task of configuring can be defined as a selection of those agents (enterprises),
which have available competencies to complete the demand/order, and joining them
together in the most efficient structure according to the selected criteria. The main
components of the configuring task are: order, resource and configuration. Let us
consider that to fulfill the order 7T, I tasks should be executed: T = {T;, T»,..., T;}.
Eachtask T; (i = 1,2, ..., I), is defined by a tuple ({Br. }, {Prefr;}), where Br—is a
vector of numerical values of dimensionality r: By, = (blTi, b%, by ), b’}i >0,
characterizing a capacity on each competency k = 1,2,..., r, required to perform a
task T;. If the tasks are ordered, then 7' < 1< ...<T)<T,=<...< T, where T;< T,
means that 7; precedes the task T,,. The preferences vector Prefy; may include
additional parameters like the preferred lot size, penalties for backorders, etc.
Fulfillment of each order T and each task 7; implies a payoft: Payoff(T;).
Example. Suppose that the order is to produce 100 products (cars of a specific
model) per week. A car consists of four basic components: (1) the body T, (14
external tubes by, and 5 exterior sheets b7, ); (2) the interior T, (a dash board by, , 3

seats b%zz two front and one rear); (3) the chassis T5 (4 wheels b'}, 2 axles b%}: a
front and a rear, 4 dampers b%}: two front and two rear); (4) the power train T4 (a
motor b1T4 and a transmission b2T4). In other words: T = {T,, T,, Ts, T4},
Br, = (1400, 500), By, = (100,300), By, = (400,200, 400), Br, = (100, 100).

The enterprises of the supply chain represent resources. Depending upon their
role in the FSC, these resources can be suppliers of raw materials and components,
assembly plants or warehouses. They are modeled as active autonomous entities
with purposeful actions and, thus, may be called agents. Let us consider a finite set
of agents Agent = {A;, A,,..., AyJ. Then each agent A; e Agent (j = 1,2, ..., N)is
defined as a tuple ({By,}, {Prefy; }). For simplicity let’s designate A; as j. Then
Bj—is a vector of numerical values of the dimension r: B; = (b]l, b]2, by ),
bj’?/ > 0, characterizing agent’s available capacity on each competency k' = 1,2,...,
r. The preferences vector Pref; denotes agents’ preferences on the lot size, orders
time lag, etc. Please note that for the model of the cooperative game no preferences
for tasks and agents are considered, Pref7; and Pref, = 0.

Finally, a configuration is such a set of agents (resources) C; C Agent that their
joint capacity of competencies satisfies the requirements of an order 7. To solve
the configuring task for the case when the agents’ and tasks’ competencies coin-
cide (b’}l and b]’.‘/ mean the capacities on the same competency) means to assign
resources to the tasks in such a way that the order T is fulfilled. Each agent A; €
Agent may be assigned to a task 7; iff it has available -capacities
Jke{l,2,...,r}, bj’? >0. Being self-interested, each agent will try to optimize
this assignment according to one of the following criteria:



Supply Chain Configuration as a Cooperative Game with Fuzzy Coalitions 299
r
e Maximize the use of his capacities

(bj’-‘ — b’}) — min;
1
k=1

o Get the most profitable task (to increase the payoff) > g(b’;_) -> fr (bj" ) — max,
k=1 ! k=1

where gb/. )—is a reward function associated with the payoff. Payoff(T), fr, (b})—
a cost of agent’s j € Agent capacity b]’»‘ required to fulfill the task T;;

r

e Reduce the task 7; fulfillment time: 3 77, (bj") — min, where 7. (bjl-‘)—time of
k=1

fulfillment of the task 7; by agent k € Agent using his capacity bj’? .

Agents can form coalitions to execute tasks. The notion of coalition is widely
used in organizational systems. A coalition can be defined as a group of self-
interested agents that by means of negotiation protocols decide to cooperate in
order to solve a problem or to achieve a goal (Gasser 1991). Within the context of
this chapter, a coalition is defined as a group of agents joining their capacities for
task 7; fulfillment. A coalition is described by a tuple: (Kr,,allocr,, uz,), where
K; C Agent and K. # J; allocy,—an allocation function assigning each task i a

group of m agents such that allocr, = Kr, if ) b’,‘n > b’;i . If for each competency

k, b}‘ > b’}i, K, may consist of a single agent j € K., then allocy, = j. The coa-

lition of all agents involved in the order’s T execution is called grand coalition K.

The utility of a coalition is defined by a characteristic function: v(Kj) =

Payoff (T;) — Zk: Z Ir, (bjk) - @(T;, k,j), where ¢ is a binary variable that determines
J

agent’s participation in task completion with its capacity bjl-‘:

. 1, if the agent executes b¥
- = ’ J
o(Tik.j) { 0, otherwise.

The coalition’s utility v(Kp) is distributed between the coalition members

. T Kr,
according to the vector of payment distribution ur, = {ulT, u%, ey u‘T 7l }, where

u’Ti is a payment to agent j € Agent, and ulTi "l is a payment to the coalition. If within

a coalition K., an agent j provides several competencies then u% = Xk:gj(b’}i ),

k
8i(bh) = 2 v(Kr) - p(T;, k. j) s satisfied.

>,
=1

The grand coalition K, joining together all the agents participating in the
order’s fulfillment corresponds to the configuration of the supply chain Cr. Thus to
form a coalition means to find the appropriate coalition structure which permits to
maximize the payoff for all agents belonging to this structure.
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3 Coalition Formation in Cooperative Game Theory

Until recently, in the domain of supply chains and networks management, non-
cooperative game theory was usually used for modeling of the competing enter-
prises as zero-sum (strictly competitive) and non zero-sum games (Cachon and
Netessine 2004). In that context, all the players are considered being self-interested
trying to optimize their own profits. The main purpose of such a game is to find the
optimal strategy for each player and determine if the obtained strategy coordinates
the supply chain, i.e. maximizes the global profit.

A competitive game has also been defined in fuzzy settings both for strategies
(for different levels of significance and intensity) and a payoff function (in terms of
excellent, good, or sufficiently reliable, durable, resistant). Unfortunately, the lack
of operationalization had not allowed them to become practically used until sev-
eral solution methods were proposed. In the paper by Campos et al. (1992), a
general method of solving a matrix game with fuzzy pay-offs was presented. The
above method may be used when players choose their fuzzy number ranking
procedures in a wide class represented by linear ranking functions. The authors
studied both the case when the players used the same criterion to rank fuzzy
numbers, and when each player used different criteria. Bector and Chandra (2005)
considered a problem of solving a matrix game with fuzzy pay-offs based on the
principle of duality in linear programming. Peldschus and Zavadskas (2005)
combined fuzzy sets and matrix game theories for multi-criteria decision-making.
They defined a fuzzy set for the set of strategies of each player.

In the book by Sakawa and Nishizaki (2009), the authors applied different
solution concepts like fuzzy programming, multiobjective programming, sto-
chastic programming, and genetic algorithms to noncooperative and cooperative
decision making in hierarchical organizations, using multiobjective and two-level
linear programming. The discussed applications in supply chain management
range from a work force assignment and transportation problems to inventory and
production management.

The cooperative nature of federated enterprises causes necessity of considering
FSC within the context of cooperative game theory in order to model and
understand the behavior of cooperating partners. The principal difference between
both approaches lies in different assumptions about the nature of the game and of
the rational behavior of the players. In other words, cooperative games are con-
sidered in those cases when the players can form coalitions. In the context of FSC
configuring, the theory of cooperative games offers results that show the structure
of possible interaction between partners and the conditions required for it.
N-person cooperative games (coalition games) were proposed in 1944 by von
Neumann and Morgenstern (1944); since then a variety of models has been
developed. The main questions they try to answer are: what coalitions will be
formed, how the common wealth will be distributed among them and if the
obtained coalition structure is stable. Once coalitions are formed and they have a
feasible set of payoffs available to its members, the question is the identification of
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final payoffs awarded to each player. That is, given a collection of feasible sets of
payoffs, one for each coalition, can one predict or recommend a payoff (or set of
payoffs) to be awarded to each player?

The models are usually classified based upon the type of the environment and
the principles of the payoff distribution (Fig. 3). The environment of the game can
de superadditive and subadditive. Usually, coalitions joining together can increase
the wealth of their players. If they form a single coalition (grand coalition), the
only question is to find acceptable distributions of the payoff of the grand coalition.
But in the latter case, at least one coalition does not meet this condition. The payoff
distribution should guarantee the stability of the coalition structure when no one
player has an intention to leave a coalition because of the expectation to increase
its payoff. Moreover, profit distribution can be fuzzy, uncertain, and ambiguous
(Mare§ 2001). Using the theory of fuzzy cooperative games (FCGs), one can
process the uncertainty and pass from the introduction of a fuzzy profit concept
through the bargaining process to the conclusion about the corresponding fuzzy
distribution of individual payoffs (Aubin 1981).

Due to the model complexity, most of the models of cooperative games have
been developed for superadditive environments and, for fuzzy settings, allowing to
consider only linear membership functions. Nevertheless, for realistic applications
additive environments and the absence of the restrictions on the type of mem-
bership functions is a time challenge.

The predictions or recommendations of payment distribution are embodied in
different solution concepts. According to Kahan and Rapoport (1984), cooperative
games can be divided into two classes based on the way a solution of the game is
obtained: games with a solution set and games with a single solution. To the former
class belong the approaches of the stable sets (Von Neumann and Morgenstern
1944), the core (Gillies 1953), the kernel (Davis and Machler 1965) and bargaining
set (Aumann and Maschler 1964). To the latter—Shapley value (Shapley 1953), t
value in the TU-games (Tijs 1981) and the nucleolus (Schmeidler 1969).

Core and Stable sets are two widely used mechanisms for analyzing the pos-
sible set of stable outcomes of cooperative games with transferable utilities. The
concept of a core is attractive since it tends to maximize the so called social
wealth, i.e. the sum of coalition utilities in the particular coalition structure. Such
imputations are called C-stable. The core of a game with respect to a given
coalition structure is defined as a set of such imputations that prevent the players
from forming small coalitions by paying off all the subsets an amount which is at
least as much they would get if they form a coalition (we proceed with a formal
definition of a core in the following section). Thus the core of a game is a set of
imputations which are stable. The problem of the core is that, on the one hand, the
computational complexity of finding the optimal structure is high since for the
game with n players at least 2" ~' of the total In""* coalition structures should be
tested. On the other hand, for particular classes of the game a core can be empty.
Because of these problems, using the C-stable coalition structures was quite
unpopular in practical applications (Klusch and Gerber 2002) and only recently
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has attracted more attention of the researchers (Marchi et al. 2009; Shen and Gao
2010).

According to Serrano (2009), the core and Shapley value, as probably two most
widely used solution concepts, can be seen also as two different ways of under-
standing of a prediction mechanism of the likely outcome of the interaction among
the players, and hence, the resulting payoff. In the former case, the payoff dis-
tribution is understood as the natural consequence of the forces at work in the
system. While in the latter, it reflects a normative or prescriptive approach, setting
up a number of normative goals and trying to derive their logical implications. In
certain respects, these two approaches to the payoff allocation conflict with each
other, but also there is an overlap or agreement between them (Gilles 2010). As a
consequence, there are situations in which the Shapley value is not a core allo-
cation, while in other situations the value is a central allocation in the core. For
more details see Gilles (2010).

In the following sections, it is shown that most of the problems of the core can
be solved in a proposed generalized model.

4 Generalized Model of the Core of a Fuzzy Cooperative
Game

A FCG is defined as a pair (Agent,w), where Agent is nonempty and finite set of
players, subsets of Agent joining together to fulfil some task 7; are called coalitions
K, and w is called a characteristic function of the game, being w:2" — R* a
mapping connecting every coalition K C Agent with a fuzzy quantity w(K) € R+,
with a membership function py : R — [0, 1]. A modal value of w(K) corresponds
to the characteristic function of the crisp game v(K): max px (w(K)) = ug (v(K)).
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For an empty coalition w(J) = 0. A fuzzy core for the game (Agent, w) with the

imputation X = (X;);cs jcagens € B as a fuzzy subset Cr of R*:

Cr=<{x; €ER":v>== | w(Agent), Z x50 |5 1[1<1é1£ (v = <inj€0zj»W(Ki)> )

icl, ) JeKi
Jj€Agent JjeAgent

(1)
where x;; is the fuzzy payment of an agent j participating in a coalition 7, i = 1,
2., j=1,2.. N, k= [K|,Ks,... K] is the ordered structure of effective

coalitions; »=—is a fuzzy partial order relation with a membership function
v>=:R xR —[0,1], and ¢ is a binary variable such that:

__J 1, if an agent j participates in a coalition i;
?i =0 otherwise.

This variable can be considered as a result of some agent’s strategy on joining a
coalition. A fuzzy partial order relation is defined as follows (for more details see
Zadeh (1971)).

Definition 1. Let a, b be fuzzy numbers with membership functions p, and y,
respectively, then the possibility of partial order a> =b is defined as
v>==(a,b) € [0, 1] as follows: v == (a,b) = sup (min(u,(x), i, (y))).
x,yER
Sy
The core Cp is the set of possible distributions of the total payment achievable
by the coalitions, and none of coalitions can offer to its members more than they
can obtain accepting some imputation from the core. The first argument of the core
Cr indicates that the payments for the grand coalition are less than the charac-
teristic function of the game. The second argument reflects the property of group
rationality of the players, that there is no other payoff vector, which yields more to
each player. The membership function uc, : R — [0,1], is defined as:

U, (x) = ming v == | w(Agent), Z x50y | I[?érk’l (v = (Zx,j(pij,w(l(,-)>>

i€l R JEK;
j€Agent JjEAgent

2)
With the possibility that a non-empty core Cr of the game (Agent,w) exists:
Ve, (Agent,w) = sup(uc, (x) : x € R") (3)

The solution of a cooperative game is a coalition configuration (S, x) which
consists of (i) a partition S of Agent, the so-called coalition structure, and (ii) an
efficient payoff distribution x which assigns each agent in Agent its payoff out of
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the utility of the coalition it is member of in a given coalition structure S. A
coalition configuration (S, x) is called stable if no agent has an incentive to leave
its coalition in S due to its assigned payoff x;.

A game (Agent,w) is defined as superadditive, subadditive, or simply additive
for any two coalitions K, L C Agent, KN L = J as follows:

w(K UL) == w(K) @ w(L)---superadditive,
w* (K UL) <= w*(K) @ w*(L)---subadditive, 4)
w*(K UL) = w"(K) @ w*(L)---additive,

where @&—is a sum of fuzzy numbers with a membership function defined as:

Hagp(x) = sup (min(u,(y), uy(x —y))), * defines superoptimal values of the cor-
X,yER

responding coalitions (MareS 2001).

The properties of the game are defined in three lemmas and two theorems
(Sheremetov and Romero-Cortes 2003). One of them proves that the fuzzy set of
coalition structures forming the game core represents a subset of the fuzzy set
formed by the structure of effective coalitions. In turn, this inference allows us to
specify the upper possibility bound for the core, which is a very important con-
dition for the process of solution searching, because in this case, the presence of a
solution that meets the efficiency condition may serve as the signal to terminate the
search algorithm.

Definition 2. A coalition K is called effective if it can’t be eliminated from the
coalition structure by a subcoalition L C K. A set of effective coalitions is called a
coalition structure. A possibility that a coalition K is effective is defined as follows:
Sup e (min (g (x), g7 (x) : L C K)).

Theorem. Let (Agent,w) be a fuzzy coalition game. Then for some structure of
effective coalitions &, its possibility is at least equal to the possibility of forming
the core.

Proof of the theorem. From formula (2), if all ¢; are equal to 1, then we obtain

the structure of coalitions that belong to the core; otherwise, the coalition

structure corresponds to the generalized model. In addition, the inequality

Vo= (D x5, D Xy, 1€ I) holds with positive possibility and, consequently,
jeKi  jek

the possibility of the structure is higher for the generalized model than for the basic

one.

It should be noted that the above statements take into account only the char-
acteristics of the game (Agent, w); therefore, any real argument can be introduced
into the fuzzy core. For example, such restrictions as a number of agents in each
coalition and those defining coalitions to be overlapping or not or regulating the
tasks order are admissible. This feature is very important for the application of the
model for FSC configuration management.
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5 Implementation of the Model of Fuzzy Coalition Game

The model is implemented in the three-level architecture, where the problem
domain agents work out the proposed configuring model based on FCGs (Fig. 4).
Note that the game purpose is to generate an effective structure of agent coalitions
for executing some production order. In turn, the generated structure of agent
coalitions represents the optimal FSC configuration. In this setting, each partner of
the FSC was supplied with a domain Agent playing one of the following roles:
Supplier Agent (for the suppliers of the raw materials and components), Coalition
Agent (for each head of the configuration pattern like the suppliers of the com-
ponents, called Body, Motor and Transmission respectively in the case study) and
Integrator Agent (called Assembly in the presented case study). Coalition Agents
have been generated for each component every time a new demand occurred. The
Integrator Agent (simulating the grand coalition) was the one who initiated
negotiation protocols and decided the final configuration based on the computa-
tions performed by the game solvers.

All these agents are equipped with the contract net negotiation protocol (CNP)
used to collect the biddings for the demand. They also have access to the tech-
niques of solution search (linear programming, genetic algorithm, fuzzy number
adder, functions of fuzzy nonlinear regression, etc.), which are represented with
the modules of legacy software. These techniques are used to determine the game
players on the basis of the domain model, to generate the individual membership
functions of agents, to form the membership functions of coalitions, and, finally, to
search for the FCG solutions. Genetic algorithms are implemented using the
Evolver software (2001), accessed through the Excel Wrapper agent, while Fuzzy
summator is a MATLAB component.

The steps of the algorithm that implements the FCG model described in Sect. 4
are listed below.

Step 1. Order Specification. At this stage, the parameters of the product’s order
are specified. The user can perform this operation by means of the configurator of
the FSC simulation software or directly through the Integrator agent’s API, which
allows one to load the order’s parameters and run the simulation to get results.
Configurator also serves for testing the system, keeping, recovering and even
modifying the tests. As soon as the order is generated, the integrator agent chooses
the components required to satisfy it using the ontology, where all the order
components can be found.

Step 2. Identification of possible suppliers. Every order component has a cor-
responding agent, which forms a coalition capable to produce this component. In
other words, the agent is responsible for receiving all the sub-products needed to
form the component. This agent is called the coalition agent. It receives an order
for the components from the integrator agent and consults the domain ontology
and the order specification. As soon as the agent gathers all the required infor-
mation, it starts the FIPA contract net protocol (FIPA-CNP) to choose the suppliers
for every sub-product. All supplier agents capable to produce the component
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Fig. 4 Three-level architecture of multi-agent environment that implements FCG model

User

receive a message “call for proposals” (CFP) from the coalition agent and, if
interested in the order, return a proposal with the utility function. The membership
functions can be either generated automatically on the basis of the order history
using the technique of nonlinear fuzzy regression to estimate the parameters of
utility functions for player payments or assigned by the user. The supplier agents
offer a corresponding graphical interface to specify their parameters.

Step 3. Generation of coalition proposals. After all proposals are received by
the coalition agent, one for each sub-product, it calculates the membership func-
tion for the coalition by calling the fuzzy set summator. Thus, the algorithm of
fuzzy number summation represents an important element of the model. The sum
operation is based on Zadeh extension principle (Zadeh 1971) for fuzzy numbers
a and b (which are convex sets normalized in R):

:ua(*)b(z) = Ssup min(:ua(x)v :ub(y))v (5)

z=x"y
where * can designate the sum @ or the product e of fuzzy numbers. Each fuzzy
set is decomposed into two segments, a non-decreasing and non-increasing one.
The operation * is performed for every group of n segments (one segment for each
fuzzy set) that belong to the same class (non-decreasing or non-increasing one).
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Thus, a fuzzy set is generated for every group of n segments. The summation result
is derived as superposition of these sets, which gives the membership function as
the sum of n fuzzy numbers. The obtained membership function is sent to the
integrator agent.

Step 4. Game solution. Having received utility functions from every coalition
and supplier agent, the integrator agent determines the best game solution. To find
the analytical (exact) solution of the FCG, it is necessary to determine the fuzzy
super-optimum and the fuzzy relation of domination (Mare§ 2001), which is
extremely difficult in real applications. Therefore, it is proposed to find solutions
that are close to the optimal one using genetic algorithms (GA) in the context of
fuzzy logic. It is equivalent to binary encoding of the fuzzy core with the fitness
function equal to the supremum of all minimums of the membership function.
Application of GA allows one to obtain an approximate solution for the games
with a large number of players and a membership function of any type. Being an
anytime algorithm that steadily improves the solution, the GA can find the best
solution under the time constraints. Evolver component implements a genetic
algorithm.

Step 5. Distribution of results and FSC configuration selection. In the case, a
feasible solution was found at the previous step, it is sent to the coalition and
supplier agents. As soon as all suppliers receive the payment proposal, they can
decide whether it meets their interests or not. It is necessary to note that the
derived decision certainly meets their wishes represented with the membership
functions and the generated coalitions are effective (see Sect. 4). At the same time,
the system is able to search for the decisions that increase an individual payment to
the agent. If all agents accept the payment distribution, then “accept” messages
are generated and the FSC configuration is formed. Otherwise, a “reject” message
is sent to all system agents and a new attempt to configure the FSC is made either
by simply replaying the same game to analyze another feasible solution or by
choosing another game configuration (e.g., by changing the utility functions).

6 Case Study: A Cooperative Game for 3-Echelons
Automotive FSC

The developed model of a cooperative game was used for configuring of an FSC’s
production channel for a specific car’s model. The instantiation of the generic
configuration patter for the case study is shown in Fig. 5. The case study deals with
production of a hypothetic vehicle (a Car). The production process consists of the
following two phases: Component Production and Car Assembly. Component
Production consists of three parallel operations: Body Production, Motor Pro-
duction, and Transmission Production (Smirnov et al. 2006).
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Fig. 5 Structure of the production process

The demand is represented by a uniform distribution around the linear trend:
d=a+b-t+ao-yu, (6)

where r—time, d—demand (d, corresponds to time interval [t—1, t]), a—basis
value, b—trend (equals O for a demand without trend), y—random noise uniformly
distributed within [0, 1], and o—distribution amplitude. For the demand fore-
casting Simple Moving Average (SMA) is used:

t
> di
fie=fin= % (7)

where f—forecast, n—forecast base.

Suppose that the FSC contains several enterprises capable of satisfying the
demand both in components’ production and vehicle’s assembly. The configuring
task can be defined as follows: to select an effective configuration of a production
channel (both the enterprises and the demand’s distribution between them) such
that an ordered quantity of vehicles (@ = 100) can be produced on five consecutive
week intervals (n = 5) with a low noise (¢ = 5) and without fluctuations asso-
ciated with storing and delivery of the final and intermediate products. The
enterprises pursuit a goal of maximizing their payoffs. The following parameters
are considered: production capacity (units per week), production cost (per unit),
stocking costs (per unit per week) and penalties for backorders (per unit per week).
Stocks are unlimited. Payoffs for each component are fuzzy variables defined, for
simplicity, by a uniform positive ramp membership function. The forecasting
model for the demand is the following:

100 4 5t 4 5u, for t=1,...,5, (8)

Component production can be performed by 6 enterprises, each with different
competencies (Table 1). For simplicity, the competencies are restricted to the task
level. The payoff for the assembled car is $20,000.
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Table 2 The structure of the core of the cooperative game

Core’s component Definition
C = {2500x1, + 2100x14; + 2300x15, + 1500x; + 1200x24, + 1400x,5,+ Constraint on the
140026, + 150033, + 250047, + 1300x34; + 1400x35, > (100 + 5¢ + 51) ~ &rand coalition

w(Agent),
2500111, + 2100x14; + 2300116, < (100 + 57+ 5p0) w(ky) Constraints on the
1500x2, + 120024, + 140015, + 140036, < (100 + 5¢ + 51) w(ky) components

coalitions
1500x33; + 1300x34; + 1400x35, < (100 + 5¢ + Su) w(ks)

2500x47, < (100 + 5¢ 4 51) w(kys)
X11¢ + X14r + X16: < 100 + 5¢ + 5u Constraints on the

X220 + X24r + Xas; + X26r < 100 + 5¢ + Sp forecasted
demand for each

X33¢ + X34; + X35, < 100 + 5¢ + S component

X47, <100 4 5¢ 4+ 5u

x11; <100 x14 <300 x16; <200 Capacity constraints

Xx22; <100 x04; <300 x25, <100 x26, <200 on the payoffs

X33t S 100 X34¢ S 300 X35¢ S 100

X7, <150

X €ERT, i=1,. .4 j=1,..,71=1,.,5}

The order is decomposed into tasks which correspond to each car component’s
assembly. As a result, an effective structure of three coalitions (according to the
number of the components) is to be formed considering capacity constraints. The
structure of the core of the cooperative game is shown in Table 2. Additional
constraints define the viability of the obtained solution.

The following notation is used: x;;—the quantity of the i component to be
produced by agent j in time #, w(I)—fuzzy payoff per unit for car production,
w(ky)—fuzzy payoff per unit for Body Production, w(k,)—fuzzy payoff per unit
for Motor Production, w(ks)—fuzzy payoff per unit for Transmission Production,
w(k4)—fuzzy payoff per unit for car assembly, and y—uniform random variable in
[0, 1]. The solution of the game obtained using Evolver package and genetic
algorithms is shown in Table 3.

The total FSC payoffs per car obtained for each time interval are equal to
7578.46, 7578.22, 7578.22, 7577.84, 7577.84 respectively. The payoffs (p) of the
participating enterprises per car/component are as follows: p; = 2500; p, = 1500;
p3 = 1500; py = 0; p s = 1400 (motor and transmission); ps = 2300 (body);
pe = 1400 (motor); p; = 2500. The same gross payoffs per enterprise were
obtained for each time interval for each component: w(I) = 20,000;
w(ky) = 7,000; w(kz) = 5,000; w(ks) = 4,000; w(ks) = 4,000. The possibility of
the fuzzy game 7y.(I,w) = 1.00 (because of the simplicity of the case study),
though the imputation obtained took into account the subjective estimations of the
players defined by their fuzzy payments.

The analysis of the obtained solution shows the following. The constraint
capacity of the first 3 units though having minimal production costs, does not
permit them to satisfy all the demand. That is why, while demand is increasing,
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Table 3 The coalition structure and the number of produced components for five time intervals

X1t X220t X33¢ X14t X241 X34¢ X25¢ X35¢ X161 X261 X471

100 100 100 5.299 5.3 5.3 0.001 105.3
100 100 100 8.399 11.5 11.5 3.101 111.5
100 100 100 10.25 15.2 15.2 4.95 115.2
100 100 100 14.50 23.7 23.7 9.20 123.7
100 100 100 16.75 28.2 28.2 11.45 128.2

noR W~
coocoo
cocoocoo
coocoo

other enterprises are involved in the production. In the case of Motor Production
(k3), the incrementing production of this component is assigned to both enterprises
5 and 6 (Table 3). If we compare the parameters of these enterprises (Table 2), it
can be seen that they are the same both for the production cost ($3,600 per motor)
and for stocking ($170 per motor/week). That means that the solution strategy
looks for a balanced final solution.

In the conducted experiments on model complexity the number of iterations
needed to approach the optimal solution served as the investigated variable with
the following factors: the number of agents and coalitions, the accuracy, and the
order of fuzzy payments. Results show that the number of iterations (computation
time) decreases or remains constant when the number of agents increases. In other
words, it takes less time to form coalitions. On the other hand, the results dem-
onstrate almost linear relation between the numbers of coalitions and agents. On
the whole, the experiments justified that all factors are highly significant; the only
surprise was that the order of fuzzy payments substantially influence the number of
iterations (the convergence time).

7 Conclusions

In this chapter, the approach to FSC configuration based on formation of enterprise
coalitions as a result of a fuzzy cooperative game was considered. Uncertainty in
realistic cooperation models occurs in two cases: when players participate in
several coalitions, and when there exist fuzzy expectations of player and coalition
benefits. The presented approach is mostly aimed at the latter case. This uncer-
tainty of the agent payments may be caused by such dynamic events as production
failures, changes in confidence estimations and reputations of potential coalition
partners, and receiving unclear or even incomplete information and data during the
task performance and negotiation.

The proposed model considers the coalitions’ efficiency by introducing binary
variables ¢;; into the fuzzy core. This permits not only to increase individual
benefits for players but also the possibility to find an effective and stable agree-
ment. Initially, all suppliers forming part of the general structure of the FSC are
qualified to participate in the game. But the advantage of the proposed algorithm is
that the structure of efficient (the best) coalitions is formed as a result of the game
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among the participants. So an inherent property of the model is that the best (for
the particular task) subset of suppliers is chosen. Using the constraints of the
application domain the number of viable coalitions can be significantly decreased,
thus reducing the algorithmic complexity of the problem.

Though in the case study a positive ramp membership function was used (to be
able to use also conventional Excel solver), the general solution method (applying
genetic algorithms) permits the use of function of any type (linear or nonlinear,
universal or not). Obviously, there is no guaranty that the obtained solution cor-
responds to a global optimum, but for a game with side payments, there is no
algorithm to obtain the optimal solution.

An illustrative case study has been provided to show the applicability of the
model. For automotive industry, where the suppliers form a strategic alliance (e.g.
in case of Toyota company they even share the best technological practices), they
can be considered cooperative. In case of competitive suppliers, a non-cooperative
game model with non zero-sum could be used.

The fields of FCGs and dynamic coalition formation are still in their infancy
and require further research efforts. For example, the notions of a superadditive
FCG and a “stable” distribution of fuzzy payments in the games using fuzzy
extension of the core and Shapley values were examined in Mares§ (2001). Some
aspects of application of the coalition game models to the development of dynamic
coalition formation schemes were considered in Shapley (1953). Nevertheless,
sub-additive fuzzy games and the notions of “uncertain” stability and effective
algorithms for FCGs represent the subjects for current research. In the future work,
the development of algorithms for dynamic formation of fuzzy coalitions seems to
be the promising and challenging problem in the field of self-organizing system
research.
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Abstract Distributed Decision Making (DDM) is a discipline of decision theory
in which decision making power is distributed among several decision making
units. Supply Chain planning problems usually involve multiple decision makers,
making DDM highly suitable for realistic modelling. Furthermore, due to the
complexity and dynamism of supply chain environments, accounting for uncer-
tainty is important when modelling a supply chain planning problem. This chapter
contributes to existing knowledge on the one hand with a brief literature review of
DDM systems developed in the recent past. On the other hand, it contributes a
proposed DDM coordination mechanism for a supply chain planning problem with
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levels. The DDM system’s performance is evaluated under demand uncertainty by
applying a fuzzy approach. Computational results show that the proposed dis-
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1 Introduction

A Supply Chain (SC) can be defined as a system of organizations, people, tech-
nology, activities, information and resources involved together in the creation of
value for an end customer by moving a product or service to that customer. It is
imperative that some form of collaboration exists between supply chain members
to coordinate their activities and plans for better results. This coordination or
alignment as it is also known is referred to as collaborative planning. Formally
defined, “collaborative planning is a joint decision making process for aligning
plans of individual SC members with the aim of achieving coordination in light of
information asymmetry” (Stadtler 2009).

Key elements of this definition are that collaborative planning is a decision
making process, and that it is done in light of information asymmetry. The latter
simply means that not all SC members have access to the same information. Jung
et al. (2008) found that most supply chain planning approaches involve some form
of centralized supply chain environment, in which the decision maker has all the
required information. However, exactly that is what is lacking in a collaborative
planning environment according to Stadtler’s definition.

Distributed Decision Making (DDM) is a discipline of decision theory in which
decision making power is distributed among several decision making units. These
decisions are interrelated because one decision affects the outcome of another.
How to structure these distributed decision problems into a coordinated problem is
the central question in Distributed Decision Making. “DDM can therefore be
characterized as the design and coordination of connected decisions” (Schnee-
weiss 2003).

Application of DDM theory to supply chain planning problems started over two
decades ago. New approaches however, continue to be developed in the scientific
community. As part of the Quantitative Modelling Techniques, DDM will be
applied to a centralized supply chain planning model. The centralized model that
serves as the basis for this work is the Production and Distribution Planning Model
developed by Park (2005). Jung et al.’s (2008) work serves as the basis for creating
the distributed model.

The real world complexity and dynamism of Supply Chain environments also
imply there is usually a degree of uncertainty regarding SC planning decisions.
This uncertainty can greatly influence the effectiveness of decisions taken,
meaning it is valuable to consider it in the decision making process. Davis (1993)
recognises three main types of uncertainty, supplier uncertainty, process uncer-
tainty and demand uncertainty. Supply uncertainty results from variability in
suppliers’ performance. Process uncertainty results from unreliability issues in the
production process. The most important type of uncertainty, according to Davis, is
demand uncertainty which arises from volatile demand or inaccurate forecasts.
Coincidently, demand uncertainty was also required to be included in the
Distributed Decision Making model.
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The objective of this chapter is therefore twofold:

1. To convert a centralized supply chain planning model into a distributed deci-
sion making model and compare the performance of both models,

2. To apply fuzzy logic theory (possibility theory approach) to the distributed
model to incorporate demand uncertainty and comment on its performance and
use.

Although the adaptation of Park’s centralised model towards a distributed
model is to be done using a similar method to that of Jung et al., many other
methods exist in the literature. A review of the literature will be performed to
identify existing DDM systems. Especially the coordination mechanisms they
employ are interesting since this determines to great extent how the system works.
A classification of DDM systems based on characteristics taken from earlier
classifications will be attempted to gain a more structured view on the existing
body of work. In addition to simply creating this overview, it is hoped that insights
will be gained as to how to create a DDM model out of Park’s centralized model.

The following steps are of a more practical nature. The centralized model will
have to be decomposed into distributed models after which a coordination
mechanism can be designed. Both model’s performance will then be compared
with the aid of a commercial modelling program and solver, MLP and CPLEX.
The last step to achieve the second objective is model the uncertainty of demand
by applying fuzzy possibility theory.

The rest of this section starts with a description of the search methodology and
corresponding literature review. The overview of existing DDM systems finishes
Sect. 2, and with it the more theoretical half of this report. Section 3 first intro-
duces the generic centralised model before presenting the hands on problem that is
to be solved by all the mathematical models. The centralised model is then
decomposed into distributed models in Sect. 4, after which the coordination
mechanism is also presented. Section 5 has a more elaborate introduction on fuzzy
logic theory and presents the distributed model under uncertainty. Section 6 pre-
sents the computational results for all three models and contains a discussion of
these results, after which Sect. 7 offers some final conclusions and future work.

2 Literature Review

This section contains the theoretical part of this research project. It starts with the
search methodology, followed by the discussion of important Distributed Decision
Making characteristics and the actual analysis of the existing literature on DDM
and mathematical programming.
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Table 1 Search terms devised prior to consulting scientific databases

Search terms

Operations planning  Distributed decision making  Mathematical Review
model
Production planning  Decentralized decision MILP Survey
making
Supply chain Collaborative planning ILP Body of
planning knowledge
Network planning Coordination mechanisms State of art

Distribution planning Minimal information sharing

2.1 Search Methodology

This section outlines the methodology used during the search for relevant scientific
literature regarding DDM. First the search terms used are presented, followed by
the scientific databases that were consulted. The section is concluded by a rep-
resentation of the obtained results.

2.1.1 Search Terms

Distinguishing search terms had to be devised to find relevant material. First of all,
prior work had to preferably be related to some form of operations, production or
supply chain planning. That would fit closer to the problem treated later in the
applied part of this research. Second, it was imperative that the mathematical
models were distributed or decentralized. Because collaborative planning uses
DDM extensively, and coordination mechanisms are essential elements these
search terms were also chosen. To increase the possibility of finding mathematical
models, abbreviations were added to the former. Finally, reviews, surveys and
bodies of knowledge were queried for because they could offer a good starting
point for more articles and search terms. The search terms devised before starting
the search are presented in Table 1.

2.1.2 Scientific Databases and Search Strategy

Four databases of scientific articles were consulted in order to find relevant lit-
erature. These were the following: ScienceDirect, Scopus, Emerald Insight and
IEEE Explorer. The article titles, abstracts and keywords were queried for
matching results. The results for these queries are presented in Sect. 2.1.3. Fur-
thermore, cross checking of oft cited articles was performed to find other relevant
material. This was particularly fruitful for the review and survey type results. For
the subsequent analysis, priority was generally given to those articles that were
most recent and/or cited often.
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Table 2 Number of articles found with combination of search terms, sorted for scientific
database

Search terms combination Science Scopus Emerald IEEE
direct insight explorer

“Operations planning” “distributed decision making” 1 1 2 0

“Production planning” “distributed decision making” 3 9 2 5

“Production planning” “decentralized decision 2 3 5 1
making”

“Decentralized decision making” “review” 4 23 73 5

“Decentralized decision making” “survey” 2 18 43 2

“Distributed decision making” “review” 4 12 34 5

“Distributed decision making” “survey” 4 11 13 1

“Decentralized decision making” “production 0 0 4 63
planning” “review”

“Distributed decision making” “production planning” 0 0 2 67
“review”

“Mathematical models” “distributed decision making” 2 10 1 2

“Mathematical models” “operations planning” 0 2 1 3
“distributed decision making”

“Mathematical models” “coordination mechanisms” 0 0 0 4
“distributed decision making”

“Mathematical models” “coordination mechanisms” 0 1 0 0
“decentralized decision making”

“Coordination mechanisms” “distributed decision 4 4 3 2
making”

“Coordination mechanisms” “decentralized decision 1 14 3 0
making”

“Collaborative planning” “distributed decision 30 5 2 2
making”

“Collaborative planning” “decentralized decision 34 2 1 0
making”

2.1.3 Obtained Results

Table 2 shows the number of articles found for a particular combination of search
terms, for different scientific databases. Differences are accountable to the different
search algorithms the databases employ. IEEE explorer e.g., returned many articles
when ‘production planning’ was used. Practically no results were left when the
term was taken out.

Table 3 shows the amount of articles that were eventually selected as reference
articles, sorted by the journal in which they were published. Only the European
Journal of Operational Research provided more than one reference article, with all
others providing a single article. The wide range, from chemical engineering to
computer engineering shows that distributed decision making is applied in a broad
field of disciplines.
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Table 3 Reference articles sorted by journal of publication

.

Hegeman et al.

Journal of publication Number of Percentage
reference articles (%)
Computers and Chemical Engineering 1 9
Computers and Industrial Engineering 1 9
Computers in Industry 1 9
European Journal of Operational Research 3 27
International Journal of Production Research 1 9
International Journal of Production Economics 1 9
Journal of Engineering and Technology Management 1 9
OR Spectrum 1 9
Proceedings of the 2009 IEEE International Conference on 1 9
Systems, Man, and Cybernetics
Table 4 Reference articles sorted by year of publication
Year of publication Number of reference articles Percentage (%)
2003 1 9
2005 1 9
2006 1 9
2007 1 9
2008 2 18
2009 3 27
2010 1 9
2012 1 9

The final representation of literature search results is given in Table 4. Not
many conclusions can be drawn from this table, because not enough articles were
analysed to offer a comprehensive picture on the publication dates of articles on

DDM in mathematical modelling.

2.2 Presentation of DDM Characteristics for Analysis

of Literature

Due to the sheer variety in mathematic models developed, it should come as no
surprise that there exists a similar variety of Distributed Decision Making systems.
Various authors have tried to classify those using different distinguishing char-
acteristics. Three of those efforts are discussed here, after which the most relevant
characteristics are chosen for the classification in this research.

2.2.1 Review of Earlier Taxonomies and Classification Attempts

Schneeweiss (2003) developed taxonomy to classify and formally describe various
hierarchical DDM systems in a unified way. It is important to note first, that
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Schneeweiss distinguishes between a Top level and a Base level within the hier-
archy. The Top level is regarded as the leader in the hierarchy that makes the first
decision and the Base level follows the Top level’s instruction. The Base level then
engages in its own local decision making. Now, Schneeweiss identified three key
characteristics that can be used to characterize DDM systems.

The first characteristic is the state of information. This can be either symmetric,
which means that the same information is known to all decision makers in the
system, or asymmetric, which means that certain information may be known to
one, e.g., Top, but unknown to another, Base e.g.

The second characteristic is the grade of anticipation that decision makers show
in their decision making. Two options exist. A reactive anticipation means that the
Top level considers a possible reaction of the base-level with respect to a top-level’s
possible instructions. For non-reactive anticipation, on the other hand, no specific
reaction is taken into account. Reactive anticipation can be perfect, meaning that the
Top level has full knowledge of the Base level’s model and thus its reaction. It can
also be approximate, when the Base level’s model is approximately known by the
Top level. The last possibility is implicit anticipation where only a part of the base
level is anticipated. The grade of anticipation employed shows how much ‘bottom-
up’ influence in the decision making at Top level there is within the hierarchy.

The final characteristic is defined as the configuration of criteria. Coupling
equations of criteria are used to demonstrate the degree of coupling between Top
and Base levels. For any form of Top level criterion in which the Base level’s
criteria are integrated in-, added to- or even make up entirely the Top level
criterion, a DDM is said to be team based. This is because the value of the Top
level criterion depends on the Base level through its definition. Of course, the Base
level has to comply to the Top level’s instructions so a Base level criterion need
not take Top level criteria into account. The three configurations of criteria
mentioned are all common in team based DDM systems.

The other possible configuration is non-team. This happens when a Top level’s
criterion completely ignores the Base level. In this case, each level is thus com-
pletely self-interested and will show what is known as opportunistic behaviour.
The goal is always to increase one’s own benefit, even when detrimental to the
global solution. Based on these criteria, Schneeweiss classifies DDM systems into
three main types. They are shown in Table 5. He notes that many variations to
these general types may occur.

Another notable effort is a framework developed by Stadtler (2009), which is
meant to classify Collaborative Planning approaches along various characteristics.
Three main groups of characteristics are identified, (1) the supply chain structure
and the relationships within the supply chain, (2) the decision situation, or which
decisions take place, when, with which objectives and with which information, and
(3) the characteristics of the collaborative planning schemes. Only the character-
istics relevant to DDM models and in particular coordination mechanisms will be
discussed here.

Within the relationships between supply chain members involved in CP, their
behaviour is important. It can be team, opportunistic (non-team) or somewhere in
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Table 5 Three types of DDM systems as identified by Schneeweiss (2003)

DDM type Information Grade of Configuration of criteria
status anticipation
Top-down hierarchy Symmetric or Non-reactive Base criterion internalized in top
asymmetric anticipation level criterion (Team)
Tactical-operational ~Asymmetric Reactive Base criterion added to top level
hierarchy anticipation criterion (Team)
Standard principal ~ Asymmetric Reactive Base criterion ignored by top level
agent model anticipation criterion (Non-team)

between, and coincides with one of Schneeweiss’s characteristics. However,
Schneeweiss mathematically formalized team and non-team behaviour with the aid
of coupling equations and criterions for Top and Base level, whilst Stadtler merely
pointing out its importance. Nevertheless, its importance is now clearer than ever
and a coordination mechanism must take possible opportunism into account. The
required solution is also important for the coordination mechanism. It can be
limited to aligning flows of materials, or merely finding a feasible solution. Per-
haps an optimal solution for the supply chain as a whole is required, or one step
further, a fair solution for all members involved. This was not part of Schnee-
weiss’s analysis.

Within the decision situation the models that are employed, in which phase
there is collaboration and which objectives are employed are all important.
However, the most important aspect here is referred to as information status.
Which information is shared, how certain can we be of its correctness and is
certain information hidden? The latter corresponds to symmetry or asymmetry.
Recall that Stadtler by definition regards collaborative planning to involve
asymmetric information.

The final group of characteristics is in my opinion the most important with
respect to DDM and coordination mechanisms. The presence of a mediator could
significantly alter the dynamics of collaboration. How the initial solution is defined
is also important. This is mostly done by upstream planning according to Stadtler
(2009), but downstream planning or random initial solutions can also be used. The
number of plans exchanged between levels, consisting of the number of rounds
allowed to reach a solution and the number of offers sent per round can also
change how a system works. Finally, with respect to the final results, being able to
check optimality or not, and the allowing of side payments could affect a coor-
dination mechanism. The latter could e.g., be used to make a solution fairer to all
members.

The final research used for the development of taxonomy is a review on col-
laborative supply chain planning by Frayret (2009). For collaborative planning,
there are three challenges to be dealt with: “the design of a coordination process, ...,
the design of local decision making processes; and the design and utilization of
Advanced Planning and Scheduling systems (APS)” (Frayret 2009). The former is
conveniently the main focal point of his classifications. The local decision making
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processes correspond to what Stadtler referred to as the decision models. APS
systems are inherently linked to coordination techniques according to Frayret
(2009), but will not be considered further as they are outside the scope of this project.

The coordination processes can once again be divided further, into three groups.
The first group is the Coordination Heuristics, which consists of:

(a) Greedy heuristics and information sharing,
(b) Distributed local search,
(c) Distributed search with constraint propagation.

Greedy heuristics and information sharing are the most simple coordination
mechanisms. They include upstream planning and variations of it to improve
performance. Other examples are when more information is shared, even up to the
point where more centralized solving is possible. Distributed local search generally
involves an iterative exchange of information between supply chain partners,
during which the local levels adjust their own initial plans by searching for local
optima. Distributed search occurs when more than one search process is carried out
simultaneously. In the distributed local search the members take their local searches
in turn. In the distributed search this is not the case, making the search faster.

The second group is Agent Based Coordination, which consists of:

(a) Knowledge-based coordination,
(b) Market-based coordination.

Agent Based Coordination is based in agent technology, which uses artificial
intelligence (Al) to develop coordination approaches. Agents are pieces of soft-
ware that represent a certain interest. They can thus be used to represent members
of a supply chain. In knowledge-based coordination, a set of agents use protocols
that tell them how to interact with other agents. These protocols define all possible
actions and model the outcomes of interactions. The protocols thus govern the
coordination. In some cases, additional information known as arguments are sent
to other agents, with the aim of influencing their actions. The other agent based
coordination technique is Market-based coordination. Basically, like in an auction
proposals are sent and received by agents. The contents of these proposals are
modified to increase or decrease benefits, according to their prior success or failure
respectively. Here, the learning or Al aspect of agents becomes clear.

The final coordination technique identified by the author is Mathematical
decomposition (6). He claims the main decomposition approach is Lagrangean
decomposition. Its general idea is that an originally distributed model is turned into
a centralized model, by relaxing the ‘complicating’ constraints where local vari-
ables of two or more coupled decision makers appear. A penalty is assigned to
violating these relaxed constraints by using Lagrangean multipliers. Then, a dis-
tributed and synchronous iterative process is developed to adjust the penalties until
the model converges on a feasible solution. One could view it this way. The ‘local’
models (bear in mind that the model is centralized) communicate through these
Lagrange multipliers. Values that increase other local decision makers’ penalties
are communicated if one’s own non relaxed constraints are violated. The contrary
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is true when there is slack in those constraints. This is done until all hard con-
straints are satisfied and penalties are preferably at a minimum. Details on the
exact working of mathematical decomposition can be found in works by Nishi
et al. (2007), Walther et al. (2008) and Lu et al. (2012).

2.2.2 Selection of Characteristics for Analysis

The state of information is identified by both Schneeweiss and Stadtler, so it seems
very important to include that. Stadtler added the degree of uncertainty and the
type of information (products, costs, other KPI's) to the existing characteristic of
(a) symmetry of information. Type of information is very specific, so it is ignored.
Degree of uncertainty will also be considered next to symmetry, because the end
goal of this research is a model that accounts for demand uncertainty.

The grade of anticipation of one level’s criteria by another is also interesting
since it greatly influences a Top level’s instruction. The last of Schneeweiss’s
characteristics is the configuration of criteria. How a top level decision maker in a
hierarchy takes the base criteria into account, is not extremely important. Most
important is to know whether it happens or not, because it interests us to know
whether decision makers exhibit team- or opportunistic behaviour in a DMM
system. This was coincidently Stadtler’s only distinction. The exact configuration
is therefore dropped. All three characteristics will be used, but the type identifi-
cation as performed in (Schneeweiss 2003) will not be employed. The reason is
that the characteristics themselves reveal more than a type.

Distinguishing between DDM systems that look for feasible solutions, optimal
supply chain solutions or even fair solutions is very interesting. First, optimality is
much more difficult to achieve than just a feasible solution. Second, requiring a
fair solution has strong implications for the coordination mechanism because the
initial mechanism might not produce a fair solution. Also, “computational tests
showed that fair solutions sacrifice 37.15 % on average in solution quality”
(Stadtler 2009). Related to that is the allowing of side payments at the final
solution, as they could diminish that sacrifice. Therefore, these will also be taken
into account. Other characteristics identified by Stadtler that will be looked out for
is the presence of a mediator, solely because it could completely change how
coordination works, how the initial solution is computed, and the number of
rounds and offers used in the communication process. Few or many rounds e.g.,
determine whether or not a system can be operated manually or must be fully
automatic.

To conclude, the coordination mechanism distinction from Frayret will also be
included in the analysis. Although a certain coordination mechanism may imply
one of the earlier characteristics, the actual mechanism will greatly set the studied
works apart. It will also be useful for a reader to see which general coordination
mechanism is employed to decide whether it interests him/her.
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2.3 Analysis of Literature

The articles studied for this project were not all designed for use in supply chain
contexts. However, they do all represent some form of distributed decision making
system. It proved quite difficult to find distributed decision making systems within
the time constraints, so non supply chain systems were also included. Their
techniques are what matter most, not only the application area. Each system was
analysed for identification of the characteristics chosen in Sect. 2.2. The respective
characteristics for each system are summarized in Table 6. The numbers below the
characteristics point out their source, and N/A means that information was not
provided or not applicable.

The first DDM system analysed by Cao and Chen (2006) was a decentralized
facility location problem. They changed a decentralized two level nonlinear pro-
gramming model into an equivalent linear single level model. The result was a
hierarchical model with a coordination mechanism resembling the upstream
planning approach in a supply chain context.

A more advanced system used a distributed local search for local optima. Jung
et al. (2008) developed a decentralized supply chain planning framework based on
minimal-information sharing between the manufacturer and a third party logistics
provider. Each used its own model and kept private information. The coordination
mechanism ensured local solutions converged towards a feasible solution,
although the levels did not cooperate as a team. Each level strived for local
optimisation. However, opportunistic behaviour was not demonstrated as the
information they exchanged was truthful.

While the different levels in Jung et al.’s model had to wait for input from the
other level before proceeding to search for their new local optimum, Gaudreault
et al. (2009) developed a system wherein levels concurrently evaluate other level’s
earlier decisions instead of one local optimum being processed at any given
moment. The authors call this a “distributed discrepancy search procedure” and it
is categorized as a distributed search with constrain propagations. The procedure is
illustrated in Fig. 1. The top level (agent A, closest to the customer) takes lower
levels (tiers further away) into account. This is because the lower levels com-
municate their locally optimal plans upwards. The optimal solution is thus known
to agent A but not to agents B or C. The distributed search for the optimal solution
is like a tree. Each agent computes its optimal solution based on the request by the
agent directly above him (one tier closer to the customer). It is thus possible that
agent C is working on a local solution based on what agent B sent him, whilst at
the same time agent A is computing a new solution based on the locally optimal
response it got from agent B. More than one solution is thus evaluated at a time.

An example of agent based coordination was found in the work of Wernz and
Denshmukh (2010). The specific application was intra-organizational, but the
techniques were interesting nonetheless. First of all, the Top level agent and Base
level agent are in a hierarchical relationship, but the agents make decisions
simultaneously instead of sequentially. There is also two way interaction through
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Fig. 1 Illustration of distributed discrepancy search procedure, Source (Gaudreault et al. 2009)

reward and influence, which is not seen in any of the other studied works. This
anticipation is merely implicit. It would be characterized as a principal agent
system according to the definition by Schneeweiss (2003).

The remaining three studied systems employed mathematical decomposition
through Lagrangean relaxation of constraints. The first of these by Nishi et al.
(2007) was developed to determine the production scheduling and distribution
planning for a single stage production system with parallel distributed production
units. The novelty is in their use of quadratic penalty terms in the objective
function. Walther et al.’s (2008) mathematical decomposition is applied to a
supply chain problem, that of a recycling supply chain looking to assign optimal
quantities of mass for recycling. The mathematical decomposition of the initial
centralized model is performed to create the negotiation mechanism between a
head firm and several recycling companies. In these two systems, a master problem
serves as a top level coordinator. The sub-problems communicate their local
solutions to the master problem to eventually find the optimum. Lu et al.’s (2012)
approach also involves Lagrangean relaxation, but they do not introduce a master
problem to server as a coordinator of the decomposed original central problem.
“Instead, the resulted sub-problems are equally ranked, and a novel self-coordi-
nation scheme is developed which enables the solving of sub-problems is coor-
dinated through peer-to-peer communication, rather than communication between
each sub-problem and the master problem” Lu et al. (2012).

Interesting similarities between all studied DDM systems is that all deal with
asymmetric information, the objective is always to find the SC optimum and never
a fair solution, and none of the systems employs a mediator. The biggest differ-
ences are found in the team or opportunistic behaviour demonstrated, and of
course the coordination mechanisms used. The reader is reminded that the over-
view of the classification can be found in Table 6.
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3 Centralized Deterministic Model

This section presents the centralised deterministic model used as the basis for the
applied part of this research project. The model is an adapted form of the pro-
duction and distribution planning model by Park (2005). First the general model
formulation is given, followed by an explanation and the specific configuration of
the planning problem. Computational results are given in Sect. 6.

3.1 General Model Formulation

The centralised planning problem considers a supply chain of manufacturing
plants and retailers, with a planning horizon of five time periods. The manufac-
turing plants produce multiple items with a limited production capacity. For every
item that is produced in a given time period, a plant dependent fixed set-up cost is
incurred that is independent of the lot size. Excess production may be stored at the
plant at a holding cost, for which there is no storage capacity limit. The items are
structured in a three level bill of materials (BOM). Those items at level two and
three of the BOM are consumed for the production of higher level items, according
to amounts defined in the BOM. Only the items at level one, which are the final
products, are delivered to the retailers.

Plants are capable of producing only a given set of items, with the items
distributed over the different plants. Therefore, plants also act as suppliers to each
other for the delivery of items used as subcomponents. Only items that are con-
sumed as subcomponents are delivered in between plants. Consequently, the
planning problem is a multi-stage problem, with the plants capable of being at
various stages, dependent on the items they produce and those items’ positions in
the BOM.

Delivery between plants is regarded to be free of charge and free of capacity
constraints. Delivery from plants to retailers is performed by means of a fleet of
homogeneous vehicles with similar capacities and usage costs. Sending a vehicle
from any plant to a retailer incurs a fixed cost (depreciation of vehicle, insurance,
driver wages) and a variable cost dependent on the transported item, its quantity
and the route (plant—retailer combination). Any one vehicle can only transport
one item type and travel one route per time period. The amount of vehicles used
can change without incurring costs.

The demand for the final products (level one items) is expressed as a ‘core
demand’ and a ‘forecasted demand’. The ‘core demand’ may be considered as the
demand by a retailer’s loyal customer base, and must be satisfied. The ‘forecasted
demand’ contains the ‘core demand’ and is the total amount of final products that
can be sold in a given time period. In the centralised deterministic model, these
demands are known with certainty. Any unsatisfied forecasted demand is con-
sidered a stock-out, for which a stock-out opportunity cost is incurred.
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Backordering is not allowed. Every retailer is allowed to keep a finite amount of
final products in inventory, for which an inventory cost is incurred.

The objective of the centralised planning problem is to maximise profits over
the five time periods. The decision maker has all the data (demand, inventories,
production costs etc.) available to him and plans the production and distribution of
final product items and subcomponent items. A mixed-integer model is used to
solve the centralised production and distribution planning problem. First, the
notations used are presented, followed by the model.

Indices

i =plants,i € (1,...,1)

j = retailers,j € (1,...,J)

k = items,k € (1,...,K)

t = timeperiods,t € (1,...,T)

Parameters

Cix = unit processing cost ofitem k at plant i

Six = setup cost for item k at plant i

0ir = processing time for item k at plant i

uy, = setup time for item k at plant i

), = inventory holding cost of item k at plant i per period t
; 1 if plant i can produce item k

e { 0 if plant i can NOT product item k

Bii = required cuantity of item k for the production of one item kK at plant i

L; = production capacity of plant in time

dijx = unit transportation cost of item k between plant i and retailer j

g = fixed cost per vehicle

B = fixed capacity per vehicle

Ej; = demand for item k at retailer j in period t that must be filled

Fj; = total forecast demand for item k at retailer j in period t, Ejis part of Fiy
pji = unit selling price of item k at retailer j

h}k = inventory holding cost of item k at retailer j per period t

Wj’ = capacity for units of inventory at retailer j

Vjx = stockout cost per unit of item kat retailer j
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Decision Variables

Xire = quantity of item k produced in plant i in period t
1 if setup must be performed at plant i for item k in period t
Yikt = .
0 otherwise
ah, = level of inventory of item k at plant i in period t
Ciy = quantity of item k consumed as subcomponent at plant i in period t
Qiiing = quantity of components k shipped from plant i to plant i'in period t

Qjijie = quantity of item k transported from plant i to retailer j in period t

333

zZijr = number o vehicles required for distribution from plant i to retailer j in period t

Zji; = supply shortage volume of item k for retailer j in; period t

Siji; = outcome variable with available supply to be sent to Retailers model

Model

Objective function

Max Z/. Zk Pik Zz (a./rktl + Z qjijkt - a;k[>
_ (Z, Zk Z[ CikXigg + Zi Zk Z, — Z,- Zk Zt hfkafkt>

= (00, 22 X i+ 32,50, 7 v (i + X i — )

SR IITEES 3 p
ij ot i j kot
Subject to
(Zk Xikt * Opk + Yike * uik) < L; Vivt

Xig <M * yyy  ViVEVE

X <M % dy ViVt
Cis = >, B * X VivkV
Cua =Y, qiria ViVkVI
dhy = Ay | + Xty — Zj Qijkt — Zi, Gl VIVkVE
&+ i — Ay > Ena VKV

Ay + Zi Gijer — gy < Fiia VKV

()
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D (G < Vi (10)
Zk Qije < B * zj  Vivjvt (11)
a?kO = 07 a;kO = O, VIVJVk (12)

Xite > 0, a3, >0, yie € {0, 1}, Cigy > 0, Gl > 0, gjijia > 0, @y, >0,

13
zijr > 0,and all are integers Vivjvkvi 1)

The objective function (1) expresses the total net profit over the time periods,
calculated by subtracting total costs from total revenue. Revenue is the total turnover at
all retailers, calculated by multiplying selling price with sales (aj,_; + >_ qjiju — aj,)-

1

The costs include production-, inventory holding-, stock-out- and distribution costs.
Constraint (2) represents the capacity limit on production at a plant. Constraint (3)
forces the incurring of setup costs if items are produced. Constraint (4) makes sure
that production of items is only allowed at a plant if that plant is capable of producing
that item. For both these constraints, M is a sufficiently large positive number.
Constraint (5) determines the amount of an item that is consumed for the production
of higher level items, by summing the products of the production quantities of the
higher level items with the amount of lower level items consumed for their pro-
duction. Constraint (7) assures the inventory balance at a plant, with both shipments
to retailers and to other plants taken into account. Constraint (8) ensures that the
‘core demand’ is satisfied, whilst constraint (9) ensures that no more is sold (and thus
ordered from the plants at some point) than the ‘forecasted demand’. Constraint (10)
applies the storage capacity for inventory held by retailers. The amount of vehicles
needed for transportation of items to retailers is calculated in constraint (11).
Constraint (12) then defines the initial inventory levels at both plants and retailers.
Note that these can be changed. The final constraint (13) enforces restrictions of non-
negativity, integer and binary nature of decision variables.

The model calculates optimal production quantities xj, for all items at the
different plants for all time periods and optimal amounts gjjj, to be shipped to the
retailers. It will balance setup with inventory holding costs and delivery costs with
stock-out costs. It can therefore occur that not all forecasted demand is satisfied,
although the inventory storage capacity at retailers exists to minimise the occur-
rence of demand not being satisfied.

3.2 Specific Configuration of Supply Chain

The supply chain that is used for this research project is represented in Fig. 2. The
model’s indices, parameters and decision variables are included to show to which
part of the Supply Chain they pertain. The Supply Chain consists of three
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Fig. 2 Supply chain configuration used for centralised model

manufacturing plants and two retailers. There are five time periods and eight items
in this problem. Of the items, only items one and two are of level one, and thus
sold as end products. Their item number is indicated red for this reason. Fur-
thermore, each item has a specific retailer, with retailer one selling item one and
item two being sold by retailer two. The product structure of the final products is
also given in the figure, where the required quantities of a subcomponent can be
found in the top right corner of each item. Items three and four are the level two
items, and items five to eight are at level three.

The item production capabilities are distributed among the plants in such a
manner, that each item is produced at only one plant. Plant one makes items one
and three, plant two makes items two and four, and plant three makes items five to
eight. As a result, plant three supplies plants one and two with level three sub-
components. Plants one and two make their own level two subcomponents and
final products. Because each retailer only sells one product, each plant only
delivers to one retailer. The flow of items is represented by the red arrows in
Fig. 2.

The configuration presented was determined in the assignment. However, the
model has successfully been tested for other configurations. Examples are retailers
selling more than one item, plants ‘competing’ by being able to produce the same
items and common subcomponents in product structures. The flows could there-
fore also include the grey dashed arrows. This generality is a useful characteristic,
should the model ever need to be applied to a different Supply Chain.
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4 Distributed Deterministic Model

Next, the centralised deterministic model is decomposed into two separate models.
These separate models each pertain to a different decision maker, one that controls
the manufacturing plants and distribution of items, and one that controls the
retailers. A coordination mechanism is developed to link the two models and form
the distributed deterministic model. The distributed decision making process is
also presented to enhance clarity. Computational results are again found in Sect. 6.

4.1 Model Manufacturer

The first decision maker has control over the production of items in the plants, and
their distribution to the retailers. It is assumed that distribution of items is part of
this decision maker’s model because it is generally the manufacturer’s responsi-
bility to deliver a product to its customer. As done for the centralised model, first
the notation is presented, then the model. Additions or changes from the centra-
lised model are highlighted in bold.

Indices

i = plants, i € (1,2,3)

J = retailers, j € (1,2)

k = items, k € (1,...,8)

t = timeperiods, t € (1,...,5)

Parameters

cix = unit processing cost of item k at plant i

Sy = setup cost for item k at plant i

0jr = processing time for item k at plant i

uy, = setup time for item k at plant i

W, = inventory holding cost of item k atplant i per period t

. 1 if plant i can produce item k

ik = { 0 if plant i can NOT product item k

Biwr = required cuantity of item k for the production of one item k'atplanti
L; = production capacity of plant i in time

djjx = unit transportation cost of item k between plant i and retailer j

g = fixed cost per vehicle

B = fixed capacity per vehicle

vijx = unit supply shortage penalty cost of retailer j for item k

Sjje = requested supply quantity for item k by retailer j in period t (received from j)
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Decision Variables

Xike = quantity of item k produced in plant i in period t
1 if setup must be performed at plant i for item k in period t
Yikt = {0 otherwise
al, = level of inventory of item k at plant i in period t
Ciy = quantity of item k consumed as subcomponent at plant i in period t
Giie = quantity of components k shipped from plant i to plant i'in period t
Qjijie = quantity of item k transported from plant i to retailer j in period t
z;jy = number o vehicles required for distribution from plant i to retailer j in period t
Zji; = supply shortage volume of item k for retailer j in; period t

Sijx; = outcome variable with available supply to be sent to Retailers model
Model

Objective function

Min (Z, Zk Zt CikXikt + Zi Zk Zt SikYikt 1 Zi Zk Zt hlpkafkt)
+ (Zz Zj ng * Ziji + Zi Zj Zk Zr dijkqjijk’) (14)
+ Zj Zk Zt VijiZike

Subject to
(Zk Xike * Oif + YVike * Mik) <L; Vivt (15)
Xig <M %y ViVAVE (16)
Xie <M x Ay VivkVt (17)
Cia = >, Buor * X VivkVi (18)
Cie = Y, qivies VivkVI (19)
dhyy = iy +Xis = ) g = Y, e VIR (20)
Zi e + Zijee = Sfjse YKVt (21)
Zk Qe <B * 7 Vivjvt (22)

> g = Siga ViYjk (23)
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diy =0 Vivk (24)

Xie > 0,dly, >0, yis € {0, 1}, Cige > 0, qiiige > 0, gjijus >0,
Zij 2 0,Zjy >0, and all are integers VivjVkVt

(25)

The manufacturer does not know the actual demand for final products. He only
knows the requested supply quantities for each item per period as submitted by the
retailers. This quantity is represented by a new parameter Sjj,. The manufacturer
must endeavour to fill the requested supply quantities to the best of his ability,
because it contributes to Supply Chain profitability. To make the model strive for
this, a penalty will be incurred for every unit of unfilled requested supply. For this
reason, a shortage penalty cost vij; and a shortage quantity decision variable Zj;
have been defined.

The manufacturer has no knowledge of actual demand or of retail prices.
Maximising profit is thus not a valid objective for this model. Instead, the man-
ufacturer will try to minimise its costs while meeting supply, because that should
contribute to SC profitability. The objective function (14) now only includes
production, setup and inventory holding costs for the plants, distribution costs and
supply shortage penalty costs. Because having shortage negatively affects the
objective function, the model will try to fill all demand. The penalty cost per unit
of shortage must be high enough for the manufacturer to generally prefer pro-
duction and distributing to incurring the penalty.

Constraints (15-20) are the same as in the centralised model, but constraint (21)
replaces the constraints that ensured filling demand. It makes sure that the amount
of an item shipped from all the plants to a retailer plus any shortage equal the
requested supply quantity by that retailer for that item. If the shipped amounts do
not suffice, shortage is positive and the penalty will be incurred. Constraint (22)
governs the amount of vehicles needed for transportation of items to retailers, like
in the earlier model. Constraint (23) is also new, and calculates the supply of an
item k that is available for a retailer in a period t. This decision variable, Sijy, is the
connection between the manufacturer’s model and the retailers’ model, because it
will be communicated to the retailers after the manufacturer has solved its local
problem. The retailers then know the available supply quantities that they can use
to satisfy demand with. It will become clear that Siy, is an input variable for the
retailers’ model, just like Sjj, is for the manufacturer’s model.

4.2 Model Retailers

The second decision maker has control over the retailers. This is a modelling
choice, as each retailer could also have its own model, in which case the index j of
the retailers would be forsaken. For simplicity, this is not done in this project. The
notation and model are first given, with changes or additions highlighted in bold.
The explanation of the model follows hereafter.
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Indices

J = retailers,j € (1,2)
k = items, ke (1,2)

t = timeperiods,t € (1,...,5)
Parameters

Eji; = demand for item k at retailer j in period t that must be filled

Fjys = total forecast demand for item k at retailer j in period t,Ej is part of Fiy

pjx = unit selling price of item k at retailer j

h;k = inventory holding cost of item k at retailer j per period t

W! = capacity for units of inventory at retailer j

Vjx = stockout cost per unit of item k at retailer j

first iteration it is infinite

Sijx; = offered supply quantity of item k to retj in period t{ .
then, received from plants

Decision Variables
gjic = quantity of item k requested from plants by retailer j in period t

a;kt = level of inventory of item k at retailer j in period t

Model

Objective function

Max Zj kajk Z, (“;szl + Qe — a_;kt)
B (Zz Zk Zz hipajy, + Zj Zk Zt Vik (ijl B (a;’“*l e a;k’) ))

(26)
Subject to
ey + Qe — Ay = Ejie - VYL (27)
ey T Qi — Ay < Fiia VAL (28)
Qje < Stje  VjVkVE (29)
Zk ay, <Wj  Vjvt (30)
Gkt = Shje  JVKVE (31)

dyo =0, vk (32)
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it > 0, a3, >0, and all integers  VjVkVt (33)

First of all, the index i for the plants is no longer present, because it does not
matter for the retailers where their supply comes from, as long as it comes. The
parameter Sij, is the only new parameter, and it is the available supply of an item
for a retailer in period t, which is received from the manufacturer’s model. Only
for the first iteration of the retailers’ model it is assumed to be infinite. This is
because the distributed search for the optimal solution begins at the retailers, as
will become apparent in the following sections. Because it does not matter from
which plant the supply comes, the decision variable gj;, is changed into gj;,. The
latter now only represents the item quantities requested by a retailer from the
manufacturer as a whole.

The objective function (26) is programmed to maximise profits by maximising
sales and minimising inventory holding costs and stock-out costs. Constraints (27)
and (28) still exist to ensure ‘core demand’ is satisfied and ‘forecasted demand’ not
exceeded. The small change in these constraints is that ) _, gjj, is replaced by gjx.
Constraint (29) enforces that the requested amounts of items from the manufac-
turer are at most what the manufacturer has indicated he can provide. Constraint
(30) is copied from the centralised model. The sixth constraint is newly added to
calculate the input variable for the manufacturer’s model, Sjji,. It is simply equal to
gjki» meaning that could also be sent to the manufacturer’s model. However, for
uniformity this is changed into Sjj.

4.3 Coordination Mechanism

The characteristics of the coordination mechanism will now be discussed, drawing
from the characteristics identified in Sect. 2. Information sharing in the distributed
model is minimal, with only requested quantities and available quantities shared
between the two decision makers. The exchange of requested and available supply
quantities was inspired by the distributed local search mechanism as developed by
Jung et al. (2008) Other information is kept private, accounting for a state of
information asymmetry. The information exchanged however, is certain, and
truthfully exchanged. The decision makers do not display opportunistic behaviour.

The distributed decision making model can also be characterised as a non-team
model. Neither decision maker takes the other’s interest into account, and tries to
optimise its own objective function. The other’s response is not anticipated either,
making the grade of anticipation non-reactive. Neither decision maker has
knowledge of the other’s model implemented in their own model. This makes
opportunism a lot more difficult too.

The requested and available quantities are exchanged between the two decision
making models directly. No mediator is involved to monitor or perhaps influence
the local decisions that are taken. The distributed model starts with the retailer
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solving his local problem of determining how much to request from the manu-
facturer based on customer demand. That information is then sent to the manu-
facturer who returns his response. If the available supply quantity is enough to at
least fill ‘core demand’, i.e., the retailers’ model has a feasible solution, the iter-
ative exchange starts. The two models exchange updated solutions back and forth
until they reach a feasible solution where all requested items are delivered without
shortage. The initial solution used is one that maximises sales, because it is
generated by the retailers’ model.

After starting the iterative process, the number of iterations is not fixed in the
model. A protocol governing coordination as such has not been programmed.
Iterations will be performed manually, continuing until a feasible solution has or
has not been reached. A stop criterion is therefore not formally defined. Whether
this is a correct choice will become apparent from the computational results, since
they will show how many iterations were performed. The expected/desired result
is a best solution for the Supply Chain as a whole. Fairness is not considered in the
solution, with only the retailers’ model concerned with making money. All the
manufacturer’s model does is minimise costs. He obviously does not know how his
decisions affect revenue, and will only find out after having the final decision is
made.

Side payments are not used to distribute the benefits between the decision
makers and thus make it fair. This is also not required because the goal of the
DDM model is to find the SC optimum. The other goal of side payments is to
ensure each decision maker’s participation. The shortage penalty cost acts as the
incentive for the manufacturer to comply with requests from retailers. This could
also be modelled alternatively, to let the manufacturer make a profit when he
complies with demand, but the penalty method works as well.

4.4 Modifications to Guarantee Feasibility

During initial testing of the distributed models, it was found that unless exorbitant
shortage penalty costs vij (which were actually higher than the sales price) were
applied, the manufacturer’s model would not supply the item with the lowest
margin in the first period if capacity was tight. With margin, the difference
between the penalty cost and the production-, setup-, inventory holding- and
distribution cost is meant. The reason was that the model preferred to produce
larger batches of one item in the first period, and then in the next period would
start producing the other item. The result was infeasibility in the retailers’ model,
because core demand could not be filled.

It is not realistic for a manufacturer to have complete liberty over supply
quantities for his customers. A reasonable assumption is that the manufacturer and
the retailers have agreed contracts, in which it is agreed that the manufacturer will
endeavour to meet at least a percentage of the requested supply. If such a ‘fill rate’
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is to be incorporated into the manufacturer’s model, the retailers could theoreti-
cally engage in shortage gaming strategies, to ensure they always get enough. This
will not happen because of the model formulation, and the corresponding
assumption of no opportunism, but in reality this would be very probable. That
consideration shows that only in a trusting environment, can DDM really thrive. A
fill rate of 67 % of the initially requested supply quantity is reasonable, and also
enough to satisfy core demand. The fill rate FRj; will be added as a parameter to
the model, so that it can also be changed according to any set of contractual
agreements.
The additional constraint for the manufacturer’s model is then:

> ik > FRy % S Njvkvi (34)

The constraint ensures that the delivered quantity of item k is at least the fill rate
multiplied by the initially requested supply. Sjii“ is entered into the restriction,
because the regular Sjy, is updated after each iteration. However, the minimum
amount to be filled is the fraction of the initially requested amount, not of the
requested amount in the following iterations.

In reality, this would be easy, because the manufacturer can easily store the
initially requested supply and not change it. However, for the model to function, a
separate initial retailers’ model must be run to ensure that it stores Sj;}g““l some-
where where it cannot be changed. In ensuing iterations the retailers’ model
without the generation of Sj““ is then run.

4.5 The Decision Making Process

The flow of information and the decision making process is represented graphi-
cally in Fig. 3. The Distributed Model starts with the generation of the initial sales
plan by the retailer, in which he calculates the initially requested supply quantities
Sj;}g’ml . These quantities are sent to the manufacturer who generates a production
and distribution plan to best satisfy the requested supply quantities, at minimal
cost. If there is no production shortage, then all requested supply can be delivered,
which terminates the procedure. If the manufacturer cannot meet all that is
requested, the available supply quantity per item, retailer and time period is cal-
culated. This is then sent back to the retailer. He generates a new plan, checking
whether he can meet his core customers’ demand. If not, the problem is infeasible.
If he can, then he generates a new request quantity and sends it to the manufac-
turer. The procedure continues until there are no production shortages.
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Fig. 3 Decision making
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5 Distributed Model Under Uncertainty

In this section, the distributed deterministic model is adapted to account for
uncertainty in demand. The retailers’ model is the model that takes demand into
account. In contrast, the manufacturer has no knowledge of demand. The adap-
tation to account for uncertainty will therefore be done exclusively on the retailers’
model.

Peidro et al. (2009) found that several approaches exist in scientific literature
for developing SC planning models under uncertainty. Most are based on ana-
lytical approaches, simulation approaches or hybrids of the former two. The
models developed in these approaches generally use probability distributions
based on historical data. The fuzzy set theory , pioneered by Zadeh (1965), and
possibility theory are the other approaches identified. These are not based on
historical data and have been applied with much success to various fields for
modelling of uncertainty. Through requirement, possibility theory shall be applied
to model demand uncertainty in the DDM model.
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E: Ez Es F1 Fz Fs

Fig. 4 Membership functions of fuzzy parameters for ‘core demand’ Ejk, (left) and ‘forecasted
demand’ Fjy, (right)

Two parameters defined the demand in the retailers’ model; which were ‘core
demand’ and ‘forecasted demand’. In possibility theory, these parameters are
turned into diffuse coefficients. It is plausible that both parameters can turn out to
be somewhat lower, or somewhat higher than initially thought. Consequently, a
membership function that expresses that is required. A triangular or ‘Lambda’
membership function is therefore chosen to represent the fuzzy demand parame-
ters. It has a central value with a membership degree of one, and the membership
degree decreases the further the parameter moves away from the central value.
Outside of two boundary values (one left and one right), the membership degree
turns zero, meaning that it is not plausible that demand will take on values outside
of a certain interval. Taking ‘core demand’ as an example, the triangular fuzzy
coefficient E is defined by three parameters (E1, E2, E3). E1 is the left boundary of
the fuzzy set, E2 the central value for which the membership degree equals one,
and E3 is the right boundary of the set. The membership functions for ‘core
demand’ E and ‘forecasted demand’ F are presented graphically in Fig. 4. One can
see that for values in the interval [E1, E3] and [F1, F3], the membership degree p
is non-zero.

Furthermore, it is reasonable to assume that there is less uncertainty for the
‘core demand’, because it comes from a loyal customer base, than there is for the
‘forecasted demand’. A smaller range of values thus belong to the fuzzy set of
‘core demand than of ‘forecasted demand’. This is expressed by a smaller interval
(a, b) than (c, d), i.e., the range between the boundary values.

The approach used to change the deterministic model into a fuzzy model is the
one used by Jiménez et al. (2007). It was developed to incorporate diffuse coef-
ficients with trapezoidal membership functions into linear programming models.
The triangular function is a simplification of the trapezoidal function, for which the
two central values of the trapezoid are the same and the function is symmetrical.
For the mathematical justification of the method, the reader is referred to the
article by Jiménez et al. (2007).

For triangular functions, Jiménez showed that the expected interval of a diffuse
coefficient 2 = (a;, a,, a3), can be calculated by:
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BI@) = (BB = |3+ @ + @)+ o+ )|

And the expected value of a diffuse coefficient can then be calculated by:

v = (F125)

Objective functions and constraints with diffuse coefficients in them subse-
quently change, although differently. When a diffuse coefficient appears in the
objective function, it is replaced by its expected value. In a symmetric triangular
membership function this value corresponds with the central value, so no calcu-
lations are really required. Constraints change depending on the relationship
(<,=or >) defined in the constraint. The ‘satisfy core demand’ and ‘not surpass
forecasted demand’ constraints affected in the retailers’ model are > and <
constraints respectively, which change as follows:

ax>b — [(1 — a)E; + oE{|x > aEs + (1 — 0)E}
ax<b— [(1 — )E{ + 0E§]x < aE} + (1 — a)E}

Where « is a parameter € [0, 1] set by the decision maker. With o he/she can
vary the degree of feasibility of the fuzzy model. A higher value of o makes the
fuzzy coefficients assume values that make it harder to find a feasible solution, thus
covering for more of the uncertainty.

5.1 Retailers’ Model Formulation Under Uncertainty

The Fj, parameter in the objective function will be replaced with the expected
value, so that the model is also generally valid. Because the newly defined fuzzy
demand parameters only appear on the right hand sides of the constraints, only the
right hand sides of the constraints are affected. The new terms are factored out to
preserve linearity. The new fuzzy retailers’ model is thus formulated as following,
with bold highlighting the changes:

Indices

J = retailers, j€ (1,2)

k = items, k€ (1,2)

t = timeperiods, t€ (1,...,5)
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Parameters

= degree of feasibility parameter set by decision maker

= (1 — &), complement of degree of feasibility parameter set by decision maker

it = (Eq ,EZ,E3)J.kt7 demand for item k at retailer j in period t that must be filled

e =l RL

Fy, = (F17F2,F3)jkt7 total forecast demand for item k at retailer j in period t

Djx = unit selling price of item k at retailer j

hj, = inventory holding cost of item k at retailer j per period t

W = capacity for units of inventory at retailer j

Vjx = stockout cost per unit of item k at retailer j

first iteration it is infinite

Sij, = offered supply quantity of item k to ret. j in period t .
then, received from plants

Decision Variables

qji = quantity of item k requested from plants by retailer j in period t

a;k, = level of inventory of item k at retailer j in period t

Model

Objective function

Max Z/_ Zk Dk Z, <a;kt—l + Gjie — aj, )
- <Z/Zk2:hfk“/h+z Z Z "!k<< i+ lF?*lFZJF lF3> - (a;kl—l + Gjua *”sz)>>
(35)

Subject to

1 1
vE, + 2yE2 VjVkVt (36)

1 1
@y + Gjfae — iy > zocEz +-aEs; + - 3

2

1 1 1 1 )
gy + Qi — Ay < 2ch1 +—aF, +-yF, +-yF, VjVkVt (37)

2 2 2
G < Sipa VKV (38)
D @ WY (39)
Gie = Sjpa VIRV (40)

dhy =0, Vjvk (41)

ke > 0,dy, > 0,and all are integers  Vjvkvt (42)
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Table 7 Datasets used in computations
Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7 Set 8
Demand behaviour Stable Stable Stable Stable Erratic Erratic Erratic Erratic

Production Low Low High High Low Low High High
capacity

Production/setup ~ Low/ High/  Low/ High/  Low/ High/  Low/ High/
costs high low high low high low high low

6 Computational Results

This section discusses the computational results for the centralised deterministic
model, distributed deterministic model and the distributed model under uncer-
tainty. First the experimental design is explained, after which the results are
presented. A discussion of the results follows to end the section.

6.1 Experimental Design

Eight different datasets were used to generate solutions with the different models.
Three parameters were chosen to be varied to create the different sets. First,
demand was given two different behaviours. Both had the same total demand
value, but in one instance the demand was stable over the periods, whereas in the
other it was very erratic, varying from near nothing to high peaks. Second, pro-
duction capacity was varied. Low capacity meant that the production capacity
constraints were very tight, and that it was never really possible to meet all
demand. High capacity was chosen such that there should still be some slackness,
meaning cost considerations would govern the decision more than capacity. These
same costs were the third parameter to be varied. Combinations of low unit pro-
duction costs with high setup costs, and high unit production costs with low setup
costs were made to change the decisions the manufacturer would make regarding
batches. Low setups obviously encouraged smaller batches. The eight combina-
tions created the datasets found in Table 7. Due to space limitations, the details of
the created datasets are not presented here, but can be made available upon
request.

Another very important parameter for the distributed models is the penalty for
production shortage applied to the manufacturer. Its value greatly influences the
outcome of the manufacturer’s decisions, as was already found by the model
choosing not to serve retailers at all if it is chosen too low. Three different values
for the production shortage were used; one that is only 60 % of the sales price, one
of 90 % and the highest penalty is 120 % of the sales price.

The values for these parameters, and all other parameters were entered into a
Microsoft Access database. An Access database was chosen because it can interact
with the modelling program employed, MPL. MPL models can extract data from
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Table 8 Computational results for centralised model (CM) and distributed model (DM)

Dataset CM DM Absolute gap % Gap Iterations Computation time (s)
vij = 60 % of sales price

1 116640 111244 5396 4.63 2 17.3
2 141321 141691 —-370 —-0.26 2 10.4
3 147545 147545 0 0.00 1 1.1

4 166590 166590 0 0.00 1 0.3

5 123608 121709 1899 1.54 2 1.4

6 149340 144275 5065 3.39 2 500.6
7 148454 131895 16559 11.15 2 7.1

8 166525 165615 910 0.55 2 1.1
vig = 90 % of sales price

1 116640 115766 874 0.75 2 1.0

2 141321* 141694 —373 —-026 2 34

3 147545 136164 11381 7.71 2 3.0

4 166590 166590 0 0.00 1 0.3

5 123608 121715 1893 1.53 2 0.6

6 149340 144275 5065 3.39 2 0.5

7 148454 131799 16655 11.22 2 1.6

8 166525 165572 953 0.57 2 1.5
vijx = 120 % of sales price

1 116640 115763 877 0.75 2 1.6

2 141321* 141851 —530 —-0.38 2 600.6
3 147545 147545 0 0.00 1 2.5

4 166590 166590 0 0.00 1 0.4

5 123608 122437 1171 0.95 2 0.7

6 149340 148460 880 0.59 2 1.1

7 148454 147544 910 0.61 2 1.5

8 166525 165615 910 0.55 2 1.4

# Computation was aborted after 600 s

the database and also export their solutions back to the database. This dual
interaction was very useful for the exchange of the supply quantity variables Sjj,
and Sij;,. The MPL models were solved with the CPLEX solver on a single desktop
computer with 4 GB RAM, using an academic license.

6.2 Results Centralised Deterministic Model and Distributed
Deterministic Model

The results for the Centralised Deterministic Model (CM) and the Distributed
Deterministic Model (DM) are presented in Table 8. Several observations were
made whilst studying the data.
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1. The biggest percentage gap in the objective value profit between the CM and
the DM is 11.2 %. This occurs twice, whilst the second biggest gap is only
4.6 %. In general, the DM looks to be performing reasonably well compared to
the CM, with many distributed solutions being close to the optimal solution.

2. The biggest percentage gaps occur when setup costs are high in relation to unit
production costs. This corresponds to the odd datasets. The explanation is that
high setup costs may cause the manufacturer to not want to produce a batch of a
certain item, if it has enough in inventory to meet the agreed fill rate. Some of
the forecasted demand can then not be met, resulting in lost sales and a sub-
optimal solution.

3. The DM’s performance did not vary much for the production shortage penalties
vij of 60 % and 90 % of the sales price. However, for a penalty cost of 120 %
of the sales price, DM performance was always equal or better than for the
lower penalties, and by quite a margin. For this model therefore, a higher
penalty cost seems to lead to better results.

4. Computation times were either very short, or extremely long. Two of the 24
runs of the manufacturer’s model took 500 and 600 s respectively. These did
not occur for the same dataset either, which seems to suggest that some
combinations of data make the problem more difficult to solve optimally,
because solutions are closer together.

5. One run of the CM also took a very long time, and it was aborted after 10 min
(600 s) with a suboptimal solution being accepted. The DM outperformed the
CM for all three shortage penalties. Only in this particular case, the DM per-
formed better as the shortage penalty decreased. These two observations imply
that for that particular dataset, not serving some of the demand was better.
However, I assume that this is due to the dataset configuration and to be
considered an anomaly instead of a rule.

6. The two most important observations come from the iterations column. In some
cases, only one iteration is required because it is optimal for the manufacturer
to deliver everything that is requested. This coincides with a stable demand
behaviour and high production capacity.

7. In all the other runs, only two iterations are sufficient to generate a feasible
solution to the problem. The retailers never order less than the available supply
quantities. With hindsight, this is due to the decomposition choices made for
the centralised model, which requires some further discussion.

Part of the assignment was to apply the same type of coordination mechanism
that Jung et al. (2008) developed for their DDM model. The important difference
between their model and the adaptation of Park’s (2005) model developed in this
chapter, is the model decomposition choices made when decomposing the central
model into two distributed models. The decomposition choice to make the man-
ufacturer responsible for delivering the items to the retailers has meant that the
only consideration for the retailers is minimising inventory and stock-out costs.
This means they will ask for as much as they can possibly sell every period, but no
more. Keeping inventory would come into the equation if the distribution costs
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were also incurred by the retailers. They might then prefer smaller or bigger
shipments to avoid nearly empty vehicles, resulting in inventory at the retailers. In
that case, the retailers might actually change their requested supply quantities after
knowing the available supply quantities, resulting in more iterations. In Jung
et al.”s model, the retailer’s place is taken by a third party logistics provider (3PL).
He does have to take distribution costs into account, so his optimal local solution
may change per received available supply quantity. I want to be clear that the
decomposition choice was made on the argumentation given earlier, realism. The
increased simplicity of the coordination was not taken into account.

Seeing how the distributed model would behave if the retailers’ model included
distribution costs instead of those being part of the manufacturer’s model, would
be very interesting. I expect that the amount of iterations would increase, fol-
lowing the above reasoning on managing distribution-, inventory and stock-out
costs. The coordination mechanism would also change somewhat, although it
would still function in a similar fashion.

Taking all into account, more dynamism in the coordination process would
have been revealing regarding the workings of distributed decision making, but the
current distributed deterministic model performs well enough to be satisfied with
the result.

6.3 Results Distributed Model Under Uncertainty

The optimal solutions for the distributed model under demand uncertainty were
generated with a production penalty value vij of 120 % of the sales price, because
these gave the best results in the earlier computations. Datasets one, four and five
were chosen at random for the other parameters.

The parameter o« was varied between 0.1 and 1. Recall that a solution for
o = 0.1 is very easily found because the uncertain demand parameters take on the
most favourable values. That solution is thus the best possible outcome, but it is
not very likely, and will probably leave the decision maker with unsold items. One
could call it the risky solution. At the other end of the scale, « = 1 gives the worst
possible outcome. However, this solution is also certain to be possible, because the
demand parameters take on the most unfavourable values that the decision makers
believe they can assume. This is thus the risk-averse solution. So, the choice for «
depicts the amount of risk the decision maker is willing to accept in his solutions.
The computational results for different values of o are given in Table 9.

The optimal objective values for o = 0.5 correspond with the objective values
found by the deterministic DM. This is because of the symmetry in the chosen
membership functions. For each dataset, the riskiest solution has the potential to
perform 45 % better than the most risk-averse solution. It is therefore for the
decision maker to decide how much risk he wants to take with his solutions.

The computation times are mostly quite low, with two notable exceptions.
Once, for dataset 1 the entire computation takes 121 s, and for one run with dataset
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4 the solver takes a total of 300 s. These are other datasets than took long in the
deterministic DM however. Consequently, this enforces the belief that long
computation times result from ‘unlucky’ combinations of parameters that give the
solver a hard time in finding the optimal solution. This time however, both longer
runs did finish inside 10 min and were therefore not aborted prematurely.

7 Conclusions

An analysis of recent Distributed Decision Making related work was given in this
chapter. The different works of literature were classified along differing DDM
characteristics, with extra attention given to characteristics related to the coordi-
nation mechanisms used in DDM systems.

Thereafter, a centralised deterministic mixed-integer model was developed for a
Supply Chain planning and distribution problem similar to that of Park (2005), but
with the addition of multiple product levels. This model was further developed into
a distributed deterministic model and a distributed model which accounted for
demand uncertainty by applying possibility theory. The distributed model has
demonstrated that it could approximate very closely the centralised model’s per-
formance, in most cases to within a per cent point. With the fuzzy distributed
model, it was possible to see what the solutions could deliver in terms of objective
value under various risk levels, which showed to be an insightful tool for decision
makers dealing with uncertainty.

It should be noted that the objective of this chapter is not to provide a real large
scale application for the proposed models. The emphasis in this chapter is on
demonstrating how a proposed DDM coordination mechanism for a supply chain
planning problem under uncertainty, can obtain solutions very close to those
obtained by the centralized model. For this reason and for illustrative purposes, we
focus on a small size case study. It is expected that when the size of the problem
grows, the computational time will be greater. Further research may investigate the
application of metaheuristics approaches and other soft computing techniques in
order to handle large scale problems.
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A Fuzzy Linear Programming Approach
for Aggregate Production Planning

Cagatay Iris and Emre Cevikcan

Abstract Aggregate Production Planning (APP) is considered as an important
stage in production systems, since it links operations with strategies and plays a
key role in enterprise resource planning and organizational integration. An
effective APP should not only provide the minimization of production and
inventory costs, but also increase the level of service available to the customers.
When maintaining APP, some of cost and demand parameters cannot be frequently
determined as crisp values. Fuzzy logic is utilized in many engineering applica-
tions so as to handle imprecise data. This chapter provides a mathematical pro-
gramming framework for aggregate production planning problem under imprecise
data environment. After providing background information about APP problem,
together with fuzzy linear programming, the fuzzy linear programming model of
APP is solved on an illustrative example for different o-cut values.

Keywords Aggregate production planning - Fuzzy logic - Linear programming -
Holding and backorder costs

1 Introduction

Aggregate production planning (APP) is a problem of deciding how to vary pro-
duction capacity, keep stock, and subcontract to satisfy a seasonal demand in the
most effective way. It is medium-term planning whereby its planning horizon is
usually from 6 to 18 months (Techawiboonwong and Yenradee 2003). APP
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provides a linkage between operations management and strategic management.
Additionally, APP operations with strategies and plays a key role in enterprise
resource planning and organizational integration. The goal of a manufacturing
enterprise for making APP is to obtain the maximum profit or minimum cost by
determining the product quantity, subcontracting quantity, labor level, etc., to meet
the market demand.

Among costs in APP models, backorder and holding costs can be regarded as
important since they affect delivery performance and stock policy of the company
as the two parameters. However, in real-world APP problems, backorder and
holding costs as well demand are frequently imprecise because some information
is incomplete or unobtainable. In this context, fuzzy logic provides an inference
morphology that enables approximate human reasoning capabilities to be applied
to knowledge-based systems. The theory of fuzzy logic provides a mathematical
strength to capture the uncertainties associated with human cognitive processes,
such as thinking and reasoning. Fuzzy set theory has been widely applied in
different disciplines, such as operations research, management science, control
theory and artificial intelligence. Fuzzy mathematical programming is one of the
most popular decision making approaches based on the fuzzy set theory.

In this chapter, imprecise parameters in APP are addressed. The research will
commence with discussion of various types of uncertainty and sources of uncer-
tainty in production planning. This broad perspective will be narrowed down to an
elaborate study of fuzziness in demand, holding cost and backorder cost. A fuzzy
linear programming model for APP is introduced. Another point is that, this
chapter also provides necessary theoretical background for decision makers to
develop and implement their own tool for multi item, multi period aggregate
production planning.

The rest of this chapter is organized as follows. In Sect. 2, relevant literature is
reviewed. In Sect. 3, background information about APP is given. Fuzzy linear
programming techniques are included in Sect. 4. Application of fuzzy linear
programming to APP problem is given in Sect. 5. Finally, conclusions are pro-
vided in Sect. 6.

2 Problem Structure and Relevant Literature

As mentioned above problem structure is described by means of fundamental and
extension clusters. Fundamental cluster consists of basic aggregate planning
aspects, while extension may be formed with detailed parameters that are
improved by authors’ strategies. Literature studies in APP are mostly based on
analysis of problem states and solution methodologies. There is a lack of bilateral
comparison of problem type and solution method that is proposed. In this study,
both problem structure and solution method is included in survey analysis. As
mentioned before, fundamental and extension aspects are reflected in literature
analysis. Reflecting problem structure consists of aspects that are investigated by
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Table 1 Coding scheme for classification of the studies

A: Fuzzy attributes B: Place of fuzziness X: Solution strategy

Al: Production cost B1: Objective X1: Fuzzy goal programming

A2: Inventory holding cost B2: Constraints X2: Fuzzy linear programming

A3: Backorder cost B3: Weights X3: Fuzzy heuristic search

A4: Overtime cost C: Types of fuzzy numbers X4: Fuzzy multi-objective

and membership modeling

AS5: Subcontracting cost C1: Trapezoidal X5: Fuzzy genetic algorithm

A6: Setup cost C2: Linear Y: Defuzzification
(Crispization) of fuzzy
models

A7: Purchasing cost C3: Triangular Y 1: Max—Min operators

A8: Hiring/laying off cost C4: L-R type Y2: a- level sets

A9: Production capacity D: Number of objectives Y3: Interactive constraint
conf.

A10: On-hand capacity D1: Single Y4: Solving auxiliary MOLP

All: Overtime capacity D2: Multiple parallel Y5: Fuzzy simulation

A12: Workforce capacity D3: Multiple conflicting Y6: Subgradient algorithm

A13: Processing time Y7: Zimmermann method

Al4: Demand Y8: Torabi-Hassani method

A15: Quality and fraction rate

authors in given paper. The studies reviewed in this chapter are classified to
observe the nature of current literature. For this aim, a coding scheme was
developed as seen in Table 1.

In the literature review, there are five aspects that are analyzed to understand
APP problem structure better. These parameters are fuzzy attributes, place of
fuzziness, types of fuzzy numbers and membership functions, and number of
objective for related fuzzy mathematical model. In this sense, there are a number
of parameters which may have fuzzy attributes. These parameters may be different
cost inputs. Since cost values change frequently, different APP cost types are
reflected in schema to note fuzzy parameters. Capacity values may also have fuzzy
nature due to uncertainty associated. Since it is hard to measure exact capacity of
system components, fuzzy variables are associated to each of capacity parameters.
Other sources of variability which may be represented with fuzzy numbers are the
demand pattern of the items, unit processing of each, and quality rate of production
systems. These parameters are selected very carefully to fully characterize com-
ponents of a fundamental aggregate production planning mathematical model.
Second aspect that is presented in literature table is to understand where fuzzy
parameters are embedded in the mathematical model. There may be three different
alternatives. Fuzziness may be characterized in the objective function coefficients
or constraint coefficients/parameters. There may be fuzzy attributes about the
weights of objective functions. Here in this case, objective functions could be
crisp, but the weight of each objective may be characterized with a membership
function. Another aspect which is tested is the type of fuzzy numbers and mem-
bership functions utilized by the mathematical model. Four of most popular fuzzy
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number types are listed. This clustering may help us understand whether there is
correlation between specific fuzzy parameter and its fuzzy number type. The last
attribute on problem structure is the number of objective functions. There may be
specific solution strategies on single objective problems. If formulated problem has
multiple objectives, it becomes important whether they are in the same direction or
conflicting. Formulating the problem structure is the first stage to solve to optimality.

In the second phase of literature studies, solution procedures are analyzed with
respect to optimization tools and defuzzification techniques of the mathematical
models. In the first aspect where solution strategies are listed, five common
techniques are illustrated as: fuzzy LP, fuzzy goal programming (GP), fuzzy
heuristic optimization (HO), fuzzy MOLP, fuzzy GA. Having a multiobjective
problem structure, problem could only be solved via fuzzy GP or MOLP. After
showing general framework of solution, details of procedure should be clarified.
Crispization of fuzzy models is made by using various techniques. As stated in
Table 1, solution may utilize max—min operators of extension principle. There
may be some o-cuts based conversion techniques. In addition to these fuzzy logic
based approaches, some techniques of fuzzy simulation and subgradient analysis
are also recalled. Finally, there are some fundamental techniques that are pub-
lished to defuzzify a given fuzzy LP problem. Methods of Zimmerman (1978) and
Torabi and Hassini (2008) methods are the common operators. Hence, they are
also involved in the literature table.

Table 2 provides detailed information on the studies about the APP problem.
The represented studies correspond to a valuable part of fuzzy modeling related
APP literature and cover most of the fuzzy logic features. The classification reveals
a number of possible areas of research that need to be addressed in the future.

When we examine the studies regarding the fuzzy parameters, we observe that
unlike the common expectation where researchers have formulated a unique
parameter as a fuzzy number, papers have most commonly multiple fuzzy
parameters. The first eight parameter of A codes reflect the cost values, we can
easily observe that most of recent papers consider fuzzy cost parameters (Torabi
and Hassini 2008; Liang et al. 2011; Yaghin et al. 2012). The ones that have
fuzziness in costs are also diversified in terms of fuzziness level. It is observed that
as a cost parameters of production, holding, backlogging and hiring/laying-off are
most common fuzzy attributes. There are also some studies which may be called as
fully fuzzified in respect to cost coefficients (Wang and Liang 2005a, b; Liang
2007; Torabi et al. 2010; Yaghin et al. 2012).

Assigning fuzzy capacity levels is another popular way to embed possibility in
input parameters. Table 2 reveals that production and workforce capacity are very
common as fuzzy attributes (Wang and Liang 2005a, b; Omar et al. 2012;
Mezghani et al. 2012). Ending inventory capacity which is related to warehouse
capacity cannot be measured directly, since utilized equipment and rack storage
area change frequently parameter may also be set as a fuzzy attribute (Fung et al.
2003; Sakall1 et al. 2010).

Finally, the last cluster of fuzzy attributes comes out with right-hand side values
and coefficient of constraints. Here we may observe the most popular fuzzy
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Table 2 Classification of the studies according to the coding schema

Authors Problem structure
A
Al A2 A3 A4 A5 A6 A7 A8 A9 AI0 All Al2

Pendharkart (1997)
Miller et al. (1997) * *
Hsu and Wang (2001) * * #*
Fung et al. (2003) * *
Wang and Liang * * * * * * * * *
(2005a, b)
Wang and Liang
(20054, b)
Yuan and Liu (2006)
Aliev et al. (2007) * * *
Liang (2007) * * * * * * *
Selim et al. (2008)
Jamalnia and
Soukhakian (2009)

Lan et al. (2009) * *
Torabi and Hassani *
(2009)
Baykasoglu and * * * %
Gocken (2010)
Torabi et al. (2010) * * * * * * * *
Liang et al. (2011) * * * % s "
* * * ES E3 o %

Omar et al. (2012)
Mezghani et. al. (2012) * *
Figueroa-Garcia
et al. (2012)
Yaghin et al. (2012) * * * * * * * %
Peidro et al. (2012)
8 9 7 6 5 3 2 7 9 4 3 8

Authors Problem structure

A B C D

Al13 Al4 Al5 Bl B2 B3 CI C4 C5 C6 DI D2
Pendharkart (1997) * * * *
Miller et al. (1997) * * * #
Hsu and Wang (2001) * * *
Fung et al. (2003) * * * *
Wang and Liang (2005a, b) ok * *
Wang and Liang (2005a, b) * * *
Yuan and Liu 2006 * * * *
Aliev et al. (2007) * % * * *
Liang (2007) * % * *
Selim et al. (2008) * E

(continued)
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Table 2 (continued)
Authors Problem structure

A B C D

Al3 Al4 Al5 Bl B2 B3 CI C4 C5 C6 DI D2

Jamalnia and Soukhakian (2009) * ok k% *
Lan et al. (2009) * koK * *
Torabi and Hassani (2009) * *
Baykasoglu and Gocken (2010)
Torabi et al. (2010) *
Liang et al. (2011)
Omar et al. (2012) *
Mezghani et al. (2012)
Figueroa-Garcia et al. (2012)
Yaghin et al. (2012) * #oook ok x
Peidro et al. (2012) * *

3 13 2 13217 6 7 221 17 3

* % X %
*
*
*

* K X ¥ ¥

Authors Problem structure
D X Y

D3 X1 X2 X3 X4 X5 Y1 Y2 Y3 Y4 Y5 Y6 Y7 Y8

Pendharkart (1997) *
Miller et al. (1997) *

Hsu and Wang (2001) * *
Fung et al. (2003) *

Wang and Liang (2005a, b) * * %

Wang and Liang (2005a, b) %

Yuan and Liu 2006 * *

Aliev et al. (2007) * * *

Liang (2007) * % *
Selim et al. (2008) koK ®

Jamalnia and Soukhakian (2009) * * %

Lan et al. (2009) * E
Torabi and Hassani (2009)
Baykasoglu and Gocken (2010) * * *

Torabi et al. (2010) * * *

Liang et al. (2011) * *

Omar et al. (2012) # * %
Mezghani et al. (2012) * %k
Figueroa-Garcia et al. (2012) *

Yaghin et al. (2012) ¥k * * ®
Peidro et al. (2012) * *

*
*
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attribute of the whole literature which is demand pattern of planning items (Miller
et al. 1997; Yuan and Liu 2006; Mula et al. 2006a, b). Another valuable attribute
which has not taken the attention of researcher is the quality rate and different
utilization rates (Pendharkart 1997; Yaghin et al. 2012). There is a future research
opportunity in this topic with aggregate production planning reflection. Finally,
there are some interesting studies (Wang and Liang 2005a, b; Mula et al. 2006a, b;
Taghizadeh et al. 2011; Peidro et al. 2012) which don’t have any fuzzy attributes.
These models are fully crisp. However, the weight of each objective is defined
with a fuzzy membership function.

Depending on fuzzy parameters, it changes the place of fuzziness. Most com-
monly fuzzy parameters are enrolled in the constraint. Whenever studies have
demand fuzziness, inventory balance equation becomes fuzzified (Miller et al.
1997). There are also many cases where both objective function and constraints are
fuzzy (Jamalnia and Soukhakian 2009; Baykasoglu and Gocken 2010). In such a
case, crisp solution should be formulated iteratively where you had both defuzz-
ified equivalents of constraint and objective function.

Finally, there are few studies that use fuzzy parameters not only in the mathe-
matical model, but also in the imprecise weights of each objective (Yaghin et al.
2012). In such cases, problem becomes more complicated. Another analytical
component is the type of fuzzy number. Triangular and trapezoidal fuzzy numbers
are extensively assigned to attributes. There is a lack of L-R type formulation of
aggregate production planning problem. The last associative of problem structure is
the number of objectives. As it is seen in Table 2, in most cases a single objective
mathematical modeling is formulated which is a cost minimization (Hsu and Wang
2001; Yuan and Liu 2006; Aliev et al. 2007). If the formulated mathematical model
contains multiple objectives, they are most commonly conflicting. Authors have
observed that once the objective-1 is a cost minimization, other objectives become
maximization of machine utilization (Taghizadeh et al. 2011), minimization of
total defective items (Torabi and Hassini 2009), maximizing total number of
production, maximizing supply chain profit (Selim et al. 2008; Baykasoglu and
Gocken 2010), minimizing idle time of production plan (Peidro et al. 2012).

After analyzing fundamental problem structures where different fuzzy aggregate
production problems are revealed, we have focused on how studies solve related
problem with test bed, case study, industrial data that they obtained. In most cases
where a single objective is formulated, authors have utilized by the basic of fuzzy
LP. If the formulated problem has a multi-objective case, fuzzy goal programming
(Jamalnia and Soukhakian 2009; Mezghani et al. 2012), fuzzy MOLP (Wang and
Liang 2005a, b; Liang 2007) techniques are derived. There are also some novel
fuzzy heuristic search techniques for APP problem (Yuan and Liu 2006; Aliev et al.
2007). It is deduced that fuzzy formulation of APP problem has a combinatorial
characteristics for larger instance sets. Hence, genetic algorithms (Yuan and Liu
2006), particle swarm optimization methods (Lan et al. 2009), tabu search
(Baykasoglu and Gocken 2010) techniques are engaged to solution framework.

General framework of solution strategy is not adequate to understand problem
in a better way. For this reason, we have also listed different defuzzification
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techniques for objectives and constraints. It is deduced that extension principle
based solution techniques are continuously in focus (Miller et al. 1997). However,
most common strategies are using interactive constraint relaxation and formulating
auxiliary MOLP models (Wang and Liang 2005a, b; Liang 2007; Jamalnia and
Soukhakian 2009). In addition to direct crispization technique, some simulation
techniques are also proposed (Aliev et al. 2007; Lan et al. 2009) where Under the
decision maker may expect a higher or lower possibility level of meeting the
market demands for a certain product type in a given period. Method of Torabi-
Hassini (2008) has also taken the attention of researchers where an interactive
possibilistic programming approach for multiple objective mathematical models is
set (Torabi and Hassini 2009; Peidro et al. 2012).

This study tries to conduct an equivalent model that reflects fundamental
aspects of aggregate production planning. Model proposed in the next section
gives information about basic preliminary components of general APP. Mathe-
matical model is formulated with inspirations coming from literature, but is not
generalized to an all-common model. It is deduced from the literature review that
there is an immense trade-off between cost of holding a unit inventory and
backlogging demand for a further period (Iris and Yenisey 2012). For this reason,
determination of these two cost parameters is vital to obtain an aggregate pro-
duction plan to be applied on the shop-floor.

However, since we don’t know exactly about customer approach against
backorder, and changing values of product, these two cost parameters (holding,
backlogging) obviously have imprecise nature. Noting that most of the papers in
the literature assume that demand is also fundamental fuzzy attribute, the model
proposed has fuzzy demand pattern. In the Sect. 3, we introduce the fuzzy APP
model that will be solved.

3 Aggregate Production Planning Model

The original fuzzy APP model proposed in this chapter deals with minimizing the
production related costs simultaneously. Production related costs include pro-
duction, inventory, shortage, subcontracting costs and those associated with hiring/
laying-off man-hour. Here, the objective function is fuzzy and piecewise linear
membership functions are introduced to denote the DM’s satisfaction degrees with
obtained objective function coefficients. There should be some assumption in order
to formulate a proper model that could be generalized. Following notations are
used in the model formulation (Guillermo 2013):

Index attributes

t time horizon in periods where t = 1,2,..., T
i total number of products where i = 1,2,..., N
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Model parameters:

h,  fuzzy inventory carrying cost per unit of product i from period 7 to 7 + 1
¢;;  unit production cost for product i in period ¢

m;  fuzzy backorder cost per unit of product i carried from period 7 to r + 1
Sit unit setup cost for product i in period ¢

7 cost per man-hour of regular labor in period ¢

ov, cost per man-hour of overtime labor in period ¢

h, cost of hiring one man-hour in period ¢

fi cost of firing one man-hour in period ¢

D, fuzzy demand parameter for product i in period 7

cp;  man-hours required to produce one unit of product /
cs;  man-hours required to setup of product i

)4 fraction of regular hours allowed as overtime

wd, working days in period ¢

Decision Variables:

X;; units of product i to be produced in period ¢

I units of product i to be left over as an inventory in period ¢

I;;  units of product i backordered at the end of period ¢

H, man-hours of regular work force hired in period ¢

F, man-hours of regular work force fired in period ¢

R, man-hours of regular labor used during period ¢

O, man-hours of overtime labor used during period ¢

Y; binary variable indicating setup for item i in period # (1; if item i is produced
in period ¢, 0 otherwise).

The linear program for given index set is:
Min Z Z [CitXit + ﬁ;];_ + ;T\;I; + Sityit] + Z [r[R, + OVrO; + hH, +ftFt]
it 1

S.t.
Xo+ I, — I —I;  +I; =Dy Vit
RZ—R[_]—HZ+FZZO Vt

Z (CPiXit + CSiYit) <R/ +0, Vt

O;—pR, <0 Vt
Xy <M(Yy) Vit
Xit71‘+ I‘_ Rt7017Ht7Ft207 Yit € {07 1} VIat

i)t

The model covers multiple-items with single-level product structure to be
planned over T periods. The objective (1) aims to minimize total cost of
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production activities. Constraint (1) is inventory balance equation for each product
and period. Constraint (2) satisfies the balance of man-hours in the shop floor.
Hiring and firing values should be subtracted and added to beforehand amount of
current workforce level. Due to the fact that there is a single production capacity
consumer (no setup involved), production limitations are formulated by constraint
(3) consisting of production time with an upper bound of threshold of overall
capacity and overtime amount. Constraint (4) ensures that whenever production
takes place of each item, a setup operation is performed. Constraint (5) is a control
technique to limit the maximum available overtime regarding production capacity.
Constraint set (6) reflects non-negativity conditions and binary variable of setup
activities.

4 Fuzzy Linear Programming Techniques

Fuzzy linear programming can be derived by using fuzzy sets as coefficient values
in objective function, constraints or right-hand sides of the constraints. Providing
solutions for fuzzy linear programming models, three different techniques are
discussed in this section.

4.1 Zimmermann’s Approach

Both fuzzy objective and constraint functions are considered in Zimmermann’s
approach (Zimmermann 1991).

Max cx

()

An aspiration level and a tolerance interval are proposed for the fuzziness of the
objective function. In the fuzzy constraints, a fuzzy inequality can be considered as
fuzzy right-hand sides. On the condition that an aspiration level of objective value
is denoted as by, the fuzzy mathematical model is called a symmetric fuzzy model
and can be written as follows (Shih 1999):

cx > by
ax<b; i=1,...m (2)
x>0
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The following matrix notation is used for defining symmetric fuzzy model:

Ax<b
x>0

— —b
= Lal=
a; b,‘
Having an interval, the fuzzy inequality violation of right-hand-side values, b;,
is equivalent to the fuzzy inequality. The membership function of the degree of

violation of the fuzzy inequality is expressed as follows where p; is a tolerance
level in the fuzzy relationship:

3)

1 a;x;
pilaix) = § 1 == biix <b; + p; 4)
0 bi +pi<ax

The problem is now to obtain the maximum value of the membership grade in
expression (4) which can be expressed as the following model which presents the
final solution.

Max A

S.t.

s<1-dx b (5)
pi

A<

x>0

4.2 Chanas’ Approach

The approach of Chanas can be considered as parametric programming method for
fuzzy linear programming. A parameter is included to Eq. (2) as follows (Chanas
1983):

cx > by — Opo
ax<b;+0p;, i=1,...m (6)
x>0

The optimization of the membership of constraints can be given as the fol-
lowing max—min operation oriented equation:

He(A,(0)) = min [ (asx(0))] = =10 (7)

o the minimum membership grade of all constraints
0 the complementary term of o
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In this approach, the objective value has a piecewise-linear membership
function in which aspiration and tolerance levels are utilized.

[ cx* > by
Ho(x(0)) = 1—130%':(0) by — po <cx*(0) < bo (8)
0 ex*(0) <by — po

x(0p) the admissible solution with a fixed parameter 0

Finally, a decision is made via max-min operation oriented membership
function given as the following equation where py and p. are the membership
functions of objective and constraints, respectively (Shih 1999).

maxpp(0) = max{min{uo(6), 1o(0)]} (9)

4.3 Julien’s Approach

Julien (1994) integrates the o-cut concept with the possibility programming of
Buckley (1989) to resolve the problem including fuzzy objective and fuzzy right
hand side by solving pairs of crisp linear programming problems in Eqs. (10)
and (11). As previously mentioned Eq. (1) is a general form of fuzzy linear
programming model (Allahviranloo and Afandizadeh 2008). The superscript
represents an o-cut of the fuzzy parameters, and the subscripts L and U are the
corresponding lower and upper cuts.

Max cjx
s.t. (10)

Apx<b] i=1,...m

Max cfx

S.t.

Al <Dy i=1,...
x>0

(11)
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When method of Julien is applied to a minimization problem given in (12), the
following formulation should be considered. Then, the objective function has the
interval between the solutions of (14) and (13).

Min cx

S.t.

(13)

(14)

5 An Application: Aggregate Production Planning
with Fuzzy Parameters

In order to test presented approach, some analytical experiments are applied to an
aggregate production planning problem. It can be deduced from the literature
studies that experimental test bed is relatively important to distinguish between
different configurations of fuzzy LP solvers (Torabi et al. 2010). Test instances are
obtained by using libraries of internet for given problem type (Guillermo 2013). It
should be noted that the case of single product is used so as to reflect time
dependent fuzziness of parameters.

The objective function is formulated as a combination of production, holding,
backorder, workforce man-hours, overtime, hiring and firing of man-hours costs.
And objective is formulated as minimization of overall costs. Since one type of
item is produced, setup times and costs are inevitable for each period (where are
months in this case). Hence, setup times are embedded in the unit processing time
and setup costs are added to objective function as a constant. Let us assume that
facility is planning a monthly aggregate plan for the next 6 months of the planning
horizon. It is known that each item is produced in 90 min which constitutes a
combination of operations. It is assumed that there is a 3-items initial inventory,
zero initial backlogs prior to planning horizon and we will assume a unit pro-
duction rate that overtime is at most 25 % (p) of regular labor.
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The goal is to obtain the optimal production amounts, on-hand inventory of
each period, backlogs, workforce man-hours needed of each month, and amounts
of man-hours to be hired and fired. There is another assumption that there is
8-hours shift per day to reflect whole working time for a given item. And cost of
each hour is 6$. To solve formulated fuzzy linear programming model, method
of Julien®® is utilized. Related labour parameters and unit production costs for the
problem are given in Table 3.

Demand amounts and costs for unit inventory holding and backlogging are
expressed as fuzzy triangular numbers in Table 3, since they cannot be determined
precisely. The representation of fuzzy triangular parameters shows us that decision
maker was able to formulate a membership function for given APP parameter. The
membership functions are very acceptable considering steady characteristics of
production planning environment.

The upper and lower values of bounds on costs and demand forecasts for
different a-cuts are given in Tables 4 and 5, respectively. We should note that
selection of a-cuts is an important decision to reflect problem structure better in the
sense that expected impreciseness would be high. Calculations are made by using
formulations proposed in Sect. 4.

The model is coded by using LINGO 13.0 optimization software. Results are
obtained for the a-cut values of 0, 0.25, 0.50, 0.75, 1. Lower and upper bounds of
optimum aggregate production plan and their related non-zero variables are given
in Table 6.

In Appendix, the general code of LINGO for Aggregate production planning is
also given. The notations in code are taken from APP libraries (Reveliotis 2013). It
can be observed that assumptions of initial parameters (inventory, backlogging,
and workforce level) are given in dataset.

As can be seen from Table 6, upper bound of optimal aggregate production plan
increases with higher level of fuzziness (highest value: 692.639, o-cut = 0).
Inversely, lower «-cut values yields decreasing lower bounds (lowest value:
372.425, a-cut = 0). In fact, a-cut value can be considered as the level of
certainty.

Range between lower and upper bounds is inversely related to o-cut value. The
underlying reason of this fact is that range of fuzzy parameters (demand and
holding-backlogging costs) gets wider with higher level of vagueness.

Lower bound has the range of [372.425; 492.968]. Similarly, upper bounds are
computed as the values between 573.296 and 692.639.

Regarding APP model, it is clear that there is a trade-off between holding an
inventory and backlogging a demand pattern. What is more, there is another trade-
off between hiring some additional workforce and making overtime with the
availability on-hand. Models mostly hold inventory at the initial stages of planning
horizon and they do not intend to change workforce frequently because of the high
values of hiring and firing. Backlogging issue is solved by considering objective
coefficients. In period where backlogging cost is high, plan resulted in hiring new
workforce. Another aspect that should be covered is the number of working days.
Especially in May and June when working days of month is low, aggregate
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Table 3 Crisp cost and fuzzy cost/RHS parameters (costs in $, i = 1)
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Mont Jan Feb Marc April May June
Cir 7 8 8 8 7 8
wd, 15 15 18 18 15 15
ov, 225 22.5 27.0 27.0 22.5 22.5
h, 1000 1000 1000 1000 1000 1000
fi 1500 750 1250 1000 1500 950
i,; (2.1;3;3.9) (2.8;4;5.2) (2.8;4;5.2) (2.8:4;5.2) (2.1;3;3.9) (1.4;2;2.6)
Ty (14;20; 26) (17.5;25; 32.5) (17.5;25;32.5) (17.5;25; (14;20; 26) (10.5;15;
32.5) 19.5)
D, (70;100; (70;100; 130) (105;150; (140;200; (105;150;  (705100; 130)
130) 195) 260) 195)
Table 4 Unit holding cost and unit backlogging cost ($)
Unit holding Upper/lower Cut Jan Feb Marc April May June
1 - 3 4 4 4 3 2
0.75 Lower 2.78 3.70 3.70 3.70 2.78 1.85
Upper 3.23 4.30 4.30 4.30 3.23 2.15
0.5 Lower 2.55 3.40 3.40 3.40 2.55 1.70
Upper 345 4.60 4.60 4.60 3.45 2.30
0.25 Lower 2.33 3.10 3.10 3.10 2.33 1.55
Upper 3.68 4.90 4.90 4.90 3.68 2.45
0 Lower 2.10 2.80 2.80 2.80 2.10 1.40
Upper 2.60 2.60 2.60 2.60 2.60 2.60
Unit backlog
1 - 20 25 25 25 20 15
0.75 Lower 18.50 23.13 23.13 23.13 18.50 13.88
Upper 21.50 26.88 26.88 26.88 21.50 16.13
0.5 Lower 17.00 21.25 21.25 21.25 17.00 12.75
Upper 23.00 28.75 28.75 28.75 23.00 17.25
0.25 Lower 15.50 19.38 19.38 19.38 15.50 11.63
Upper 24.50 30.63 30.63 30.63 24.50 18.38
0 Lower 14.00 17.50 17.50 17.50 14.00 10.50
Upper 26.00 32.50 32.50 32.50 26.00 19.50
Table 5 Demand forecasts (product units)
o-cuts Upper/lower cut Jan Feb Marc April May June
1 - 100 100 150 200 150 100
0.75 Lower 93 93 139 185 139 93
Upper 108 108 161 215 161 108
0.5 Lower 85 85 128 170 128 85
Upper 115 115 173 230 173 115
0.25 Lower 78 78 116 155 116 78
Upper 123 123 184 245 184 123
0 Lower 70 70 105 140 105 70
Upper 130 130 195 260 195 130




370

Table 6 Optimum production plans for different o-cuts
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o-cuts Var. 1 2 3 4 5 6
1 D) 100 100 150 200 150 100

X(t) 124 124 149 150 125 124

1(t) 27 51 50 0 0 0

B(t) 0 0 0 0 25 0

W) 93 93 93 94 94 94
Total H(t) 93 0 0 1 0 0
Cost: F(t) 0 0 0 0 0 0
532446% O(t) 0 0 18 0 0 0
0.75 Dty 93 93 139 185 139 93 D(t) 108 108 161 215 161 108
Lower/upper X(t) 113 116 139 139 116 116 X(t) 124 136 163 163 136 136
Total 1(t) 23 46 46 0 0 0 I(t) 19 47 49 0 0 0
Cost lower:  B(t) 0 0 0 0 23 0 B() 0 0 0 3 28 0
492968% W) 85 87 87 87 87 87 W() 93 102 102 102 102 102
Total H(t) 85 2 0 0 0 0 H(t) 93 9 0 0 0 0
Cost upper:  F(t) 0 0 0 0 0 0 F(t) 0 0 0 0 0 0
573296% o(t) 0 0 0 0 0 0 O() 0 0 0 0 0 0
0.50 D) 85 85 128 170 128 85 D(t) 115 115 173 230 173 115
Lower/upper X(t) 104 104 128 128 107 107 X(t) 140 144 173 173 144 144
Total 1(t) 22 41 41 0 0 0 I(t) 28 57 57 0 0 0
Cost lower:  B(t) 0 0 0 1 22 0 B() 0 0 0 0 29 0
453053% W@ 78 78 80 80 80 80 W(t) 105 108 108 108 108 108
Total H(t) 78 0 2 0 0 0 H(t) 105 3 0 0 0 0
Cost upper:  F(t) 0 0 0 0 0 0 F(t) 0 0 0 0 0 0
612824% o(t) 0 0 0 0 30 30 O() 0 0 18 18 0 0
0.25 Dty 78 78 116 155 116 78 D(t) 123 123 184 245 184 123
Lower/upper X(t) 96 96 115 117 97 97 X(t) 152 153 184 184 153 153
Total 1(t) 21 39 38 0 0 0 I(t) 32 62 62 1 0 0
Cost lower:  B(t) 0 0 0 0 19 0 B() 0 0 0 0 30 0
$412899 W@ 72 72 72 73 73 73 W() 114 115 115 115 115 115
Total Ht) 72 0 0 1 0 0 Ht) 114 1 0 0 0 0
Cost upper:  F(t) 0 0 0 0 0 0 F(t) 0 0 0 0 0 0
$653192 O(t) 0 0 0 18 0 0 O(t) 0 0 0 0 0 0
0 Dty 70 70 105 140 105 70 D(t) 130 130 195 260 195 130
Lower/upper X(t) 86 87 104 104 88 88 X(t) 160 162 195 195 163 162
Total 1(t) 19 36 35 0 0 0 I(t) 33 65 65 0 0 0
Cost lower:  B(t) 0 0 0 1 18 0 B(t) 0 0 0 0 32 0
$372425 W) 65 65 65 65 66 66 W(t) 120 122 122 122 122 122
Total H(t) 65 0 0 0 1 0 H(t) 120 2 0 0 0 0
Cost upper:  F(t) 0 0 0 0 0 0 F(v 0 0 0 0 0 0
$692639 O(t) 0 30 0 0 0 0 O(t) 0 0 0 0 30 0

production plan opted to make an overtime to come over the problem of slack
capacity. In all scenarios, either backlogging or overtime is used as a tool to meet
the exact demand. In all cases, backlogging is applied with different reasons.
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However, overtime is observed in six different a-cuts. The reason for the vari-
ability in results is the high volatility in input parameters.

In addition, pattern of decisions for inventory on-hand and firing workforce are
not sensitive to fuzzy parameters. As mentioned before, in early stages inventory is
kept high, and zero workforce is fired in whole planning horizons.

6 Conclusion

In this chapter, fuzzy linear programming model is provided to solve the aggregate
production planning problem. Then the proposed model is applied to a test
problem in literature. The advantage of using fuzzy linear programming is the
incorporation of uncertainty of the customer demands, and unit holding and
backordering costs of production plan. The optimal production amounts, amounts
to be kept on-hand at the end of each period, backlogging amounts and the
workforce policy have been determined for different fuzziness levels.

According to the uncertainties influencing the aggregate production plan, fuzzy
numbers are used to model the problem. Fuzzy logic helps production planners to
know the value of membership degree of development plan in the optimum set. In
fact, for specific uncertainty, the planner can understand the range of optimum
planning costs. According to the results of this research, planners will be able to
decide how to develop the production plan under imprecise demand data.

As a future research topic, different fuzzy linear programming methods can be
compared for aggregate production planning problem. Another research direction
would be to integrate different lot sizing rules to model in order to impose new
constraints such as minimum lot sizes or warehouse capacities. What is more
detailed sensitivity analyses approaches could be applied to test different fuzzy
membership functions.

Appendix: LINGO code of given Aggregate Production
Planning Model

MODEL:
SETS:
months/1..6/:P,W,0,H,F,I,B,WD,D,pc,hc,oc, fc,ic,bc;
ENDSETS

min = @sum (months (t) :pc(t) *P(t) + 8*WD(t) *W(t) *6

+ oc(t)*0(t) +hc(t)*H(t) + fc(t)*F(t) + ic(t)*I(t)

+ bc(t) *B(t));

@for (months (t) | t#GT#1: P(t) + I(t — 1) + B(t) — I(t)

—B(t—1) =D(t););

P(1) + I0 4+ B(1) I(l) —BO=D(1);
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@for (months (t) | t#GTH#1: W(t) —W(t — 1)
—H(t) + F(t) =0;);
W(l) — W0 —H(1) +F(1) =0;
@for (months(t): 90*P(t) — 8*WD(t) *W(t) — O(t) <O0;);
@for (months (t) :0(t) <= 0.25*W(t) *WD(t)*8;) ;
B(6) =0;

@for (months (t) : @QGIN(H) ) ;
@for (months (t) : @QGIN(F) ) ;
@for (months (t) : @QGIN (W) ) ;
@for (months (t) : @QGIN(P) ) ;

DATA:

D=100,100,150,200,150,100;

WD = 15,15,18,18,15,15;
pc=7,8,8,8,7,8;

oc =22.5,22.5,27,27,22.5,22.5;

hc¢ =1000,1000,1000,1000,1000,1000;
fc¢ =1500,750,1250,1000,1500,950;
ic=3,4,4,4, 3, 2;

bc =20, 25,25,25,20,15;

I0 =3;
B0 =0;
W0 =20;
ENDDATA
END
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Abstract Environmental issues and legislation pressures have forced t