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Abstract. As the object of study incomplete decision table, with the study of 
the notion of conflict region, the definition of attribution reduction based on 
conflict region in incomplete decision table is provided. it is proved that the 
attribute reduction is equivalent to the attribute reduction based on positive 
region, at the same time ,a new attribute reduction algorithm which is in 
incomplete decision table is designed, whose time complexity 

is ( )2
i(|K|| | | |) | K | max{| ( ) |, }C iO C U T x x U= ∈  .Finally, an example is used to 

illustrate the efficiency of the new algorithm. 

Keywords: rough set, incomplete decision, conflict region, attribution 
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1 Introduction 

Rough set theory is put forward by Z. Pawlak in 1980s. And it is a mathematical tool 
which is used to study and deal with the incomplete data and imprecise knowledge. It 
is used in artificial intelligence and cognitive science, especially in the field of 
intelligent information processing; it has been widely used [1-4]. The attribution 
reduction delete irrelevant or redundant attributes in the same classification or 
decision-making capacity of the Knowledge Base case [5-8]. 

Some scholars have proved that seeking decision table all attribute reduction and 
minimum attribute reduction is an NP-Hard problem [9-11]. Many scholars design 
various of algorithms for attribution reduction in complete decision table. In practical 
applications due to the measurement error of the data, restrictions of knowledge 
acquisition and other various reasons, there will be some default values in the 
decision table. So the decision table that we often have to deal with is incomplete. In 
general, the tolerance class algorithm of object concentrated two comparison, 
compare them in each attribute property set whether or not to meet the definition, if 
meet the tolerance class, belong to the same tolerance class; or to the object of every 
object, according to whether the value judgment of its property belongs to the 
tolerance existing class. Reference [4] designs an algorithm for attribution reduction 
based on positive region in incomplete decision table. Reference [5, 6] gives a method 
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based on information entropy. The time complexity of both algorithms is 
3 2(| | | | )O C U .Reference [5] gives a method based on discernibility matrix, and its time 

complexity is 2 2(| | | | )O C U . 
This paper combines conflict region with tolerance relation by reference [7-10], 

and gives a new algorithm for attribution reduction. Finally this algorithm is proved to 
be correct and efficient. 

2 The Basic Concepts of Rough Set 

The basic concepts, notations and results of rough sets as well as their extensions are 
briefly reviewed [12-15]. 

Definition 1. A decision table could be defined as ( , , , )S U A V f= where U is a 

finite non-empty which is represented the set of objects, A C D= ∪  is the attribute 
set, subset C is called condition attribute and subset D is called decision attribute, 

r
r A

V V
∈

=   is the set of attribute values, :f U R V× →  is an information function, 

which offers an attribute value to each attribute of each object, if r C D x U∀ ∈ ∈ ， , 
then ( , ) rf x r V∈ . 

If there exists at least a C∈ and aV  contains uncertain value (marked ( , ) *f x a = ), 

then the decision table is called incomplete decision table. 

Definition 2.[ 3, 16]. Suppose T is a binary relation of Incomplete Information 
System ( , ,{ , },{ , })a aS U A V a A f a A= ∈ ∈ , and T is defined as follow: 

,x y U∀ ∈ , B R∀ ∈ , ( , ) ( )(( ( ) ( )) ( ( ) *) ( ( ) *))T x y b B b x b y b x b y⇔ ∀ ∈ = ∨ = ∨ = . 

Definition 3 [3]. ( )
B

T x  is the tolerance class of object x which denotes that object set 

meets the tolerance relation with x on condition attribute set B: ( ) {BT x y=  

| ( , )}y U T x y∈ ∧ .The upper and lower approximations of X with regard to B under the 

characteristic relation are { | ( ) },B
BX x x U I x X= ∈ ∧ ∩ ≠∅ { |BX x x U= ∈ ∧ ( ) }BI x X⊆ . 

Definition 4. Let ( , , , )S U A V f=  be an incomplete decision table, A C D=  . 

If Q U⊆ , P C⊆ , the positive region of Q   with respect to P is defined as follow: 

(Q)PPOS = | ( ){ }Px T x Y⊆ , /Y DQ∈ .if P C= , Q U=  ,then 

( )CPOS D { | ( ) }P ix T x D= ⊆  /iD U D∈ . 

Definition 5. Let ( , , , )S U A V f=  be an incomplete decision table, A C D=  , 

P Q C⊆ ⊂ , 1 2/ { ( ), ( ),P PU P T x T x=  1 2( )}, / { ( ), ( ),P Q QUT x U Q T x T x= 
( )},Q UT x ( )P iT x∀ ∈ / ( ) /Q iU P T x U Q⇒ ∃ ∈ ,then ( ) ( )Q i P iT x T x⊆  
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Definition 6. Let ( , , , )S U A V f=  be an incomplete decision table, A C D=  , 

a B C∀ ∈ ⊆ ,if { }( )= ( )B B aPOS D POS D− ,a is unnecessary for B relative to D, 

Otherwise a is necessary for B. if arbitrary element of B is unnecessary, we call that B 
is independent with respect to D. 

3 The Algorithm of Computing Conflict Region 

In the section, we give the definition of conflict at first, and then we design an 
algorithm of computing conflict region in incomplete decision table [16-20]. 

As the object of study incomplete decision table, with the study of the notion of 
conflict region, the definition of attribution reduction based on conflict region in 
incomplete decision table is provided. 

Many scholars design several of algorithms for attribution reduction in complete 
decision table [21-23]. In practical applications due to the measurement error of the 
data, restrictions of knowledge acquisition and other various reasons, there will be 
some default values in the decision table. So the decision table that we often have to 
deal with is incomplete. 

In general, the tolerance class algorithm of object concentrated two comparison, 
compare them in each attribute property set whether or not to meet the definition, if 
meet the tolerance class, belong to the same tolerance class; or to the object of every 
object, according to whether the value judgment of its property belongs to the 
tolerance existing class. 

Definition 7. Let ( , , , )S U A V f=  be an incomplete decision table, A C D=  , 

B C⊆ .conflict region ( )Conset B is defined as: ( )={x |x , x ,x ( , )i i m n m nConset B U x x∈ ∃  

( )B iT x∈  ( , ) ( , )}m nf x D f x D∧ ≠ . 

Algorithm 0[8].Finding tolerance class ( )PT x  

a) Input: An incomplete decision table ( , , , , )S U C DV f= , { }1 2, , nU x x x=  , 

ic C∈
; 

Output: ( )
icT x  

Step1. for ia C∈  statistics maximum value、 minimum value and if there has 

default value(“*”) of ( , )j if x c  ( =1,2, ,| |i U⋅ ⋅⋅ ),each mark iM ， iM ， *
ic ;// * 1ic =  note 

exist default value, * 0ic =  note not exist default value; 

Step2:distribution:: if * 1ic =  note exist default value, establish Empty queue 

of i iA M m= − 2+ , or establish Empty queue of 1,i iA M m= − +  and each mark 

the kfront and kend ( 0,1,2, , +1i i i ik M m or M m= ⋅⋅⋅ −   − ) link the front point and the 

rear point of the k’th queue, *front and *end  each link the front point and the rear 

point of the last queue (“*”queue) when * 1ic = .we can put the element of the list into 

the ( , )-i if x a m  queue or put into the last queue(“*”queue); 
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Step3.:collection:the header of list link the first not empty queue , and then mortify 
the each rear point of the not empty queue , link the next front point of the not empty 
queue , finally make the all queue one list; 

Step4. Suppose the object sequence of the list from the step3 note ' ' '
1 2, , , nx x x⋅ ⋅⋅ ; 

=1t ; '
1 1={ }E x ;  

( 2; <= ; ++)for j j n j=  
' '

-1( ( , )= ( , ))j i j iif f x a f x a  
'= { }t t jE E x∪ ; 

'{t=t+1; = { };}t t jelse E E x∪  

Step5. *( =1)iif c  

(v 1;v< ;v++)for t=  

{ =v v tT E E∪ ; 

= ( =1,2, , -1);}t t vT E E v t∪ ⋅⋅⋅  

else  
= ;v vT E  

The algorithm completes the first time division based on one of the attributes, The 
algorithm learns from the thought of equivalence partitioning which work in complete 
decision table. 

b) Algorithm of positive region 
Step1. { }, , ;

ipos neg C cU U T= ∅ = ∅   

Step2.for（j=1;j<r;j++） 

{ }( , ) *) ( ) ( );
jj C c Cif f x c T x T x   ( =   =  

else 
 ( )Cy T x∀ ∈ ; 

{ } { }

( ( , ) * ( , ) ( , ))

( ) ( ) { };
j j

j j j

C c C c

if f y c f y c f x c

T x T x y

== ∨ ==

          =  
 

Step3.if j>r，then goto Step4 
else { },jC C c=   goto Step2; 

Step4. Output ( )CT x . 

By adding a partition condition number, each equivalence class made 
corresponding change. At last, all conditions are joined the attribution reduction set, 
and we get the final equivalence class. 

As the object of study incomplete decision table, with the study of the notion of 
conflict region, the definition of attribution reduction based on conflict region in 
incomplete decision table is provided. 
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Algorithm 1. Finding the conflict region ( )Conset P with respect to P . 

Input： An incomplete decision table ( , , , )S U AV f= , =A C D∪ , P C∅ ≠ ⊆ ; 

Output:  ( )Conset P ; 

Step 1. Initialize ( )=Conset P ∅ ; 

Step 2. Use the algorithm 1 and 2 from reference [8] to find the tolerance class 
( )PT x  

Step 3. ( 1; | |; )for i i U i= ≤ + +  

 (| ( )|>1)P iif T x  

( , ( )m n P iif x x T x∀ ∈ , ( , ) ( , ))m nf x D f x D≠ ; 

( )= ( ) {x };iConset P Conset P ∪  

Step 4. Output ( )Conset P ; 

4 New Attribute Reduction Algorithm 

In the section, we will introduce how to compute attribute reduction based on conflict 
region, and prove that it is equivalent to the algorithm based on positive region. 

Theorem 1. Let ( , , , )S U A V f=  be an incomplete decision table, A C D=  , 

P Q C⊆ ⊆ , then ( ) ( )conset P conset Q≥ , ( )conset P is the number of set ( )conset P . 

Proof. We just need to proof ( ) ( )conset Q conset P⊆ , ( )ix conset Q∀ ∈ ,we know 

that there are two objects decision values are not equal in ( )Q iT x , then 

( )i P ix T x∃ ∈ and ( ) ( )Q i P iT x T x⊆  based on definition 5, so there are two objects 

decision values are not equal in ( )P iT x .Due to the arbitrariness of the ix , we know the 

result is true. 

Theorem 2. Let ( , , , )S U C D V f= ∪  be an incomplete decision table, R C⊆ , R is 

the attribute reduction of S ,if and only if ( ) ( )ConSet R ConSet C= . 

Proof. We just need to prove ( ) ( ) ( ) ( )R CConSet R ConSet C POS D POS D= ⇔ = . 

First we prove ( ) ( ) ( ) ( )R CPOS D POS D ConSet R ConSet C= ⇒ = . ( ) ( )R CPOS D POS D=   

We can know ( ) ( )R CPOS D POS D= , and ( ) ( )R CU POS D U POS D− = − , so the result 

is ( ) ( )ConSet R ConSet C= . 

Second we prove ( ) ( ) ( ) ( )R CConSet R ConSet C POS D POS D= ⇒ = , Due to R C⊆ , 

then ( ) ( )R CPOS D POS D⊆ if ( ) ( )R CPOS D POS D⊇ is not established, then 

( ) ( )R CPOS D POS D⊂ .so 0x U∃ ∈ , 0 ( )Cx POS D∈ and 0 ( )Rx POS D∉ .then we have 

0 ( )Rx U POS D∈ − ,but 0 ( )Cx U POS D∉ − ,so ( ) ( )R CU POS D U POS D− ≠ − . 
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However ( ) ( )R CPOS D POS D⊂ , thus ( ) ( )R CPOS D POS D< , so ( ) ( )ConSet R ConSet C> . 

So ( ) ( )R CPOS D POS D⊇ is true.  

Altogether the result is true. 

Theorem 3. The attribute reduction based on conflict region is equivalent to the 
attribute reduction based on positive region. 

Proof. The theorem 3 is easy to be proved true based on the theorem 2.so we don’t 
prove anymore. 

Definition 8. Let ( , , , )S U A V f=  be an incomplete decision table, A C D=  , 

R C⊂ , a C R∈ − ,the significance of attribute a is defined as ( , , )Sig a R D ( )ConSet R=  

( { })ConSet R a− ∪ . 

From definition 8 we can see that the important degree of attribute a is bigger and 
the conflict region reject can be separate faster. So the algorithm can speed up the 
convergence. 

 
Algorithm 2. attribute reduction algorithm based on conflict region 
Input： An incomplete decision table ( , , , )S U A V f= , =A C D∪ , { }1 2, , nU x x x=  , 

{ }1 2, , rC c c c=  ; 

Output： Attribute reduction R 
Step 1.we can compute ( )co n se t C based on Algorithm 1. Initialize R = ∅ , 

( )conset U∅ = ; 

Step 2. ( ( ) ( ) )while ConSet R ConSet C≠  

( 1; ; )for i i r i= <= + +  

compute ( )iconset R c∪ and choose the ic of the largest of ( , , )isig c R D ; 

;iR R c= ∪  

Update ( );conset R  

Step 3. ( 1; ; )for i i R i= <= + +  
' ;iR R c= −  

'( ( ) ( ) )if conset R conset R=  
' ;R R=  

Step 4.output R; 

In Algorithm 2, based on the reference [8], we know the time complexity of Step 1 
is ( )O K C U max{ ( ) , }C i iK T x x U= ∈ . In the worst case, Step 2 need circle 

| |C times, so its time complexity is
2

( )O K C U . Step 3 is same to Step 2. Therefore, 

the total time complexity of algorithm 2 is 2(| || | | |)O K C U , max{ ( ) , }C i iK T x x U= ∈ . 
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5 Case Analysis 

We use an example to illustrate that the algorithm, and the example (table 1) is as 
follow: 

Table 1 is a incomplete decision table, in order to facilitate the description of the 
algorithm steps, the data set we used has only 8 objects. However the relationship 
between these 8 objects covers almost the entire situation. (“*”is marked as the 
default value). In general, the tolerance class algorithm of object concentrated two 
comparison, compare them in each attribute property set whether or not to meet the 
definition, if meet the tolerance class, belong to the same tolerance class; or to the 
object of every object, according to whether the value judgment of its property 
belongs to the tolerance existing class. Through calculation examples, learn how to 
improve the efficiency of classification. As the object of study incomplete decision 
table, with the study of the notion of conflict region, the definition of attribution 
reduction based on conflict region in incomplete decision table is provided. 

Table 1. Incomplete decision table 

U a1 a2 a3 a4 a5 D 
x1 1 1 2 1 * 1 
x2 2 * 2 1 1 1 
x3 * * 1 2 2 2 
x4 1 * 2 2 1 1 
x5 * * 2 2 1 3 
x6 2 1 2 * 1 1 
x7 1 1 2 1 2 1 
x8 2 * 2 1 * 1 

 
Step 1. we get 4 5 6( ) { , , }conset C x x x= based on Algorithm 1. 

Step 2. Due to ,R = ∅  ( ) ,c o n s e t U∅ = then ( ) ,co n se t R U=  

( ) ( )C o n S e t R C o n S e t C≠ .So go into the while circle, in the first circle , add 

attribution a1 1 1 2 3 4 5 6 7 8( ) { , , , , , , , }conset a x x x x x x x x= , 1( , , ) 0s ig a R D = ; 

add attribution a2 2 1 2 3 4 5 6 7 8( ) { , , , , , , , }conset a x x x x x x x x= , 2( , , ) 0sig a R D = ; 

add attribution a3 3 1 2 4 5 6 7 8( ) { , , , , , , }conset a x x x x x x x= , 3( , , ) 1;sig a R D =  

4 3 4 5 6( ) { , , , }co nset a x x x x= , 4( , , ) 4 ;s ig a R D = we choose attribute 

4a , 4{ }R a= . because ( ) ( )ConSet R ConSet C≠ , we continue to increase attribute. 

4 1 3 4 5 6( , ) { , , , }conset a a x x x x= , 1( , , ) 0;sig a R D = 4 2 3 4 5 6( , ) { , , , }conset a a x x x x= ,

2( , , ) 0 ;s ig a R D = 4 3 4 5 6( , ) { , , }conset a a x x x= , 3( , , ) 1;sig a R D = we choose 

attribute 3a , 4 3{ , }R a a= .because of ( ) ( )ConSet R ConSet C= ,and then the 

Algorithm is end.  
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Step 3 attribution 4 3,a a  are calculated can not be deleted, and 4 3{ , }R a a= is the 

result.  
After verification the result is same to the algorithm based on the positive region. It 

is proved that the attribute reduction is equivalent to the attribute reduction based on 
positive region. 

6 Experimental Comparison 

We use 6 data sets in the UCI database as the experimental object, and then compare 
with the algorithm in the reference [10]. The running time of reference [10] is marked 
as T1, and the running time of this paper is marked as T2. The result is as follows. In 
order to enhance the reliability of experimental results, the average time of 5 
experiments is taken as the final time in this paper.  

As the object of study incomplete decision table, with the study of the notion of 
conflict region, the definition of attribution reduction based on conflict region in 
incomplete decision table is provided. In the follow table we just give the name of 
data sets, the final attribute reduction and the running time of the two algorithms. For 
rigorous this paper has described the detailed experiment environment. The detailed 
data is as follows.  

In this experiment, Computer hardware configuration is as follows: Intel 
Pentium(R) D 3.20 GHZ, memory: 1G, Development platform: VS2008. The detailed 
experiment data is as follows: 

Table 2. Experimental result 

Data set Attribute reduction T1(ms) T2(ms) 
Credit 2,3,8,6 14271.30 10370.20 
Car 2,1,4,6,5,3 40230.62 12630.55 
Hepatitis 1,16,6,3,5 1840.365 735.382 
Soybean-
large 

17,7,16,12,1,22,6,15,8,35,4,9 13570.75 10260.65 

Vote 9,4,3,13,1,2,11,10,12,16,15 3190.625 2169.535 
win 2 510.125 387.532 

 
The second column is described as the number of the attribution in the database. These 

data sets include complete and incomplete. To verify the efficiency of the algorithm we 
use the different kinds of data sets. As can be watched from the experimental data in the 
table, in all experiments the running time of this paper are faster than it in reference [10]. 
Based on the different experimental environment, there are some partial data that are not 
same with reference [10]; however, the result does not affect the efficiency of the 
algorithm. This algorithm is proved to be correct and efficient. 

The running time of the program is almost always not the same, this paper repeat 
testing several times and method the mean value to ensure the reliability of data. In 
order to get accurate data, this paper use MS as a unit, and retained two decimal 
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places. At last, we proved that the experimental results demonstrate that the algorithm 
is effective. 

7 Conclusion 

Attribute reduction is one of the important research content of rough set theory. 
Equivalence partitioning is one of the difficulties. In general, the tolerance class 
algorithm of object concentrated two comparison, compare them in each attribute 
property set whether or not to meet the definition, if meet the tolerance class, belong 
to the same tolerance class; or to the object of every object, according to whether the 
value judgment of its property belongs to the tolerance existing class. As the object of 
study incomplete decision table, with the study of the notion of conflict region, the 
definition of attribution reduction based on conflict region in incomplete decision 
table is provided. 

These paper researches some attribute reduction algorithms in incomplete decision 
table, and find their time complexity are not better. Then a new attribute reduction 
algorithm is designed which based on conflict region, its time complexity 
is 2(| || | | |)O K C U , max{ ( ) , }C i iK T x x U= ∈ . 

then it is proved that the attribute reduction is equivalent to the attribute reduction 
based on positive region. At last, an example is used to prove the algorithm is correct 
and efficient. 
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