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Abstract. Recommender systems can predict individual user’s preference (indi-
vidual rating) on items by examining similar items’ popularity or similar users’
taste. However, these systems cannot tell item’s long-term popularity. In this pa-
per, we propose an algorithm for predicting item’s long-term popularity through
influential users, whose opinions or preferences strongly affect that of the other
users. Consequently, choices made by certain influential users have the tendency
to steer subsequent choices of other users, hence setting the popularity trend of the
product. In our algorithm, specifically, through judicious segmentation of the rat-
ing stream of an item, we are able to determine whether it is popular, and whether
that is the consequence of certain influential users’ ratings. Next, by postulating
that similar items share similar influential users, and that users rate similar items
consistently, we are able to predict the influential users for a new item, and hence
the popularity trend of the new item. Finally, we conduct extensive experiments
on large movie rating datasets to show the effectiveness of our algorithm.
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1 Introduction

The easy accessibility of recommendations or comments from experts, friends, col-
leagues, and famous websites is exerting an increasingly greater influence on con-
sumers’ purchasing behavior [3] in the era of web 2.0 [7,10,11]. People would pour
through detailed reviews written by professional and casual users on C|net or ZDnet,
before deciding on a certain brand or model of electronic camera or laptop. Others surf
IMDB.com or Amazon.com for user opinions to determine whether a newly released
movie or a new book is worth buying. By studying how certain published opinions are
likely to impact the appeal of a product to particular groups of consumers, a retailer
could gain valuable insights for formulating his sales strategy. The problem of relat-
ing past recommendation to future user preference has been studied extensively in the
context of collaborative filtering (CF for short) recommender system, which is an ap-
pealing research topic in Web Intelligence. CF methods [1,16] have been proposed to
address the problem and some of them have been deployed successfully by commercial
websites such as eBay, eLance and Amazon. Specifically, the CF algorithms are used
to solve this kind of prediction problem: given a user preference database on a set of
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items, one wants to predict a specific user A’s preference (in the form of rating) for an
item x. This task can be tackled using (1) item-based methods, which predict A’s rating
on z by analyzing A’s past preferences on other items similar to x, and (2) user-based
methods, which estimate the rating result based on preferences on x expressed by other
users who have taste similar to that of A. Unfortunately, those methods are designed to
predict individual preference that is in the form of a single rating number, resulting in
the fact that there has been little effort on modeling long term popularity of items. And
the predicting power of influence users, whose opinions or preferences strongly affect
that of the other users, has been neglected by existing CF methods.

The goal of this paper goes beyond individual user ratings, to predicting the pop-
ularity of an item across several users over a period of time through influential users.
We draw inspiration from research on statistical herding, contagion, and information
cascades, which provide evidence that the current demand for a product depends on
public information about its past demand [13]. Consequently, the choices made by cer-
tain influential users have the tendency to steer subsequent choices of other users, hence
setting the popularity trend of the product. For example, by identifying influential users
who are likely to rate a product favorably, a merchant could target them early in his
promotion campaign, and adjust the product pricing according to their reviews.

In this paper, we propose a method for identifying influential users, which are then
utilized for predicting popular items based on past user reviews, in the form of histori-
cal rating data. Specifically, we firstly identify popular items from historical rating data
through judicious segmentation of item rating stream; next statistical test- t test, is per-
formed on changes of item’s rating sequence so that we can determine which user is
an influential user; and then by postulating that similar items share the same influential
users, and that users rate similar items consistently, we are able to predict the influential
users for a new item, the ratings that they are likely to assign, and hence the popularity
trend of the new item.

2 Preliminaries

2.1 Related Work

The common goal of data mining techniques in recommender systems is to improve
the quality of recommendation through text mining or summarization of online review
comments. Hu and Liu’s work in [6] apply text mining schemes to summarize customer
review data on the Web. In a departure from conventional text summarization, their
algorithm generates product features only from review sentences that express the opin-
ions of the writers, and it can identify whether each opinion is positive or negative. The
outputs at the end are useful for customers to decide whether to purchase a product, and
for manufacturers to track and manage customer opinion on their products. A similar
work was conducted by Archak et al [2], in which a hybrid technique combining text
mining and econometrics is proposed to derive the quantitative impact of consumer tex-
tual reviews on products as a linear function with the help of tensor product technique,
so that the pricing power of a product can be computed from the consumer review data.
There are also some examples of exploiting both textual and numeric review data in or-
der to make a better recommendation. Different from the above methods, our algorithm
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takes into account consumer’s numeric comment data (i.e., ratings for product), and it
can efficiently identify those users who may exert potential influence on the others and
predict future popularity of products.

Extensive studies on recommendation systems have focused on collaborative filter-
ing (CF) of user-item rating data in. Existing CF schemes fall into two main categories:
model-based and memory-based approaches. For the model-based approach, a model
learned from a training dataset is used to estimate the ratings for active users from
prior user ratings. Clustering smoothing model [9,14], aspect model [5], and Bayesian
network [15] exemplify this line of work. In contrast, memory-based approaches per-
form calculations on the entire rating dataset in order to find the K most similar users
(or items) to the active user (or item) with respect to some similarity measures, then
combine the corresponding ratings of these similar users (or items) by using simple
weighted sum or regression [12]. Sarwar et al demonstrated that the item-based method
greatly outperforms the user-based method in terms of running time, quality of recom-
mendation, and scalability [12].

As discussed above, traditional CF algorithms have achieved tremendous success in
recommender systems, with many novel extensions appeared. However, they only focus
on how to make a better prediction for an individual rating through the help of various
models that they build using machine learning and statistic techniques. As another new
extension of the standard CF algorithm, our algorithm goes beyond predicting indi-
vidual rating for items, to forecasting long-term popularity of item. We propose the
concepts of influential user and popular item in the context of collaborative filtering,
and devise efficient algorithm to identify influential user and popular item, which are
combined to predict the long-term popularity of new items.

2.2 Problem Definition

While collaborative filtering (CF) has been employed successfully for personalized rec-
ommendation in real-world applications, existing CF methods focus only on predicting
individual ratings for active users, i.e., individual users’ preference for selected items.
However, it would be very valuable to go beyond that, to predicting the long-term pop-
ularity of an item (Note that the definitions of popularity and influential user will be
given in the next section). For example, an online bookstore would like to know whether
a newly launched book will be popular with its existing customers, in order to devise an
appropriate promotion campaign. In real life, products become popular for a variety of
reasons. Obvious ones include high quality and consistent performance. There may also
be factors that extend beyond any inherent characteristics of the product. In particular,
there is evidence that oftentimes the expressed views of a group of customers (or a sin-
gle customer) have enough clout to steer the preference of subsequent customers. Such
customers are called influential users. For example, a new book with highly positive
reviews (or ratings) by famous critics has a high probability of enjoying brisk sales. We
define the problem of predicting an item’s popularity as follows

Given a user-item matrix A with rating time for each individual rating and an item 1,
find a set of popular items x and a group of influential users u from A, and then predict
I’s popularity based on A, x, and u.
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3 The Predicting Model

In this section, we introduce an algorithm for predicting the long-term popularity of an
item. The algorithm is centered on the instrumental role that influential users play in
shaping the popularity trend of the item. As summarized in Algorithm 1, the algorithm
consists of three major stages, including (1) forming clusters of similar terms from the
user-item matrix, then identifying the popular items within each cluster (lines 2-5); (2)
identifying the influential users who are likely to be responsible for the popular items in
each cluster, as well as characterizing the influence of various ratings from those users
(lines 6-8); and (3) combining the popularity trends of similar items with the influence
exerted by the influential users, into a prediction of the active item’s popularity (line
9-16). The following sections elaborate on each stage of the algorithm.

Algorithm 1. Predicting Item Popularity
Input: user-item rating matrix A, an active item X, §,0, A\, K
Output: popularity of X

1 Generate rating sequences () from A; and cluster the items in Q);

2 for each item I in cluster C do

3 Segment item I’s rating sequence;

4 Compute the popularity of /;

5 Identify candidate influential users of [;

6 Compute the top-K influential users for each cluster;
7 for each top-K influential user u in cluster C' do

8 Compute the influence of » in C' under different ratings;

9 for each cluster C' do

10 for each item I in C' do

11 Compute the similarity between X and [;

12 Compute X’s prior popularity He (X |r);

13 for each top-K influential user v in C do

14 Predict u’s rating for X;

15 Compute X’s within-cluster popularity Hc(X) in C;

16 Compute X’s overall popularity H(X);
7 Return H(X);

-

3.1 Identify Popular Items from User Rating Data

The rating sequence R; of an item ¢ is denoted as R; = R;1, Ro, ..., Rim, where m
is the number of users. R;; is the rating given by the first user and R;,, is the score
assigned by the latest user. Figure 1 illustrates the transformation of user-item rating
matrix to item rating sequences according to the time that user gave rating to items.
To find popular items, we apply time series analysis to segment the rating sequences,
and look for those that experience sharp spikes in ratings and/or prolonged periods of
above-average ratings relative to other similar items.
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Us 5 17:05 1 08:10 4 18:37 2 09:05 U |3 Us | 5 U | 4 U, |5
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Us 6 09:42 7 19:20 3 14:10 5 19:10 Us | S U |3 Us |5 Us | 5

An artificial example of user-item rating matrix Rating sequences sorted by rating

with rating time time for item I, I, I5, and I4

Fig. 1. An example of how to generate item rating sequence

Segment the Rating Sequence of an Item. The first step in analyzing a rating se-
quence is to segment it. We adopt the bottom-up Piecewise Linear Representation (PLR)
method with slight modification. PLR is a common technique for time series segmenta-
tion. PLR variants include sliding windows, top-down, and bottom-up. While the sliding
windows has the lowest time complexity and relatively low representation quality, the
bottom-up method is able to achieve very good segmentation results with only slightly
higher cost [8]. We therefore follow the bottom-up method. In our algorithm, an item’s
rating sequence is first divided into m /2 equal segments, where m is the total number
of users who have rated this item. Consecutive segments are then merged iteratively.
The merging criterion uses the t-statistic to test whether the difference in mean ratings
of two adjacent segments ¢ and j is larger than some threshold § at some confidence
level av. Then the ¢ statistic is compared with the ¢ distribution to determine whether the
hypothesis, i.e., the difference in mean ratings is larger than §, should be rejected [4].
If so, the segments cannot be merged; otherwise segments ¢ and j are merged to form a
longer segment. The process is repeated until no adjacent segments can be merged. An
example in Figure 2 illustrates how the rating sequence for an item x is segmented.

Compute Item Popularity. Intuitively, the popularity of an item should be judged
against other items with similar adoption patterns. For example, it is not useful to com-
pare an educational documentary, which experiences slow adoption over a long life
cycle, with the latest mobile phone model that has only a short time span to capture
consumers’ attention. We therefore cluster the items by the similarity of their rating
sequences as advocated in [14].

The similarity measure for the clustering step is the Adjusted Cosine Similarity
(ACS), which is widely used for computing item-item similarity. Depending on the
intended use of the predicted output, a popular item may be one that receives above
average user ratings over prolonged intervals, or substantially higher than average user
ratings even if over only a short period. The former suits a merchant who is looking
for steady returns, whereas the latter is useful if the merchant is ready to capitalize on
demand spikes. The popularity of an item z is thus defined as

Zlesw B Zzesw La
Zz‘ec ZZES@' 17 Ziec Zlesi Li

where F,; and L,; denote the mean rating and length of segment ! of item z, respec-
tively; S is the set of 2’s segments with mean segment rating greater than the mean of

He(z) = A (1= ()
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Fig. 2. Segmentation result of an item’s rating sequence

the entire rating sequence, i.e., E,; > E, foralll € S,. A(0 < A < 1) is a parameter
for tuning the relative importance of F,; versus L,;. If A = 1, the item popularity relies
completely on how high the mean segment ratings of S is; if A = 0, the item popular-
ity is determined only by the length of the segments in S,;. A higher H.(x) means that
item X is more popular than the others in a same cluster.

3.2 Identify Influential Users Based on Item Popularity

Based on previous research [13], influential users are those whose ratings on an item
give a significant boost to the preference of subsequent users. Referring to Figure 2,
suppose that D is a high-rating segment. A high-rating segment is one that has a higher
mean rating than the item’s overall average rating. If the mean of the high-rating seg-
ments after D is significantly greater than that of the high-rating segments before D,
then the users who contributed to segment D are candidate influential users who poten-
tially are responsible for the improved ratings. The influence levels extended by various
rating assignments from the K most influential users are then characterized.

Find Candidate Influential Users. To find the Candidate INFluential Users (CINFU),
we perform the following procedure starting with the first segment of each item. Sup-
pose that, in Figure 2, B, D, F, GG, and I are the high-rating segments. In processing
D, we use the t-test to check whether the average of F', G, and [ is significantly greater
than that of B. If the difference is significant, we claim that the users who contributed
to D are candidate influential users. The test then proceeds to each of the high-rating
segments after D, until Hy is rejected.

Identify Top-K Influential Users. While the above procedure produces the CINFUs,
we cannot use them directly for predicting popular items. The reasons are: 1) Some
CINFUs may have strong influence on many items, especially on many popular items,
whereas other CINFUs may exert only limited influence on a few items. 2) The CINFU
set may contain false positives, i.e., general users who have low influence on future
user preferences. 3) There may be hundreds or even thousands of CINFUs for just one
cluster of items; obviously, this will degrade the efficiency of our prediction algorithm.
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To identify the genuine influential users, a CINFU wu in cluster C' is defined as

Score(u,C) = Z ‘RB(QC])%_ Ra(x)] x Ho(x) 2)
ZECARy, 270 mawx

where x is an item that has been rated by this CINFU; Rp(x) and R 4 () are the mean
ratings of the high-rating segments before and after this CINFU in z’s rating sequence;
R4z is the maximum possible rating; and He () is the popularity of item z in C' as
defined in Equation 1. The scoring function recognizes u to be an influential user if u
has rated many items, and most of those items receive higher mean ratings after u.

Finally, the top- K influential users U [C; for each cluster C, are the K CINFUs in C'
who possess the largest scores:

US = {u|Rank(Score(u,C)) < K} 3)

This selection process is intended to weed out the false positives, as well as to improve
computational efficiency.

Derive the Influence of Top-K Influential Users. Among the influential users (de-
noted as INFU) in U, the influence exerted by each may still vary greatly. Even for
a given INFU, the impact of his rating on an item could be conditioned on the actual
rating value. For example, a poor rating from a particular INFU could sink the popu-
larity of an item, but a favorable rating from the same INFU may not have the opposite
effect of raising the item’s popularity. The converse may also be true. Hence, we need
to characterize the influence for each INFU for different ratings.

The following formula quantifies the influence of INFU on the popularity of an item
in cluster C, conditioned on the rating value:

ZjeC{HC(j) * I(Ruij T)}
ZjEC HC(.])
where I(.) is an indicator function such that I(R,, ;,7) = 1if R, ; = r, otherwise 0;

INF (u,r) is the influence of INFU w across the items in cluster C when u gives rating
r. INF(u,r) ranges from 0 to 1 by definition.

INF(u,r) = 4)

3.3 Predict the Popularity of a New Item

In collaborative filtering, individual ratings for an active user are usually predicted with
a trained model (in the model-based approach) or other memory-based methods. In
contrast, in this paper the predicted popularity trend of active item is derived from our
proposed framework.

We observe that many products follow certain familiar adoption patterns. For exam-
ple, electronic gadgets like mobile phones tend to command consumers’ attention when
they are launched, but the interest falls quickly over time. In contrast, big ticket items
like medical equipments and enterprise software take time to gain acceptance. The ex-
istence of common adoption patterns imply that the active item’s popularity should bear
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close semblance to those of similar items. This observation can be harnessed to predict
the popularity of the active item.

Given an active item X, we first determine its prior popularity from each cluster,
conditioned upon X receiving rating r. Next, we predict how the influential users of
each cluster are likely to rate X, and arrive at the popularity of X judging from that
cluster. Finally, summing over the most similar clusters gives X ’s predicted popularity.

Prior Popularity: The prior popularity of item X in cluster C, conditioned upon X
being rated r, is:

> jev, Sim(X, j) * (He(j) — He(Vr)
Zjev,. |Sim(X,j)|
Here Sim(X, j) is the ACS similarity between item X and j, V; is the set of items

each of which is rated 7 by any of the INFUs in U%; and H (V) is the mean popularity
of all the items in V. .

He(X|r) = S)

Within-cluster Popularity: Next, combining the prior popularities for different r rat-
ings, weighted by the corresponding influence of the INFUs, gives X’s popularity
with respect to each cluster. Specifically, the within-cluster popularity of item X in
C,H ¢ (X), is the product of the prior popularity and the predicted ratings from INFU
(as given by Equation 4):

Ho(X)=> | > INF'(u,r) He(X|r) (6)

T \ueUE

In the above formula, we need to normalize the influence of INFUs in conditioned upon
X being rated r, so as to ensure that the influence of the INFUs are weights that add
up to 1. Therefore, we have INF'(u;,7) = INF(uj,r)/ ZuieUg INF(ui,r). An
example of how to compute the within-cluster popularity is given below.

Overall Popularity: With Equation 6, we could sum up He (X) over all possible clus-
ters C to arrive at the predicted popularity of X. In practice, those clusters that are
similar to X are expected to account for most of the influence on X’s popularity. To
reduce computation cost, we compute the final popularity of X only from Cy, the N
nearest clusters of X. Specifically, the overall popularity of X over Cy is the sum
of each cluster C’s (C' € Cy) within-cluster popularities, weighted by the similarity

between X and C’s centroid:
X Seecy SIm(X,C)  Ho(X)
H(X) = ~<¢ . @)
Y ccoy [STM(X, C)|

4 Empirical Evaluation

In this section, we present a set of comprehensive experiments to study the effectiveness
of our proposed framework.

Dataset. We use two MovieLens datasets to carry out our experiments: the first consists
of 100,000 ratings for 1682 movies by 943 users; the second has about one million
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ratings for 3900 movies by 6040 users (http://www.grouplens.org). In the two datasets,
each user has rated at least 20 movies, and each user rating (on a scale of 1 to 5) for an
item is associated with a rating time.

Each of the two datasets is randomly divided into a training item set and a test (ac-
tive) item set, with the split being defined by Ratio = |TestItems|/|TotalItems|. In
testing each active item, we in turn assume knowledge of its first 5, 10, and 20 user rat-
ings (used for identifying similar items), and the corresponding experiment results are
denoted as Given5, Givenl0, and Given20, respectively. Also, we employ the standard
k-means clustering algorithm. Due to space limitation, only results obtained with the
first dataset are reported below. Results on the other one show a similar trend.

Measure: We use the Mean Absolute Error (MAE) metric to measure the prediction
accuracy of our proposed algorithm. Our MAE metric is defined as
1 .
MAE= g > H(X) - H(X) ®)
Xes

where H(X) and H (X)) denote the predicted popularity and actual popularity of active
item X in test set S. A smaller M AF in value means a better prediction accuracy.

4.1 Experimental Results Using MAE Metric

Characteristics of Smoothing Factor A. For the MovieLens 100,000 dataset, if a
movie has received many ratings and its mean rating is high, then it is deemed to be
popular. For example, some movies have been rated by more than 500 out of 943 users,
and have a mean rating of 4 on a scale of 1 to 5. As explained previously, we measure
the popularity of an item through the mean rating and length of its segments. J, the
significance level of the difference in mean ratings of successive segments, controls
the segmentation of the rating sequence of each item. \ is a parameter for tuning the
popularity measure between prolonged above-average ratings and sharp rating spikes.

We begin with several experiments to profile the impact of various \ levels on the
popular items identified. We set § =1, # of clusters=3, and arbitrarily fix the threshold at
0.006 (thus items with a popularity that is larger than or equal to 0.006 are identified as
popular items). The results are presented in Figure 3, in which the dot and circle repre-
sent unpopular item and popular item respectively, while the X and Y axes correspond
to the mean rating and number of ratings. The numbers of popular items identified are
455, 441, and 429 out of the 1682 items in the dataset, when A is set to 0, 0.5, and 1
respectively. Although the numbers of popular items are close across different A values,
we observe that those items with longer high rating segments are more likely to be iden-
tified as popular ones with A=0 in Figure 3(a), whereas items containing segments with
high mean ratings are favored with A=1 in Figure 3(c). When A is set to 0.5, Figure 3(b)
shows that the selection of popular items reflects a tradeoff between the mean rating
and the length of the item’s high-rating segments.

Characteristics of Top-K INFU. Our procedure in Section 4.2.1 usually generates a
very large CINFU set, and it is very inefficient to use all the CINFUs for predicting
the item popularity. So we employ a scoring method to find the top-K CINFU in each
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Mean of ratings Mean of ratings Mean of ratings

@A=0 (b) A=0.5 ©A=1

Fig. 3. Comparison between popular and non-popular items under varied A

cluster. The underlying assumption is that if a CINFU u has rated many items and these
items subsequently become popular, then u is likely to be a real INFU. The next set of
experiments is designed to validate this assumption. The results in Figure 4 are obtained
by measuring how many items each of the 943 users has rated (on the X axis)and the
mean popularity of these items (on the Y axis), then using Equation 2 and 3 to select
the 100 highest-scoring users. The parameter settings are: ratio=0.2, # of clusters=3,
and Givenl0. The circles in the figure represent the top-K INFUs. We observe that

Comparison between Top-K INFU and non-Top-K INFU Performance under varied 5

% Non-Top—K INF! o104
O Top-KINFU
o102

Mean popularty of rated items (X10%)

o 50 100 150 200 250 300 350 (] 0z 04 08 _ 08 1 12 14
Number of rated tems 5

Fig. 4. Top-K INFU vs. non-Top-K INFU Fig. 5. Performance under different ¢

many users have rated several dozens of items, while only a few users have rated more
than 100 items. Each of the INFUs has rated relatively more items, and these items
have larger mean popularities. Selection of the top-K INFUs in our algorithm reveals
the characteristics of influential users in real life, who generally have higher impacts on
certain products and are keen to comment on as many products as they can.

Impacts of 4 and 6. In segmenting the rating sequences and in generating the candidate
influential users, 6 and 0 are parameters that set the target difference in mean ratings.
Several experiments are performed here in order to show the impacts of § and 6 on the
prediction accuracy of our algorithm. The other parameters are fixed at ratio=0.2, #
of clusters=3, A\=0.5, and Top-K users=8. The results are presented in Figure 5 which
varies § with §#=0.4, and Figure 6 which varies 6 with §=0.8.

As illustrated in Figures 5 and 6, Givenb results in a larger M AFE, whereas Given20
gives the smallest M AF for the prediction results. This shows that the algorithm per-
forms better when more user rating information is provided, which is not surprising.
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As ¢ and 6 increase, the M AF rises initially, but stabilizes after a while. This happens
at 0 > 0.6 and # > 0.6 in Figure 5 and 6 respectively. A large § value causes most
segments with low to moderate mean rating differences to be merged, leaving only ad-
jacent segments that have large gaps between their mean ratings. This adversely affects
the identification of popular items, and translates to a fall in prediction accuracy. A
similar behavior is observed for 6 in Figure 6.

0.165

)

°

MAE (X10
MAE (X107%)

osst |

0145

0 60 EJ 100
o Top-K INFU

Fig. 6. Performance under different 0 Fig.7. Various number of Top-K INFUs

Performance under Varied Number of Top-K INFUs. When using the Top-K IN-
FUs to predict the active item’s popularity, we are confronted with the problem of
how many INFUs is enough. To study this problem, we run several experiments with
ratio=0.2, # of clusters=3, 6=0.8, 6=0.4, and \=0.5. The results in Figure 4 show that
for the MovieLens 100,000 dataset, the M AFE drops rapidly with the initial increase in
the number of Top-K INFUs. However, after K grows beyond 10, the M AE remains
nearly unchanged, meaning that any further increase of INFUs does not enhance our
algorithm’s prediction quality.

5 Conclusions

In this paper, we proposed a novel framework for predicting popular items from his-
torical user-item rating dataset through the help of influential users. We formulate the
concepts of popular item and influential users, and quantified them with a method that
is built upon the piecewise linear representation algorithm and the ¢-test. We then har-
nessed the popularity trends of similar items and predicted ratings of influential users,
to predict the popularity of the target item. We have conducted extensive experiments to
test the effectiveness of our framework. As an interesting enrichment for recommender
systems, our framework is useful in real applications, such as web-based marketing,
advertising, and personalized recommendation.
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