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Preface

It is our pleasure to welcome you to the proceedings of the 9th International
Conference on Advanced Data Mining and Applications (ADMA 2013).

As the power of generating, transmitting, and collecting huge amounts of data
grows continuously, information overload is an imminent problem. It generates
new challenges for the data-mining research community to develop sophisticated
data-mining algorithms as well as successful data-mining applications. ADMA
2013 was held in Hangzhou, China, with the purpose of promoting original re-
search in advanced data mining and applications and providing a dedicated fo-
rum for researchers and participants to share new ideas, original research results,
case studies, practical development experiences and applications in all aspects
related to data mining and applications, the.

The conference attracted 222 submissions from 26 different countries and
areas. All papers were peer reviewed by at least three members of the Pro-
gram Committee composed of international experts in data-mining fields. The
ProgramCommittee, together with our ProgramCommittee Co-chairs, did enor-
mous amount of work to select papers through a rigorous review process and ex-
tensive discussion, and finally composed a diverse and exciting program including
32 full papers and 64 short papers for ADMA 2013. The ADMA 2013 program
was highlighted by three keynote speeches from outstanding researchers in ad-
vanced data mining and application areas: Gary G. Yen (Oklahoma State Uni-
versity, USA), Xindong Wu (University of Vermont, USA), and Joshua Zhexue
Huang (Shenzhen Institutes of Advanced Technology, Chinese Academy of Sci-
ences).

We would like to thank the support of several groups, without which the
organization of the ADMA 2013 would not be successful. These include sponsor-
ship from Zhejiang University, Taizhou University, and University of Technology
Sydney. We also appreciate the General Co-chairs for all their precious advice
and the Organizing Committee for their dedicated organizing efforts. Finally, we
express our deepest gratitude to all the authors and participants who contributed
to the success of ADMA 2013.

November 2013 Hiroshi Motoda
Zhaohui Wu

Longbing Cao
Osmar Zaiane

Min Yao
Wei Wang
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Abstract. Genetic Algorithms (GAs) have been widely used in opti-
mization problems for their high ability in seeking better and acceptable
solutions within limited time. Clustering ensemble has emerged as an-
other flavor of optimal solutions for generating more stable and robust
partition from existing clusters. GAs have proved a major contribution to
find consensus cluster partitions during clustering ensemble. Currently,
web video categorization has been an ever challenging research area with
the popularity of the social web. In this paper, we propose a framework
for web video categorization using their textual features, video relations
and web support. There are three contributions in this research work.
First, we expand the traditional Vector Space Model (VSM) in a more
generic manner as Semantic VSM (S-VSM) by including the semantic
similarity between the feature terms. This new model has improved the
clustering quality in terms of compactness (high intra-cluster similarity)
and clearness (low inter-cluster similarity). Second, we optimize the clus-
tering ensemble process with the help of GA using a novel approach of
the fitness function. We define a new measure, Pre-Paired Percentage
(PPP), to be used as the fitness function during the genetic cycle for
optimization of clustering ensemble process. Third, the most important
and crucial step of the GA is to define the genetic operators, crossover
and mutation. We express these operators by an intelligent mechanism of
clustering ensemble. This approach has produced more logical offspring
solutions. Above stated all three contributions have shown remarkable re-
sults in their corresponding areas. Experiments on real world social-web
data have been performed to validate our new incremental novelties.

Keywords: Genetic Algorithm, Semantic Similarity, Clustering, Clus-
tering Ensemble, Pairwise Constraints, Video Categorization.

1 Introduction

Web video categorization is basically an automatic procedure for assigning web
videos to pre-defined categories such as Sports, Autos & Vehicle, Animals,
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Education, etc. It performs a prominent role in many information retrieval tasks.
On social websites (such as YouTube [1]), extreme load of web video data im-
pedes the users to comprehend them properly. Allocation of certain categories
to these videos is a primary step. Conventionally, web videos are classified by
using audio, textual, visual low-level features or their combinations [2]. These
methods depend mostly on building models through machine learning techniques
(e.g., SVM, HMM, GMM) to map visual low-level features to the high-level se-
mantics. Due to unsatisfactory results of present high-level concept detection
methods [3] and the expense of feature extraction, the content based categoriza-
tion could not achieve the expected results. In our previous work, we proposed
a Semi-supervised Cluster-based Similarity Partitioning Algorithm (SS-CSPA)
[4] to categorize the videos containing textual data provided by their up-loaders.
We extend this work at two stages, semantic similarity between feature vectors
and evolution of the clustering ensemble process with GA.

Semantic similarity plays a significant role in a wide range of data mining
applications. Traditional Vector Space Model (VSM) with TF-IDF weighting
scheme cannot represent the semantic information of text by neglecting the
semantic relevance between the terms. WordNet is an online lexical reference
system developed at Princeton University [5]. It attempts to model the lexical
knowledge of a native speaker of English. It can also be seen as an ontology for
natural language terms. It contains around 100,000 terms, organized into taxo-
nomic hierarchies. As a first addition to our previous work, we developed a new
model over WordNet by expanding the VSM in a more generalized way to cater
the semantic relation between terms.

GAs are well-known for being highly effective in optimization tasks as well as
beneficial in situations where many inputs (variables) interact with one another
to produce a large number of possible outputs (solutions). GA formulates the
search method that can be used both for solving problems and modeling evolu-
tionary systems. Due to its heuristic nature, no one actually knows in advance, if
the solution is totally accurate or not. So, most scientific problems are addressed
via estimates, rather than assuming 100% accuracy [6].

So far many contributions have been made to find consensus cluster partitions
by GA, however, we propose a new approach based on prior knowledge in terms
of must-link information. Using this information, we formulate a new measure,
Pre-Paired Percentage (PPP) to define the fitness function during the genetic
cycle.

In this paper, we aim to deal with the categorization problem of web videos
by using their textual data based on the semi-supervised GA for clustering en-
semble. At the same time, in order to improve the quality of base clusters, we
extend the traditional VSM using WordNet lexical database support. The rest
of the paper is organized as follows. In Section 2, a brief survey of related work
is described. Section 3 demonstrates the proposed framework together with the
algorithm for web video categorization. Section 4 shows the experimental details
along with the evaluation of results. Concluding remarks and future work are
stated in Section 5.
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2 Related Work

2.1 Web Video Categorization

Automatic categorization of web videos is a crucial task in the field of multime-
dia indexing. Numerous studies have been conducted so far on this critical sub-
ject [2]. Ramchandran et al. [7] proposed a consensus learning approach using
YouTube categories for multi-label video categorization. However, the specific
categories and the amount of data are not described in their work. Schindler et
al. [8] categorized the videos using bag-of-words representation but the classi-
fication results are unsatisfactory. Zanetti et al. [9] used 3000 YouTube videos
to explore existing video classification techniques. Wu et al. [10] used textual
and social information for web video categorization that consists of user upload
habits.

2.2 Clustering Ensemble

Recently, semi-supervised clustering ensemble has been proposed and shown a
better performance by incorporating the known prior knowledge, e.g., pairwise
constraints. Most commonly used constraints are must-link (ML) and cannot-
link (CL). A must-link constraint enforces that two objects must belong to the
same cluster while a cannot-link constraint enforces that two objects must be-
long to different clusters [11]. Zhou et al. [12] proposed a disagreement-based
semi-supervised learning paradigm, where multiple learners are trained for the
task and the disagreements among the learners are exploited during the semi-
supervised learning process. Zhou et al. [13] pointed out that most semi-
supervised ensemble methods work by training learners using the initial labeled
data first, and then using the learners to assign pseudo-labels to unlabeled data.
Wang et al. [14] explored a semi-supervised cluster ensemble model based on
semi-supervised learning and ensemble learning utilizing Bayesian network and
EM algorithm. Yang et al. [15] proposed a new constrained Self-Organizing Map
(SOM) to combine multiple semi-supervised clustering solutions for further en-
hancing the performance of ICop-Kmeans in intelligent decision support systems.
Yang et al. [16] presented a novel semi-supervised consensus clustering ensemble
algorithm based on multi-ant colonies.

2.3 Semantic Similarity

Semantic similarity is related to computing the similarity between concepts
which are not lexicographically similar. Most popular semantic similarity meth-
ods are implemented and evaluated using WordNet as the underlying reference
ontology. The initial research efforts by Leacock et al. [17] and Wu et al. [18]
in this area are based on path lengths between pair of concepts. Leacock et al.
find the shortest path between two concepts, and scales that value by the max-
imum path length found in the is–a hierarchy in which they occur. Wu et al.
find the depth of the least common subsumer (LCS) of the concepts, and then



4 A. Mahmood et al.

scales that by the sum of the depths of the individual concepts. The depth of a
concept is simply its distance to the root node. The measure path is a baseline
that is equal to the inverse of the shortest path between two concepts. WordNet
similarity has been used by a number of other researchers in an interesting array
of domains. Zhang et al. [19] used it as a source of semantic features for identi-
fying crossdocument structural relationships between pairs of sentences found in
related documents. McCarty et al. [20] used it in conjunction with a thesaurus
derived from raw text in order to automatically identify the predominant sense
of a word. Baldwin et al. [21] used WordNet similarity to provide an evaluation
tool for multiword expressions that are identified via Latent Semantic Analysis.

2.4 Genetic Algorithm

GA has been widely and successfully used in a number of research areas, but
here we have most concerns with its application in clustering ensemble. Azimi
et al. [22] used intelligent mutation with one point crossover to achieve fast con-
vergence, simplicity, robustness and high accuracy. Yoon et al. [23] generated
different types of multi source data through a variety of different experiments
and applied GA to generate better cluster results than those obtained using just
one data source. Ramanathan and Guan [24] involved a hybrid combination of
a global clustering algorithm followed by a corresponding local clustering al-
gorithm. Faceli et al. [25] considered the knowledge of some exiting complete
classification of such data based on Multi Objective Clustering Ensemble Algo-
rithm (MOCLE). Hong and Kwong [6] used Genetic-guided Clustering algorithm
with Ensemble Learning operator (GCEL) to achieve a comparative or better
clustering solution with less fitness evaluations. Ozyer and Alhajj [26] solved the
scalability problem by applying the divide-and-conquers approach in an iterative
way to handle the clustering process.

3 Proposed Framework

3.1 System Overview

As stated earlier, this work is an extension of our previous research [4], where we
proposed Semi-supervised Cluster-based Similarity Partitioning Algorithm (SS-
CSPA), so the main framework is the same as previous. The two new additions
are Semantic Vector Space Model (S-VSM) and the evolution of clustering en-
semble process with the help of GA. Textual features of YouTube videos are used
for feature term vector representation after basic pre-processing. S-VSM gener-
ates the similarity matrix to be used for clustering purpose. Here we select three
algorithms, graph partitioning, spectral clustering and affinity propagation [27]
for the clustering purpose. Related videos information is translated into must-
link constraints. Clusters are ensembled with CSPA, MCLA and HGPA [28] in a
genetic cycle with a fitness function based on our new measure PPP. The overall
scheme is bundled into a Semi-supervised Cluster-based Similarity Partition-
ing Algorithm evolved by GA (SS-CSPA-GA). The framework of the proposed
SS-CSPA-GA algorithm is shown in Fig. 1.
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S-VSM

Initial Population of Clusters

Ensembling

Must-Link

Pre Processed Textual Features

Fitness function
 PPP

Selected Population

Termination 
criteria

Final Solution

. . . . . . .C-2C-1 C-nC-4C-3

C-2C-1 C-3

Fig. 1. The proposed framework

3.2 Semantic Vector Space Model (S-VSM)

In traditional vector space model, a simple two-fold heuristics [29] based on fre-
quency is used to score each component directly as a function of Term Frequency
(TF) referring to the number of occurrences of a particular term in a specific
document, and Inverse Document Frequency (IDF) refering to the distribution
of a particular term across all documents. The basic theme of TF −IDF scheme
is that, if a word appears frequently in a document, it must be an important
keyword, unless it also appears frequently in other documents. The similarity
measure for two documents Di and Dj , can be calculated by using normalized
Cosine function between them,

Di = (wi1, wi2, ......wiN ) and Dj = (wj1, wj2, ......wjN ). (1)

Sim(Di, Dj)TS =

∑N
t=1(wit ∗ wjt)√∑N

i=1(wit)2 ∗
∑N

t=1(wjt)2
. (2)

The most important factor at this stage is VSM does NOT consider any rela-
tionship between feature terms. All terms are considered as independent of each
other. In our new model, we find the semantic relationship between the feature
terms with the help of WordNet and propose the new similarity measure with
the mesh topology framework.
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Sim(Di, Dj)SS =

∑fn
x=1[
∑fn

y=1,y �=x(wix ∗ wjy + wjx ∗ wiy)Fxy]∑fn
x=1[
∑fn

y=1,y �=x(wix ∗ wjy + wjx ∗ wiy)]
. (3)

where Fxy = Terms relevance matrix obtained from WordNet and fn = Total
no of terms. The final similarity between two documents will be the addition of
Eq. 2 and Eq. 3.

Sim(Di, Dj) = Sim(Di, Dj)TS + Sim(Di, Dj)SS (4)

Wi1

Wj1Wj1Wj1

Wi fnWi3Wi2

Wj fn

Di =

Dj =

f1 f2 f3 fn

. . . . . 

. . . . . 

Fig. 2. Semantic Vector Space Model

3.3 Genetic Algorithm

In this section, we discuss the main features of GA, including chromosome rep-
resentation, population initialization, fitness function, crossover and mutation
operators.

Genotype: In our framework, we propose a string type chromosome encoding
consisting of 4 groups of information in 8 bits. So our initial solution space
comprises of 256 candidates, as shown in Table 1.

Table 1. Genotype Encoding

Choromosome 1 2 3 4 5 6 7 8 9

Information GA Data Subset Must Link Clustering Ensembling

The first bit represents that if a solution is originated from the base assembling
process or through a genetic cycle. Next two bits represent the dataset (Title,
Tag, Description or All). Next two bits represent which configuration of must-
link (ML-1, ML-2, ML-3 or ML-4) is used during semi-supervised clustering
ensemble process. Last two bits represent which clustering ensemble algorithm
(CSPA, MCLA or HGPA) is used.
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Fitness Function: We propose to translate the related video information in
terms of must-link constraints. We define a new measure PPP. It is the per-
centage of must-link pairs in a clustering result that satisfy must-link rule, i.e.,
both members of the pair exists in the same cluster. Now during the selection of
suitable candidates for ensemble process, the clustering candidates are evaluated
according to this measure. The idea is that a group of cluster with a high value
of PPP measure is expected to produce more accurate results as compared to
another group with a low value of PPP measure.

Termination Criteria: The validated datasets are used to estimate the accu-
racy of clustering ensemble which ultimately reflects the performance of genetic
cycle. The resulting labels are compared with ground truth labels using Micro-
Precision (MP) [31] accuracy measure. To terminate the genetic cycle, number of
iterations (NGC) and saturated (A difference between two consecutive cycles is
negligible) MP accuracy (SMP ) are monitored on Whichever Comes First policy
basis.

Genetic Operator: Crossover and mutation are the most important steps in
GA. The implementation of these operators is a critical process. We propose to
represent these operators by an intelligent mechanism of clustering ensemble.

3.4 The Algorithm

The proposed SS-CSPA-GA Algorithm is outlined as follows.

Input: (i) Dataset, containing textual part of videos (UtVd).
(ii) Related Video information (RVi).
(iii) Validated Video Dataset (VVD).

Output: Clustering labels.

Calculate all possible configurations of pairwise constraints M-(1,2,3,4) from RVi.
Concatenate the validated dataset (VVD) with testing dataset(UtVd).
for i ∈ {DataSets UtV d (A1, A2, A3)}

for j ∈ {DataSet Copies Cj}
for k ∈ {T itle, T ag,Description}

Text pre-processing for extraction of unique and meaningful terms.
Apply TF − IDF scheme to find term weights.
Calculate the initial similarity matrix STS and list of feature terms.
Calculate the semantic relevance of feature terms.
Calculate the semantic similarity matrix SSS .
Add two similarity matrices to get the final similarity S.

for m ∈ {M − 0,M − (1, 2, 3, 4)} M-0 is without must-link
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Calculate net similarity Sn = Si +m.
Execute different clustering algorithms and get labels.
Calculate PPP measure for every cluster label.

End m
End k

End j
End i
While (NGC or SMP )

Select a group of clusters with high (Top x) PPP measure.
Ensemble the clustering Labels to get a new solution.

End While

4 Experiments

4.1 Datasets and Evaluation Criteria

Datasets Among the different available datasets, we select MCG-WEBV [30]
benchmark dataset including 80,0311 most viewed videos for every month from
Dec. 2008 to Feb. 2009 on YouTube. These videos are most valuable to do mining
for their high quality and popular contents by providing comprehensive features
for the video analysis and process. It includes the raw videos, keyframes, five
metadata features, eight web features, and eleven low-level features cover textual,
visual and audio.

We perform a number of experiments on textual part by considering the ba-
sic textual features like title, tag and description. Related videos data is also
included as a must-link constraint. Some basic facts about three considerable
datasets are stated in Table 2.

Table 2. Dataset description

DataSet Number of Copies Instances Features
UtVd Categories Ci Title Tag Des

A-1 8,9,14 2 1007 2102 4250 5420

A-2 1,12,13 2 1010 1697 3569 4927

A-3 2,6,7 2 995 1783 3867 5197

Validated Dataset. For each testing dataset UtVd, we select about 20% in size,
a set of additional pre-labeled videos. During the genetic cycle, the termination
criteria is determined by comparing the resulting labels of validated datset with
their corresponding gound truth labels.
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Evaluation Criteria. For the final evaluation of results, we use micro-precision
[31] to measure the accuracy of the consensus cluster with respect to the true
labels. The micro-precision is defined as

MP =
K∑

h=1

[
ah
n
], (5)

where K is the number of clusters and n is the number of objects, ah denotes
the number of objects in consensus cluster h that are correctly assigned to the
corresponding class. We identify the corresponding class for consensus cluster h
as the true class with the largest overlap with the cluster, and assign all objects
in cluster h to that class. Note that 0 ≤ MP ≤ 1 with 1 indicating the best
possible consensus clustering which has to be in full agreement with the class
labels.

4.2 Results

Using the above stated scheme, we first perform the three clustering algorithms
with must-link constrains and find the clustering labels. For each dataset, we
select at least three subsets for experiments and take their average. The results
are compared with true labels to find the accuracy. The average accuracy for
three datasets with spectral clustering is shown in Table 3.

Table 3. Average clustering accuracies for three datasets with spectral clustering

Data M-0 M-1 M-2 M-3 M-4 M-0 M-1 M-2 M-3 M-4 M-0 M-1 M-2 M-3 M-4

SubSection Dataset A-1 Dataset A-2 Dataset A-3

Title 0.82 0.89 0.92 0.76 0.78 0.53 0.53 0.72 0.62 0.59 0.59 0.50 0.65 0.59 0.73

Tag 0.92 0.94 0.95 0.94 0.93 0.83 0.83 0.85 0.71 0.84 0.67 0.73 0.77 0.75 0.71

Des 0.64 0.92 0.71 0.75 0.77 0.63 0.59 0.62 0.60 0.70 0.47 0.41 0.73 0.42 0.66

All 0.82 0.95 0.95 0.89 0.93 0.80 0.81 0.85 0.65 0.78 0.75 0.76 0.71 0.72 0.72

Considering the above results as base clusters, we execute three clustering
ensemble algorithms, CSPA, MCLA and HGPA. The best results are obtained
from CSPA as shown in Table 4.

Table 4 shows clearly that the clustering ensemble with genetic guidance has
evolved towards better solution. In each data set A− i, the results in bold face
values (GA bit = 1) are obtained through the genetic cycle, clearly represents
the evolution of better solution during genetic cycle with the guidance of musk-
link constraints formulating the PPP measure. At the same time, the fitness
function measure makes it easy and efficient to select best individuals from the
population solution.
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Table 4. Clustering ensemble for datasets in the genetic cycle

Dataset A-1 Dataset A-2 Dataset A-3

Choromosome Accuracy Choromosome Accuracy Choromosome Accuracy

0 01 10 00 00 0.94 0 01 01 00 00 0.87 0 11 00 00 00 0.83

0 10 00 00 00 0.95 0 01 11 00 00 0.88 0 01 10 00 00 0.84

0 11 11 00 00 0.96 0 11 00 00 00 0.89 0 01 01 00 00 0.85

1 00 00 00 00 0.97 1 00 00 00 00 0.90 1 00 00 00 00 0.86

1 00 00 00 00 0.98 1 00 00 00 00 0.91 1 00 00 00 00 0.87

1 00 00 00 00 0.99 1 00 00 00 00 0.92 1 00 00 00 00 0.88

4.3 Results Discussion

1. As stated earlier, this work is an extension of our previous work in two
dimensions.

2. First idea is the generalization of traditional VSM. As this concept is more
natural and logical, it produces better results in terms of the clustering
quality. Our source in this generalization is WordNet database. Another
thought can be to use some other external source like ImageNet database.

3. The second part of this work is the evolution of clustering ensemble process
with the help of GA. Although researches has already proposed many algo-
rithms in this context, but still our approach is novel for the configuration
of GA like, the use of must-link information in the fitness function and the
representation of genetic operators by the clustering ensemble.

4. The available noisy text information and less dense constrains are not suffi-
cient to fully categorize the videos data. There is a need of some more data
sources like user interest videos, visual contents of corresponding videos and
specifically some more external information retrieval sources like ImageNet
database. Merging of such external information support is also a challenge.

5 Conclusions

This paper proposed a novel approach, SS-CSPA-GA, to categorize the videos
containing textual data provided by their up-loaders. Experimental results
showed that the proposed two extensions worked well for categorization pur-
pose. The categories of our dataset (YouTube) are not very well distinguished.
There is an overlap in many categories like Music with Film & animation, Edu-
cation with Science & Technology and Comedy with Entertainment. So instead
of considering them as independent categories, a hierarchical tree relationship
of these categories can be a more natural and logical design (future work con-
sideration). This idea can place new challenges for data mining and multimedia
researches. We use must-link information in our fitness function. Another idea
can be to use cannot-link information if available. In our future work, while
searching for more supportive information, the fusion of additional information
for web video categorization will also be a challenge.
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Abstract. We focus on the problem of correlation clustering, which is to par-
tition data points into clusters so that the repulsion within one cluster and the
attraction between clusters could be as small as possible without predefining
the number of clusters k. Finding the optimal solution to the problem is proven
to be NP-hard, and various algorithms have been proposed to solve the prob-
lem approximately. Unfortunately, most of them are incapable of handling large-
scale data. In this paper, we relax the problem by decoupling the affinity matrix
and cluster indicator matrix, and propose a pseudo-EM optimization method to
improve the scalability. Experimental results on synthetic data and real world
problems including image segmentation and community detection show that our
technique achieves state of the art performance in terms of both accuracy and
scalability.

Keywords: Correlation clustering, Unsupervised learning, Large scale, Pseudo-
EM algorithm.

1 Introduction

Clustering is one of the most fundamental problems in machine learning, with the goal
to partition data points into groups such that the points within clusters are more similar
to each other than those in different clusters. The clustering problem has received a
significant amount of attention during the past few decades, and numerous methods
have been proposed to solve it. However, most of them need the number of clusters k
as a priori. Correlation Clustering [1] makes an exception, which is able to select k
automatically. Moreover, this “model selection” property can be theoretically justified
with a probabilistic interpretation [2], and theoretical analysis has been conducted for
correlation clustering with error bounds derived [3].

Correlation clustering is a graph-based problem, where vertices correspond to the
data points, and each edge (u,v) is labeled either “+” or “-” depending on whether ver-
tices u and v are similar or not. Given this complete binary affinity graph, the task
of correlation clustering is to minimize the “-” edges (repulsion) within clusters and
“+” edges (attraction) between clusters, which is also known as minimizing disagree-
ments. An equivalent optimization problem is to maximize agreements — maximize
the “+” edges within clusters and “-” edges between clusters. The correlation clustering
problem is proven to be NP-complete [1], and the majority of efforts are then devoted
to solving it approximately [1, 4–7]. Among them, convex continuous relaxation is
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frequently applied. A linear programming (LP) formulation in [4] results in a factor 4-
approximation algorithm for minimizing disagreements. For maximizing agreements,
several relaxations based on semi-definite programming (SDP) are achieved [4, 6]. To
make the problem more flexible, [4, 5] extend the binary graphs to general weighted
graphs, which contain both positive and negative edges.

Despite the large amount of theoretical analysis conducted on correlation cluster-
ing, most of the existing algorithms are impractical for real-world applications which
are relatively large-scale [8, 9]. For example, there are O(n3) constraints in the LP
relaxation for minimizing disagreements, while the SDP formulation with O(n2) vari-
ables for maximizing agreements is known to be computationally expensive and hard
to scale up. Some recent work has focused on the computational issue and tried to
address it. In [10], a more effective relaxation is proposed by exploiting the special
problem domain. Discrete energy minimization algorithms are adopted in [2] to scale
up the computational procedure. Although these approaches do improve the efficiency
of correlation clustering, they are still insufficient for real-world problems.

In this paper, we reformulate correlation clustering with a new perspective of de-
coupling the affinity matrix and cluster indicator matrix. A pseudo-EM optimization
method is proposed by relaxing the new formulation. Beyond that, to further improve
the performance, we adopt online updates and extend the algorithm to adapt to sparse
data by appending a sparsity factor. Experiments are performed on synthetic data and
practical tasks including pixel-level image segmentation and community detection in
real information networks, and convincing results are achieved to demonstrate the ad-
vantages of our proposed technique in terms of both accuracy and scalability.

The remainder of the paper is organized as follows. In the next section we give a
brief introduction to the correlation clustering problem. In Section 3 we show how to
reformulate and solve it with effective alternating minimization routine. Experimental
results are presented to demonstrate the effectiveness of the proposed algorithms in
Section 4 and in Section 5 we conclude the paper with possible directions for future
work.

2 Correlation Clustering

Correlation clustering is defined on a complete graph G = (V,E), with n vertices
corresponding to the data points to be clustered and an edge between every pair of
nodes. Each edge is assigned with a label e(u, v) ∈ {+,−} where e(u, v) = + if u and
v are similar, e(u, v) = − otherwise. In this paper, we will focus on the minimizing
disagreements objective of correlation clustering.

Assuming cluster assignments can be represented with natural numbers, the goal of
correlation clustering is to find a cluster assignment C : V → N by solving the follow-
ing problem: minC

∑
e(u,v)=+ 1[C(u) �= C(v)] +

∑
e(u,v)=− 1[C(u) = C(v)]. One can

further extend the complete graph with binary affinity to a general graph. This graph
can be described with an affinity matrix W ∈ Rn×n:

W

⎧⎨⎩
> 0 : u and v attract each other by |Wuv|
< 0 : u and v repel each other by |Wuv|
= 0 : the relation between u and v is uncertain

,
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and the clustering objective for the general graph can be written as

min
C

∑
Wuv>0

1[C(u) �= C(v)]Wuv −
∑

Wuv<0

1[C(u) = C(v)]Wuv .

By introducing a matrix D in which Duv = 1 if u and v are in the same cluster and
Duv = −1 otherwise, we can notice that D encodes an equivalence relation, namely
that it is transitive, reflexive and symmetric. Thus the minimizing disagreements prob-
lem can be rewritten as

min
D

− (
∑

Wuv>0
Duv<0

WuvDuv +
∑

Wuv<0
Duv>0

WuvDuv)

s.t. Duv ∈ {−1, 1}, ∀u, v; Duu = 1, ∀u;
Duv = Dvu, ∀u, v; Duv +Dvs ≤ Dus + 1, ∀u, v, s

. (1)

One should notice that any feasible D matrix in (1) corresponds to an equivalence
relation, and therefore it is straightforward to recover a clustering from the solution
to (1).

Correlation Clustering Optimization. Solving (1) exactly is NP-complete [1]. A
natural way out is then to relax the hard equivalence relation constraints on D. Actually,
simply by relaxing the discrete constraints D ∈ {−1, 1}n×n to be continuous, the
problem can be reformulated as a linear program with O(n3) linear constraints [4, 5].
Due to the cubic number of constraints, the time complexity of the LP formulation
grows rapidly with the problem size.

Another relevant piece of work is to start with maximizing agreements problem with
similar objective and constraints, and apply semi-definite relaxation to a linear trans-
formation of the D variable. As a consequence, a semi-definite optimization problem
with an n × n matrix variable and O(n2) linear constraints can be formulated. As a
convex optimization problem, it can be solved with polynomial time. However the time
complexity of solving an SDP with a matrix variable of size p and q constraints is up to
O(q2p2.5) [11], which is prohibitive for even medium-size data.

From the discussion above, we can conclude that although convex relaxations have
the nice property that global optimum can be found for the relaxed problems in polyno-
mial time, unfortunately they are not practical for large-scale problems.

Another possible direction is to trade convexity for scalability. Recently, [2] takes
a new perspective and treats correlation clustering optimization as a special discrete
energy minimization problem without unary terms. Based on techniques in energy min-
imization [12, 13], several algorithms are proposed including Expand-and-Explore,
Swap-and-Explore and Adaptive-label ICM. Compared to the continuous convex re-
laxations discussed above, significant improvements in scalability are achieved in this
framework, which are chosen as the rival algorithms in our experiments.

3 Pseudo-EM Algorithm

Instead of the indirect routine of solving correlation clustering by first computing the
relaxed cluster equivalence relation matrixDand then recovering the cluster assignments
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based on D, we take a more intuitive and straightforward perspective, which is to fixate
on the cluster label assignments directly.

We first define a clustering indicator matrix L which describes the cluster assign-
ments of the vertices. Specifically,Liu = 1 means that vertex u is in cluster i, Liu = −1
otherwise. L encodes a valid clustering if it satisfies the following: a data point belongs
to one and only one cluster; each cluster contains at least one data point. That is,

Q : {L ∈ {−1, 1}k×n;

k∑
i=1

Liu = 2− k, ∀u;
n∑

u=1

Liu > −n, ∀i} , (2)

where k is the number of clusters and not predefined in correlation clustering.

Proposition 1. The correlation indicator vector Du,: is the same as the cluster indica-
tor vector LC(u),: for any vertex u, where C(u) denotes the cluster assignment of u.

Based on Proposition 1, it is possible to replace D with L in (1) and solve for L
directly. Moreover, W and L can be treated as general variables without any inherent
physical meaning in the new objective. As a result, a new reformulation and correspond-
ing relaxation by decoupling W and L are derived with a two-step effective alternating
optimization method, which is similar to expectation-maximization (EM) algorithm:
compute a latent variable C based on L in the first step and optimize L according to C
in the following step.

3.1 The Basic Pseudo-EM Routine

Consider the correlation clustering problem in a general graph (1). According to Propo-
sition 1, the following relations are true:

Duv, ∀u, v ⇐⇒ LC(u)v, ∀C(u) ∈ {1, 2, ..., k}, ∀v;
Duu = 1, ∀u ⇐⇒ LC(u)u = 1, ∀u;
{Duu = 1, ∀u; Duv = Dvu, ∀u, v; Duv +Dvs ≤ Dus + 1, ∀u, v, s} ⇐⇒ Q .

Thus we can replace D with L according to the equivalence mentioned above and
rewrite (1) as a summation of loss produced by each row of W and L, which can be
expressed as

min
L,C,k

−
∑
u

∑
v

WuvLC(u)v<0

WuvLC(u)v

s.t. C(u) ∈ {1, 2, ..., k}, ∀u; Q; LC(u)u = 1, ∀u
. (3)

Notice in the optimization problem above, apart from the variables including the
cluster indicator matrix L and the number of clusters k, we introduce an auxiliary vari-
able C which corresponds to the cluster assignment. These variables are coupled with
each other through the constraints. Despite the redundancy of the variables, we benefit
from treating them separately in the optimization procedure as we will see shortly.
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The reformulated problem is still computationally hard to solve. However, we can
first relax the constraint LC(u)u = 1 (which means u is in cluster C(u) physically) and
fix L, leaving C the only variable to be optimized. In this way, we can minimize the
objective in an iterative manner: assume at iteration t, we have a feasible candidate for
L: Lt = [�1, �2, ..., �k]. By fixing Lt, we can optimize over C, where the best Ct+1(u)
for vertex u can be simply computed by enumerating all possible class assignments for
u, and solve the following optimization problem:

Ct+1(u)
∗
= argmin

C(u)∈{1,2,...,k}

∑
v,WuvLt

C(u)v
<0

−WuvL
t
C(u)v . (4)

Once the cluster assignment for all the vertices C is completed, it is straightforward to
update L accordingly: we first set k to the number of unique clusters in C and reassign
C to take values from {1, ..., k}. L can then be updated by starting from a k × n matrix
of all -1’s and setting LC(u)u = 1. This optimization routine works like expectation-
maximization (EM) algorithm in the sense that it computes the latent variable C in the
first step and optimizes L in the second step, therefore we call it pseudo-EM. Notice
that it is possible some clusters contain no vertices at some iteration, and they would
disappear after the iteration, which makes the number of clusters be selected to adapt to
a lower loss. To improve the convergence rate and optimization quality, this procedure
can be conducted in an online way, that means when deciding the cluster assignments
for new vertices, the existing assignments are already in effect. This iterative procedure
is shown in Algorithm 1.

Given a candidate for L, Algorithm 1 chooses the best cluster assignment for every
u in each iteration to minimize the objective, and therefore the loss will decrease until
convergence. Due to the property of selecting k automatically in Algorithm 1, there is
no need to predefine the number of clusters. As we can observe from (4), vertices with
similar affinity vectors will be likely in the same cluster. This implies that although we
remove the constraint LC(u)u = 1, which is equivalent to the strong equivalence rela-
tion encoded in D, the nature of correlation clustering is preserved due to the intuitive
optimization procedure.

Theorem 1. Algorithm 1 is guaranteed to converge.

Proof. First notice that in each iteration Lt = [�1, �2, ..., �k] corresponds to a clustering
of all the vertices Ct, and the optimization problem (4) is equivalent to

Ct+1(u)
∗
= argmin

C(u)∈{1,2,...,k}

∑
Wuv>0

1[C(u) �= Ct(v)]Wuv−
∑

Wuv<0

1[C(u) = Ct(v)]Wuv ,

where the objective can be treated as a measurement of diversity between two cluster
assignments C and Ct. More specifically, define a function

f(C1, C2) =
∑
u

[ ∑
Wuv>0

1[C1(u) �= C2(v)]Wuv −
∑

Wuv<0

1[C1(u) = C2(v)]Wuv

]
,

it is easy to prove that f is non-negative:f(C1, C2) ≥ 0 and f is symmetric: f(C1, C2) =
f(C2, C1). By the end of each iteration, the clustering of all the vertices is updated to
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Algorithm 1. Basic Pseudo-EM Routine

Input : Affinity matrix W n×n, initial L0, Online
Output: Cluster assignments of all the vertices
1: t = 0;
2: repeat
3: for u ∈ {1, ..., n} do
4: compute optimal Ct+1(u) according to (4);
5: if Online == True then
6: Lt(Ct(u), u) = −1;Lt(Ct+1(u), u) = 1;
7: end if
8: end for
9: Update Lt+1 determined by Ct+1;

10: t = t+ 1;
11: until the partition determined by C does not change
12: return C

Ct+1 = argminC f(C, Ct), therefore, we have 0 ≤ f(Ct+2, Ct+1)=minC f(C, Ct+1) ≤
f(Ct, Ct+1) = f(Ct+1, Ct), which guarantees that the function value of f or the sum-
mation of the objective value in (4) monotonically decreases while being lower-bounded
by 0. As a consequence, Algorithm 1 is guaranteed to converge. ��

3.2 Discussion

In the above, we are motivated by solving for the cluster label assignments directly, and
propose the basic pseudo-EM routine for correlation clustering optimization. However,
the proposed algorithm works by starting with an initial L. In this section we will in-
troduce how to initialize L. Apart from that, we will also look into the sparsity issue in
data set. At last, we will analyse the computational complexity.

In principle, any L which satisfies (2) is legal. An example is to initialize L with
2In×n − 1. On one hand, it is not difficult to find that the number of clusters decreases
along with iterations in our method, therefore one may want to set the number of rows of
initial L (i.e. the initial number of clusters) to a relatively large value. On the other hand,
as the number of rows of initial L grows, the time complexity of the algorithm increases
and the speed of convergence decreases. Here we describe a heuristic initialization of
L based on the positive degree of vertices. First, all vertices are sorted in a list by the
positive degree in descending order. Starting from the first vertex u in the list, a cluster
indicator vector l is constructed by setting l(v) = 1 if vertex v has a positive relation
with u and is currently in the list, l(v) = −1 otherwise, then the vertex u and v that
l(v) = 1 are removed from the list. These steps are repeated until the list is empty. Then
we get a initial L.

However, the sparsity of the affinity matrix leads to ineffectiveness when merg-
ing cluster indicator vectors, which will result in a relatively large number of clus-
ters. To address this problem caused by sparse data, we append a sparsity factor of
sum(Lt

C(u),: + 1)/2 (the size of current cluster C(u)) to the objective to discourage
small clusters when optimizing for C(u)∗ in (4). In our experiments when dealing with
sparse data, we follow this routine.
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Algorithm 2. Initialize L

Input : Affinity matrix W n×n

Output: Cluster indicator matrix L
1: L = ∅; ∀i, j, Gij = 2(Wij > 0)− 1; ∀i, Gii = 1;
2: pdegree = sum(G, 2); list = sort(pdegree,descend);
3: while list is not empty do
4: u = list.pop(); �1×n = −1;
5: for v ∈ list do
6: if G(u, v) == 1 then
7: �v = 1; list.remove(v);
8: end if
9: end for

10: L = L ∪ �;
11: end while
12: return L

The computational complexity of our algorithm is linear in each iteration as we will
see. Let n, a and r denote the number of vertices, the number of attraction edges and the
number of repulsion edges respectively. The cost of initializingL is O(a+nlogn), while
the proposed algorithm involves complexity of O(a+ r+n) in each iteration, which is
linear with the sum of the number of edges and the number of vertices. Obviously, it can
be seen that the more sparse W is, the less time complexity it will achieve. This is a very
useful property to be exploited, especially for large-scale problems in real applications.
The number of iterations taken to convergence is relatively small from experience.

A related algorithm to pseudo-EM is the LocalSearch method proposed in the Clus-
tering Aggregation framework [14]. The two algorithms are similar in the sense that
they both can be used to optimize correlation clustering. However, the fundamental dif-
ference is that LocalSearch is based on a greedy vertex-wise manner, while ours works
like EM algorithm.

4 Experiments

In this section, we evaluate the performance of our proposed algorithm pseudo-EM
using both synthetic and real data. To investigate the numerical performance, we first
conduct comparison with the optimal solution to the correlation clustering problem (1)
and the SDP relaxation [6] on toy data. We then compare them to the algorithms in-
cluding Swap-and-Explore, Expand-and-Explore and Adaptive-label ICM proposed in
[2], which aims at large-scale correlation clustering. In synthetic experiments, we also
compare with k-means which is the representative of traditional clustering methods.
To generate general affinity matrices and the ground truth of clustering, we follow the
recipe in [2]. In terms of real data, we conduct experiments on image segmentation
and community detection tasks. To evaluate the quality of clustering with the ground
truth, we use F1-measure and recovery levels of k. F1-measure takes value from [0, 1],
and a larger value implies higher quality of clustering; while the recovery level of k is
the difference ratio of the selected k to the ground truth, where smaller values indicate
better recovery of the number of clusters.
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4.1 Numerical Comparison

To investigate the numerical performance of the proposed optimization methods, we
randomly generate a problem with 20 vertices and 2 clusters. We first find the exact so-
lution to problem (1) by searching over all possible clustering assignments, which adds
up to
∑20

i=1 C
i
20 = 1, 048, 575 clusterings, and choosing the one with the minimum

objective value. We then compare the SDP relaxation and the proposed methods with
the optimal solution. SDP is implemented with the semi-definite programming package
SeDuMi [15] and the YALMIP toolbox1. A subtlety here is that the SDP objective is
to maximize agreements, therefore a postprocessing step is taken following the SDP
procedure to convert the result to the minimal disagreements solution.

Table 1 summarizes the comparison in terms of the loss objectives given the dis-
cretized solutions and time costs of optimization. We can first observe that the SDP
relaxation is more effective than solving the problem exactly. However, the loss objec-
tive based on the discretized solution of the relaxed continuous result produced by SDP
is greater than the exact loss. In the meantime, our proposed methods including pseudo-
EM (P-EM) and online pseudo-EM (OP-EM) find solutions with loss objectives closer
to the optimal one and significant improvements in time complexity.

4.2 Synthetic Data

To generate synthetic affinity matrix W , n vertices are assigned to c clusters with dif-
ferent sizes (size ratio between the largest and smallest clusters is 100) randomly. For
each vertex, we sample the same number of neighbors with nonzero affinities. Then the
adjacency matrix of ground truth is corrupted with noise both on the signs and values
to get a real affinity matrix.

Due to the high computational complexity of Expand-and-Explore, Swap-and-Exp-
lore and k-means, we only compare with them as well as adaptive-label ICM on small
scale data with the following parameters setting: #Clusters = 30, #Neighbors = 20,
Balance = 0.5, Noise = 0.1, where Balance is the ratio of the number of inter
and intra cluster neighbors. The parameter k for k-means is set as the ground truth.
Fig. 1 shows the F1-measure and running time of different algorithms as the number
of vertices increases. It can be seen that our methods produce more accurate clustering
than the competing algorithms. On the other hand, although being provided with the true
number of clusters, the clustering quality produced by k-means is not comparable to the
rest of the algorithms. Another observation is that as the number of vertices grows, the
clustering quality increases, which makes sense in that one can obtain better knowledge
of the underlying distribution given more data. In addition, as mentioned above, the
computational costs of Expand-and-Explore, Swap-and-Explore and k-means are high,
therefore we will not include them in the following comparison on real data sets.

We further investigate the ability of different algorithms to automatically select the
number of clusters k, which is illustrated in Fig. 2. As can be seen, the proposed meth-
ods are shown to be significantly more effective at selecting k. Similarly, we can observe
that more data makes the estimate of k more accurate; while the difficulty of selecting
k increases with the number of clusters given the same amount of data.

1 http://users.isy.liu.se/johanl/yalmip/

http://users.isy.liu.se/johanl/yalmip/
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Table 1. Loss comparison of exact optimum and SDP/P-EM/OP-EM

Exact solution SDP P-EM OP-EM

Loss 9.3588 78.2503 35.9834 35.9834
Time/s 858.7878 35.3129 6.1241e-4 5.6880e-4
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Fig. 1. Small scale data, #Clusters=30, #Neighbors=20, Balance=0.5, Noise=0.1. (a) F1-
measure. (b) Running time.

4.3 Image Data

To further demonstrate the scalability and quality of clustering of the proposed algo-
rithms, we conduct experiments on the pixel-level image segmentation task. We take
the image data in [16] and rescale the images to 134×200 for illustration. We use the
classical normalized cut [17] as comparison.

Before running the algorithms, one should notice that the affinity matrix for cor-
relation clustering consists of both positive and negative entries, which is different
from normalized cut. Therefore, to construct the sparse affinity matrix, we first take the
affinity matrix computed for normalized cut, followed by a nonlinear transformation to
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Fig. 2. Recovery of k. (a) #Clusters=30, #Neighbors=20, Balance=0.5, Noise=0.1. (b) #Ver-
tices=500, #Neighbors=20, Balance=0.5, Noise=0.1.
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convert the nonnegative affinities to real valued affinities. The nonlinear transformation
function is modified from y = log x

1−x proposed by [1]. To avoid the problem occurred

when x = 1, here we use the transformation y = log 1+(x−δ)
1−(x−δ) with the following prop-

erties: y > 0 when x > δ; y < 0 when x < δ and y = 0 when x = δ, where δ is a
super parameter and is fixed to 0.05 in our experiments. Another subtlety regarding the
comparison is the number of clusters k has to be predefined for normalized cut. In our
experiments we set k = 5, while our methods automatically select k.

The comparison of image segmentation results is shown in Fig. 3, where the seg-
mentation results of normalized cut are shown in the left column, while the results of
our methods including OP-EM and OP-EM-S (OP-EM with sparsity factor) are shown
in the middle and right columns respectively. From Fig. 3 we can observe that OP-EM-
S is very effective at finding segments on images while OP-EM itself performs not as
well, which justifies the idea that adding sparsity factor in (4) could be more effec-
tive for sparse data. On the other hand, the left column shows that for normalized cut,
inappropriate value of k would result in improper segmentation, which is one of the
disadvantages of traditional clustering methods. As comparison, correlation clustering
does not need to predefine the k value, which would alleviate the problems caused by
unknown number of clusters in the data.

Fig. 3. Image segmentation on Berkeley Segmentation Dataset. Left to right column: Normalized
cut, online pseudo-EM (OP-EM) and online pseudo-EM with sparsity factor (OP-EM-S).

4.4 Social Network Data

Another natural application of clustering is community detection in networks. Here we
conduct experiments on Amazon product co-purchasing network with a ground truth
distribution of communities2. The original network contains 334,863 nodes and 925,872
edges. The number of communities in the network is 151,037 and average community

2 http://snap.stanford.edu/data/com-Amazon.html

http://snap.stanford.edu/data/com-Amazon.html
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size is 19.78. Here we preprocess the data by keeping the top 5,000 communities and
removing the redundant clusters and duplicate nodes. As a result we get a network with
16,685 nodes and 1,145 communities for our investigation.

We adopt the commonly used Jaccard’s coefficient metric to measure the similarity
between two nodes in the network [18], then convert the similarities to construct an
affinity matrix as described in 4.3. Given the affinity matrix, we apply correlation clus-
tering to detect the communities. We use the following metrics to evaluate the quality
of the communities detected: F1-measure, Rand Statistic and Jaccard Coefficient. All
of these measures take value from [0, 1], and larger values imply higher quality of clus-
tering. Fig. 4 summarizes the comparison of the algorithms in terms of recovery of k
and quality of clustering, which shows a clear advantage of our algorithms.
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Fig. 4. Community detection on Amazon network data

5 Conclusion

In this paper we propose algorithms for solving general correlation clustering which
could handle large-scale data from a different perspective by decoupling the affinity ma-
trix and the cluster indicator matrix followed by a pseudo-EM optimization. To further
improve the quality of optimization and alleviate the problem of local minimum, we
adopt online udpates and append a sparsity factor for sparse data. Experimental results
on both synthetic and real data demonstrate the effectiveness of the proposed techniques.

Correlation clustering is based on graphs with two types of edges: positive and nega-
tive, while in many real problems such as social networks or protein-protein interaction
networks, the types of edges can be more diverse. Therefore, an interesting direction
for future work will be to further generalize the proposed methodology to graphs with
more diverse relations or interactions. Another important problem to look into is the
theoretical analysis of the optimization quality of the proposed methods.
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Abstract. Spectral clustering is a flexible clustering algorithm that can produce 
high-quality clusters on small scale data sets, but it is limited applicable to large 
scale data sets because it needs 3( )nΟ computational operations to process a 
data set of n  data points[1]. Based on the minimization of the increment of 
distortion, we tackle this problem by developing a novel efficient growing vec-
tor quantization method to preprocess a large scale data set, which can com-
press the original data set into a small set of representative data points in one 
scan of the original data set. Then we apply spectral clustering algorithm to the 
small set. Experiments on real data sets show that our method provides fast and 
accurate clustering results. 

Keywords: Spectral clustering, growing vector quantization, distortion. 

1 Introduction 

Clustering is an important problem in machine learning and data mining [1][8][9] 
[10][14][15][16][17][18][19][20]. A large number of algorithms have been proposed 
for clustering problems. Recently, spectral clustering has become more and more 
popular for its high-accurate clustering advantage over traditional clustering algo-
rithms. Spectral clustering methods is a class of methods based on the theories of 
eigen-decompositions of affinity matrix and kernel matrix, and there has been many 
results on the theoretical basis of spectral clustering[14][18]. Many traditional cluster-
ing algorithms strongly depend on Euclidean space, and can only detect cluster of 
convex geometry, in contrast, spectral clustering algorithms are more flexible, and 
able to detect clusters of a large number of geometries. Spectral clustering methods 
often provide superior empirical clustering results when compared with traditional 
clustering algorithms, such as k-means, and they have been applied in a large number 
real world applications in bioinformatics, robotics and so on. 
                                                           
∗  This work is supported by National Natural Science Foundation of China under Grant No. 

61003311, Jiangsu Provincial Key Laboratory of Network and Information Security Grant 
No. BM2003201-201006, Anhui Provincial Natural Science Research Key Project of China 
under Grant No. KJ2011A040, Youth Foundation of Anhui University of Technology under 
Grant No. QZ201316. 
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Despite the advantages of spectral clustering, it can not process the date set with a 
large number of data points efficiently. The reason is pointed in [1]: given a date set 
with n  data points, spectral clustering algorithms always need 3( )nΟ  computational 

operations to construct a n n×  affinity matrix of data points and compute eigenva-
lues and eigenvectors of the affinity matrix. When the data point number exceeds the 
order of thousands, spectral clustering algorithms needs more than 9(10 )Ο computa-

tional operations and thus can not be efficient and feasible to real world applications. 
To tackle the above problems, there are mainly four kinds of solutions. One is 

based on replacing the original data set with a small number of representative points 
(these data points aim to preserve the original clustering-relevant structure in the orig-
inal data set), then it clusters the data set of representative points and uses the cluster-
ing result as the final clustering results[1]. The second is based on subsampling on the 
original data set then replaces the original set with the subsample set, it then clusters 
the subsample set as the final clustering results[8]. The third focuses on using a low-
rank matrix to approximate the affinity matrix of the original data set, then do spectral 
clustering based on the constructed low-rank matrix[8][9][10]. It has been pointed in 
[1] that all of these three solutions neglect the important connection between the de-
creasing of the original data set by a preprocessing method and the subsequent effect 
on the clustering. In [1], Yan et. al. proposed two fast approximate spectral clustering 
algorithms based on rate-distortion theory. The first method in [1] is a local k-means 
clustering algorithm (KASP) (for the information theoretical aspect of k-means algo-
rithm, please refer to [20]). It needs a user specific parameter k  (representative point 
number in k-means for KASP), which is hard for common user to specify. KASP 
needs ( )nktΟ  computational operations to preprocess the original data and produce a 

set of k  representative data points, which requires t  times scanning of the original 
data, this can be a heavy burden when the preprocessing method in KASP needs a 
large number of  iteration to converge. The second method in [1] is a fast spectral 
clustering algorithm with RP trees(random projection tree) also needs a user specific 
parameter k  and  ( )hnΟ  to construct the h -level projection tree[13]. But to ensure 

a small distortion with high probability, h  always needs to be ( log )d dΟ where d  

is dimensionality of the original data set. The second method in [1] is slower and less 
accurate than the first according to the experiments in [1].  

There are also some interesting and important works in the improvement of the 
spectral clustering algorithm based on the change of the original optimization problem 
in spectral clustering. For example graph-based relaxed clustering (GRC) is proposed 
in [18]. Qian et. al. proposed a fast graph-based relaxed clustering algorithm(FGRC) 
in [14], which uses core-set-based minimal enclosing ball approximation. FGRC im-
proves  the sensitiveness to the adopted similarity measure and reduces time com-
plexity.  

In this paper, we propose a novel growing vector quantization method (GVQ) to 
preprocess the original data set, which provides a set of representative data point 
based on the minimization of the increment of distortion. Then we cluster the new 
generated set of representative data points as the final clustering results with the spec-
tral clustering algorithm in [2]. GVQ requires user-input parameters θ : maximum 
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distortion of a representative data point and γ : maximal distance. It can produce a 

small set of representative data point in one-scan of the original data set, and requires 
( )nΟ  computational operations. Experimental results over real data sets show that 

our method achieves a similar clustering accuracy and consuming much less computa-
tional time, compared with KASP[1]. 

The rest of the paper is organized as follows. In Section 2, we introduce some 
background knowledge in vector quantization and spectral clustering. GVQ method 
will be introduced in section 3. Experimental results and conclusion will be reported 
in section 4 and 5. 

2 Preliminaries 

2.1 Spectral Clustering 

The spectral clustering algorithm in [2] is one of the most popular spectral clustering 
algorithms. It introduces a special processing manner of using the first k eigenvectors 
of the affinity matrix and provides conditions under which the spectral clustering in 
[2] will perform well. The algorithm will be listed as follows[2]. We adopt a similar 
notation used in [2]. 

 

 
The total computational operations in spectral cluster is 3( )nΟ . 

2.2 Vector Quantization 

Vector quantization [3][11][12][13] is a process that encodes each input vector ( a 
data point) with the closest matching (with minimum distance) vector in current co-
debook (representative data point set), then decodes each vector according the gener-
ated codebook. The crucial part of this method is to design a good codebook (a set of 
representative data point set).  The well-known algorithm for this design is  
 

Algorithm 1. Spectral clustering 
Input: number of clusters k , affinity matrix n nW R ×∈ of data set 1{ ,.., }nx x  

Step1. Compute laplacian matrix L D W= − , D  is a diagonal matrix with 

element , ,
1

n

i i i j
j

D W
=

=  

Step2. Compute the first k  eigenvectors 1,.., ku u  of the generalized eigen-

problem Lu Duλ= ; let 1[ ,.., ]T
kZ u u=  

Step3. Cluster the row vector ( ), 1..iy i n=  in Z  with k-means algorithm into 

clusters 1,.., kC C  

Output: k  clusters: 1,..,  { | }k i j iA A A j y C= ∈  
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Linde-Buzo-Gray algorithm. The LBG algorithm can provide a encoder that satisfy 
necessary but not sufficient conditions for optimality. But it needs fixed input number 
of representative data point and iterated scans of the original data set until the repre-
sentative data points in the codebook change by a small enough fraction compared 
with the latest iteration. Given n  original data points, k  representative data points 
in codebook and t iterations, LBG needs computational operations ( )kntΟ  to con-

struct a codebook. There also some sophisticated variants of LBG, in which a number 
of representative data points is updated to encode a new input vector, which usually 
have a larger computational operations than LBG [4]. 

Thus it is time-consuming to applying the traditional vector quantization algorithm 
directly into the preprocessing of a large set of data point. 

3 Our Method 

When preprocessing a large data set and generating a good set of representative data 
point to replace the original set, there are two important factors. The first is: the dis-
tortion of the preprocessing algorithm, which is crucial for the following clusters 
quality[1]. The second is: the scan number of all data points in the original data set, 
given that many scans of a larger data set is time-consuming. 

Based on the above considerations, we design a novel growing vector quantization 
method GVQ based on the minimization of the increment of distortion, which can 
produce a good set of representative data point in one-scan of the original data set. 

We will first prove that the traditional LBG algorithm is not optimal, when we 
consider the increment of distortion for encode each newly input vector. Then we will 
give GVQ algorithm. 

3.1 Minimization of the Increment of Distortion 

Let us assume a representative data point 1{ ,.., }kr R r r∈ = in a codebook and r  has 

encoded some points 1set { ,.., }r sy y X= ⊂ of the original data 1{ ,.., }nX x x= . We 

define the distortion of r  to encode setr as: 2

1
D( )= || ||

s

ii
r r y

=
− ( || ||•  is Euclidean 

measure and iy X∈ ). It is easy to see that when 
1

(1 / )
s

ii
r s y

=
=  , D( )r  is mini-

mized, and we call this r  best represents its encoded setr . In the following we as-

sume that each representative data point in R  always best represents its encoded 
data after processing each data point of the original data sets X . 

Assume that LBG has processed the first 1m −  data points of X  and it is about 
to encode mx , and the closest matching representative data point in the current code-

book 1{ ,.., }kR r r=  is 1r , which means that 2 2
1 1|| || || || , ,m i m i ir x r x r R r r− < − ∈ ≠ . We 

also assume that 1r  has encoded 
1r 1 1 1Set { ,.., } { ,.. }, 1..s i mz z z x x i s−= ∈ = . Then LBG 

algorithm will select 1r  to encode mx . The increment of distortion is: 
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After some reduction of (1) (2) (3) we get: 

 
2

1|| || /( 1)mE s r x sΔ = − +    (4) 

From (4), we can see that the increment of distortion depends not only on the dis-
tance between the representative data point (before encode mx ) and mx , but also the 

number of original data points  1r  has encoded. Thus for each data point of X  that 

about to be encoded, the choice made in LBG is not optimal according to distortion 
increment, because it only consider the distance between representative data points 
and an uncoded data point. 

3.2 Growing Vector Quantization Method 

It is hard for a traditional vector quantization algorithm to assign the number of repre-
sentative data points of a codebook before processing a set of original data points, 
which is due to the lack of knowledge about the distributional characteristics of the 
original data set. We also note the a predefined and fixed number of representative 
data points is hard for common user to specify, which also troubles the understanding 
of final clustering results. 

 

Algorithm 2. Growing vector quantization 
Input: maximal distance γ , maximal distortion θ , data set 1{ ,.., }nX x x= , a emp-

ty set R of representative data points. 
For each , 1..ix X i n∈ =  

Step1. Choose the closest matching representative data point r R∈  according 
to (4), and D( )r θ< . If the representative data point with minimal distortion has 
distortion larger than θ , we choose the representative data point with the second 
minimal distortion and so on. 

Step2.If r  cannot be chosen in step 1 or the chosen r  has || ||ir x γ− > , add 

a new representative data point newr to R , let new ir x= , newD( ) 0r = and go to 

process 1ix +  

Step3. Suppose r  has encoded s  data points in X before encodes ix , up-

date r and D( )r : ( ) / ( 1)ir r s x s= × + + , 2D( ) || || /( 1)ir s r x s= − + and go to 

process 1ix +  
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Given maximal distance γ  and maximal distortion θ , we design a growing me-

chanism in the following two steps: 
Step1. Given an uncoded data point x  in X (has not been encoded by representa-

tive data points in codebook), we choose the closest matching representative data 
point r  according to the minimization of formula (4) and D( )r θ< . That is: if the 

representative data point with the minimal value of (4) has a distortion value smaller a 
predefined value θ , then we choose it as r , if not, we test if the representative data 
point with the second minimal value of (4) has distortion larger than θ , and so on.  

Step2. If we cannot find a r R∈  or we find a r R∈  in step1 has 2|| ||r x−  larger 

than a predefined value γ , then we adds a new representative data point newr  into R , 

and encode x  with newr . Otherwise, we use r R∈  chosen in step 1 to encode x . 

Thus our method will add a new representative data point newr into R (the code-

book) when we can’t find a r R∈  in step 1 or r R∈  chosen in step 1 has 
2|| ||r x γ− > . 

It should be noted that θ  and γ  are closely related to representative data set dis-

tortion, thus gives a better interpretation for the final clustering results than predefined 
representative data point number in [1]. 

With the growing mechanism and (4), the proposed GVQ algorithms is as followed: 

Theorem 1. Given maximal distance γ , maximal distortion θ  and a data set 

1{ ,.., }nX x x= , growing vector quantization algorithm will produce a representative 

data set R  with at most /nγ θ  data points approximately, when γ  is set to be 

larger than the maximal distance of data point pairs in X and growing vector quanti-
zation algorithm has computational operations at most 2( / )n γ θΟ . 

Proof. When γ  is set to be larger than the maximal distance of the data point pairs, 

then for each uncoded data point in X , growing vector quantization algorithm will 
add a new representative data point to R  if R is empty or the distortions of repre-
sentative data points in r R∈  all exceeds θ . It means that new representative data 
point will be added when all r R∈  has D( )r θ> . 

Given a r R∈  and maximal distortion θ , the minimal number of data points in 
X  that can be encoded by r  is /θ γ , thus the n  data points in X  can be  

encoded by at most /nγ θ  representative data points of R . 

It is obvious that growing vector quantization algorithm(GVQ) make one scan of 
X  and for each x X∈ , GVQ needs | |R  computation operations to compute the 

distortion increment (4) for each r R∈ . Thus the total computational operations is 
2( / )n γ θΟ .             ■ 

It should noted that after GVQ generated R , we use the spectral algorithm in Al-
gorithm 1 to cluster R , then output its clusters as the final clustering results for X . 
By Theorem 1, it is obvious that the total computational operations for clustering a 
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data set 1{ ,.., }nX x x=  with GVQ and Algorithm 1 (denoted by GVQ+Spectral clus-

tering) needs total computational operations 2 3 3 3( / / )n nγ θ γ θΟ +  at most when we 

set a large γ . Give the same reduction ratio λ ( in GVQ /λ θ γ=  approximately),  

which is the ratio between the number of the generated representative data points and 
the number of data points in original set X , KASP in [1] always needs computation-
al cost 2 3 3/ /t n nλ λ× + ( t  usually is not a small constant in order to make k-means 
converge), where our method (GVQ+Spectral clustering) needs computational cost 

2 3 3/ /n nλ λ+  at most. 

4 Experiment 

4.1 Data Sets 

RCV1(Reuters Corpus Volume I)[5] contains 781,256 documents which are catego-
rized into 350 classes. We remove those categories which contains less 500 docu-
ments or is multi-labeled, and select a subset of about 20,000 documents in the  
remaining 103 categories as the testing set. In this experiment, we test our method, 
KASP in [1] and spectral clustering method [2] respectively on 30 categories, 60 cat-
egories and 90 categories of the remaining 103 categories. The 30 categories has the 
largest value of average sample number per category, while the 60 categories has the 
second largest value. 

4.2 Evaluation Metrics 

We test the three methods: GVQ+Spectral clustering, KASP[1], spectral clustering[2] 
by computing Clustering Accuracy (CA) and Normalized Mutual Information (NMI) 
on the labels generated by the three methods and their real labels. Clustering accuracy 
and Normalized information have been defined and used in [1][2][6]. It should be 
noted that for the spectral clustering algorithm used in these three method, we choose 
to construct 20-nearest neighbor graph and gaussian similarity function with variance 
calculated in a self-tuning way suggested by [7]. 

We also use the clustering time as an important clustering performance quantity. 
Our experiments were performed on a Window 7 machine with 2.0GHz Cpu and 4 

GB main memory. All methods were implemented in Matlab. 

4.3 Results 

Fig.1 , Fig.2 and Fig. 3 shows that NMI and CA values of the three method over 
30,60,90 categories of RVC1. It is easy to see that both NMI and CA of GVQ+spectral 
clustering are similar to KASP. These two methods both have lower NMI and CA 
values than spectral clustering. This is because that the distortion incurred by the 
processing of GVQ and KASP. But Fig. 4 shows that both KASP and our method run 
much faster than spectral clustering and our method is faster than KASP. 
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5 Conclusion 

A fast spectral clustering algorithm for large data set is proposed in this paper. Based 
on the minimization of the increment of distortion, we develop a novel efficient grow-
ing vector quantization method to preprocess a large scale data set, which can com-
presses the original data set into a small set of representative data points in one scan 
of the original data set. Then we apply spectral clustering algorithm to the small  
set. Experiments on real data sets show that our method provides fast and accurate 
clustering results. 

 

Fig. 1. CA and NMI on 30 categories        Fig. 2. CA and NMI on 60 categories 

 

Fig. 3. CA and NMI on 90 categories Fig. 4. Running time over 30, 60, 90 catego-
ries of GVQ+Spectral clustering, KASP and 
Spectral clustering 
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Abstract. Conventional clustering algorithms suffer from poor scalabil-
ity, especially when the data dimension is very large. It may take even
days to cluster large datasets. For applications such as weather forecast-
ing, time plays a crucial role and such run times are unacceptable. It
is perfectly relevant to get even approximate clusters if we can do so
within a short period of time. In this paper we propose a novel deter-
ministic sampling technique that can be used to speed up any clustering
algorithm. We call this technique DSC (Deterministic Sampling-based
Clustering). As a case study we consider hierarchical clustering. Our em-
pirical results show that DSC results in a speedup of more than an order
of magnitude over exact hierarchical clustering algorithms when the data
size is more than 6,000. Also, the accuracy obtained is excellent. In fact,
on many datasets, we get an accuracy that is better than that of
exact hierarchical clustering algorithms!. Even though we demon-
strate the power of DSC only with respect to hierarchical clustering, DSC
is a generic technique and can be employed in the context of any other
clustering technique (such as k-means, k-medians, etc.) as well.

Keywords: Clustering algorithms, Agglomerative hierarchical cluster-
ing, Center of gravity, Clustering efficiency.

1 Introduction

The problem of clustering is to partition a given set of objects into groups (called
clusters) such that objects in the same group are “similar” to each other. There
are numerous ways of defining “similarity” and hence there exist many differ-
ent versions of the clustering problem. Examples include hierarchical clustering,
k-means clustering, k-medians clustering, etc. For each of these versions sev-
eral efficient algorithms have been proposed in the literature. For example, the
best known algorithm for hierarchical clustering takes O(n2) time on n objects
(or points). We live in an era of data explosion and the value of n is typically
very large. As a result, even a quadratic time algorithm may not be feasible in
practice when the datasets are very large. Another factor that could add to the
complexity of clustering is the data dimension. One possible way of speeding up
these algorithms is with the employment of sampling. For instance, the CURE
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algorithm [7] employs random sampling in clustering and the speedups obtained
are very good. In this paper we propose a novel deterministic sampling tech-
nique that can be used to speedup any clustering algorithm. To the best of our
knowledge, deterministic sampling has not been utilized before in clustering.

Let I be a given set of n objects. It helps to assume that the objects are points
in d for some large d. In our technique there are several levels of deterministic
sampling. In the first level the input is partitioned into several parts. Each part
is clustered. Here one could employ any clustering algorithm. Some number of
representatives (i.e., sample points) are chosen from each cluster of each part.
These representatives move to the next level as a deterministic sample. In gen-
eral, at each level we have representatives coming from the prior level. These
representatives are put together, partitioned, each part is clustered, and repre-
sentatives from the clusters proceed to the next level. This process continues
until the number of points (i.e., sample from the prior level) is ‘small’ enough.
When this happens, these points are clustered into k clusters, where k is the tar-
get number of clusters. For each of these clusters, a center is identified. Finally,
for each input point, we identify the closest center and this point is assigned to
the corresponding cluster.

Clearly, the above technique can be employed in conjunction with any cluster-
ing algorithm. In this paper we consider hierarchical clustering as a case study.
However, the technique is generic. We have tested our technique on many syn-
thetic as well standard benchmark datasets. We achieve a speedup of more than
an order of magnitude over exact hierarchical clustering when the data size is
more than 6,000. Please note that real-life datasets have millions of points and
more. Also, the accuracy obtained is very impressive. In fact, on many datasets,
our accuracy is better than that of exact hierarchical clustering algorithms!

The rest of this paper is organized as follows: Section 2 has a literature sur-
vey. Some preliminaries on hierarchical clustering, sampling, clustering accu-
racy/efficiency, etc. are presented in Section 3. Section 4 describes the proposed
algorithm. Analyses of time complexity and accuracy of our algorithm are pre-
sented in Section 5. Our experimental platform is explained in Section 6. Section
7 shows our experimental results and Section 8 concludes the paper.

2 Related Works

In this section (due to space constraints) we provide a very brief literature
survey. Clustering algorithms fall under different categories such as partition-
ing methods, hierarchical methods, density-based methods, grid-based methods,
and model-based methods. Partitioning based clustering divides the dataset into
some user specified number of clusters using centroid or medoid based proce-
dures. In the centroid based algorithms clusters are formed using the center of
gravity of the input points. Medoid based algorithms produce clusters accumu-
lating points closest to the center of gravity. Some notable examples of centroid
and medoid based algorithms can be found in [11], [10], [4], [13], and [22]. A
hierarchical clustering algorithm partitions the entire dataset into a tree, known
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as the dendrogram, of clusters. Two kinds of hierarchical clustering, namely, ag-
glomerative and divisive are known. Agglomerative methods form the clusters in
a bottom-up fashion where each data point starts as a single cluster and these
clusters get progressively merged until all the input points form a single cluster.
Divisive approach works in a top-down fashion starting with a single cluster con-
taining all the input points. This cluster gets partitioned into smaller and smaller
clusters until each input point forms a single cluster. Some of the well known hi-
erarchical clustering algorithms are: Balanced Iterative Reducing and Clustering
using Hierarchies BIRCH [23], Clustering Using REpresentatives CURE [7] and
CHAMELEON [12]. As mentioned before, CURE employs random sampling.

Density based clustering partitions the dataset into a number of groups based
on the density of the input points in a region. Examples include DBSCAN [6] and
DENCLUE [9]. Grid-based clustering algorithms run in two steps. In the first
step they map the entire dataset into a finite number of hyper-rectangular cells
and in the next step they perform some statistical procedures on the transformed
or mapped points to find the density of the cells. Adjacent cells are connected
to form a single cluster if those cells follow same density distribution. Exam-
ple density-based clustering algorithms are STatistical INformation Grid-based
method STING [21], WaveCluster [18], and CLustering In QUEst CLIQUE [1].

The above algorithms do not assume any hypothesis/model about the data
and fall under the category of exploratory algorithms. Confirmatory or inferential
algorithms assume a hypothesis/model on the data to be clustered. A number of
statistical inferential techniques can be found in the literature. Examples include
linear regression, discriminant analysis, multi-dimensional scaling, factor analy-
sis, principal component analysis, and so on. A survey on inferential clustering
can be found in [20]. Some other interesting clustering techniques and algorithms
can be found in [3], [14], [2], [19], and [17].

3 Background Information

3.1 Agglomerative Hierarchical Clustering

Steps involved in any agglomerative clustering procedure are shown in Algo-
rithm 1. The distance between two clusters can be defined in a number of ways
and accordingly different versions of the hierarchical clustering problem can be
obtained. We define below some of these distances. For any two clusters I and
J , let d(I, J) stands for the distance between I and J . In step 3 of Algorithm 1,
let the clusters with the minimum distance be I and J . Also, let the merged
cluster in step 4 be Q. For any cluster I, |I| denotes the size of the cluster I. In
the following definitions, L refers to any cluster other than I, J, and Q.

1. Single-link: d(Q,L) = min{d(I, L), d(J, L)}. The distance between two clus-
ters A and B is the closest distance between a point in A and a point in B:
d(A,B) = mina∈A,b∈B d(a, b).
2. Complete-link: d(Q,L) = max{d(I, L), d(J, L)}. The distance between two
clusters A and B is the maximal distance between a point in A and a point in
B: d(A,B) = maxa∈A,b∈B d(a, b).
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Algorithm 1. Agglomerative Hierarchical Clustering

Input: A set of n data points and an integer k
Output: The best k clusters
begin

1 Start with n clusters (nodes) labeled 1, 2, 3, . . . , n, where each cluster
has one input point.

2 Calculate all pair-wise cluster distances and place them in a n× n
matrix. This matrix is called the dissimilarity matrix.

3 Find the pair of nodes (i.e., clusters) with the minimum cluster distance.

4 Join these two nodes into a new node and remove the two old nodes.
Relabel the nodes with consecutive integers.

5 Update the dissimilarity matrix.

6 Repeat steps 3 through 5 until only k clusters are left. Output these k
clusters.

3. Average-link: d(Q,L) = |I|·d(I,L)+|J|·d(J,L)
|I|+|J| . The distance between two clus-

ters A and B is the average distance between a point in A and a point in B:
d(A,B) = 1

|A||B|
∑

a∈A,b∈B d(a, b).

4. Centroid-link: d(K,L) = |I|·d(I,L)+|J|·d(J,L)
|I|+|J| − |I|·|J|·|d(I,J)|

(|I|+|J|)2 . Here d(A,B) is

the distance between the centroids of the clusters in Euclidean space: d(A,B) =
(‖ cA − cB ‖)2, where cA denotes the centroid of the points in cluster A.

5. Ward-link: d(K,L) = (|I|+|L|)·d(I,L)+(|J|+|L|)·d(J,L)−|L|·d(I,J)
|I|+|J|+|L| . Here d(A,B) =

2|A||B|
|A|+|B| · (‖ cA− cB ‖)2 where cA denotes the centroid of the points in cluster A.

3.2 Sampling

The idea of sampling is to pick a subset of the given input, process the subset,
and make inferences on the original dataset. Sampling has played a major role
in the design of efficient algorithms for numerous fundamental problems in com-
puting such as sorting, selection, convex hull, clustering, rules mining, etc. Both
sequential and parallel algorithms have benefited. Random sampling perhaps is
the most popular. Deterministic sampling has also been employed for such prob-
lems as selection. For a survey on the role of random sampling in knowledge
discovery, the reader is referred to [15]. In agglomerative hierarchical clustering,
random sampling is exploited in ROCK [8] and CURE [7]. These algorithms
randomly choose a subset of the input points and cluster this subset. Each of
the other input points is assigned to the cluster closest to it.

To the best of our knowledge, deterministic sampling has not been employed
in the context of clustering before. A major advantage of deterministic sampling
over randomized sampling lies in the fact that the analyses done using deter-
ministic sampling always hold. In this paper we propose a technique called DSC
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(Deterministic Sampling-based Clustering). DSC is based on the scheme pro-
posed in [16]. The scheme of [16] works in the context of out-of-core selection.
The problem of selection is to find the ith smallest key from a collection X of
n keys. The selection algorithm of [16] works as follows: At the beginning all
the keys are considered as live keys. The algorithm then goes through stages of
sampling. In the first stage, it divides the collection X into a number of parts
such that each part contains M keys, where M is the size of the memory. Each
part is then sorted and keys that are at a distance of

√
M from each other are

retained. So, the ranks of the retained keys are (
√
M, 2

√
M, 3

√
M, . . .). Clearly,

the number of keys in the retained set R1 from the first stage is = n√
M
. In the

next stage, the algorithm again groups the elements of R1 such that there are

M elements in each part, sorts each part, collects only every
√
M

th
element in

each part. Let the set retained in the second stage be R2. This process of se-
lecting a subset from one level as a sample to the next level continues until only
≤ M elements are left. These elements constitute a deterministic sample from
which two elements �1 and �2 are picked such that these elements bracket the ith

smallest element of X . Followed by this, we eliminate all the keys of X that do
not have a value in the interval [�1, �2]. This process of sampling and elimination
is continued until the number of keys left is small. At that point, the remaining
elements are sorted and the element of interest is identified.

3.3 Clustering Accuracy

Given a clustering algorithm, there are multiple ways to measure the accuracy
of clustering. In this paper we use a measure that is very intuitive and has been
mentioned in many prior works (see e.g., [7]). Given k clusters corresponding
to a given input point set, we first identify the center of each cluster. Then
we calculate the distance of each point to the center of the cluster it belongs
to. This distance is summed over all the points. If dij is the distance of the
ith point in cluster j to the corresponding center, the clustering accuracy is
computed as

∑
i

∑
j dij . Let the clustering accuracy of DSC and any other exact

hierarchical clustering algorithm be CAA and CAE , respectively. Then, we define
the clustering efficiency of our algorithm as CAE

CAA
× 100%.

4 Our Algorithm

There are several levels of sampling in our technique. The number of points that
move from one level as a sample to the next level progressively decreases. When
the number of points in some level falls below some threshold for the first time,
we cluster those points into k clusters. We identify the centers of these clusters.
Each input point p is then assigned to the cluster whose center is closest to the
point p.

Let the number of levels in the algorithm be r (i.e., in stage r the number of
remaining points falls below a threshold for the first time). In the first stage we
have all the n input points. We partition the input set into p1 parts of equal size.
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Each part (of size n
p1
) is clustered into q clusters using any clustering algorithm.

We pick � representatives from each such cluster and these representatives from
each cluster of each part move to the second level as a sample. The number of
points that move to the second level is n

p1
q�. In the second stage all of these

points are put together, partitioned into p2 parts of equal size, each part is
clustered into q clusters, � representatives are chosen from each cluster, and
these representatives move to the third level; and so on.

In general, in level i we partition the points into pi equal parts, cluster each
part into q clusters, pick � points from each cluster, and the picked points move
to level i+1, for 1 ≤ i ≤ (r−1). A pseudocode for DSC is supplied in Algorithm
2. In this pseudocode we have assumed (for simplicity) that p1 = p2 = · · · = pr.
Also, the parameters q and � have to be chosen to optimize run time and accuracy.
In our implementation we have used the following values: q = k and � = 1.

Algorithm 2. Deterministic Sampling-based Clustering (DSC)

Input: A set of n data points; integers p, k, and r.
Output: The best k clusters
begin

1 Divide the data points into p equal sized parts.

2 Cluster each part into q clusters.

3 Deterministically select � representatives from each of the above clusters.

4 Put all of the representatives together.

5 Repeat r times steps 1 through 4.

6 Cluster the remaining points into k clusters and find the center of each
of these final clusters.

7 Assign each input point x to that cluster whose center (from among all
the cluster centers) is the closest to x.

5 Analysis

5.1 Time Complexity

Let there be r levels of sampling in the algorithm. Note that the standard hi-
erarchical clustering on n points can be done in O(n2) time. Let the number of
parts in level i be pi, for 1 ≤ i ≤ r. In each level and each part assume that
there are q clusters and from each cluster we pick � representatives.

In level 1 there are p1 parts and a total of n points and hence each part has n
p1

points. To cluster each part we spend O((n/p1)
2) time and hence the total time

spent in level 1 is O
(

n2

p1

)
. From each part of level 1, we pick q� representatives

and hence the total number of points that move onto level 2 is n
p1
q�.

There are p2 parts in level 2 and each part has n
p1

q�
p2

points. As a result, the

total time spent in level 2 is O
(

n2(q�)2

p2
1p2

)
. Proceeding in a similar manner, the
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total number of points in level j (for 1 ≤ j ≤ r) is n
p1p2···pj−1

(q�)j−1 and there are

pj parts in this level. Therefore, the total time spent in level j is O
(

n2(q�)2(j−1)

p2
1p

2
2···p2

j−1pj

)
.

Putting together, the total time spent in all the r levels of sampling is

O
(

n2

p1
+ n2(q�)2

p2
1p2

+ · · ·+ n2(q�)2(r−1)

p2
1p

2
2···p2

r−1pr

)
. When q� is no more than a constant frac-

tion of pi for every i, then this run time simplifies to O
(

n2

p1

)
. Also, at level r of

sampling, we identify k cluster centers and every other point is assigned to one
of these clusters based on which of these centers is closest to that point. The
total time for this is O(nk). In summary, the total run time of the algorithm is

O
(

n2

p1
+ nk
)
.

Note: In Algorithm 2 we have assumed that p1 = p2 = · · · = pr = p.

5.2 Accuracy

The accuracy of any (randomized or deterministic) sampling based clustering
algorithm can be established by verifying that the final clusters of interest are
well represented in the sample. In particular, if C1, C2, . . . , Ck are the clusters
present in the input dataset then there should be enough representation from
each of the clusters in the sample. This verification seems to be very intuitive
as has been pointed out in the CURE paper [7]. We can use this observation to
verify the validity of our algorithm. In the following subsections we perform this
analysis in the worst case as well the average case. For simplicity we consider
only one level of sampling. Specifically, we partition the input into p equal parts,
cluster each part, select representatives from each cluster of each part, put to-
gether all the representatives and cluster them into k clusters, find the centers
of these clusters, and assign each input point to the cluster whose center is the
closest. The analysis can be extended to multiple levels as well.

Worst Case Analysis: Consider an input I consisting of n points in a high-
dimensional space. Let the final clusters in I be C1, C2, . . . , Ck. We partition I
into p parts. Let these parts be A1, A2, . . . , Ap. Clearly, the size of each part
is n

p . Each Ai is clustered into q clusters and we pick � representatives from
each cluster. The average number of points in each such cluster is n

pq . When
the number of points from some Ci is very small in some Aj , then, when Aj is
clustered, we may not be able to recognize the presence of a cluster of points
from Ci. Let τ(n) be the minimum number of points from Ci that should be in
Aj for Ci to be detected. Let nj

i be the number of points from Ci in part Aj ,

for 1 ≤ i ≤ k and 1 ≤ j ≤ p. If any nj
i is less than τ(n) then there may not

be a presence of Ci in Aj , i.e., none of the cluster representatives from Aj may

be from Ci. If n
j
i is ≥ τ(n), then the number of representatives will be �q

(n/p)n
j
i .

This means that the total number of representatives from Ci that are picked
from all the parts A1, A2, . . . , Ap is at least �q

(n/p) (ni − pτ(n)), where ni = |Ci|.
If this number is ≥ τ(n) for every i, then every cluster Ci will be recognized at

the end. This happens if ni ≥ pτ(n) + nτ(n)
p�q , for every 1 ≤ i ≤ k.
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Average Case Analysis: Now we show that if the sample size is large enough
then each final cluster will have enough representation in the sample with high
probability. Please note that our algorithm employs deterministic sampling and
the probability we refer to is computed in the space of all possible inputs. In
other words, the verification corresponds to the average case performance of the
algorithm. Before we present the verification we state the well-known Chernoff
bounds.

Chernoff Bounds: If a random vraiable X is the sum of n iid Bernoulli trials
with a success probability of p in each trial, the following equations give us
concentration bounds of deviation of X from the expected value of np. X is said
to be binomially distributed and this distribution is denoted as B(n, p). By high
probability we mean a probability that is ≥ (1−n−α) where α is the probability
parameter and is typically a constant ≥ 1. The first equation is more useful for
large deviations whereas the other two are useful for small deviations from a
large expected value.

Pr(X ≥ m) ≤ (np/m)mem−np (1)

Pr(X ≤ (1− ε)np) ≤ exp(−ε2np/2) (2)

Pr(X ≥ (1 + ε)np) ≤ exp(−ε2np/3) (3)

for all 0 < ε < 1.

Accuracy Verification: Let I be a given set of n points to be clustered and
let the final list of clusters be C1, C2, . . . , Ck. Let the number of points in Ci be
ni, for 1 ≤ i ≤ k. Consider a simple algorithm where we deterministically pick
a sample, cluster the sample into k clusters, and assign every input point x to
the cluster whose center (from among all the cluster centers) is the closest to x.
Let S be a deterministic sample of size m from I. Also, let Xi be the number
of points of Ci in S, for 1 ≤ i ≤ k. If we assume that each input permutation
is equally likely, then Xi is binomially distributed as B

(
m, ni

n

)
. E[Xi] =

mni

n .

Using Chernoff bounds equation (2), Pr
[
Xi ≤ (1 − ε)mni

n

]
≤ exp

(
−ε2mni

2n

)
. For

ε = 1/2, Pr
[
Xi ≤ mni

2n

]
≤ exp

(−mni

8n

)
. This probability will be ≤ n−α when

m ≥ 8αn loge n
ni

. For this value of m, Pr[Xi ≤ 4α loge n] ≤ n−α. Let nmin =

minki=1 ni. In summary, when m ≥ cαn loge n
nmin

(for some constant c > 8), every
Ci will have a good representation in S and hence the clusters output will be
correct. For example, if nmin =

√
n, then it suffices for m to be ≥ 8α

√
n loge n.

6 Simulation Environment

We have evaluated the performance of DSC via rigorous simulations. Both run
time and accuracy are considered. Synthetic as well as standard benchmark
datasets have been employed for testing. A description of these datasets follows.



42 S. Rajasekaran and S. Saha

We have generated synthetic datasets based on both uniform and skewed
distributions. All the datasets are from a high-dimensional space. Our datasets
based on uniform distribution are generated by picking each coordinate value
of each point uniformly randomly from the interval [0, 200]. To generate skew-
distributed datasets, at first we generated datasets part-by-part and finally put
them together. For example, a skew-distributed dataset could consist of 10 parts
where each part is uniformly distributed in a different interval. The following
tables [Please see Table 1 and Table 2] describe our synthetic and benchmark
datasets. Benchmark datasets have been downloaded from [5].

Table 1. Synthetic Datasets

Name Size Attributes Distribution

U1 11k 200 Uniform
U2 12k 200 Uniform
U3 13k 200 Uniform
U4 14k 200 Uniform
U5 15k 200 Uniform

S1 11k 200 Skewed
S2 12k 200 Skewed
S3 13k 200 Skewed
S4 14k 200 Skewed
S5 15k 200 Skewed

Table 2. Benchmark Datasets

Name Size Attributes # of clusters

Thyroid 215 5 2
Wine 178 13 3
Yeast 1484 8 10

Aggregation 788 2 7
D31 3100 2 31
Flame 240 2 2
R15 600 2 15

Pathbased 300 2 3

7 Simulation Results

In this section we present our experimental results. All the programs have been
run on an Intel Core i5 2.3GHz machine with 4GB of RAM.

7.1 Synthetic Datasets

In our implementation of DSC we have employed one level of sampling. In partic-
ular, we partitioned the entire dataset into groups of size 500 each and clustered
each group into 10 clusters. From each such cluster we picked one representa-
tive. These representatives were then put together and clustered into 10 clusters.
Finally, each input point was assigned to the cluster with the closest center.

We have computed the clustering efficiencies as the average over all the syn-
thetic datasets (uniformly distributed and skew-distributed, respectively). Also,
we have applied different clustering methods [Please see Table 3] such as ward,
complete, and average. In the case of skew-distributed datasets the average clus-
tering efficiencies found by applying different clustering methods are in the range
of [99%, 101%]. On the other hand, the efficiency exceeds 100% on uniform-
distributed datasets. As the size of the datasets and/or the dimension increases,
our algorithm outperforms exact algorithms, in terms of run time, by more than
an order of magnitude [Please see Figure 1]. To demonstrate scalability of our
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Table 3. Efficiency - Synthetic Datasets

Clustering method Uniformly distributed datasets Skew-distributed datasets

ward 100.42% 100.46%
complete 100.45% 100.22%
average 100.00% 99.26%
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(a) Uniform data having 200 attributes

 50

 100

 150

 200

 250

 300

 350

 400

 450

 500

11k 12k 13k 14k 15k

Ti
m

e 
in

 S
ec

on
ds

Number of Objects

ward (exact)
ward (approximate)

complete (exact)
complete (approximate)

(b) Skew data having 200 attributes

Fig. 1. Time to find 10 clusters from each dataset by applying various exact and
approximate methods
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Fig. 2. Time to find 10 clusters from each of the big datasets by applying ward (ap-
proximate) method

proposed algorithm we have generated 5 big datasets occupying a large collection
of objects. Each object consists of 2 attributes. We could not be able to run the
exact algorithms on these big datasets using our Intel Core i5 2.3GHz machine
with 4GB of RAM. On the contrary our proposed algorithm is able to perform
clustering on these datasets without stalling the machine [Please see Figure 2].

We have also compared our algorithm with other well known clustering al-
gorithms such as k-means, Partitioning Around Medoids (PAM), and Density-



44 S. Rajasekaran and S. Saha

Based Spatial Clustering of Applications with Noise (DBSCAN). The datasets
considered here are generated by picking each coordinate value of each point
uniformly randomly from the interval [0, 200]. Each point consists of 200 at-
tributes and each of the algorithms is tuned to find 10 clusters. As the size of
the datasets and/or the dimension increases, our algorithm outperforms all of
the aforementioned algorithms, in terms of run time, by more than an order
of magnitude and the average clustering efficiencies found by applying different
clustering methods are in the range of [99%, 100%] [Please see Table 4].

Table 4. A Comparison

k-means ward complete average

Objects Dim Time (s) Efficiency Time (s) Efficiency Time (s) Efficiency Time (s)

10k

200

23.49 99.70% 18.59 99.74% 18.27 99.13% 17.93
20k 65.46 99.79% 36.04 99.76% 36.64 99.19% 36.02
50k 235.74 99.87% 94.98 99.87% 98.48 99.23% 97.16
100k 612.85 99.91% 218.96 99.91% 227.33 99.28% 237.47

PAM ward complete average

Objects Dim Time (s) Efficiency Time (s) Efficiency Time (s) Efficiency Time (s)

10k 200 121.75 99.96% 18.59 100.00% 18.27 99.39% 17.93

DBSCAN ward complete average

Objects Dim Time (s) Efficiency Time (s) Efficiency Time (s) Efficiency Time (s)

10k 200 359.62 100.00% 22.58 100.00% 22.16 100.00% 21.88

7.2 Benchmark Datasets

We have computed clustering efficiency separately for each of the benchmark
datasets. For each dataset we generated the same number of clusters as shown
in Table 2. A comparison has been made with various exact algorithms such as
ward, complete, and average. From the results [Please see Table 5], we infer that
the accuracy obtained by DSC is very competitive with those of exact algorithms.
Also, for D31 dataset DSC is around 4 times faster than exact algorithms. When
the data size is less than one thousand DSC is not faster than exact algorithms.

Table 5. Efficiency - Benchmark Datasets

Method Thyroid Wine Yeast Aggregation D31 Flame R15 Pathbased

ward 100.92% 98.80% 103.80% 96.89% 92.32% 97.26% 90.16% 98.71%
complete 101.72% 99.63% 116.51% 95.76% 86.79% 110.62% 81.62% 99.83%
average 101.41% 99.99% 122.12% 95.76% 94.36% 95.78% 91.21% 101.88%

8 Conclusions

Sampling is a powerful technique that has been applied to solve many fundamen-
tal problems of computing efficiently. Random sampling is much more popular
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than deterministic sampling. In the context of clustering, random sampling has
been successfully applied in a number of algorithms such as CURE. To the best of
our knowledge, deterministic sampling has not been employed before for design-
ing clustering algorithms. In this paper we have presented a novel deterministic
sampling technique called DSC that can be used to speedup any clustering algo-
rithm. As a case study, we have demonstrated the power of DSC in the context
of hierarchical clustering. We have tested the performance of DSC on both syn-
thetic and benchmark datasets. DSC achieves impressive accuracies. On many
datasets, DSC achieves better accuracies than exact algorithms! Moreover, the
speedups obtained are equally impressive. In particular, DSC is faster than exact
algorithms by more than an order of magnitude. We thus feel that DSC is a very
effective sampling technique. Please note that deterministic sampling is prefer-
able over random sampling since the analysis done using deterministic sampling
will always hold (instead of holding on an average or with high probability).
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Abstract. This paper proposes a feature selection technique for software clus-
tering which can be used in the architecture recovery of software systems. The
recovered architecture can then be used in the subsequent phases of software
maintenance, reuse and re-engineering. A number of diverse features could be
extracted from the source code of software systems, however, some of the ex-
tracted features may have less information to use for calculating the entities,
which result in dropping the quality of software clusters. Therefore, further re-
search is required to select those features which have high relevancy in finding
associations between entities. In this article first we propose a supervised fea-
ture selection technique for unlabeled data, and then we apply this technique for
software clustering. A number of feature subset selection techniques in software
architecture recovery have been proposed. However none of them focus on auto-
mated feature selection in this domain. Experimental results on three software test
systems reveal that our proposed approach produces results which are closer to
the decompositions prepared by human experts, as compared to those discovered
by the well-known K-Means algorithm.

Keywords: Software Clustering, Feature Selection, K-Means.

1 Introduction

Software architecture provides an abstract level view of a software system which may
be explained by means of different software structures [1]. Due to the software evo-
lution, it is often the case that software systems deviate from these architectural de-
scriptions and thus do not reflect the system’s actual architecture anymore [2]. Hence,
in the phases of software maintenance, resue and re-engineering, it is very difficult for
software practitioners to understand a software system without having access to the ac-
tual and up-to-date architecture [3]. So it has become necessary to recover the software
architecture from the available sources of information, such as source code, experts
knowledge and executable files [2]. Thus many researchers have proposed and devel-
oped a number of automated software clustering techniques and tools to support the
software architecture recovery [4], [5] [6]. Among all the techniques, clustering is the
most dominant technique that has been used for the recovery of software architecture
or modularization [7] [8] [9] [10].
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Clustering is a technique of making groups of similar entities (e.g., files or classes)
using their features [11]. Clustering is used to make partitions into quality modules
of the software systems based on the relationships/features among entities. Clustering
approaches can be generally divided into two types, partition based and hierarchical
[12]. Partition-based clustering makes flat clusters/partition by moving entities from
one cluster to another while hierarchical clustering approaches repeatedly merge or split
entities or group of entities respectively resulting in a dendrogram, a tree like structure.
In this research we employ a very commonly used partition-based clustering technique,
i.e., K-Means [13].

During software clustering many issues may arise [14], such as, 1) selection of fea-
tures, 2) selection of similarity/distance measures, 3) selection of clustering techniques,
and 4) selection of evaluation criteria. Researchers have addressed the issues 2, 3, and 4
but little work has been done on issue 1 [15]. It is significant to note that the quality of
software clustering results depends on selecting suitable features of the extracted enti-
ties [15]. Increasing the number of features may increase the quality of clustering results
but adding features ahead of a certain limit, may deteriorate results [1] [16]. Therefore,
it is critical to select only those features which have more information regarding the
entities to be clustered. To the best of our knowledge, feature subset selection for soft-
ware clustering is usually done through testing of different sets of extracted features of
a given software system. Such an approach has a number of shortcomings. For example,
it requires domain knowledge to understand the concepts of software architecture and
make useful categories of features for testing its significance in clustering. Its validity
is not applicable in general since the best category of features reported for a given soft-
ware may not be the best subset for another software system or it may not even exist
in another software system. It is usually carried out manually by experts of the domain
and testing different combinations of features requires a lot of time.

This paper proposes a feature selection technique for clustering software entities. The
features extracted from the source code of a given software system are unlabeled data,
which have no class label at all. Our approach first converts this data to supervised data
by employing the technique of Zubair et al [17]. And then it performs automated feature
selection using a well known data mining technique called Correlation-based Feature
Selection Subset Evaluation (CFS) [18]. The selected subset of features is then used for
software clustering by employing the K-means algorithm. To check the quality of the
clusters accomplished by this method (i.e., using reduced features), we have compared
it with those accomplished using the full set of features. The results revealed that the
quality of clusters is better when only a subset of features is used. The approach does
not require domain knowledge, it is faster and it would be valid for all types of software
systems.

The rest of the paper is organized as follows: Section 2 presents the work related
to software clustering. An overview of our proposed approach is given in Section 3,
together with discussion of supervised feature selection method for software clustering.
In Section 4, we present our experimental design and setup that we have adopted to test
our proposed approach. In Section 5, the experimental results of our proposed approach
on three software systems are presented, followed by a discussion of threats to the
validity of our study. To end, we conclude and discuss future work in Section 6.
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2 Related Work

Architecture recovery requires extraction of different types of features followed by
grouping (clustering) software entities into meaningful structures based on those fea-
tures. In this section we discuss those approaches that are most closely related to our
work.

To retrieve the software architecture (module view) Bittencourt and Guerrrero [19],
presented an empirical study of K-Means, Edge betweenness, design structure matrix,
and modularization quality clustering algorithms. They evaluated these algorithms us-
ing the Authoritativeness, extremity of clusters and stability, which were quantified
against using four software systems. They concluded that KM outperforms in terms
of authoritativeness and extremity. In a similar study [20], the authors implemented
clustering approaches including K-Means, Edge betweenness, modularization quality
and design structure matrix clustering as a plug-in for Eclipse. Plug-in was applied on
three different open source software systems. The results were assessed and concluded
that K-Means produces better results in terms of authoritativeness as compared to other
existing algorithms in the literature. Similarly, Corazza et al. [21], proposed partition
based clustering approach based on lexical information extracted from Java classes.
These information/features were weighted using a probabilistic approach; Expectation-
Maximization (EM) algorithm is applied. K-Medoids clustering algorithm has been
implemented to make groups of the classes. The approach is evaluated using authori-
tativeness and extremity of clusters. The results revealed that K-Medoids improve the
results while using EM for feature weighting. This work has been extended in [22],
by investigating the six different types of lexical features introduced by developers,
namely; statements of source code, comments, and class, data, method and actual pa-
rameter names. An empirical study has been conducted on 13 open source software
systems.

In contrast to our work, all of the above techniques need human intervention in one
way or another during the clustering process, while we just need labeling of the enti-
ties for feature selection. The technique introduced by Corazza et al. [21] [22], needs
comments about source code of the software systems. In our automated feature selec-
tion approach we do not rely on the type of features, since we directly apply a feature
selection technique to reduce or select highly related subsets of the features for a given
software system.

Basic clustering algorithms like Single Linkage (SL) and Complete Linkage (CL)
have also been used for software clustering. For example, Wiggerts [23], proposed clus-
tering algorithms, like CL and SL. He suggested a careful selection of the entities, type
or number of features and similarity or distance measures for software clustering. The
similar work by Anquital and Lethbridge has been extended in [14]. They presented a
detailed comparative analysis of different hierarchical clustering algorithms, for exam-
ple CL, SL, Weighted Average Linkage and Unweighted Average Linkage algorithms.
To evaluate these algorithms precision, recall, cohesion, coupling and size of the clus-
ters were used. They also analyzed types of features and similarity measures. They con-
cluded that CL linkage is a better choice for remodularization. Indirect features may
produce good quality of clusters as compared to direct features, when employing basic
clustering algorithms.
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Fig. 1. System Diagram for Software Clustering Approach

Saeed and Maqbool [8], proposed a new algorithm known as “Combined algorithm”.
For newly formed clusters, the Combined algorithm makes a new feature vector by tak-
ing binary OR. The proposed algorithm is compared with existing clustering algorithms
using precision and recall. Experiments conducted on five subsystems of Xfig, showed
that the Combined algorithm performed better. In a followup work [24], the authors
proposed “Weighted Combined” (WC), a new hierarchical clustering algorithm, which
overcomes the deficiencies in the Combined algorithm. It makes a new feature vector
by maintaining the number of entities accessing a feature in a cluster. WC produced
better results as compared to the Combined algorithm, using precision, recall and the
number of clusters as assessment criteria.

Naseem et al. [25] and [9], proposed two new similarity measures for software clus-
tering, i.e., Jaccard-NM and Unbiased Ellenberg-NM respectively. They used propri-
etary industrial software systems for experimental purposes. Applying these measures
with the CL algorithm, produced better results. In [26], cooperative approaches were
proposed, where two measures cooperate with each other in a hierarchical clustering
algorithm. These approaches generate better clustering results as compared to a clus-
tering approach with a single measure. They used MoJoFM and arbitrary decisions as
evaluation criteria.

3 Our Approach to Software Clustering

The system diagram for our software clustering approach is given in Fig.1. The process
of software clustering starts with the extraction of the entities and the relationships be-
tween them as features from the source code of the given system. This is followed by
K-Means clustering for assigning labels to the extracted entities. Those labeled features
are fed to a supervised feature selection technique using Correlation-based Feature Se-
lection Subset Evaluation (CFS) and the selected features are in turn used in K-Means
clustering resulting in software clusters which are then evaluated against expert decom-
position using evaluation criteria.

3.1 Clustering

Clustering is an unsupervised method that is widely used for different application ar-
eas. The most important intention of clustering is to identify the fundamental unknown
structures in data for many reasons like discovery of unknown groups and recognizing
patterns. It employs the process of, grouping a set of entities into clusters of similar
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entities [5]. Thus, a cluster is a group of entities that are similar to each other and are
different to the entities in other clusters. Similarity or distance can be calculated for
pairs of entities based on a set of features. In the context of our experiment, similarity
is a measurement of a degree which reflects the strength of the association between
two entities, and distance measures the difference between two entities. We have used
Euclidean distance measure as shown in Eq.1, as the distance measure. It calculates the
root of the square differences between all the features f of the pair of entities:

distance(X,Y ) =
√
b+ c (1)

where, a, b, c and d can be found using Table 1. Assume that we have two entities X
and Y , then a is the count of features that are present in both entities, b and c show the
number of features that are present in one entity and absent in the other and d is the
number of features that are absent in both entities. The total number of features can be
represented as n.

Table 1. Contingency table

Y

1 0 Sum

X
1 a b a+b
0 c d c + d
Sum a + c b + d n

Table 2. An example feature/(E x f) matrix

fr1 fr2 fr3 fr4 fr5 fr6
E1 1 0 0 1 1 0
E2 1 0 1 1 0 0
E3 1 1 0 0 0 0
E4 1 1 1 1 1 0

In the context of software clustering, features are generally in binary form, i.e., they
show the occurrence (presence) or lack (absent) of a feature [15]. An example feature
matrix containing 4 entities and 6 features is presented in Table 2. All features are
indirect. Each feature may be shared or not shared between the entities. If a feature is
shared then it will be marked as present, i.e., 1, otherwise, absent, i.e., 0. As can be seen
in Table 2, fr1 is absent in entity E1 while present in all the other entities. It may also be
the case that a feature may exist in a software system but it may not used by any entity,
for example, no entity is using fr6, therefore it is marked as absent for all the entities.

3.2 Feature Selection Technique

There are basically two steps in selecting the best subset of features from the types of
data sets discussed above.

Step 1 (Producing Labeled Data). In this step we use the technique described in [17]
which applies the K-Means clustering algorithm to obtain the initial labels of the data.
K-Means clustering algorithm produces cluster labels such as cluster0, cluster1, clus-
ter2 etc of each entity depending on the value of K (K is the number of clusters in
K-Means). The output produced by K-Means is our labeled data with class labels as
cluster0, cluster1, cluster2 etc. The labels produced by K-Means are not accurate as
K-Means’ accuracy may not be 100 % but these labels could be used as an estimation
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to correct labels. Our approach assumes these estimated labels produced by K-Means
as correct labels of the data and in this way we are able to convert unsupervised data to
supervised data.

Step 2 (Correlation-based Feature Selection Subset Evaluation (CFS)). It assesses
the significance of a subset of features by allowing for the individual predictive capa-
bility of every feature along with the measurement of redundancy among each feature
[18]. It chooses a reduced set of features that are highly connected with the expected
class information (for more information see [18]). We used two types of search methods
in conjunction with CFS described below:

– Best First (BF) uses greedy hillclimbing improved with backtracking ability to
search for a subset of features. The arrangement of successive non-improving nodes
permitted control the level of backtracking completed. BF starts with the vacant set
of features and looks for features, or begins with the full set of features and looks
for features toward the back, or initiates at any position and looks for in equal di-
rections.

– Greedy Step Wise (GS) carries out a greedy forward or backward search through the
space of features subsets. This approach may start with no features or all features
or from any feature. It stops when the addition or deletion of any leftover features
results in a quality decrease.

3.3 K-Means Algorithm

The K-Means (KM) algorithm is a very well known and widely employed clustering
technique. K in the name represents the number of clusters to be determined before
KM starts. Each cluster has a mean of its entities, the so called centroid. To assign each
entity to its nearest centroid, the distance or similarity is to be computed between the
entity and its centroid. A very commonly used Euclidean distance measure can be used
to compute the distance between an entity and a centroid. After finding the distances for
each entity with the centroids, entities are assigned to their nearest centroid. The cen-
troid is recalculated using the mean for the newly made cluster and the whole process
is iterated until a stopping criterion is achieved.

4 Experimental Design

This section describes the experimental procedure we adopted in our study. The proce-
dure starts with data set selection, feature extraction and selection, software clustering
and finally evaluation.

4.1 Data Sets

We selected two proprietary and one open source object oriented software systems to
conduct our empirical study. We have also tested our aproach on other software systems,
but due to the space and time limitations, it is not possible to include them in this article.
Those industrial software systems are:



Software Clustering Using Automated Feature Subset Selection 53

1. Statistical Analysis Visualization Tool (SAVT) is a software system which offers
utilities associated to arithmetical data and visualization of the results. It has been
developed using Visual C++ language. The system has 27,311 lines of source code
and comprises of 97 classes.

2. Fact Extractor System (FES) is a fact extraction tool that parses software systems
developed in Visual C++ and extracts information regarding entities, features and
other statistics about the systems. This software is developed in Visual C++ and has
10402 lines of source code with 47 classes.

3. Mozilla is a open source software system for Internet browsing. We used Mozilla
version 1.3 released in March 2003. Similar to the approach taken in [27], we pre-
ferred 6 subsystems over 10 subsystems of Mozilla which have 258 Files, similar
to the approach adopted in [27].

4.2 Feature Extraction and Selection

Fact Extractor System of [28] was used to extract detailed design information from
source code through static analysis. The information extracted was, entities and rela-
tionships from the source code of the systems in Visual C++. Detailed design extracted
for Mozilla is taken from [29] and the details of the fact extraction method are given
in [5]. They extracted files as entities and the relationships among files as features. The
number of features are shown in Table 4, taken from [27] [15].

Having extracted the features from source code, we have adopted two approaches
for software clustering using 1) full set of features and 2) reduced set of features using
feature selection techniques, as given in Table 3. In the first approach we used the full set
using the KM algorithm, as given on serial number 1 in Table 3. In the second approach
we used a feature selection technique (described in Section 3) before applying the KM
algorithm, as shown on serial numbers 2 and 3.

4.3 Clustering Algorithm

The next phase of our experimental setting is to apply a clustering algorithm. Before
applying clustering algorithms, distance/similarity measure to be calculated between
the entities to find the association among entities. We calculated the dissimilarity be-
tween pairs of entities using the Euclidian distance measure. Then we used the K-Means
algorithm for software clustering.

Table 3. Clustering strategies

Sr. No Strategy Algorithm Feature Selection Method Weka Name Search Method
1 KM KM Nil Nil Nil
2 KCB KM(K) Correlation-based Feature

Selection Subset Evaluation (C)
CfsSubsetEval Best First (B)

3 KCG KM(K) Correlation-based Feature
Selection Subset Evaluation (C)

CfsSubsetEval Greeedy Step
Wise (G)
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Table 4. Statistics of Relationships among Entities

Feature Types Count
Mozilla SAVT FES

Inheritance - 986 166
Containment - 1032 56
Class in Methods - 1900 384
Same Generic Class - 49 91
Same Generic Parameter - 0 4
File - 264 42
Total 258 4231 743

4.4 Assessment

To assess the results, external evaluation has commonly been used in the literature. In
external evaluation, the automatically obtained result is compared with already prepared
decomposition by a human expert. One of the most common ways to evaluate the results
is MoJoFM [30]. This measure calculates the percentage of Moves and Joins required,
converting automatically obtained results into expert decomposition. If we have result
R and expert decomposition D, then MoJoFM is given by:

MoJoFM =

(
1− mno(R,D)

max(∀mno(R,D))

)
∗ 100 (2)

where mno(R, D) is the least number of ’move’ and ’join’ operations required to change
from R to D and max(∀ mno( R, D)) is the maximum of the minimum number of
likely ’move’ and ’join’ operations required to change from R to D. MoJoFM values lie
between 0% and 100%. A higher MoJoFM value indicates higher similarity between
the automated and human prepared decompositions and therefore good quality results,
whereas a lower MoJoFM value indicates a lower similarity.

Second, Precision and Recall are also used widely to compare the automated result
with expert decomposition. This method has been used to check the effectiveness of
retrieved results [24]. Precision is the fraction of pairs of entities in the automatically
obtained result that also exist in the decomposition prepared by the human expert, where
pair of entities, must be in the same cluster. If X is the set of intra pairs of the automated
results and Y is the set of intra pairs of the expert decomposition then precision is given
by:

Precision =
|X∩Y |

X
(3)

Recall can be defined as the percentage of the pair of entities in the expert decompo-
sition which are also in the automatically obtained result.

Recall =
|X∩Y |

Y
(4)

It is very desirable that Recall is equal to 100% but this is not the case because there
is a tradeoff between Precision and Recall [24]. Higher Precision and Recall values
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will produce better results. To overcome this phenomena of a tradeoff, we also used F-
measure which is the harmonic mean of Precision and Recall, which can be calculated
as given in equation 5. Higher the value of F-measure, the better the results will be.

F Measure = 2 ∗ Precision ∗ Recall
Precision + Recall

(5)

5 Experimental Evaluation

This section presents the empirical results of the KM algorithm and Feature Selection
method with KM (FSKM, i.e., KCB and KCG) for the three data sets used in our
experiments. In order to assess the quality of the recovered architectures for the used
data sets, we compared them against expert decompositions taken from [27][15].

5.1 Experimental Results

The experimental results of KM and FSKM using MoJoFM are shown in the Table 5
for the three data sets and four techniques. MoJoFM is the most significant of the four
evaluation measures used in this paper. This measure reflects the best value of clustering
results as compared to other measures for software clustering.

This section also contains some results of the Complete Linkage (CL) algorithm
when they were available. CL is a hierarchical clustering algorithm, used for software
clustering. For Mozilla using CL, the values are taken from [26], for other datasets using
CL, the values are taken from [25]. The values of CL are shown in the fifth column of the
Table 5. All these values are recorded at the highest value of MoJoFM in the iterations.

Table 5. MoJoFM values

KM KCB KCG CL
Mozilla 34 48 48 63
SAVT 54 58 58 53
FES 47 55 55 36
Average 49 56 56 49

Table 6. Precision values

KM KCB KCG
Mozilla 0.21 0.4 0.4
SAVT 0.39 0.5 0.5
FES 0.23 0.29 0.29
Average 0.41 0.5 0.5

As can be seen from Table 5, FSKM performs better as compared to KM on Mozilla,
SAVT and FES. CL also generates better results for Mozilla only while its results de-
teriorated on other data sets as compared to other techniques. On average FSKM, i.e.,
KCB and KCG perform better.

The results of KM and FSKM using Precision are given in Table 6. It can be con-
cluded from the results that the precision values for KCB and KCG are better than the
other approaches used. Also, on average KCB and KCG have higher values.

Table 7 shows the values of Recall for all the techniques. It can be seen that for
Mozilla all the techniques have created equal results while for SAVT, FSKM produces
better results. This is the only measure for which KM has higher value for FES.
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The values for F-measure are given in Table 8. F-measure takes the harmonic mean
of Precision and Recall, therefore normalized the values. Now, as can be seen that
for all data sets FSKM produces better results. On average FSKM (KCB and KCG)
outperform KM.

Table 7. Recall values

KM KCB KCG
Mozilla 0.54 0.54 0.54
SAVT 0.54 0.57 0.57
FES 0.4 0.32 0.32
Average 0.51 0.5 0.5

Table 8. F-Measure values

KM KCB KCG
Mozilla 0.31 0.46 0.46
SAVT 0.45 0.53 0.53
FES 0.29 0.3 0.3
Average 0.43 0.49 0.49

5.2 Discussion

For our experiments we have used three software systems, which were also used in [25]
[9] [15] [27]. It would be more instructive to perform extensive experiments on other
test software systems to generalize our opinions according to our proposed feature se-
lection criteria. Furthermore, to generalize our results, it is required to do experiments
with test software systems in a range of size, domains and development languages (e.g.
Java, C++ and C#). Our three test software systems were two different industrial pro-
prietary systems and an open source system. However, we focused on the test software
systems which were medium in size. This is logical because in real projects through-
out the maintenance phase, developers carry out their job on a small part of the entire
software system [31]. For fair and clear experiments, we used library of Weka [32] for
software clustering and evaluation.

There also exist some internal assessment criteria, for example stability and the num-
ber of clusters. We did not empirically test the techniques for these criteria, because we
have used only the KM algorithm for software clustering. Moreover, the number of
clusters is already known when employing KM.

To evaluate methods, software decompositions are necessary to be developed by a
human expert, which may introduce subjectivity. Therefore we have taken all of the
expert decompositions from already published worked so that relative performance of
different methods could be evaluated using the same benchmarks.

6 Conclusion

This work assessed and compared two types of approaches in the perspective of soft-
ware clustering. One approach uses KM on the full set of features and the second ap-
proach provides labels to unlabeled data using KM, and then uses supervised feature
selection technique implemented in Weka and then applies KM on this reduced set of
features. We used three software systems as data sets for evaluation, two proprietary
and one open source software system, i.e., Mozilla.

Evaluation aspect was external assessment only, in which we consider MoJoFM,
Precision, Recall and F-Measure. From our empirical analysis, we concluded that
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using supervised feature selection approaches can improve the clustering results.
Using MoJoFM, Recall and F-Measure, our approach produces significantly better clus-
tering quality, in terms of the closeness of automated results to the one prepared by
human experts, as compared to the simple KM and Complete Linkage algorithms.

Future work will investigate other feature selection methods and other types of clus-
tering algorithms for software clustering. Work is also required to test the approaches
empirically on other software systems.
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Abstract. We propose a new method for clustering categorical data.
Clustering algorithms need to be designed specifically for categorical data
because it has a different nature from numerical data. Here our focus
is on the partition paradigm of algorithms. One existing approach is
to transform categorical data into binary data and then use k-means.
However it’s computationally inefficient. Another approach is k-modes,
which extends k-means by replacing means with modes. In our work,
we show that the center-based objective function of k-modes can not
produce accurate clustering results. Instead, we propose an objective
function that is generalized from the k-means objective, but not based on
centers. We show that it’s more effective than the center-based objective
and demonstrate it with real-life datasets. We also find that by using
a particular algorithm called transfer algorithm, the proposed objective
function can be efficiently solved. Thus our method is both efficient and
effective.

Keywords: clustering, categorical data, transfer algorithm.

1 Introduction

Clustering is a major topic in unsupervised learning. The goal is to find structure
in data by grouping similar objects together. A good review on clustering is
[1]. Categorical data is different from numerical data in that the feature values
are nominal, e.g. color is an attribute of flower that has values of red, yellow,
purple, etc.. Categorical values don’t have explicit dissimilarity measures, e.g. the
dissimilarity between red and yellow is not available. Distance measures between
categorical objects are usually based on co-occurrence of attribute values [9]. This
requires us to design algorithms specifically for categorical data.

Several non-partition algorithms for clustering categorical data are [2–6]. In
this paper, we focus on the partition paradigm, in which k-means is the most
popular one [7]. In k-means, the distance measure is Euclidean distance, thus it
does not apply for categorical data. A straightforward approach [8] is to convert
categorical attributes into binary attributes—creating one binary attribute for
each categorical value. For example, an object of (color: red, shape: round) is
converted to (red: 1, yellow: 0, green: 0, round: 1, ellipse: 0). Then k-means can
be used on the binary attributes. Obviously, the number of features grows much
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larger, especially when the numbers of categories are large, making it a slow
algorithm. Another drawback of this method is about the dissimilarity measure.
It is restricted to use Euclidean distance on the transformed binary data, which is
equivalent to the simple matching distance on categorical data. In practice, other
dissimilarity measures might be more suitable for specific datasets, as surveyed
in [9].

A closely related algorithm, k-medoids [10], can also be used on categorical
data. It has the same procedure as k-means, except that the center is medoid. A
medoid is the object whose average dissimilarity to all the objects in the cluster
is minimal. Because the computation of medoids costs too much time, it’s rarely
used in practice.

Several k-means-like algorithms were proposed specifically for categorical data.
They define a center, a dissimilarity measure between centers and objects, and
the optimization method goes exactly like k-means. In k-modes [11], the center
is called mode, which has the same form as an object. Each attribute of the
mode takes the value whose frequency is the highest among all values. Objects
are assigned to nearest modes according to the dissimilarity measure. Thus the

objective function is F =
K∑

k=1

∑
i∈Ck

dissimilarity(xi,Mk), where x are objects

and M are modes. Let’s see the following example.
Example 1 : The objects have three attributes: A1, A2, and A3. Table 1 shows

two clusters, each has five objects. In the first cluster, the attribute value ’a’
appears three times in attribute A1, more than ’b’ which appears two times.
Thus the mode takes ’a’ as the value for attribute A1. Similarly, the mode takes
’p’ and ’x’ for attribute A2 and A3. In the second cluster, the mode is also [a,p,x].

Table 1. Two different clusters with a same mode: M=[a,p,x]

A1 A2 A3

1 a p x

2 a p y

3 a p z

4 b q w

5 b q x

A1 A2 A3

1 a p x

2 a p y

3 a p z

4 b q w

5 c r x

In the work of [12, 17], k-modes is extended by adding new information into
modes. For each attribute value of a mode, the frequency of the value is also
saved and then used in computing distances between objects and modes. In
Example 1, the modes are both [a: 3/5, p: 3/5, x: 2/5].

Unlike the binary method, defining centers specifically for categorical data
makes the partition algorithm efficient. However, we argue that a mode under-
represents a cluster, thus the objective function is not quite informative. A mode
has only one attribute value for each attribute to represent a cluster, while
information of other attribute values is neglected. The consequence is: in the
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clustering process, distances between objects and modes can not represent the
true distances between objects and clusters well. For example, assume red is the
most frequent value for the color attribute, then the information of other colors
is neglected. It does not matter whether there are more yellow than blue, or how
much more. See the following example.

Example 2 : Continue with Example 1. We will use a popular dissimilarity
measure called simple matching (also called overlap). For two objects x and y,
the simple matching dissimilarity is:

d(x, y) =
A∑

j=1

dj(xj , yj) dj(xj , yj) =

{
0 if xj = yj
1 otherwise

(1)

Where A is the number of attributes. In the first cluster C1, d(x1,M) = 0,
d(x2,M) = d(x3,M) = 1, d(x4,M) = 3, d(x5,M) = 2. Thus objective function
FC1 =

∑
d(xi,M) = 7. Then we can see FC1 = FC2. It means that in the

clustering process, the two clusters are treated as having the same quality of
coherence. This is not true if we manually analyze the clustering quality: the
only difference between the two clusters is object 5. In cluster C1, object 5 is
quite similar with object 4, while cluster C2 doesn’t have this similarity. It means
that cluster C1 actually has a better clustering quality, which is not detected by
the uninformative objective function of k-modes.

Another algorithm that is originated from k-means is called k-representatives
[13]. The center, named as representative, is a list of all the attribute values in
the cluster and their frequencies. For example, of the first cluster in Example
1, the representative is [a : 3/5, b : 2/5, p : 3/5, q : 2/5, x : 2/5, y : 1/5, z :
1/5, w : 1/5]. This definition of center is equivalent to the mean in the binary
method, but the dissimilarity measure is different from Euclidean distance. The
similarity (dissimilarity is the complement of similarity) between an object and
a representative is to sum over frequencies of all attribute values that the object
takes.

A representative has all the information of a cluster, and empirical experi-
ments show that the clustering results are more accurate than k-modes on some
benchmark datasets. However, this algorithm does not always converge. Bai [14]
formally proved this, and the experiment shows that the values of objective func-
tion does not always decrease in the clustering process. Informally, convergence
can be proved if for a specific distance measure, there is a center that minimizes
the total distance of a cluster [7]. In fact, k-means-like algorithms can be devel-
oped for only four metric spaces: L1, L2, L∞, and L0 (the standard Minkowski
power metric where p → ∞). It stems from the simple fact that these four metric
spaces have calculable cluster centers (the median, mean, midrange, and mode,
respectively). In k-representatives, since the center is equivalent to the mean
in the binary method, the distance measure that minimizes the total distance
should be Euclidean distance, not the defined distance or any other measures.

In our work, the objective function is generalized from the k-means but no
longer center-based (Section 2). Thus our method avoids the uninformative weak-
ness of k-modes, producing better clustering results. Also, we show that due to
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the nature of categorical data, the transfer algorithm is efficient for the pro-
posed objective function (Section 3). Thus it’s computationally faster than the
binary method. Finally, the transfer algorithm always converges to local optima.
In Section 4, experiments show the superior effectiveness and efficiency.

2 The Proposed Objective Function

In this section, we first show that for numerical data, the objective function of k-
means is equivalent to the so-called within-cluster dispersion. Then we generalize
it for categorical data to have our proposed objective function, and show its
superiority by example.

In k-means of the numerical data, If XN×P = {xij}N×P denotes the N × P
data matrix (N objects on P variables), nk is the number of objects in cluster
k, the objective function we attempt to minimize is the error sum of squares
(SSE, [7]).

SSE =

P∑
j=1

K∑
k=1

∑
i∈Ck

(
xij − x

(k)
j

)2
Where x

(k)
j =

1

nk

∑
i∈Ck

xij (2)

Define Wk as the within-cluster sums-of-squares-and-cross-products matrix
for the cluster k [7]:

Wk =
1

2nk

∑
i∈Ck

∑
i∗∈Ck

(xi − xi∗) (xi − xi∗)
′

(3)

As shown in [7], the SSE objective is equivalent to the sum of the traces of
Wk:

SSE =
K∑

k=1

tr(Wk) (4)

It’s trivial to see that the trace of Wk (Notated as Wk ) is

Wk = tr(Wk) =
1

2nk

∑
i∈Ck

∑
i∗∈Ck

(xi − xi∗)
2

(5)

Wk is the total distances of all pairs of objects in cluster k, divided by the
number of objects in cluster k. We call it within-cluster dispersion of cluster k.
Thus we have:

SSE = W =
K∑

k=1

Wk (6)

Where W is the within-cluster dispersion of a whole partition.
The classic k-means procedure is to iteratively compute centers and relocate

objects to the nearest centers. The equivalence of (6) tells us that when we use
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this procedure, we are also minimizing the within-cluster dispersion W . In k-
modes, however, the definition of center and dissimilarity measure are different
from k-means, thus a similar equivalence does not hold: the within-cluster dis-
persion under the new dissimilarity measure is not the same as the center-based
objective. As shown in Section 1, the center-based objective of k-modes is not
very informative, so we can try the within-cluster dispersion instead.

By replacing the Euclidean distance in (5) with a general distance measure
d(x, y) for categorical data, we generalize the within-cluster dispersion as our
proposed objective function:

W =

K∑
k=1

1

2nk

∑
i∈Ck

∑
i∗∈Ck

d(xi, xi∗) (7)

A general distance measure is a desired quality in practice. While for numerical
data we usually use Euclidean distance, it’s not clear which dissimilarity measure
is universally good for all categorical datasets [9]. To achieve good clustering
results, it’s better to use different measures for specific datasets.

To illustrate the advantage of this objective function comparing with the
center-based objective of k-modes, we have the following example.

Example 3 : Continue with Example 1. Again for the simple matching dissim-
ilarity (1), the within-cluster dispersion of the two clusters are: WC1 = 42/10,
WC1 = 46/10. It indicates that cluster C1 has better clustering quality, which is
intuively correct and also our desired result. The mechanism is that the objec-
tive function (7) captures the dissimilarity between object 4 and 5. As shown in
Example 2, k-modes can not capture this subtle information.

Now we have proposed our objective function (7) and shown its effectiveness.
In Section 3, we present how to efficiently solve it using the transfer algorithm.

3 Transfer Algorithm for Clustering Categorical Data

Transfer algorithm [15, 16] is a general class of partition clustering algorithm.
The structure is as follows. When an initial partition is given, the algorithm
scans the dataset, and transfers(relocates) objects to other clusters if it improves
a particular objective function. The process terminates when no more transfers
can improve the objective.

Like k-means, transfer algorithm gives only local optima. The differences are
in two ways: First, transfer algorithm does not compute cluster means or centers
in the optimization process. As in the discussion of k-modes, the deficit of center-
based objectives is avoided. Second, the objective function of transfer algorithm
can be any function that is sound, including the SSE of k-means. As we have
argued, this is a good quality for categorical data: in practice we should use
different dissimilarity measures for specific datasets. And the different objective
functions can all be solved by transfer algorithm.

From Tarsitano [16], there are three types of transfers. One is to transfer one
object at a time to a new cluster. Another is to swap two objects into each other’s
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original cluster. Swapping can be used independently. It can also be combined
with the first method: when the first type of transfer comes to an end that no
more transfers are eligible, there are possible swaps that can further improve the
objective. The third type is to reassign several objects simultaneously, which is
less common. In this paper, we use only the first type of transfer to illustrate
the merits of transfer algorithm for categorical data.

Given an initial partition, we try to improve the objective by relocating objects
to new clusters. An object t should be relocated from cluster P to another clus-
ter Q, only if the relocation reduces the within-cluster dispersion objective (7),
that is,

WQ+t +WP−t < WP +WQ (8)

Rearranging (8):

ΔW = (WQ+t −WQ) + (WP−t −WP ) < 0 (9)

We call (9) the transfer test.
Use the definition of W , we get:

WQ+t =
1

2(nQ + 1)

∑
xi∈Q+t

∑
xi′∈Q+t

d(xi, xi′)

=
1

2(nQ + 1)

⎛⎝∑
xi∈Q

∑
xi′∈Q

d(xi, xi′ ) +
∑
xi∈Q

d(t, xi)

⎞⎠
=

1

2(nQ + 1)

⎛⎝2nQWQ +
∑
xi∈Q

d(t, xi)

⎞⎠ (10)

Similarly,

WP−t =
1

2(nP − 1)

(
2nPWP −

∑
xi∈P

d(t, xi)

)
(11)

After some simple arithmetic, the transfer test (9) becomes:

ΔW =
1

2(nQ + 1)

⎛⎝−2WQ+
∑
xi∈Q

d(t, xi)

⎞⎠+
1

2(nP − 1)

(
2WP +

∑
xi∈P

d(t, xi)

)
<0

(12)
For each object, there can be more than one cluster that satisfies the transfer

test. One way is to pick the first eligible cluster, that is, if clusters are scanned
from 1 toK, the one with the smallest index is picked. By computing the transfer
test for every cluster, we can also choose the cluster that has the most decrease of
the objective function. Although the time cost is higher than the first method,
it maybe worthwhile that better optima are achieved [16]. In the experiment
section, we will use this second method.
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The task remains is the computation of the transfer test (12). For W and n,
we can keep them in computer memory, and update them every time a trans-
fer happens. W updates as in (10) and (11), and n updates as to plus one or
minus one. Now the update of W and the transfer test requires us to compute∑
xi∈Q

d(t, xi) . For numerical data, the computation has a time complexity of

O(n) for each cluster. It’s more efficient to compute distance from an object to
a center, which is O(A), where A is the number of attributes; that’s why we use
the center-based procedure in k-means. But for categorical data, we find that
it’s efficient to compute

∑
xi∈Q

d(t, xi) , as long as we maintain a frequency table

for every cluster. This quality makes transfer algorithm efficient and suitable for
categorical data.

We use the simple matching dissimilarity measure (1) to illustrate: the total
dissimilarities between an object t and all objects in a cluster Q is:

∑
xi∈Q

d(t, xi)=
∑
xi∈Q

A∑
j=1

dj(tj , xij)=
A∑

j=1

∑
xi∈Q

dj(tj , xij) =
A∑

j=1

(nQ − fj) = nQA−
A∑

j=1

fj

(13)

fj is the frequency of attribute value tj in cluster Q, read from the frequency
table. We maintain a frequency table for every cluster, which contains the fre-
quencies of all attribute values in the cluster. For the first cluster in Example 1,
the frequency table is shown in table 2

Table 2. A Particular Frequency Table

Attributes A1 A2 A3

Attribute Values a b p q x y z w

Frequency 3 2 3 2 2 1 1 1

We see that the time cost of the transfer test is only O(A), making the transfer
algorithm efficient for categorical data. For other dissimilarity measures that are
based on co-occurrence of categorical values, such as those listed in [9], their
transfer tests are also efficient using the same method.

Finally, the algorithm is as follows:

1. Initialize an random partition of the dataset.
2. Scan every object of the dataset. If there is an object that satisfies the trans-

fer test, relocate it to the cluster that has the most decrease of the objective
function (7), i.e. the one with the biggest ΔW .Suppose the object is trans-
ferred from cluster P to Q. Update WP , WQ, nP , nQ, and the frequency
tables of cluster P and Q.

3. Repeat Step 2 until no objects are transferred in a full cycle scan of the
whole data set.
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Let k be the number of clusters, A be the number of attributes, n be the
number of objects, i be the number of iterations run before convergence. The
time complexity is O(nikA), which is the same as k-modes, and lower than the
binary method.

4 Experimental Results

4.1 Clustering Efficacy

We have argued that the within-cluster dispersion objective is more informative
than center-based objectives of k-modes, thus our algorithm produces more ac-
curate clustering results. Here we show it does produce better results with three
benchmark real datasets.

The first dataset is soybean (small) from UCI Machine Learning Repository
[18], whose datasets are widely used in the research of clustering categorical data.
The soybean dataset has 47 instances, each being described by 35 attributes.
Each instance is labeled as one of four diseases: D1, D2, D3, and D4. Except for
D4, which has 17 instances, all other diseases have 10 instances each. To reduce
the effect of object order, we randomly reorder the objects in each run of the
algorithm.

First we show the convergence of our algorithm. In Figure 1, we show 50
curves for 50 runs on the soybean dataset. Each curve plots the change of the
objective function values with respect to all the transfers. We can see that the
objective function values are decreasing in each curve. This verifies the efficacy of
the transfer test (9), whose goal is to make an eligible transfer. We also see that
the algorithm stops after a finite number of transfers. The objective function
values do not decrease any more, because no more transfers are eligible. Thus
our algorithm always converges to local optima.

0 10 20 30 40 50
100

120

140

160

180

200

220

240

O
bj

ec
tiv

e 
F

un
ct

io
n 

V
al

ue
s

Transfers

Fig. 1. The Objective Function
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Fig. 2. Classification Matrix

For each clustering result we use a classification matrix to analyze the cor-
respondence between the clusters and the disease classes of the instances. For
example, in Figure 2 five instances from the disease class D4 are incorrectly
classified into Cluster 2, while other three disease classes are correctly clustered.
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To measure the performance of clustering results, we use the same criterions
as in [17]: accuracy (AC), precision (PR), and recall (RE).

accuracy =

k∑
i=1

ai

n
precision =

k∑
i=1

(
ai

ai+bi

)
k

recall =

k∑
j=1

(
aj

aj+cj

)
k

(14)

Where n is the total number of objects, ai is the number of correctly classified
objects in cluster i, which also means the number of objects with class label that
dominate cluster i. bi is the number of objects that are incorrectly classified into
cluster i. aj is the number of objects that are in class j and in a cluster, cj is
the number of objects that are in class j but not in a cluster. For example, in
Figure 2, the accuracy is (10+10+10+12)/47, the precision is (10/10+10/15+
10/10 + 12/12)/4, the recall is (10/10+10/10+10/10+12/17)/4. Table 3 shows
the results: we run our algorithm 1000 times, while the results of k-modes and
k-modes with new dissimilarity measure are from Ng [17]. We can see that our
algorithm performs better in every measure, which proves the better efficacy of
our objective function.

Table 3. Performance Comparison on Soybean Dataset

Mean Standard Deviation

Our algorithm New k-modes k-modes Our algorithm New k-modes k-modes

AC 0.9510 0.9132 0.8260 0.0879 0.1053 0.1109

PR 0.9704 0.9500 0.8810 0.0537 0.0669 0.0901

RE 0.9721 0.9520 0.8840 0.0507 0.0670 0.0812

Minimum Maximum

Our algorithm New k-modes k-modes Our algorithm New k-modes k-modes

AC 0.7872 0.7760 0.5740 1.0000 1.0000 1.0000

PR 0.8322 0.7824 0.6470 1.0000 1.0000 1.0000

RE 0.8574 0.7361 0.7080 1.0000 1.0000 1.0000

In k-modes [11], the accuracy for the soybean dataset is presented as follows:
define clustering results with accuracy > 87% as good results. K-modes pro-
duces 64% good results. In our algorithm 79.8% results are perfect results with
accuracy = 100%. An important comment is: the clustering results with 100%
accuracy also have the minimum value of the objective function, which illustrates
the soundness of the objective function.

Now we show the results from another popular dataset called mushroom
dataset [18]. He [12] has the results of clustering accuracy of k-modes and k-
modes with new dissimilarity measure. So we will compare the clustering accu-
racy of the three algorithms. To be consistent with the data in [12], we show
the clustering error: Error = 1 − Accuracy. The result is in Figure 3. We can
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Fig. 4. Clustering Error of the Congres-
sional Votes dataset

see that our algorithm generally provides better or equal results with respect to
different numbers of clusters. When the number of clusters is small, our errors
are significantly smaller.

The third dataset is congressional voting records from UCI Machine Learning
Repository. The results are also compared with k-modes and k-modes with new
dissimilarity measure [12], in Figure 4. We see that in most cases, our algorithm
have smaller errors. Only when the number of clusters is 4 or 10, the errors
of our algorithm are slightly bigger. So this dataset further proves the superior
effectiveness of our objective function.

4.2 Scalability

Here we test the scalability of the algorithm using synthetic data [19]. The
results are in Figure 5. When one of the four factors is the variable, the other
three are fixed, and these fixed values are: number of objects 100000, number
of features 10, number of clusters 4, and number of categories 20. We can see
that the growth of running time is linear to the number of objects, the number
of features and the number of clusters respectively. This is consistent with the
complexity analysis in Section 3.

In Figure 5 we also compare the running time with k-means, which first trans-
forms categorical data into binary data. As discussed in the first section, the time
complexity of the binary method has a factor of the number of categories. Thus
in Figure 5d, we can see the running time grows linearly with respect to the num-
ber of categories. While in our algorithm, as the number of categories grows, the
running time is constant. Thus our algorithm is more efficient than the binary
method. From Figure 5a 5b 5c, we can also see that the running time of our
algorithm grows slower than the k-means method. Intuitively it is because the
number of transfers in our algorithm is much smaller than the number of times
of computing distances between data points and centroids in k-means.
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Fig. 5. Scalability Results

5 Conclusions

Existing partition clustering algorithms for categorical data either have efficiency
or efficacy weaknesses. We propose an objective function that generalizes from
k-means, and demonstrate that it produces more accurate clustering results with
real-life datasets. The objective function can also incorporate different dissim-
ilarity measures, which is a good quality for categorical data. At last, due to
the nature of categorical data, we can use the transfer algorithm to efficiently
optimize the objective. This efficiency is based on storing the frequencies of cat-
egorical values. In conclusion, our method is a better clustering algorithm for
categorical data in the partition paradigm.
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Abstract. The ever-growing amount of digital data stored in relational
databases resulted in the need for new approaches to extract useful in-
formation from these databases. One of those approaches, the DARA
algorithm, is designed to transform data stored in relational databases
into a vector space representation utilising information retrieval theory.
The DARA algorithm has shown to produce improvements over other
state-of-the-art approaches. However, the DARA suffers a major draw-
back when the cardinality of attributes in relations are very high. This
is because the size of the vector space representation depends on the
number of unique values of all attributes in the dataset. This issue can
be solved by reducing the number of features generated from the DARA
transformation process by selecting only part of the relevant features to
be processed. Since relational data is transformed into a vector space
representation (in the form of TF -IDF ), only numerical values will be
used to represent each record. As a result, discretizing these numerical
attributes may also reduce the dimensionality of the transformed dataset.
When clustering is applied to these datasets, clustering results of various
dimensions may be produced as the number of bins used to discretize
these numerical attributes is varied. From these clustering results, a fi-
nal consensus clustering can be applied to produce a single clustering
result which is a better fit, in some sense, than the existing clusterings.
In this study, an ensemble DARA clustering approach that provides a
mechanism to represent the consensus across multiple runs of a clustering
algorithm on the relational datasets is proposed.

Keywords: Relational databases, data mining, one-to-many relations,
vector space model, ensemble clustering, data summarization.

1 Introduction

Nowadays, most scientific data are digitally stored in multi relational databases.
A database consists of a collection of data items that are stored in a set of rela-
tions, also known as table. There are many approaches that have been introduced
in learning relational data. The Dynamic Aggregation of Relational Attributes
(DARA) [1,2] is one of the approaches that was introduced for data summariza-
tion (clustering) on the relational data in order to extract useful information from
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these databases. The DARA approach has been shown to produce better pre-
dictive accuracies [1] when compared to other approaches such as the Inductive
Logic Programming (ILP)-based [9] and the Relational Instance-Based Learn-
ing (RIBL) [10,11] approaches. In the DARA algorithm, a relational dataset
is transformed into a propositional dataset containing attribute-value features.
Then, this propositional dataset is summarized (i.e. clustered) and the clusters
result is embedded into the target table as a new attribute feature before a clas-
sification task is performed. For instance, in Fig. 1, a target table is associated
with a non-target table with one-to-many relationship. These relationships can
be captured by aggregating them into a bag of patterns. When a relational data
is transformed into a vector-based data, a clustering task can be performed to
summarize this relational data. A new feature, Fnew , that represents the cluster
results is then embedded into the target table. A predictive or descriptive task
is then performed on this updated target table.

Fig. 1. The Framework of Dynamic Aggregation of Relational Attributes (DARA)

Clustering is a process of grouping a collection of individual objects and the
efficiency of the DARA clustering process depends on the parameters of the
clustering algorithm and datasets to be processed. These parameters include
the number of clusters generated, number of features selected, number of features
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constructed, distance methods, seeds’ positions for the clusters and the number of
bins used to discretize the numerical attributes. Generally, various sets of cluster
results or various dimensions of clustering results can be produced by varying the
parameter settings. With different dimensions of clusters, a consensus clustering
can be applied to produce a single clustering result which is a better fit, in
some sense, than the existing clusterings.The original DARA algorithm does not
provide a mechanism to reconcile the clustering results of the same dataset from
different sources or from different runs of the same algorithm. This is addressed
by clustering ensembles [17] that proposes that it would be beneficial to combine
the strengths of many different individual clustering algorithms in order to come
out an absolute result.

With multiple dimensions of clusterings, clustering ensemble is shown to be
able to perform beyond what a single clustering algorithm can achieve in terms
of [17,18]: robustness - better average performance; novelty - finding a combined
solution which is unattainable by any single clustering algorithm; stability and
confidence estimation - lower sensitivity to noise, outliers, or sampling variations;
parallelization and finally scalability - clustering of data subset can be worked in
parallel and subsequent combination of results, and also ability to integrate so-
lution from multiple distributed sources. In other words, the clustering ensembles
method [15] leverages the consensus across multiple clustering solutions involved
and combines them into a single consensus.

In this paper, we propose ensemble DARA (eDARA) framework that provides
a robust clustering of data along multiple dimensions (e.g., based on the number
of bins used to discretize numerical attributes) and aggregates these different
dimensions of clusterings. In other words, eDARA provides a mechanism to
represent the consensus across multiple runs of a clustering algorithm on the
relational datasets. This is performed in order to determine the best number of
clusters in the data, and also to assess the stability of the discovered clusters.

This paper is organized as followed. Section 2 describes some of the works
related to relational learning and also ensemble clustering. Section 3 describes
the general overview of the DARA algorithm. Section 4 discusses the proposed
architecture of ensemble DARA. Section 5 outlines the experimental setup and
results and finally Section 6 concludes this paper.

2 Related Works

Clustering Ensembles have been widely used in many real world applications
that involve clustering analysis. The main purpose of clustering ensemble is
to consolidate all the clustering results generated from different dimensions of
clustering methods or datasets used into a single clustering solution. The multiple
dimensions of clustering results can be obtained by [20,15]:

1. Applying different clustering algorithms to produce multiple clustering re-
sults [24,22,23].

2. Partitioning the original data and then clustering them partially [27,28,21].
The purpose is to handle a large size of data.
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3. Selecting different features for subsequent clustering process [19,31].
4. Using a same clustering algorithm with different parameter settings to pro-

duce different sets of clusters [25,26,32]. These parameters can be the number
of clusters, discretization, and density of clustering solution.

A clustering ensemble can be used to combine several partition of clusters
generated from multiple clustering algorithms. Yi et al combined several parti-
tion of clusters generated from multiple clustering algorithms into a matrix by
applying matrix completion algorithms and then the completed matrix will be
clustered by using an efficient spectral clustering algorithm [22]. Nguyen and
Hiemstra [23] have proposed a method to improve the quality of diversification
result, by combining the clusters generated from two clustering methods ( LDA
and K-means) and also including the clusters produced by two types of data
(document text and anchor text).

Partitioning several portions of the whole data is another way in which mul-
tiple dimensions of lcuwstering results can be obtained. One of the real-world
applications that applies ensemble technique in data modeling is the prediction
of yield in river basins. In this application, the ensemble cluster method is applied
to combine multiple clustering schemes to produce a better scheme that deliver
similar homogeneous basins. The multiple clustering schemes are obtained by
partitioning several portions of the whole data, in which each portion data is
clustered separately by using the same clustering algorithm and then produces
multiple clustering results. The multiple clustering results are then combined via
a consensus function in order to get a more robust clustering result [21].

Hong et al [31] used ensembles method to combine the clustering results pop-
ulated by applying feature selection algorithm for unsupervised clustering. This
research is mainly conducted to search for a subset of all features that is able to
achieve the most similar clustering solution to one that produced by an ensemble
learning algorithm.

Hong et al [32] proposed Spectral Clustering ensemble (SCE) algorithm that
manipulate the parameter settings of a same clustering algorithm. The random
of subspace, scaling parameter, and Nystrom approximation are applied to con-
struct the SCE so that it able to produce multiple SC results and then the results
are combined to extract better SC final result. In our study, the multiple dimen-
sions of clustering results is obtained by applying different parameter settings
on a DARA framework to learn relational database in order to produce different
sets of clustering results. This can be seen on our experiments that combining
the clustering results produce by different settings of bins into a new clustering
result and then proceed to subsequence clustering process.

3 The Framework of Ensemble DARA (eDARA)

The proposed ensemble DARA (eDARA) clustering is an extended work of the
DARA approach. In other words, the basic transformation process of DARA al-
gorithm is still applied in eDARA. However, multiple dimensions of clusterings
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are performed in the ensemble DARA (eDARA) by clustering m different sets
of transformed data that are obtained from the same data source by varying
the number of bins when discretizing the numerical attributes. Figure 2 illus-
trates the proposed framework of the eDARA approach. There are three main
phases in eDARA framework, namely configuration phase, consensus phase and
characterization phase.

In the configuration phase, m different dimensions of the same data are clus-
tered by using the same clustering algorithm. These m different dimensions of
the same data are obtained by discretizing the numerical values for all features
selected by using different number of bins. In this work, all numerical values
are discretized according to predefined number of bins (e.g., bin = 3, 5, 7 and
9). In the consensus phase, a consensus function is used to reconcile all the m
clustering results obtained from the configuration phase in order to produce a
single set of clustering result. Finally, in the characterization phase, the final
clustering result will be embedded into the initial target table and further data
modelling task can be performed on this newly updated target table.

3.1 Configuration Phase

The configuration phase consists of three major stages: Data Preparation Stage;
Data Transformation Stage; Data Summarization Stage.

Data Preparation Stage. In data preparation, the dimensionality of the rela-
tional datasets can be reduced via discretization of continuous attribute values
[3], feature selection or feature construction [2]. The performance of the DARA
transformation process can be improved by reducing the dimensionality of the
relational datasets [your previous work].

Data Transformation Stage. In this stage, the DARA algorithm is used to trans-
form a relational data into a propositional dataset containing attribute-value
features. In relational databases, a single record stored in a target table may be
associated with multiple records stored in a non-target table. To learn this rela-
tional data, a data transformation process is performed on this relational data by
transforming the data into a vector space representation, i.e., transformed into a
TF -IDF weighted frequency matrix (vector space model) [14]. In a vector space
model, a row of data is considered as a record that is represented by a bag of
patterns and each record is differentiated by using the frequency of each pattern
that exists in the dataset. For instance, in a relational database, the target table
(labeled data) is normally linked to other non-target tables with one-to-many
relationships. By using the vector space model, a TF -IDF weighted frequency
matrix is generated to represent the relational dataset. The rows of the TF -
IDF weighted frequency matrix represent the instances of the target table and
the columns represent the features of each instance that are weighted using the
TF -IDF weighted frequency value, Wi, which is computed using Equation 1,

Wi = fi · log(D/di) (1)
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Fig. 2. Ensembles DARA Architecture

where fi is the frequency of the ith feature in the dataset, D is the total number
of instances, di is the number of instances containing the ith feature. Since all
features in the TF -IDF weighted frequency matrix contain numerical values,
several different dimensions of the same data can be produced by discretizing
these numerical values using different number of bins, b. In this work, these con-
tinuous features are discretized by using the Equal-Width discretization method
with b = 3, 5, 7 and 9. This discretization method divides the range of observed
values for a particular feature into b equal sized bins, where b is a parameter
provided by the user. The interval (Equation 2) can be calculated based on the
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value of b parameter supplied by the user, and the minimum Vmin, and maxi-
mum, Vmax values found by shorting the observed values of a feature,

interval = (Vmax − Vmin)/b (2)

and then the boundaries can be computed using Equation 3, where i=1,. . ., b-1.

boundaries = Vmin + (i× interval) (3)

In addition to that, a feature selection method can also be used to reduce the
number of features selected before the clustering process can be conducted [4].
In this work, all the discretized features or attributes will be scored. Given a par-
ticular feature F , the information gain for this feature, denoted InfoGain(F ),
represents the difference between the class entropy in data set before the usage
of feature F , denoted Ent(C), and the usage of feature F with splitting the data
set into subsets, denoted Ent(C/F ), as presented in Equation 4.

InfoGain(F ) = Ent(C)− Ent(C/F ) (4)

where

Ent(C) = −
n∑

j=1

Pr(Cj) · log2 Pr(Cj) (5)

and

Ent(C/F ) = −
n∑

i=0

Pr(Fi) · (−
n∑

i=0

Pr(C/Fi) · log2 Pr(Cj/Fi)) (6)

Data Summarization Stage In this stage, the k-means algorithm is used to clus-
ter m different dimensions of the same data that are obtained by discretizing
the selected features that contain continuous values by using different number of
bins. This partitional clustering method is based on an iterative relocation pro-
cess that partitions a set of dataset points into a specified number of clusters.
In this work, the k initial centers are randomly selected.

3.2 Consensus Phase

In the consensus phase, there are several types of functions that can be used as a
consensus function such as Hypergraph Partitioning [33,15,19], Voting Approach
[18,24,20,25], Mutual Information Algorithm [18,20], Co-association based func-
tions [20,35,36] and Finite Mixture model [18,34]. In this work, we apply a con-
sensus clustering [15] in order to find the best single clustering result. Before
the consensus clustering process can be performed, all the m clustering results
obtained from the configuration phase (see Figure 2) will be consolidated. The
process of consolidating all the clustering results is illustrated in Fig. 3, where
CR1, CR2 and CRm are the clustering results obtained from the configuration
phase. After the consolidation, a new consolidated clustering result, CCR is pro-
duced which consists of all the m clustering results. A consensus clustering is
then performed on the consolidated clustering results to find a single clustering
result, CRs.
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Fig. 3. Consolidating all the m clustering results for the subsequence consensus clus-
tering process

3.3 Characterization Phase

In this phase, further data modeling process can be conducted (e.g., using
WEKA [16]) to extract useful information from the updated target table.

4 Experimental Design and Results

A series of experiments has been conducted to observe the influence of applying
consensus clustering to the DARA algorithm for a classification task. The sum-
marized or clustered data are coupled with the C4.5 classifier (fromWEKA) [16],
as the clustering algorithms on the eDARAs. The effectiveness of the data trans-
formation with respect to C4.5 is evaluated. The C4.5 learning algorithm [29] is a
state-of-the-art top-down method for inducing decision trees. The datasets used
is the mutagenesis dataset (B1, B2 and B3) [30] and the performance accuracy
is computed based on 10-fold cross-validation procedure.

In the experiments, all continuous attributes are discretized first prior to the
learning process. Since the vector space model (e.g., TF -IDF ) is in a numerical
data type and this may cause the range of values to be very large, all continuous
values in the vector space model are discretized. The number of bins used to
discretize the continuous features is 3, 5, 7 and 9.

Next, a feature selection process [your previous work] is performed to reduce
the dimensionality of the vector space model of the dataset. The scoring of
the given feature, F , is computed based on the information gain, InfoGain(F )
as shown in Equation 4. The scores of all these features are used to rank the
features. The number of features selected for the data summarization is based
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Table 1. Performance accuracy (%) of 10-fold cross-validation of C4.5 on Feature
Selection, Bin, and Combined Bin on Mutagenesis datasets (B1, B2, and B3)

Mutagenesis
Datasets # of Bin

Without
Feature

S, Feature Selection (%)

Selection 90 80 70 60 50 40 30 20

3 82.5 80.3 81.9 80.9 82.5 83.5 81.4 81.4 80.9

B1 5 84.6 80.9 84.0 80.9 80.9 81.4 81.4 80.9 80.9

7 82.5 80.9 83.0 79.9 79.3 82.0 81.4 80.9 80.9

9 84.6 84.0 80.9 79.9 81.4 80.9 81.4 80.9 80.9

3+5+7+9 85.1 81.4 83.5 81.4 82.5 81.9 81.4 81.9 80.9

3 84.6 82.5 84.6 84.6 82.5 79.8 81.4 82.5 80.3

B2 5 84.6 84.6 84.6 84.6 84.0 79.8 81.4 84.0 80.9

7 84.6 83.0 84.6 84.6 83.0 79.8 81.4 84.0 79.3

9 83.0 84.6 83.0 84.6 83.5 80.3 84.0 84.0 80.3

3+5+7+9 84.6 84.6 83.5 84.6 83.5 80.3 85.1 83.5 80.9

3 82.5 79.8 79.8 79.8 80.3 80.3 81.9 81.4 81.4

B3 5 83.0 84.6 80.3 81.9 81.4 81.4 81.4 80.9 80.9

7 84.0 83.5 78.7 81.9 81.9 81.4 81.4 80.3 80.9

9 83.0 83.5 80.3 79.8 80.9 80.9 81.4 81.4 80.9

3+5+7+9 82.5 85.1 81.4 79.8 82.5 82.0 81.4 81.4 80.9

on the threshold, t, which determines the percentage of features to be selected
for the data summarization process. For instance, if the number of feature is
n and the threshold t is 0.8, only 80 percent of n features will be involved in
the data summarization process. In this experiment, the percentage of features
selected ranges from 20 to 100 (e.g., 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0). The
DARA algorithm will cluster the discretized data based on the selected features
accordingly.

Finally, a consensus clustering is performed to reconcile the clustering results
of the same data set from different runs of the same algorithm with different
parameter settings (i.e., number of bins used to discretize numerical values).
Here, all the clustering results obtained from all bins with the same percentage
of features selected are combined into a single dataset and then forwarded to the
consensus clustering process in order to produce a final clustering result.

Table 1 shows the predictive accuracy results of the C4.5 classifier on the Mu-
tagenesis datasets (B1, B2, and B3). These predictive accuracies are based on the
number of bins used, the percentage of features involved in the data summariza-
tion process, and also the combined clustering results in the consensus clustering
process. For B1 dataset, the results indicate that the consensus clustering (i.e.,
Bin(3+5+7+9)) provides a better or comparable predictive accuracy result for
6 out of 9 settings. For instance, the predictive accuracies for bin(3+5+7+9) on
the selected features increase to 85.1% for the 100% features selected (without
feature selection), 81.4% for the 70% features selected and 81.9% for the 30%
features selected. As for the rest, the predictive accuracies for bin(3+5+7+9) on
the selected features remained the same.
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Similarly, the results indicate that the consensus clustering (e.g., Bin(3+5+
7+9)) provides a better or comparable predictive accuracy result for 6 out
of 9 settings for the B2 dataset. For instance, the predictive accuracies for
bin(3+5+7+9) on the selected features increase to 85.1% for the 40% features
selected. The predictive accuracies for bin(3+5+7+9) on the selected features
remained the same for the dataset with 100%, 90%, 70%, 60%, 50% and 20%
features selected.

Finally for the B3 dataset, the consensus clustering provides a better or com-
parable predictive accuracy result for 5 out of 9 settings. The predictive accu-
racies for bin(3+5+7+9) on the selected features increase to 85.1% for the 90%
feature selected, 81.4% for the 80% features selected features, 82.5% for the 60%
features selected and 82.0% for the 50% features selected. As for other percent-
age of selected features, the predictive accuracies for bin(3+5+7+9) remained
the same.

5 Conclusion

In this study, an ensemble DARA (eDARA) clustering approach is proposed.
The proposed eDARA framework provides a mechanism to find the best cluster-
ing result after reconciling several dimensions of clustering results obtained by
manipulating the number of bins used to discretize the DARA transformed data.
The experimental results have shown that the consensus clustering in eDARA
could improve the predictive accuracy in a classification task in learning rela-
tional data. In the near future, other possible investigation of the eDARA such as
the experiments with different clustering algorithms to produce multiple cluster-
ing results, and using the same clustering algorithm but different sets of clusters
will be investigated.
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Abstract. The health of the functional layer includes the status of functional 
components in the hierarchy range and overall health status of the whole func-
tional layer. This paper proposed an efficient bicluster mining algorithm: DeC-
luster, to effectively mine all biclusters with maximal variant usage rate and 
maximal low usage rate in the real-valued function-resource matrix. First, a 
sample weighted graph is constructed, it includes all resource collections be-
tween both samples that meet the definition of variant usage rate or low usage 
rate; then, all biclusters with maximal variant usage rate and low usage rate 
meeting the definition are mined with the mining method of using depth-first 
sample-growth in the weight graph made. To improve the mining efficiency of 
the algorithm, DeCluster algorithm uses multiple pruning strategies to ensure 
the mining of maximal bicluster without candidate maintenance. The experi-
mental result show our algorithm is efficiently than traditional algorithm. 

Keywords: bicluster, variant usage rate, low usage rate, function-resource. 

1 Introduction 

The health of the functional layer includes the status of functional components in the 
hierarchy range and overall health status of the whole functional layer. Health man-
agement objective of the functional layer is the effectiveness of the functional com-
ponents and the hierarchy and to form function self-organizing platform based on the 
effectives of functional components. Although studying the effectiveness degree of 
resources is the base to construct a prognostics and health management system[1]. 
The health degree of resources directly influences functional health. So, analysis of 
the call relation of functions and resources can excavate the health relation between 
resources and functions so as to complete the functions through using healthy re-
sources and improve the health degree of functions. The relation between functions 
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and resources is denoted as a matrix, where each row represents a resource and each 
column represents a function, the value in the matrix is the use degree of a function to 
a resource. This value is defined during functional design, i.e. resource dependence 
degree of this function in aircraft system in order to complete a function. Through 
function-resource matrix mining, in order to achieve a group of functions, the re-
sources which can meet all functional demands simultaneously and the resources 
which can satisfy all functional demands through multiple accesses can be mined, i.e. 
mine bicluster with variant usage rate or low usage rate from function-resource  
matrix.   

The above mining thought complies with the mining thought of bicluster in data 
mining field. Biclustering concept was first put forward by Cheng and Church [2]. As 
a special clustering method, bicluster does not generate cluster in overall experimental 
conditions, but only finds out the item sets with special significance for specific ma-
trix sample. Thus, biclustering algorithm can mine bicluster with variant usage rate 
and low usage rate described above from function-resource matrix. Bicluster can be 
classified into four categories: (i) constant value biclusters, (ii) constant row or col-
umn biclusters, (iii) biclusters with coherent values, where each row and column is 
obtained by addition or multiplication of the previous row and column by a constant 
value. Currently, large quantities of algorithms based on greedy strategy or explorato-
ry strategy are applied in mining bicluster. Cheng and Church put forward an algo-
rithm based on greedy strategy [2]. This algorithm adopts a low square root residue to 
delete redundant nodes step by step. Many algorithms based on greedy strategy were 
proposed [3-5]. RAP algorithm [6] proposed by Kumar et al. can directly mine con-
stant column bicluster from actual chip data in terms of the range support. The ability 
of item-growth extension and sample-growth at the same time is the most significant 
advantage of biclustering. Another advantage is that it can be directly used for origi-
nal data without data standardization [7]. However, biclustering still has some draw-
backs [8]. First, bicluster is a NP-hard problem [9]; second, while processing original 
data, bicluster needs to solve the problem of sensitivity of original data of gene chip 
to noise; moreover, bicluster algorithm should allow to mine the overlapped clusters, 
which increases the computation complexity of biclustering algorithm; finally, as 
biclustering algorithm directly processes original data, it should have a very strong 
flexibility for different types of bicluster. Therefore, the design of high-efficiency 
bicluster mining algorithm is a research hotspot currently. 

The author has learnt that no biclustering algorithm can mine a bicluster with va-
riant usage rate and one with low usage rate at the same time currently. Therefore, this 
paper puts forward a new bicluster mining algorithm: DeCluster algorithm to effec-
tively mine all biclusters with maximal variant usage rate and maximal low usage rate 
from the function-resource matrix of true value. As the number of functions is far 
lower than that of resources in function-resource matrix, this algorithm uses sample-
growth for mining. First, a sample weighted graph is constructed, which includes all 
resource collections between both samples that meet the definition of variant usage 
rate or low usage rate; then, all biclusters with maximal variant usage rate and low 
usage rate meeting the definition are mined with the mining method of using  
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depth-first sample-growth in the weight graph. To improve the mining efficiency of 
the algorithm, DeCluster algorithm uses multiple pruning strategies to ensure the 
mining of maximal bicluster without candidate maintenance. 

2 Problem Description 

Function-resource matrix is defined as a two-dimensional real matrix D R F= × , in 
which row set R represents the set of resources and column set F refers to the set of 
functions. Element Dij of matrix D is a real number which represents the ability va-
lidity or usage rate of resource i supporting function j. |R| is the number of resources 
in data set D and |F| is the number of functions in data set D. For the convenience of 
mining, the domain of definition of the original effective value in resource effective-
ness matrix is [0,1], where ‘0’ means that this resource is not required during the im-
plementation of some function; ‘1’ means that this resource must be used during the 
implementation of some function, as shown in table 1. 

Table 1. An example of function-resource matrix 

 F1 F2 F3 F4 F5 
R1 0.8 0.1 0.12 0.09 0.9 
R2 0.2 0.9 0.19 0.21 1 
R3 0.9 0.3 0.29 0.28 0.55 
R4 0.58 1 0.2 0.21 0.9 

Table 2. An example of variant usage rate 

 F1 F2 
R1 0.8 0 
R2 0. 8 0.1 
R3 0.5 0 
R4 0 0.1 

Table 3. An example of non-variant usage rate 

 F1 F2 
R1 0.8 0 
R2 0. 8 0.7 
R3 0.5 0 
R4 0 0.1 

Table 4. An example of low usage rate 

 F1 F2 
R1 0.8 0 
R2 0. 2 0.1 
R3 0.5 0 
R4 0 0.1 
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The significance of bicluster to be mined from function-resource matrix as shown 
in Table 1 is to mine a group of functions executed; under this group of functions, the 
usage rate of the resource is the maximal, i.e. which resources can reach the maximal 
usage rate when used together. In other words, the resources have the highest effec-
tives when all functions are executed. For example, for a group of functions F1F2 
(F1=>R1R2R3, F2=>R2R4), these three functions may be called simultaneously. For 
resource R2, there are three situations for supporting F1 and F2. (1) for F1, the usage 
rate of R2 is high, while it is low for F1, as shown in Table 2; (2) for both F1 and F2, 
the usage rate of R2 is high, as shown in Table 3; (3) for both F1 and F2, the usage rate 
of R2 is low, as shown in Table 4, the health degree in the first and the third condi-
tions is higher than the second condition. This is because in the first and the third 
conditions resource R2 can serve F1 and F2 at the same time. In the third condition, 
resource R2 needs to serve the two functions respectively. This paper puts forward 
that bicluster mined by DeCluster algorithm aims at the first and third conditions. We 
will give definitions of low usage rate and variant usage rate of resources in real data 
below: 
 
Definition 1. D is a function-resource usage rate matrix; α is a user-defined parameter 
used for measuring the degree of association of functions in resources; β is a parame-
ter restricting low usage rate of resources; r is any resource in function-resource usage 
rate matrix D; F1 and F2 are any two functions in D; r should meet the following con-
ditions for relevance in F1 and F2

{ } { } { } { }
[ ( ) ( ) and ] 

1 2 1 2 1 2 1 2
r , f r , f r , f r , f

f F ,F f F ,F f F ,F f F ,F
 r R | max D min D min D max Dα β

∈ ∈ ∈ ∈
∀ ∈ − ≤ ≤ . If all 

resources and functions meet the conditions above in a bicluster, this bicluster is one 
with low usage rate of resources. 

It can be obtained from the description in definition 1 that α and β are used to re-
strict resources with a low usage rate producing each function, e.g. bicluster 
F2F3F4(R1R3) in table 1. 
 
Definition 2. D is a function-resource usage rate matrix; γ is a user-defined parameter 
used for measuring the variant usage rate of functions in resources; β is a parameter 
restricting low usage rate of resources; r is any resource in function-resource usage 
rate matrix D; F1 and F2 are two functions in D; r should meet the following condi-

tions for variant usability in F1 and F2
{ }

{ }
{ }

and  1 2

1 2

1 2

r , f
f F ,F

r , f
f F ,F

r , f
f F ,F

max D
max D

min D
β γ∈

∈
∈

≥ ≥ . If at least 

one resource in a bicluster meets the conditions above under two functions and 
meanwhile this resource meets the conditions in definition 1 under other functions, 
this bicluster is one with variant usage rate of resources. 

It can be obtained from the description in definition 2 that at least one resource in 
bicluster of variant usage rate of resources meets the conditions in the formula in 
definition 2 under two functions and meanwhile this resource meets the conditions in 
the formula in definition 1 under other functions. For the convenience of description, 
such resources are defined as resources with variant usage rate as below: 
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Definition 3. D is a function-resource usage rate matrix; γ is a user-defined parameter 
used for measuring the variant usage rate of functions in resources; β is a parameter 
restricting low usage rate of resources; α is a user-defined parameter used for measur-
ing the degree of association of functions in resources; r is any resource in function-
resource usage rate matrix D; F is function set in D and r should meet the following 
conditions for resources with variant usage rate under F: 

and  
r , f

f F
r , f

f F
r , f

f F

max D
max D

max 2 D
β γ∈

∈
∈

≥ ≥ and
{ } { }

[ ( )
1 2 1 2

r , f r , f
f F ,F f F ,F

 r R | max 2 D min D
∈ ∈

∀ ∈ − ≤

{ } { }
( ) and ] 

1 2 1 2
r , f r , f

f F ,F f F ,F
min D max 2 Dα β

∈ ∈
≤ ≤ , under which max refers to maximal value, 

min refers to minimum value and max2 refers to the second maximal value. 
Therefore, resources in bicluster with variant usage rate of resources must be those 

meeting definitions 1 and 3. We will define the relationship among resources. The 
relationship among resources in true data and that among resources in discrete data 
have the same form of expression and only minor differences in definition. 
 
Definition 4. Assuming that true usage rate values of resource R1 under functions F1 
and F2 are V1 and V2, R1 has the following four forms of expression under F1 and F2: 
(1) if V1 and V2 meet definition 2 and V1≥V2, the contribution rate of R1 to F1 and F2 
meets the requirement of variance and it is expressed as ‘R1’; (2) if V1 and V2 meet 
definition 2 and V2≥V1, the contribution rate of R1 to F1 and F2 meets the requirement 
of variance and it is expressed as ‘*R1’; (3) if V1 and V2 meet definition 1, the contri-
bution rate of R1 to F1 and F2 meets the requirement of low usage rate and it is ex-
pressed as ‘-R1’; (4) if V1 and V2 do not meet definition 1 or 2, they are not recorded. 

Therefore, each resource in bicluster mined with DeCluster algorithm meets the 
first or second condition in definition 4 under all functions. To improve the mining 
efficiency of the algorithm, DeCluster algorithm mines biclusters with maximal va-
riant usage rate and maximal low usage rate from function-resource matrix of true 
value by using column extension without candidate maintenance. The mining process 
of this algorithm will be introduced in detail in the next section. 

3 DeCluster Algorithm 

3.1 Construct Sample Relational Weighted Graph 

The method of mining modes with sample relational weighted graph was used in Mi-
croCluster algorithm[5] to mine bicluster at the earliest. Then, Wang et al. [8, 10] also 
used sample relational weighted graph to mine bicluster and fault-tolerant bicluster. 
DeCluster algorithm in this paper will adopt undirected sample relational weighted 
graph (hereinafter referred to as sample weighted graph) to mine biclusters with max-
imal variant usage rate and maximal low usage rate.  
 

Definition 5. Sample weighted graph can be denoted as the set { , , }G E V W= . Each 

node in the node set V in the weighted graph represents a function. If an edge exists 
between a pair of nodes, this means the resource with variant usage rate or low usage 
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rate exists below two functions represented by this pair of nodes. The set of the edges 
is expressed as E. The weights of each edge are the resource set meeting the definition 
of variant usage rate or the definition of low usage rate under the two functions con-
nected with this edge. The set of the weights is expressed as W.  

According to the description in Definition 1, when the resources among functions sa-
tisfy the definition of variant usage rate, the weight between two functions does not 
meet commutativity. For instance, the weight under F1F2 is R1*R2R3, while the weight 
under F2F1 is R1*R2R3-R5. So, in Definition 5, the weight of each edge is the weight 
under FiFj, where i<j. Fig.1 shows weight relationship graph corresponding to Table 1.  
 

R
1 -R

2 R
3 -R

5

*R
1-R

5

-R
1 R

2 -R
3R

4 -R
5

 

Fig. 1. The sample weighted graph constructed from Table 1 

3.2 Mining Maximal Bicluster  

After the sample relational weighted graph is made, this section will introduce how 
DeCluster algorithm mines all biclusters with maximal variant usage rate and maxim-
al low usage rate from sample relational weighted graph without candidate mainten-
ance in detail. According to the description in definition 4, biclusters with variant 
usage rate and low usage rate extended meet anti-monotonicity, i.e. if the bicluster 
obtained by extension of F1F2…Fn does not meet constraint conditions, neither does 
any superset F1F2…FnFm. Therefore, biclusers with a greater scale can be obtained by 
extension of the weight on each edge in the weight graph in terms of intersection. 
However, according to descriptions in definitions 1 and 2, when a new function is 
introduced in bicluster, it is necessary to calculate the intersection of all edges of the 
function newly introduced and the resource collection of bicluster extended, thus 
ensuring that the resource collection under the function newly introduced and that 
under existing functions meet constraint conditions in definition 1 or 2. For the con-
venience of design of pruning strategies, it is required to not only calculate the  
intersection of resources, but also consider symbols before resources during sample-
growth and the calculation of intersection of weight, i.e. symbols before resources are 
also required for ‘intersection’ calculation. Operational rules of these symbols can be 
obtained from the definition below. 
 
Definition 6. According to descriptions in definitions 3 and 4, for resource R1, inter-
section operational rules of its form of expression are as follows: (1) intersection of 
‘R1’ and ‘R1’ is ‘R1’; (2) intersection of ‘-R1’ and ‘-R1’ is ‘-R1’; (3) intersection of 
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‘*R1’ and ‘-R1’ is ‘*R1’; (4) intersection of ‘R1’ and ‘-R1’ is ‘R1’; (5) intersection of 
‘*R1’ and ‘R1’ is ‘*R1’. 

It can be seen from definition 3 that the calculation of intersection of ‘R1’ and ‘*R1’ 
will not occur. Therefore, its rules are not provided in definition 6. During function 
extension, with the increase of functions, the calculation of intersection of multiple 
forms of expression of the same resource will occur. The intersection can be calcu-
lated according to operational rules described in definition 6 according to the se-
quence. We will introduce how DeCluster algorithm uses pruning strategies to mine 
all biclusters with maximal variant usage rate and maximal low usage rate from sam-
ple relationship weight graph without candidate maintenance in detail. This paper will 
judge maximal bicluster with the method of prior detection put forward in [11] with-
out candidate maintenance. That is to say, if resources under the current candidate 
sample and some prior candidate sample (mined sample) have some inclusion rela-
tion, i.e. all biclusters produced by the current candidate sample can be produced by 
some prior candidate sample, the current candidate sample can be pruned. During the 
pruning design of backward checking, if F1 is the prior candidate function of F2, the 
weight on two function edges is the resource collection information of F2F1rather than 
F1F2. As resources under F1F2 and F2F1 have different forms of expression, the sam-
ple weighted graph made by this algorithm is a directed graph rather than undirected 
graph. For Fn and Fm, it is necessary to build edges on FnFm and FmFn respectively. 
However, for FnFm and FmFn, the difference of weights on the edge is the interchange 
of resource expression forms ‘R1’ and ‘*R1’. Therefore, for saving the storage space, 
the storage of weight is only that of weight on FiFi+1edge. The weight on Fi+1Fi edge 
can be calculated with FiFi+1. 

Resource R1 is respectively expressed as ‘R1’ and ‘*R1’ above when the form of 
expression of resources is illustrated, just for the convenience of design of pruning 
strategies. If a resource in the current candidate function to be extended meets the 
form of ‘R1’, this resource can be pruned according to the lemma below. 
 

Lemma 1. Assuming that P is the bicluster with variant usage rate to be extended 
currently; M is the candidate function set of P and N is the prior candidate function 
set of P. If the form of expression is ‘Rj’ for any resource Rj in candidate function 
Mi(Mi∈M) and there is a prior candidate function Nj(Nj∈N) under which resource Rj 
also exists and resource Rj must exist in PNjMp and PNjMi for other candidate samples 
Mpin M, resource Rjin Mi can be obtained by extension of prior candidate function Nj. 

If a resource in the current candidate function to be extended meets the form of 
‘*R1’, it should be judged whether this resource can be pruned according to the weight 
of prior candidate function. Therefore, the following theorem can be used for pruning. 
 

Lemma 2. Assuming that P is the bicluster with variant usage rate to be extended 
currently; M is the candidate function set of P and N is the prior candidate function set 
of P. If the form of expression is ‘*Rj’ for any resource Rj in candidate function 
Mi(Mi∈M) and there is a prior candidate function Nj(Nj∈N) under which resource Rj 
with the form of expression ‘-Rj’ also exists and resource Rj must exist in PNjMp and 
PNjMi for other candidate samples Mpin M, resource Rjin Mi can be obtained by exten-
sion of prior candidate function Nj. 

Similarly, if a resource in the current candidate function to be extended meets the 
form of ‘-R1’, it should be judged whether this resource can be pruned according to 
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the weight of prior candidate function. Therefore, the following theorem can be used 
for pruning. 
 
Lemma 3. Assuming that P is the bicluster with variant usage rate to be extended 
currently; M is the candidate function set of P and N is the prior candidate function 
set of P. If the form of expression is ‘-Rj’ for any resource Rj in candidate function 
Mi(Mi∈M) and there is a prior candidate function Nj(Nj∈N) under which resource Rj 
with the form of expression ‘-Rj’ also exists and resource Rj must exist in PNjMp and 
PNjMi for other candidate samples Mpin M, resource Rjin Mi can be obtained by exten-
sion of prior candidate function Nj. 
 
Lemma 4. Assuming that P is the bicluster with variant usage rate to be extended 
currently; M is the candidate function set of P and N is the prior candidate function 
set of P. If the same prior candidate function Nj(Nj∈N) exists for any resource Rj in 
candidate function Mi(Mi∈M), making each resource Rj in candidate function Mi meet 
pruning conditions in Lemma 1 or 2 or 3, and PNjMi.Resources与PMi.Resourcesare 
the same, candidate function Mi can be pruned. 

It can be seen from theorem 4 that, the candidate function can only be pruned if all 
resources in the candidate function can be obtained by resource extension in the same 
prior candidate function; otherwise, this candidate function will be extended. If no 
successor or prior is its superset, the bicluster can be outputted. The mining process 
for DeCluster mining table 1 expressed matrix is shown in Fig.3. The specific de-
scription of DeCluster algorithm is as follows:  
 

Algorithm 1: DeCluster algorithm 
Input: number threshold: n, coherent threshold：α, low 
usage rate threshold: β, variant usage rate threshold: r, 
function-resource matrix: D 
Output: all biclusters with maximal variant usage rate or 
maximal low usage rate meeting the threshold 
Initial value: sample weighted graph: G =Null, current 
bicluster to be extended Q =Null, Si=Null and Sj=Null. 
Algorithm description: DeCluster(n，α，β，r，D，Q，Si，Sj) 
 (1) If G is null, scan data set D and make its weight 
graph.Si is the first sample in the weighted graph; 
 (2) For each sample Sj connected with sample Si 
 (3)    If all resource linked lists in Sj satisfy prun-
ing conditions in Lemma 4, then 
 (4)        Continue; 
 (5)     Else 
 (6)     For resource linked lists not satisfying prun-
ing conditions, Q.Sample= Q.Sample∪Sj；Q. Resource= 
Q.Resource∩SiSj.Resource; 
 (7)       DeCluster(n，α，β，r，D，Q，Si，Sj); 
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 (8)   Endif 
 (9) Endfor 
 (10) If Q meets output conditions, then 
 (11)  Output Q 
 (12) Endif; 
 (13) Si = Si->next; 
 (14) Return 

 

Fig. 2. The example mining procedure of DeCluster algorithm 

4 Experimental Results 

In this section, we will make an experimental comparison on the mining efficiency 
and result of the algorithm above and existing algorithms. To fully test the perfor-
mance of the algorithm, we produce three data sets randomly, each of which contains 
20 sampling sites and 1000 resources. Table 5 describes proportions of 0, 0.1, 0.2 and 
0.8 in each row in each data set. In this section, a comparison will be made on the 
mining efficiency of DeCluster algorithm and RAP algorithm. To fully compare the 
extendibility of algorithms, we produce multiple groups of data sets with different 
numbers of resources and sampling sites in allusion to three data sets in table 5. The 
selection of resources and sampling sites are based on the order of resources and sam-
pling sites in data set. The parameter of variant usage rate is 4 and that of low usage 
rate is 0.5. 

Table 5. The proportion of each value in three data set 

 0  0.1 0.2 0.8 
D1 0.2 0.2 0.2 0.4 
D2 0.2 0.3 0.3 0.2 
D3 0.4 0.2 0.2 0.2 

 
Figs 3(a)-3(b) provide the comparison of performance period when the number of 

functions of two algorithms above is 10 and 20 respectively and the number of re-
sources is 200, 400, 600, 800 and 1000 respectively and the parameter of relevancy 
under data set D1 is 1. It can be seen from these figures that the mining time of both 
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algorithms increases progressively with the increase of number of resources in data 
set. Meanwhile, the mining efficiency of DeCluster algorithm is higher than that of 
RAP algorithm under each data size. Especially when the number of resources in data 
set is high, the mining efficiency of DeCluster algorithm is nearly 20 times higher 
than that of RAP algorithm. The reason is that RAP algorithm mines bicluster with 
the method of resource extension. With the increase of number of resources in data 
set, this algorithm needs more iterations to mine all biclusters meeting threshold con-
ditions. However, DeCluster algorithm uses high-efficiency pruning strategies for 
mining and will produce more maximal biclusters especially when the number of 
resources in data set is high and data are dense. Therefore, DeCluster algorithm has a 
higher pruning efficiency. Figures 4(a)-4(b) provide the comparison of performance 
period under data sets with different resources of functions and resources when the 
parameter of relevancy of three algorithms above is 2 in data set D1. Similar to the 
description in figs 3(a)-3(b), the mining efficiency of DeCluster algorithm is higher 
than that of RAP algorithm under each data size. When the number of resources in 
data set is low, the pruning efficiency of DeCluster algorithm is not significantly 
higher than that of RAP algorithm. However, with the increase of number of re-
sources in data set, the pruning efficiency of DeCluster algorithm becomes signifi-
cantly higher. 

 

 

Fig. 3. The running time comparison between two algorithms under different number of re-
sources and functions in D1 when α=1: (a) 10 functions; (b) 20 functions 

 

Fig. 4. The running time comparison between two algorithms under different number of re-
sources and functions in D1 when α=2: (a) 10 functions; (b) 20 functions 

Figs. 5(a)-5(b) and figs. 6(a)-6(b) respectively provide the comparison of perfor-
mance period of both algorithms above under data sets with different numbers of 
sampling sites and resources when their parameters of relevancy under data set D2are 
respectively 1 and 2. It can be seen that, as proportions of 0.1 and 0.2 in data set D2 
increase compared to those in data set D1, according to descriptions of the definition 
of variant usage rate and low usage rate, mining data set D2will produce more biclus-
ters than mining data set D1 under the same parameter. Therefore, when the number of 
functions is 20, RAP algorithm cannot mine data sets with the number of resources 
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higher than 400 in limited memory space, but DeCluster algorithm can complete all 
mining processes within 10 seconds. Figs. 7(a)-7(b) and figs. 8(a)-8(b) respectively 
provide the comparison of performance period of both algorithms above under data 
sets with different numbers of sampling sites and resources when their parameters of 
relevancy under data set D3 are respectively 1 and 2. 
 

 

Fig. 5. The running time comparison between two algorithms under different number of re-
sources and functions in D2 when α=1: (a) 10 functions; (b) 20 functions 

 

Fig. 6. The running time comparison between two algorithms under different number of re-
sources and functions in D2 when α=2: (a) 10 functions; (b) 20 functions 

 

Fig. 7. The running time comparison between two algorithms under different number of re-
sources and functions in D3 when α=1: (a) 10 functions; (b) 20 functions  

 

Fig. 8. The running time comparison between two algorithms under different number of re-
sources and functions in D3 when α=2: (a) 10 functions; (b) 20 functions 
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5 Conclusion 

This paper proposed a new bicluster mining algorithm - DeCluster algorithm, which 
can effectively mine all biclusters with maximal variant usage rate and maximal low 
usage rate from the function-resource matrix of true value. First, this algorithm con-
structs a sample weighted graph which includes all resource collections between both 
samples that meet the definition of variant usage rate or low usage rate; then, all bic-
lusters with maximal variant usage rate and low usage rate meeting the definition are 
mined with the mining method of using sample-growth and depth-first method in the 
constructed weighted graph. In order to improve the mining efficiency of the algo-
rithm, DeCluster algorithm uses several pruning strategies to ensure the mining of 
maximal bicluster without candidate maintenance. Our next research direction is min-
ing biclusters with variant usage rate and low usage rate in function-resource matrix 
measured in true environment. 
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Abstract. The Itemset Tree is an efficient data structure for performing targeted 
queries for itemset mining and association rule mining. It is incrementally  
updatable by inserting new transactions and it provides efficient querying and 
updating algorithms. However, an important limitation of the IT structure, con-
cerning scalability, is that it consumes a large amount of memory. In this paper, 
we address this limitation by proposing an improved data structure named 
MEIT (Memory Efficient Itemset Tree). It offers an efficient node compression 
mechanism for reducing IT node size. It also performs on-the-fly node decom-
pression for restoring compressed information when needed. An experimental 
study with datasets commonly used in the data mining literature representing 
various types of data shows that MEIT are up to 60 % smaller than IT (43% on 
average). 

Keywords: frequent pattern mining, association rule mining, itemset mining, 
itemset tree, memory constraint, targeted queries. 

1 Introduction 

Association rule mining [1] is a fundamental data mining task with wide applications 
[2]. It consists of discovering associations in a transaction database. To mine associa-
tion rules in a database, a user has to provide two thresholds, namely the minimum 
confidence and minimum support thresholds [1]. Several algorithms have been pro-
posed to discover association rules such as Apriori, FPGrowth, HMine, Eclat and 
TopKRules [1, 2, 3, 4, 10, 11]. However, those algorithms are batch algorithms, i.e. if 
new data is added to the input database, users need to run the algorithms again to get 
updated results. This is inefficient when new data is regularly added to databases. To 
address this problem, incremental versions of batch algorithms were proposed [5, 6]. 
Nevertheless, these algorithms still suffer from an important limitation. That is, they 
are designed to discover (and update) all association rules in a database (meeting the 
user-defined thresholds mentioned above) rather than allowing the user to perform 
targeted queries. Targeted queries are useful for applications where the user wants to 
discover association rules involving a subset of the items contained in a database, 
instead of all items [7, 8]. To process targeted queries for association rule mining 



96 P. Fournier-Viger et al. 

efficiently in the context of static or incremental databases, the Itemset Tree (IT) data 
structure was proposed [7, 8]. The IT is a tree structure, which can be incrementally 
updated and efficiently queried. The IT structure allows performing a vast array of 
important targeted queries such as (1) calculating the frequency of a given set of 
items, (2) discovering all valid association rules given a set of items as antecedent and 
(3) finding all frequent itemsets subsuming a set of items and their support [7, 8]. The 
IT structure has various applications such as predicting missing items in shopping 
carts in real-time [9]. However, ITs are inefficient when it comes to memory efficien-
cy. Thus, to use ITs for large and/or incremental databases, we need to improve their 
memory efficiency. Given this limitation, an important research question is: Could we 
design a more memory efficient structure for targeted association rule mining? In this 
paper, we answer this question positively by proposing an improved IT structure that 
we name the Memory Efficient Itemset Tree (MEIT).  

The contributions of this work are twofold. First, we propose the MEIT structure. It 
incorporates effective tree node compression and decompression mechanims to reduce 
the information stored in IT nodes and restore it when needed. Second, we perform an 
extensive experimental study on six datasets commonly used in the data mining litera-
ture to compare the MEIT and IT data structures. Results show that MEIT is up to 60 
% smaller than an IT (43% on average). 

The remainder of this paper is organized as follows. Section 2 reviews the problem 
of association rule mining and the definition of IT. Section 3 describes the MEIT. Sec-
tion 4 presents the experimental study. Finally, Section 5 draws a conclusion and dis-
cusses future work. 

2 Related Work 

Association rule mining is a fundamental data mining problem [2]. It is stated as fol-
lows [1]. Let I = {a1, a2, …an} be a finite set of items. A transaction database is a set 
of transactions T={t1,t2…tm} where each transaction tj ⊆ I (1≤ j ≤ m) represents a set 
of items purchased by a customer at a given time. An itemset is an unordered set of 
distinct items X ⊆ I. The support count of an itemset X is denoted as sup(X) and is 
defined as the number of transactions that contain X. An association rule X→Y is a 
relationship between two itemsets X, Y such that X, Y ⊆ I and X ∩ Y = Ø. The support 
of a rule X→Y is defined as sup(X→Y) = sup(X∪Y) / |T|. The confidence of a rule 
X→Y is defined as conf(X→Y) = sup(X∪Y) / sup(X). The problem of mining associa-
tion rules [1] is to find all association rules in a database having a support no less than 
a user-defined threshold minsup and a confidence no less than a user-defined thre-
shold minconf. For instance, Figure 1 shows a transaction database (left) and the cor-
responding association rules (right) for minsup = 0.5 and minconf = 0.5. For example, 
rule {1}→{4} has a support of 0.5 because it appears in two transactions out of 6 (t1 
and t4). Furthermore, it has a confidence of 0.75 because {1, 4} appears in two trans-
actions while {1} appears in 3 transactions. Mining associations is generally done in 
two steps [1]. Step 1 is to discover all frequent itemsets in the database (itemsets ap-
pearing in at least minsup × |T| transactions). Step 2 is to generate association rules 
using the frequent itemsets found in Step 1. For each frequent itemset X, pairs of  
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frequent itemsets P and Q = X – P are selected to generate rules of the form P→Q. 
For each such rule P→Q, if sup(P→Q)≥ minsup and conf(P→Q)≥ minconf, the 
rule is output. The most popular algorithms for association rule mining such as 
FPGrowth, HMine, Eclat and Apriori [1, 2, 3, 4, 10] are batch algorithms. 

 
TID Transactions  ID Rule Supp. Conf. 
t1 
t2 
t3 
t4 
t5 
t6 

{1, 4} 
{2, 5} 
{1, 2, 3} 
{1, 2, 4} 
{2,5} 
{2,4} 

 r1 
r2 
r3 
r4 
r5 
r6 

{2}→{5} 
{5}→{2} 
{1}→{4} 
{4}→{1} 
{2}→{4} 
{4}→{2} 

0.33 
0.33 
0.33 
0.33 
0.33 
0.33 

0.4 
1.0 
0.66 
1.0 
0.4 
0.66 

Fig. 1. A transaction database (left) and some association rules found (right)  

As an alternative to batch algorithms, the Itemset-Tree data structure was proposed. 
It is a structure designed for efficiently processing targeted queries on a transaction 
database [7, 8]. An IT is built by recursively inserting transactions from a transaction 
database, or any other sources, into the tree. It can be incrementally updated by insert-
ing new transactions after the initial tree construction. An IT is formally defined as a 
tree where each IT node k stores (1) an itemset i(k), (2) the support count s(k) of the 
itemset and (3) pointers to children nodes when the node is not a leaf. The itemset 
associated to an IT node represents a transaction or the intersection of some transac-
tions [7]. The root of an itemset tree is always the empty set .  

Figure 2 shows the algorithm for inserting a transaction in an IT. For instance, Fig-
ure 3 shows the six steps for the construction of an IT for the database depicted in the 
left part of Figure 1. In Step A, the transaction {1, 4} is inserted as a child of the root 
with a support of 1. In Step B, the transaction {2, 5} is inserted as a child of the root 
with a support of 1. In Step C, the transaction {1, 2, 3} is inserted into the tree. Be-
cause {1, 4} and {1, 2, 3} share the same leading item {1} according to the lexical 
ordering of items, a new node is created for the itemset {1} with a support of 2, such 
that {1, 2, 3} and {1, 4} are its children. In Step D, the transaction {1, 2, 4} is inserted 
into the tree. Given that {1, 2, 3} and {1, 2 4} share the same first leading items ac-
cording to the lexical ordering, a node {1, 2} is created with a support of 2 with nodes 
{1, 2, 3} and {1, 2, 4} as its children. In Step E, the transaction {2, 5} is inserted into 
the tree. Since the transaction is already in the tree, its support count is incremented 
by 1 and no node is created. Finally, in Step F, the transaction {2, 4} is inserted. Since 
this transaction shares the itemset {2} with {2, 5}, a node {2} with a support of 3 is 
created with {2, 4} and {2, 5} as its children. Note that when the support of a node is 
increased in an IT, the support of all its ancestors is also increased. The expected cost 
of transaction insertion in an IT is ≈ O(1) [7]. For a proof that the transaction  
insertion algorithm is correct, the readers are referred to the paper proposing the IT 
structure [7]. 

An IT allows performing efficient queries for itemset mining and association rule 
mining such as (1) calculating the frequency of a set of items, (2) discovering all valid 
association rules containing a set of items as antecedent and (3) finding all frequent  
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itemsets subsuming a set of items and their frequency. Because of space limitation,  
we here only briefly explain the query-processing algorithm for counting the support of 
an itemset. The other query processing algorithms work in a similar way and the read-
ers are referred to [7, 8] for more details. The pseudo-code of the query processing 
algorithm for support counting is shown in Figure 4. Consider the case of calculating 
the support of itemset {1, 2}. The algorithm starts from the root. Since the query item-
set {1, 2} is not contained in and is smaller than the root itemset, the algorithm will 
visits the root’s child nodes, which are {1, 2} and {2, 5}. Then given that the query 
itemset is equal to the itemset of the node {1, 2}, the support of 2 attached to the node 
{1, 2} will be kept and the subtree of that node will not be explored. The subtree {2, 5} 
will not be explored because the last item of {2, 5} is larger than the last item of {1, 2}. 
The algorithm will terminate and return 2 as the support count of {1, 2}. The expected 
cost of calculating the frequency of an itemset with this algorithm is ≈ O(n), where n is 
the number of distinct items in it. Improved querying algorithms for IT have recently 
been proposed [8]. Our proposal in this paper is compatible with both the old and the 
new querying algorithms.  

 
INSERT(a transaction to be inserted s, an itemset-tree T) 
1. r = root(T);   s(r) := s(r) + 1; 
2. IF  i(s) = i(r) THEN exit; 
3. Choose Ts = subtree(r) such that i(root(Ts) is comparable with  s 
4. If Ts does not exist THEN  
5.   create a new son x for r, items(x) = s and f(x) = 1; 
6. ELSE IF i(root(Ts))  s  THEN call Construct(s, Ts) 
7.   ELSE IF s  i(root(Ts) THEN  create a new node x as a son of r 
8.    and a father of root(Ts); i(x) := s; s(x) := s(root(Ts))+1; 
9.   ELSE create two nodes x and y, x as the father of root(Ts),  
10.     such that .i(x) = s  root(Ts), s(x) = s(root(Ts))+1,  
11.    and y as a son of x, such that i(y) = s, s(y) = 1. 

Fig. 2. The algorithm for transaction insertion in an Itemset-tree 

Lastly, note that IT should not be confused with trie-based structures used in pattern 
mining algorithms such as the FP-Tree structure used by FPGrowth [3]. In an FP-Tree, 
each node contains a single item and each branch represents a transaction. In an IT, 
each node represents a transaction or the intersection of some transactions [7, 8]. The 
trie-based structures and the IT are designed for a different purpose. 

3 The Memory-Efficient Itemset-Tree 

We now describe MEIT, our improved IT data structure for targeted association 
rule mining. MEIT is an enhanced form of IT that uses an efficient and effective 
node compression scheme to reduce the memory usage of IT. We have designed the 
MEIT based on three observations that are formalized by the following three  
properties. 
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A)  B)  C)  
 

D) E) F)  

Fig. 3. An example of itemset-tree construction  

 
COUNT(an itemset s, an itemset-tree T) 
12. r = root(T);    
13. IF  s ⊆ r THEN s(s) := s(s)+ s(r); 
14. IF r < s according to lexical order AND last-item(r) < last-item(s) THEN 
15.   FOR EACH subtree T of r DO 
16.    s(s) := s(s) + COUNT(s, T); 
17. RETURN s(s); 

Fig. 4. The algorithm for processing a support count query on an IT  

Property 1. In an IT, transactions are inteserted by traversing branches in a top-to-
bottom manner. Rationale. The insertion algorithm is given in Figure 3 and detailed 
in [7]. As it can be seen from the pseudo-code of this algorithm, the tree is always 
traversed in a top-to-bottom order to find the appropriate location for inserting a 
transaction (either by creating new node(s) or by raising the support of an existing 
node).  
 
Property 2. Queries on an IT are always processed by traversing tree branches in a 
top-to-bottom manner. Rationale. In Figure 4, we have presented the pseudo-code of 
the algorithm for processing a support count query. As it can be seen from the pseudo 
code, the branches from the tree are traversed from top to bottom rather than from 
bottom to top. Other querying algorithms are described in [7, 8] and they also respect 
this property.  
 
Property 3. Let k be an IT node and parent(k) be its parent. The relationship 
i(parent(k))  i(k) holds between k and its parents. More generally, this property is 
transitive.  Therefore, it can be said that for any ancestor x of k, i(x)  i(k). 
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Example 1. Consider the itemset {1, 2, 4} of the leftmost leaf node of Figure 3(F). 
The itemset of this node contains the itemset {1, 2} of its parent node. The itemset of 
this latter node contains the itemset {1} of its parent node. This latter contains the 
itemset  of its parent.  
 

Based on the aforementioned properties, we propose an efficient scheme for com-
pressing node information in IT to improve its memory efficiency. It comprises two 
mechanisms, which are node compression and node decompression. 
 
Definition 1. Node Compression. Consider a node k of an itemset tree having an 
uncompressed itemset i(k) such that i(k)  (i.e. k is not the root). Suppose k has n 
ancestor nodes denoted as ancestor1(k), ancestor2(k), … ancestorn(k). Compressing 
node k consists of setting i(k) to i(k) / . 
 
Example 2. For instance, Figure 5 shows the construction of an IT where the node 
compression scheme is applied on each new node during the IT construction, for the 
dataset of Figure 1 (left). During Step A and Step B, the transaction {1, 4} and {2, 5} 
are inserted into the IT with no compression because their parent is the empty set. In 
Step C, the transaction {1, 2, 3} is inserted. A new node {1} is created as a common 
ancestor of {1, 2, 3} and {1, 4}. The nodes {1, 2, 3} and {1, 4} are thus compressed 
respectively as {2, 3} and {4}. In Step D, the transaction {1, 2, 4} is inserted. A new 
node {2} is created as a common ancestor of {1, 2, 3} and {1, 2, 4} (note that {1, 2, 
4} is represented as {4} in the tree because it is compressed). The nodes {1, 2, 3} and 
{1, 2, 4} are compressed respectively as {3} and {4}. In Step E, the transaction {2, 5} 
is inserted. Because this transaction already appears in the tree, the support of the 
corresponding node and its ancestors is increased. Finally, in Step F, the transaction 
{2, 4} is inserted. A new node {2} is created as a common ancestor of {2, 4} and {2, 
5}. The nodes {2, 4} and {2, 5} are compressed respectively as {4} and {5}. By com-
paring the compressed trees of Figure 5 with the corresponding itemset tree of Figure 
3(F), we can see that the total number of items stored in nodes is greatly reduced by 
compression. The tree of Figure 5 contains 8 items, while the tree of Figure 3(F) con-
tains 16 items. 
 

Having described the node compression scheme, we next describe how decompres-
sion is performed to restore the original information. 
 
Definition 2. Node Decompression. Consider a node k of an itemset tree having a 
compressed itemset i(k) such that i(k)  (i.e. k is not the root). Suppose that k has n 
ancestor nodes denoted as ancestor1(k), ancestor2(k), … ancestorn(k). Node decom-
pression consists of calculating i(k) ∪  to obtain the un-
compressed representation of i(k). 
 
Example 3.  Consider the leftmost leaf node of Figure 5(F). It contains the itemset 
{4}, which is the compressed representation of the itemset {1, 2, 4} (cf. Figure 3(F)).  
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To restore the uncompressed representation, the union of the itemsets of the ancestor 
nodes with the itemset {4} is performed. The result is ∪{1}∪{2}∪{4} = {1, 2, 4}. 
Note that the root can be ignored when performing the union of ancestor itemsets. 
This is because the root node always contains the empty set, and thus never changes 
the result of node decompression. 
 

A)  B)  C)  
 

D) E) F)  

Fig. 5. An example of memory efficient itemset-tree construction  

Definition 3. Memory Efficient Itemset Tree (MEIT). A MEIT is an IT where (1) 
node compression is applied during tree construction so that each node content is 
compressed and (2) where node decompression is performed on-the-fly during tree 
construction and query processing to restore node information when required.  
 

We next show that node compression/decompression can be applied during tree 
construction and query processing, and that applying compression/decompression 
does not affect the result of queries. 
 
Property 4. Node Compression Is Always Applicable during Transaction  
Insertion. To demonstrate that node compression can always be applied to compress 
new nodes that are created by the transaction insertion algorithm, we need to examine 
the conditions that have to be met to perform node compression. The first condition 
that has to be met to apply node compression to a given node is that the node has at 
least a parent node. The only node that does not have a parent in an IT is the root node 
and the root is never compressed by definition (cf. Definition 1). Second, to perform 
compression of a node k, it is necessary to access ancestor nodes’ itemsets to perform 
their union. This condition is always met during tree construction because branches 
are always traversed from top to bottom rather than from bottom to top (Property 1). 
Therefore, the itemsets of ancestor nodes can be collected while traversing each 
branch so that the information required for compression is always available to the 
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transaction insertion algorithm. Therefore, any node that is visited by the transaction 
insertion algorithm can be compressed when it is created. 
 
Property 5. Node Decompression Is Always Applicable for Transaction Inser-
tion. To demonstrate that node decompression can always be applied by the transac-
tion insertion algorithm, we use a similar reasoning as for Property 4. As mentioned, 
the transaction insertion algorithm traverses branches from top to bottom starting 
from the root (Property 1). This traversal order makes it possible to collect the item-
sets of nodes visited while traversing a branch so that ancestor nodes’ itemsets are 
always available for performing decompression of a node. Therefore, any node that is 
visited by the transaction insertion algorithm can be decompressed.  
 
Property 6. Node Decompression Is Always Applicable during Query Processing. 
For query processing, only decompression is used to answer queries. It must be noted 
that by definition queries are not allowed to modify an IT (transaction insertion is not 
viewed as a query in IT terminology [7]). Similar to transaction insertion, queries are 
always processed by traversing IT branches from top to bottom rather than from bot-
tom to top (Property 2), as it can be seen for example in the pseudo-code of Figure 4. 
Because of this traversal order, the information required for decompressing each node 
can be collected as the branches are traversed by keeping itemsets from the same 
branch into memory. Therefore, any node that is visited by one of the query 
processing algorithm can be decompressed.  
 
Property 7. Performing Node Compression/Decompression Does Not Affect 
Query Results. Compressing an itemset and decompressing it does not result in a loss 
of information, by the definition of compression and decompression. Itemsets are 
compressed during transaction insertion and are decompressed on the fly when 
needed during transaction insertion and query processing. Because of this, the process 
of compression/decompression is completely transparent to the operations of the 
transaction insertion and query processing. Thus, it does not affect query results. 
 
Implementing Node Compression Efficiently. In the following, we explain why the 
complexity of node compression is linear. When a new node k is inserted into an MEIT, 
the cost of compression consists of performing the union of the itemset to be inserted m 
with the itemsets of the n ancestors of k, to calculate i(k)  = m / . 
To perform the union of the ancestor itemsets efficiently, one can notice that when a 
node is inserted, all ancestor nodes already in the tree have been compressed. Given that 
compressed nodes do not share items with their ancestors, the union of the ancestor 
itemsets can be performed simply by a concatenation in linear time rather than by an 
expensive union operation. Now let’s consider how to perform the set subtraction of the 
itemset  from m. To perform this operation efficiently, itemsets 
in the tree should always be sorted in lexicographical order. If itemsets are in lexico-
graphical order (or any other total order), set subtraction can be performed efficiently by 
the means of a two-way comparison, which requires scanning m and the itemset 
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 at most one time. Thus the complexity of set subtraction is 
O(m+k) and the complexity of concatenation is linear.  
 
Implementing Node Decompression Efficiently. The complexity of node decom-
pression is also linear. Let k be a node having n ancestors ancestor1(k), ancestor2(k), 
… ancestorn(k) when the tree is traversed from top to bottom from the root to k. To 
restore the itemset compressed in node k, it is necessary to perform the union of all 
itemsets stored in its ancestor nodes ancestor1(k), ancestor2(k), … ancestorn(k) with 
i(k), as previously mentioned. Performing the union of several sets can be costly if 
implemented naïvely. To implement the union efficiently, we suggest using the fol-
lowing strategy. All items stored in each tree node should be sorted according to the 
lexical ordering (or any other total order). Then, while recursively traversing the tree 
from top to bottom to reach k, the union can be efficiently performed by simply con-
catening the itemsets i(ancestor1(k)), i(ancestor2(k)), … i(ancestorn(k)) with i(k), in 
that order. Thus the cost of node decompression is O(m), where m is the cardinality of 
the decompressed itemset. In practice, the cost of decompression is even smaller be-
cause intermediate concatenation results can be kept into memory when traversing a 
branch from top to bottom. For instance, consider a node k and its parent parent(k). 
The concatenation of i(k) and parent(i(k)) needs only to be performed once for all 
descendant nodes of k. This implementation strategy can greatly improve efficiency. 

4 Experimental Study 

We have implemented MEIT and IT in Java. The IT and MEIT source codes as well 
as all the datasets used in the experiments can be downloaded from http://goo.gl/hDtdt 
as part of the open-source SPMF data mining software. The following experiments 
are performed on a computer with a Core i5 processor running Windows 7 and 1 GB 
of free RAM. All memory measurements were performed using the core Java API. 
Experiments were carried on real-life and synthetic datasets commonly used in the 
association rule mining literature, namely Accidents, C73D10K, Chess, Connect, Mu-
shrooms, Pumsb and Retail. Table 1 summarizes their characteristics. 
 
Experiment 1. Memory Usage Comparison. We first compared the size of IT and 
MEIT for all datasets. To assess the efficiency of node compression, we measured the 
total number of items (including duplicates) stored in IT and MEIT nodes for each 
dataset. Results are shown in Table 1. As it can be seen in the third column of Table 
1, the compression of nodes achieved by MEIT varies from 26.4 % to 88.7 % with an 
average of 58.7 %. The largest compression is achieved for dense datasets (e.g. Mu-
shrooms), while less compression is achieved for sparse datasets (e.g. Retail). This is 
because transactions in dense datasets share more items. Thus, the intersection of 
transactions is larger than in sparse datasets. Thus, each IT node generally contains 
more items than for a sparse dataset. This gives more potential for compression in the 
MEIT.  

Because MEIT only compress itemsets inside nodes and nodes contain other in-
formation such as pointers to child nodes, it is also important to compare the total 
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memory usage of MEIT and IT. To do that, we measured the total memory usage of 
IT and MEIT. Results are shown in Table 2. The third column shows that a compres-
sion of 13 % to 60 % is achieved, with an average of 43 %. We can conclude that the 
compression of itemset information has a considerable impact on the total memory 
usage.  

Table 1. Datasets’ Characteristics 

Dataset Transaction count Distinct items count Average  
transaction size 

Accidents 340,183 468 22 
C73D10K 10,000 1,592 73 

Chess 3,196 75 37 
Connect 67,557 129 43 

Mushrooms 8,416 128 23 
Pumsb 49,046 7,116 74 
Retail 88,162 16,470 172 

Table 2. Memory Usage of IT and MEIT (total items stored) 

Dataset IT size (items) MEIT size (items) Size reduction (%) 
Accidents 16057697 5262555 67.2% 
C73D10K 882196 508878 42.3% 

Chess 196579 39550 79.9% 
Connect 4446791 1092208 75.4% 

Mushrooms 308976 35003 88.7% 
Pumsb 4046316 2773440 31.5% 
Retail 938568 690889 26.4% 

Table 3. Total Memory Usage of IT and MEIT (MB) 

Dataset IT size (MB) MEIT size (MB) Size reduction (%) 
Accidents 84.1 43.0 49% 
C73D10K 4.0 2.6 36% 

Chess 1.0 0.4 60% 
Connect 21.8 9.0 59% 

Mushrooms 1.7 0.7 60% 
Pumsb 18.3 13.5 26% 
Retail 7.3 6.4 13% 

 
Experiment 2. Compression Overhead. We next compared the construction time of 
MEIT and IT for each dataset to assess the overhead in terms of execution time in-
curred by node compression and decompression. Results are shown in Table 3. As it 
can be seen, the overhead during tree construction is generally more or less the same 
for each dataset, averaging 45 %. We expected such an overhead because additional 
operations have to be performed to compress and decompress node information on-
the-fly. We also compared the query processing time of MEIT and IT for 10,000 ran-
dom queries for each dataset to assess the overhead of on-the-fly decompression in 
terms of execution time for query processing.  Results are shown in Table 4. As it 
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can be seen, the overhead for query processing is generally more or less the same for 
each dataset, averaging 44 %. Again, we expected such an overhead because of extra 
operations performed for on-the-fly node decompression in MEIT. For real applica-
tions, we believe that this overhead is an excellent trade-off given that it allows build-
ing itemset-trees that can contains up to twice more information into memory (cf. 
Experiment 1). Moreover, as it can be seen in this experiment, the overhead in terms 
of execution time is predictable. It is more or less the same for each dataset no matter 
the size of the dataset or the type of data stored. In future work, we will assess the 
possibility of using caching algorithms to store the uncompressed form of frequently 
accessed nodes to reduce the overhead for popular queries. 

Table 4. Tree construction time and 10K query processing time for IT/MEIT 

Dataset 
 Tree construction time (s) Time for processing 10K queries (s) 

IT MEIT IT MEIT 
Accidents 3.71 5.82 880.4 1696.8 
C73D10K 0.25 0.38 23.8 39.9 

Chess 0.22 0.30 2.6 5.0 
Connect 0.56 0.82 153.5 231.1 

Mushrooms 0.21 0.23 1.0 2.1 
Pumsb 0.63 0.95 134.2 202.1 
Retail 4.33 7.75 84.8 193.7 

5 Conclusion 

An efficient data structure for performing targeted queries for itemset mining and 
association rule mining is the Itemset Tree. However, a major drawback of the IT 
structure is that it consumes a large amount of memory. In this paper, we addressed 
this drawback by proposing an improved data structure named the Memory Efficient 
Itemset Tree. During transaction insertion, it employs an effective node compression 
mechanism for reducing the size of tree nodes. Moreover, during transaction insertion 
or query processing, it relies on an on-the-fly node decompression mechanism for 
restoring node content.  

Our experimental study with several datasets that are commonly used in the data 
mining literature shows that MEIT are up to 60 % smaller than IT, with an average of 
43 %. In terms of execution time, results show that the overhead for on-the-fly de-
compression is predictable. The amount of overhead is more or less the same for each 
dataset no matter the amount of data or the type of data stored. We believe that the 
overhead cost is an excellent trade-off between execution time and memory given that 
it allows building itemset-trees that can store up to twice the amount of information 
for the same amount of memory. For future work, we will explore other possibilities 
for compressing IT such as exploiting the links between nodes. We also plan to de-
velop a caching mechanism, which would store the decompressed form of the most 
frequently visited nodes to improve efficiency for popular queries. We also plan to 
develop new querying algorithms for targeted top-k association rule mining [11, 12]. 
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Source code of IT and MEIT as well as all the datasets used in the experiments can 
be downloaded from http://goo.gl/hDtdt as part of the open-source SPMF data mining 
software. 
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Abstract. It is common today for users to print the informative information from
webpages due to the popularity of printers and internet. Thus, many web printing
tools such as Smart Print and PrintUI are developed for online printing. In order
to improve the users’ printing experience, the interaction data between users and
these tools are collected to form a so-called print log data, where each record
is the set of urls selected for printing by a user within a certain period of time.
Apparently, mining frequent patterns from these print log data can capture user
intentions for other applications, such as printing recommendation and behav-
ior targeting. However, mining frequent patterns by directly using url as item
representation in print log data faces two challenges: data sparsity and pattern
interpretability. To tackle these challenges, we attempt to leverage delicious api
(a social bookmarking web service) as an external thesaurus to expand the se-
mantics of each url by selecting tags associated with the domain of each url. In
this setting, the frequent pattern mining is employed on the tag representation of
each url rather than the url or domain representation. With the enhancement of
semantically alternative tag representation, the semantics of url is substantially
improved, thus yielding the useful frequent patterns. To this end, in this paper we
propose a novel pattern mining problem, namely mining frequent patterns with
semantically alternative labels, and propose an efficient algorithm named PaSAL
(Frequent Patterns with Semantically Alternative Labels Mining Algorithm) for
this problem. Specifically, we propose a new constraint named conflict matrix to
purify the redundant patterns to achieve a high efficiency. Finally, we evaluate the
proposed algorithm on a real print log data.

Keywords: print log data, frequent pattern mining, delicious.com, PaSAL.

1 Introduction

With wide applications of internet and office automation tools, printing informative in-
formation from the web pages is becoming popular today. There are many web printing
tools such as Smart Print1 and PrintUI2 are developed for online printing. With the use
of these tools, many interaction data by users are collected under certain consent. These

1 www.smartprint.com/
2 www.printui.com/

H. Motoda et al. (Eds.): ADMA 2013, Part II, LNAI 8347, pp. 107–119, 2013.
c© Springer-Verlag Berlin Heidelberg 2013

www.smartprint.com/
www.printui.com/
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Table 1. User and Printed URLs
User Printed URLs

user1

http://maps.google.com/maps?saddr=27400+Old+Trilby+Roa
http://www.groupon.com/deals?city=houston
http://www.booking.com/hotel/us/the-huston.en.html

user2
......
http://maps.google.com/maps?saddr=2800+League+City+Parkwa

...... ......

Table 2. URL domains and Their Tag Representations

Domain Tag Representations

maps.google.com
maps, google, travel, map, reference, search, directions, tools, clear-
lake, brian

www.groupon.com
shopping, coupons, deals, social, discount, coupon, business, crowd-
sourcing, marketing, travel

www.booking.com
travel, hotel, hotels, booking, accommodation, search, viajes, online,
hoteles, turismo

interaction data is also called Print log data, where each record is the set of urls selected
for printing by a user within a certain period of time. Table 1 gives an example of print
log data. Compared with the search log data [13], the print log data is a new kind of
user interaction data and is attracting researchers’ attention.

Since the webpages printed by users may reveal their interests, mining frequent pat-
terns from these print log data becomes one of important methods capturing users’
interests and has benefiting other applications such as printing recommendation and be-
havior targeting. However, we find that using the url directly as the item representation
for frequent pattern mining faces two challenges in real print log data, namely, data spar-
sity and pattern interpretability. For example, as shown in Table 1, user1 prints the map
of “Old Trilby Roa” while user2 prints the map of “League City Parkwa”, both of them
print their destination maps on google maps and take along with them. However, the
two printed urls from the two users are completely different and cannot be recognized
as the same item when running any kinds of the frequent pattern mining algorithms
unless we manually label. In addition, patterns using urls as items representation has a
poor interpretability.

To that end, we attempt to enrich the semantics of each url by utilizing the semanti-
cally alternative tags associated with the domain of each url to form the representation
of url. More precisely, when processing a url, we extract and input the domain of this url
to delicous.com api 3 and obtain the top-10 returned tags as the representation. Table 2
shows three domains in Table 1 and their corresponding returned tags. By replacing
each domain of the url with a set of tags and removing redundant tags in a transaction,
the print log of url transactions is transformed to be a tag transaction dataset. Mining
frequent patterns on this new tag transaction data is more practical, since these tags
labeled by humans are abundant and meaningful.

If we run frequent pattern mining algorithms on tag transaction data without con-
sidering any extra constraint, we could get massive patterns and most of them are re-
dundant and meaningless. For example, if the domain maps.google.com in Table 2 is
frequent, then any combination of tags (e.g., {maps,google}, {maps, google, travel})

3 Delicious.com api: https://delicious.com/developers

https://delicious.com/developers
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referred to the domain is also frequent, resulting in a larger number of trivial frequent
patterns (210). Therefore we introduce a conflict matrix to reflect these restrict con-
ditions, which will be defined in Section 3. To this end, we propose a novel frequent
pattern mining technique for print log data, named PaSAL (Frequent Patterns with
Semantic Alternative Labels Mining Algorithm) highlighted by enhancing the url rep-
resentation via semantically alternative tags and incorporating the constraint of conflict
matrix for further pruning the lattice during the mining process. In summary, we make
following contributions.

• We define a novel frequent pattern mining problem for print log data with se-
mantically alternative labels. In order to solve the problem of data sparsity and pattern
interpretability, we use the returned tags from delicious.com api as the representations
for urls.

• We devise an efficient algorithm called PaSAL for the above problem. We define
a new constraint named conflict matrix for pruning meaningless patterns. PaSAL can
exploit this constraint to further reduce the search space during the mining process, thus
achieving a high efficiency.

• We conduct several experiments on a real print log data to evaluate our proposed
algorithm. The experimental results show that our method outperforms the baseline and
achieves a better pattern interpretability.

The paper is organized as follows. In Section 2, we describe the related work. In
Section 3, a formal description about the problem will be given. We give the basic
algorithm and our algorithm PaSAL in Section 4. We evaluate the effectiveness and
efficiency of PaSAL in Section 5 and conclude the paper in Section 6.

2 Related Work

Frequent Pattern Mining Algorithm. Mining association rule was first proposed by
Agrawal et al. in [1]. Since then, there are many algorithms have been developed to
mine frequent patterns, such as Apriori [2] and FP-growth [5]. Instead of using hori-
zontal data format, Zaki et al. proposed to use vertical data format in [14]. Of course,
researchers try to mine maximal frequent patterns [3] and closed frequent patterns [7]
in order to avoid mining massive patterns. Our work is based on these works yet using
a bitmap representations of database.
Semantic Information Extension. Besides inventing new algorithms to mine patterns,
Han et al. [4] and Srikant et al. [11] proposed structured model of the items in order to
mine patterns at a different level, which can be regarded as introducing external infor-
mation to help mining patterns. Our work is different from their work in two aspects.
First, the previous works have multi-level structures while we only have one. Second,
items in the structure are owner-member relationship, however tags in our restrict con-
ditions are semantically relevant to each other. In addition, Mei et al. [6] interpret the
frequent patterns by giving semantic annotations through natural language processing,
which is a post process while we represent each url before mining. Information can
either be generated by machine inferring from the history log or artificial rules. In our
paper, we use delicious tags to expand the semantic information of url, which is newly
demonstrated.
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Constraint Based Pruning. Another related work is about constraint on pattern mining
process, which is mentioned in works of Pei et al. [8] [9] and Raedt et al. [10]. In this
paper, we propose a new constraint named conflict matrix for further pruning the lattice.
In the following, we will show that the conflict matrix constraint is a anti-monotone
one, which can be deeply exploited in the mining process to achieve high efficiency.
Besides, [12] proposed to mine dominant and frequent patterns based on the data from
the Web printing tool Smart Print. However, the dateset from [12] is very different from
our. Specifically, in [12] each record of the dataset is the selected clips (contents) for a
certain Webpage while that in this paper is a set of printing URLs from one user.

3 Problem Statement

First, we will give some preliminaries about frequent pattern mining. Let T be the
complete set of transactions and I be the complete set of distinct items. Any non-empty
set of items is called an itemset (or pattern) . The support of a pattern P is the percentage
of transactions that contain P. Frequent pattern mining is to find frequent patterns whose
support is above the user specified threshold.

Note that the primitive transaction database is a URL database, where each transac-
tion is the set of URLs selected by a user. If we use the domain of each URL as the
representation, the URL database can be transformed as a domain database (denoted as
D). As is mentioned above, when you put a domain into delicious.com api, the server
will return top-10 tags as representations referred to the domain you submitted. By re-
placing domain by a set of tags {t1, t2, ..., tk} ( k is equal to 10 in most instances), the
domain database is transformed as a tag database. Note that if a domain is frequent in
the domain database, then all the subsets of tags in this domain is also frequent. In order
to reducing the number of patterns like this, we propose to use Conflict Matrix CM to
purify the frequent pattern mining results. Formally,

Definition 1 (Conflict Matrix). Conflict Matrix CM is a matrix with |I|× |D| dimen-
sions. Here |T | denotes the number of tags while |D| counts the number of domains.
The value in the matrix is defined as follows:

CMi,j =

{
1 ti ∈ T (dj)

0 ti /∈ T (dj)
(1)

where ti is a tag and T (dj) is a set of tags associated with domain dj .

Definition 2 (Conflict Matrix Constraint). Given a pattern P and a conflict matrix
CM , P is a valid pattern if there is no subset of P that is included in any one of
transactions in CM .

In order to achieve high efficiency, we can store CM with bitmap representation.

Example. As shown in Table 1 and 2, we sample some few tags for the 10 returned
tags to make an example due to the limit of the page. Let D = {maps.google.com,
www.groupon.com, www.booking.com} and I = {maps, travel, search, hotel,
coupon}, so we get CM , displayed in Equation 2.
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CM =

google groupon booking
maps
travel
search
hotel

coupon

⎛
⎜⎜⎜⎝

1
1
1
0
0

0
1
0
0
1

0
1
1
1
0

⎞
⎟⎟⎟⎠

(2)

Consider the database shown in Table 3(a) and let user specified minimum support be
0.3 (that is, 2 transactions at least). Then the patterns with minimum support (frequent
patterns) are shown in Table 3(b). Note that travel, search co-occur in both domain
google and booking, thus it should be removed from our candidate basket. The same
thing happened on maps, search and hotel, search. Finally, we get two patterns marked
with �in Table 3(b) and those are what we want to get. Somehow we can say tags in a
transaction of RC are mutual exclusion.

Table 3. A Sampled Example

(a) Sampled Database T trans

Transaction Id Tags
100 maps, hotel, search
200 maps, hotel, coupon
300 travel, search, hotel, maps
400 coupon, search
500 search, travel, coupon
600 travel, search

(b) Frequent Patterns

Pattern Support
�maps, hotel 2
�coupon, search 2
maps, search 2
travel, search 3
hotel, search 2

(c) Example

No. Items
t1 b c
t2 a b
t3 a b c
t4 a b d
t5 a b c d

Problem Statement. Given a set of transactions T , conflict matrix constraint CM and
a user-specified minimum support (min sup), the problem of mining frequent patterns
with semantically alternative labels is to find all frequent patterns that do not violate
conflict matrix constraints. Note that if CM is null, the problem degenerates into a
normal frequent pattern mining problem.

The problem we defined here has many applications. One immediate application is
widely used in supermarket, that is how to put goods on shelves reasonably. Goods dis-
playing has many strict limits, like our restrict matrix. For example, when people go to
supermarket buying some food, they may bring raw beef, vegetables and fried chicken
together home. However, raw food and cooked food are absolutely forbidden to put to-
gether. Hence, though we mine many frequent patterns from shopping list transaction,
we need to think carefully before we act to do cross-selling. A useful way is to take
restrict matrix into consideration.

4 Algorithms
In the rest of the section, we first show the naive approach for the proposed novel prob-
lem, and then present our efficient algorithm PaSAL.

4.1 Algorithm Basic

The basic algorithm is designed below.
1. First, find all the frequent patterns by any of the frequent pattern mining algorithms

like “Apriori” or “FP-growth”.
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Algorithm 1. BASIC

input : the tag transaction data T , lexicographic ordering I, the conflict matrix CM
output: restrict condition constrained patterns P

1 Root.head ← empty;
2 Root.tail ← I;
3 DFS(Root);
4 DFS(Node) begin
5 for tag ∈ Node.tail do
6 ptmp ← Node.head ∪ tag;
7 if ptmp.frequency > min sup× |T | then
8 Nodetmp.head ← ptmp;
9 remove tag fromNodetmp.tail ← Node.tail;

10 Children ← Nodetmp;
11 Pcandidate ← Nodetmp.head;

12 for node ∈ Children do
13 DFS(node);

14 for pattern ∈ Pcandiate do
15 if pattern violate CM then
16 remove pattern fromPcandidate;

17 P ← Pcandidate;

2. Then, check each frequent pattern whether violates the restrict matrix constraint
and obtain the ultimate result.

Algorithm 1 gives an overview of the whole process, using the notation in Section 3.
In this algorithm, we set the activate node be the root of the lattice, with its head be
empty and tail be the lexicographic ordering of all tags in T . Then we iteratively visit
each tag in its tail. By adding the tag to its head, we count the cardinality of its binary
set after bitwise-AND operation and filter out those node whose cardinality is below the
user-specified threshold (min sup ×|I|). Patterns (Nodes) without been filtered will be
added to Pcandidate and Children, where Pcandidate is used for post process and nodes
in Children is waiting for recursive procedure. After filtering the nodes without min-
imum support, we actually prune the lattice by abandoning all the descendants, which
is under the basic assumption that supersets of infrequent itemsets are also infrequent.

At last, every pattern is checked in Pcandidate whether it violates restrict matrix
constraint. Specifically, we do bitwise-AND on all the tag vectors from CM in a pattern
to see if the cardinality of the binary set is zero. If so, it means that tags have no overlap
on any restrict conditions, thus it will be kept or it will be removed. Finally, we get P
as a result.

4.2 Algorithm PaSAL

Instead of using Basic algorithm, we propose a new algorithm called PaSAL. In this
algorithm, we do pruning during the traversal rather than post process in basic one.
This is carried out by exploiting the anti-monotonicity of conflict matrix and the bitmap
data structure for storing conflict matrix.
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Anti-monotonicity. In order to do pruning, we aim to estimate the restrict condition or
the conflict matrix of all nodes in lattice L. The basic idea is described as follows.

First, we propose a label to calculate the extent of the conflict to a certain pattern,
denote as σ(P ). σ(P ) can be calculated in this way. Supposing that P = {t1, t2, ..., tm}
and each tag ti in pattern P is a conflict vector in conflict matrix CM , so σ(P ) is the
number of domains that conflict take places, which can be formalized as:

σ(P ) =
∑

1≤i,j≤m

card(ti & tj) (3)

In Equation 3, & is bitwise-AND operation and card(∗) means the number of 1’s in a
bitwise vector ∗.

Second, we need to find the properties of label σ(P ). Since σ(P ) is defined above,
we can easily infer that σ(P ) is not decreasing as the pattern grows as shown in Prop-
erty 1.

Property 1. For any pattern P and its extension te, the label σ(∗) satisfies that
σ(P ) ≤ σ(P + te) (4)

Proof. Let’s consider the definition of σ(P ) in Equation3. Still P = {t1, t2, ..., tm}
σ(P + e)

=
∑

1≤i,j≤m+1 card(ti & tj)
=
∑

1≤i,j≤m card(ti & tj) +
∑

1≤i≤m card(ti & tm + 1)
=
∑

1≤i,j≤m card(ti & tj) +
∑

1≤i≤m card(ti & te)
≥
∑

1≤i,j≤m card(ti & tj)
= σ(P )

Note that te here is same to tm+1, and
∑

1≤i≤m card(ti & te) is definitely no less
than zero. ��

Last, similar to metrics support, we assign each pattern that do not violate any con-
straint a value called “traversability”, which is define as follows:

traversability(P ) = 1/σ(P ) (5)
Thus traversability satisfies the property 2

Property 2. Property “traversability” in Equation 5 is anti-monotonicity.

Proof. Since σ(P ) is nomotonicity, the reciprocal of σ(P ) is anti-monotonicity. ��

Hence, Property 2 can be used for pruning the lattice. The key point of the algorithm
is to set a flag in each node of the lattice in order to distinguish if the node violates the
conflict matrix constraint by adding the tag from the tail to head. The process is shown
in Algorithm 2.

Bitmap Operations. Since each tag could find its own binary vector from CM , we
can conduct the calculation easily by bitwise-AND and bitwise-OR. As described in
Equation 1, each row tag vector in CM indicates which domain contains the referred
tag. The position is set to binary one when the domain contains the tag else zero. More
intuitional feeling can be got in Equation 2.

By doing bitwise-AND, we first judge the conflict between two tags. In Equation 2,
also known as an example, the vector of tag maps equals to {1, 0, 0} and vector of tag
travel is {1, 1, 1}, when operating bitwise-AND, we get {1, 0, 0}, which means that
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Algorithm 2. PaSAL

input : the tag transaction data T , lexicographic ordering I, the conflict matrix CM
output: restrict condition constrained patterns P

1 Root.head ← empty;
2 Root.tail ← I;
3 Root.flag ← (0)2;
4 DFS(Root);
5 DFS(Node) begin
6 for tag ∈ Node.tail do
7 ptmp ← Node.head ∪ tag;
8 flagtmp ← (Node.flag & CMtag)2;
9 if ptmp.frequency > min sup× |T | and flagtmp == 0 then

10 Nodetmp.head ← ptmp;
11 remove tag fromNodetmp.tail ← Node.tail;
12 Nodetmp.flag ← (Node.flag | CMtag)2;
13 Children ← Nodetmp;
14 Pcandidate ← Nodetmp.head;

15 for node ∈ Children do
16 DFS(node);

17 P ← Pcandidate;

they violate the restrict condition on domain “google”. The judging process is corre-
sponding to line 8-9 in Algorithm 2. If we get vector full of binary zero, we say two
tags are compatible.

Then we operate bitwise-OR to aggregate two vectors to gain more restricted vector
and wait for another tag to be added, which is shown in line 12. We assign the vector
to the flag of descendant node whose tags comes from his father’s head and one tag
from father’s tail. Of course, minimum support should be taken into consideration at
the same time when doing the judge.

Next, we add descendants satisfying those two rules into Pcandidate the same as in
Algorithm 1. There is no need for us to do extra post process to purify the final result
Pcandidate, that is P = Pcandidate.

4.3 Discussion

Bitmap Representation. Bitmap representation is chosen for the transaction data. In
doing this way, each transaction corresponds to one bit. If item i appears in transaction
T, the T th position of bitmap for item i is set to binary one, otherwise, the position is
set to zero. This character is naturally fit for the print log data.

Here we use bitmap representation twice in our method. First, tag transaction data is
transformed to bitmap, thus we can calculate the support easily. Supposing that we get
two tags t1 and t2, each with a bitmap vector, denoted as bitmap(t1) and bitmap(t2).
So we get bitmap(t1

⋃
t2) = bitmap(t1) & bitmap(t2), where & is a bitwise-AND. The

same thing happened when an itemset (pattern) meets a tag, which is common when we
add an element in a node’s tail to its head. Thus bitmap(head

⋃
tag) = bitmap(head) &

bitmap(tag). In the following, we only need to calculate the cardinality of head
⋃
tag,
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where cardinality is number of 1’s in a bitmap vector. Second, the restrict condition RC
is also shown in bitmap representation, i.e., conflict matrix CM . By doing this way, it’s
much convenient for us to judge whether it violates the previously stipulated condition
when adding a element (tag) from a node’s tail to its head. Let bitmap of a tag in con-
flict matrix be bitmap(CMtag) and a bitmap of a node’s flag be bitmap(node.f lag),
then do bitwise-AND between bitmap(CMtag) and bitmap(node.f lag). If the cardinal-
ity of the bitmap result equals to zero, there is no conflict, otherwise, they must con-
flict at some transaction (domain). If no conflict happens, we do bitwise-OR between
bitmap(CMtag) and bitmap(node.f lag) and then assign the bitmap value to node’s de-
scendant.

Pruning Lattice. In Figure 1 and Figure 2, an example of lattice is shown under lexi-
cographic order. Each node with a bubble in right top corner denotes or an itemset. The
number in the bubble is the frequency of the node according to Table 3(c). With the
basic method, we search 12 nodes in total while the number of searched nodes decrease
to 8 by using our method. By comparing the two figures, we can easily draw a conclu-
sion that our method reduces the search space on lattice. This works well because we
introduce another constraint during the traversal.

{ }

{ b } { c } { d }{ a }

{ a,b } { a,c } { a,d } { b,c } { b,d } { c,d }

{ a,b,c } { a,b,d }

{ a,b,c,d }

{ a,c,d } { b,c,d }

Item order: a < b < c < d

Fig. 1. Post Process on Lattice

{ }

{ b } { c } { d }{ a }

{ a,b } { a,c } { a,d } { b,c } { b,d } { c,d }

{ a,b,c } { a,b,d }

{ a,b,c,d }

{ a,c,d } { b,c,d }

Item order: a < b < c < d
Restrict condition:{a,c} {a,d}

Fig. 2. In Process on Lattice

5 Experiment Evaluation

In this section we evaluate both the effectiveness and efficiency of our method. Our ex-
periment was conducted on a real-world print log dataset. The characteristics of the data
set is summarized in Table 4. All experiments were performed on a personal computer
with a AMD Athlon X2 240 2.81GHz CPU and 4G of memory running the windows 7
operating system.

Table 4. Characteristics of the Print Log

Database Name Number of Records Number of Transactions
URLs 107031 23212
Domains 59416 23211
Tags 328752 16041
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The three transaction database are generated from the same print log data. Database
Domains and Tags are originated from database URLs. By removing the specific in-
formation in a url after slash, we get a domain. For instance, given a user printed url
in Table 1, we get domain in Table 2 by using the method just mentioned. Then we
use delicious.com api returned tag sets to expand each domain’s semantic information,
which is well shown in Table 2 and discussed in Section 1. According to our experi-
ment, delicious.com tags cover more than 60% of the database Domains. In order to
get fair treatment, we test our method on the database with the tag representations and
ignore the rest part, thus the transaction number of the three database are equal.

5.1 Evaluation on Effectiveness

In order to prove the effect of our method in solving the problem of data sparsity and
pattern interpretability, experiment can be divided into two parts: (1) the number of
patterns by expanding the semantic information and (2) verifying pattern interpretabil-
ity through case study. The experiment was conducted on three database of the same
transaction number.
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Fig. 3. Patterns mined from Three Database

Number of Patterns. In this subsection, we compare the number of frequent patterns
on the three datasets with the different minimal frequent threshold min sup. Any of
the algorithms for mining frequent patterns can be chosen here and we implement a
simple frequent pattern mining algorithm in [3]. Figure 3 shows the number of patterns
mined from the three database in relevance to the minimum support thresholds. Value
on y-axis is taken the logarithm. We set the threshold from 0.1% up to 0.6%. The result
clearly show that after expanding the semantic information, we gain more patterns than
the baselines.

Case Study. The frequent patterns mined on URLs dataset are all frequent 1-itemset,
like ‘{maps.google.com/maps?hl = en&tab = wl} due to the data sparsity. When
applying on database Domains, we get several patterns with frequency equal to 2,
such as {maps.google.com,www.mapquest.com}. From the domain pattern, we can
roughly infer that user may want some map service. For database Tags, we frequent pat-
tern {maps, shopping, travel}. Now, besides knowing that people wants map service,
we can tentatively say that the user is preparing for a tour since shopping exists here in
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Table 5. Patterns Mined From Three Transaction Database

Database Patterns

URLs
http://www.facebook.com/
http://www.foodnetwork.com/food/cda/recipe-print/
https://www.shopping.hp.com/webapp/shopping/

Domains
en.wikipedia.org, www.ehow.com
www.amazon.com, www.ehow.com
maps.google.com, www.bing.com

Tags
food, health, shopping
facebook, google, networking, social
google, maps, travel
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the set. By using tags to expand url’s semantic information, we can not only gain more
information explainable but also to understand a user’s interest at fine-grained. More
cases can be found in Table 5.

5.2 Evaluation on Efficiency

Since we use delicious tags as representations, we need to purify our mined result be-
cause the replacement is under the assumption that tags in a delicious returned set re-
ferred to a domain are semantically alternative or relevant to each other. In order to
evaluate the efficiency of our proposed algorithm PaSAL, we choose the Brute-Force
method as the baseline. This experiment was conducted only on the database Tags.

Here we choose the running time and pruning effect as the measures. Figure 5 shows
that our algorithm run faster over 3 times than baseline when min sup=0.0001. In order
to show the effect of pruning, we also show the number of visiting nodes in Figure 4.
We can see that by embedding conflict matrix constrait in the traversal we do more
pruning on the lattice, thus leading to high efficiency.

The running time of two methods varies greatly when the minimum support is low.
The reason is that there exists huge search space when setting min sup low and this is
what our algorithm good at. PaSAL can perform better pruning effect when meeting
with large lattice, otherwise, the baseline running time is approaching our algorithm
when min sup increases. This is because that lots of time is spent on retrieving and
calculating the bitmap structure in PaSAL.



118 X. Li et al.

6 Conclusion

In this paper, we defined a novel pattern mining problem, namely mining frequent pat-
terns with semantically alternative labels. This problem is motivated by enriching the
semantics of each url in print log data to solve the problem of data sparsity and pat-
tern interpretability. Specifically, we attempt to utilize the semantically alternative tags
returned from delicious.com api as the representation of each url. Then, we propose
an efficient algorithm named PaSAL for this novel problem. Specifically, we propose
a conflict matrix constraint to purify the redundant patterns and this constraint is then
deeply exploited in the mining process to achieve high efficieny. Finally, we show the
effectiveness and efficiency of the proposed algorithm on a real print log data. It is worth
mentioning that the proposed algorithm PaSAL can be applied to many fields, such as
super market cross-selling checking.
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Abstract. A self-stabilizing algorithm, after transient faults hit the sys-
tem and place it in some arbitrary global state, recovers in finite time
without external (e.g., human) intervention. A k-dominating set in a dis-
tributed system is a set of processors such that each processor outside the
set has at least k neighbors in the set. In the past, a few self-stabilizing
algorithms for minimal k-dominating set (MKDS) have been obtained.
However, the presented self-stabilizing algorithms for MKDS work for
either trees or a minimal 2-dominating set. Recently a self-stabilizing al-
gorithm for MKDS in arbitrary graphs under a central daemon has been
investigated. But so far, there is no algorithm for the MKDS problem in
arbitrary graphs that works under a distributed daemon. In this paper,
we propose a self-stabilizing algorithm for finding a MKDS under a dis-
tributed daemon model when operating in any general network graph.
We further verify the correctness of the proposed algorithm (Algorithm
MKDS) and prove that the worst case convergence time of the algorithm
from any arbitrary initial state is O(n2) steps where n is the number of
nodes in the network.

Keywords: Self-stabilizing algorithm, Minimal k-dominating set, Dis-
tributed daemon model, Arbitrary network, Convergence.

1 Introduction

Recently, social networks have received dramatic interest in research and de-
velopment. Aiming at delivering better experience to customers and making
business transformation along with Web 2.0, many information systems have
adopted social networks [26,22,20]. Social networks, however, have also intro-
duced to the research community many new challenges, for example, how to
protect customers’ privacy in such an electronic social environment [24,15,20].
Graph theory has been considered a working solution to tackle these challenges.
The classical graph problem, such as the k-dominating set problem has many
new practical applications.

For example, assume there is a need to build some fire stations in Toowoomba
city such that its six areas can receive help from at least k times services from
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its neighboring areas. Assume there is also a fixed cost for building a fire station
in each area. The problem is determining the number of the fire stations such
that the total building cost is minimum among the participating areas under the
k times services condition. This problem is equivalent to the problem of finding
a minimum weighted k-dominating set among these areas. The following is the
formal definition of k-dominating set.

1.1 Minimal k-Dominating Set Problem

Let G = (V,E) be a connected simple undirected graph in which each node
i ∈ V represents an area and each edge (i, j) ∈ E represents the bidirectional
link connecting nodes i and j. Let k be an arbitrary positive integer. A subset D
of V is a k-dominating set in G if each node not in D has at least k neighbors in
D. A k-dominating set D in G is minimal if any proper subset of D is not a k-
dominating set in G. The so-called minimal k-dominating set (MKDS) problem
is to find a minimal k-dominating set (MKDS) in G. A k-dominating set for
k = 1, i.e., a 1-dominating set, is just an ordinary dominating set.

For example, without loss of generality, considering the case k = 2, 2-
dominating set in Toowoomba city as remarked early, which has 6 areas (a1,
a2, ..., a6) and the neighborhood relations are showed in the Fig. 1 . We can
select the areas {a3, a4, a5} is a minimal 2-dominating set.

a a a

a a a

1 2 3

4 5 6

Fig. 1. A minimal 2-dominating set example

1.2 Self-stabilizing Algorithm

Self-stabilization is an optimistic fault tolerance approach for distributed sys-
tems. It was introduced by Dijkstra in [2,3]. According to his work, a distributed
system is self-stabilizing if it can start at any possible global configuration and
regain consistency in a finite number of steps by itself without any external in-
tervention (e.g., human) and remains in a consistent state [4]. Recently, some
self-stabilizing algorithms for dominating sets, independent sets, colorings, and
matchings in graphs have been developed [11,8,1,10,12,19].

A fundamental idea of self-stabilizing algorithms is that the distributed sys-
tem may be started from an arbitrary global state. After finite time the system
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reaches a correct global state, called a legitimate or stable state. An algorithm
is self-stabilizing if, when the system executes the algorithm, the following two
properties hold: convergence and closure. That is,

(i) for any initial illegitimate state it reaches a legitimate state after a finite
number of node moves (convergence), and

(ii) for any legitimate state and for any move allowed by that state, the next
state is a legitimate state (closure).

In a self-stabilizing algorithm, each process maintains its local variables, and
can make decisions based on the knowledge of its neighbors’ states. A process
changes its local state by making a move (a change of local state). The algorithm
is a set of rules of the form “if condition part (or guard)” then “action part”. The
condition part (or guard) is a Boolean function over the states of the process and
its neighbors; the action part is an assignment of values to some of the process’s
shared registers. A process i becomes privileged if it’s condition is true. When a
process becomes privileged, it may execute the corresponding move.

Various execution models have been suggested for developing self-stabilizing
algorithms. These models are encapsulated within the notion of a daemon (or
scheduler). The distributed daemon activates the processors by repeatedly se-
lecting a set of processors and activating them simultaneously to execute a com-
putation step. Each processor executes the next computation step as defined
by its state just prior to this activation. Once every processor in the set has
finished reading, all the processors write a new state (change state). Only then
does the scheduler choose a new set of processors to be activated. Note that no
non-activated processor changes its state. The central daemon is a special case
of the distributed daemon in which the set of activated processors consists of
exactly one processor. Thus if a system is self-stabilizing under the distributed
daemon model, then it is self-stabilizing under the central daemon model. The
converse, however, is not true (the total dominating set algorithm in [7] and the
2-dominating set algorithm in [13] are self-stabilizing under the central daemon
models, but not under the distributed daemon models).

The rest of this paper is organized as follows. Section 2 presents our motiva-
tion and contribution. Section 3 presents a self-stabilization algorithm and an
illustration for finding a minimal k-dominating set (MKDS). Section 4 proves
the convergence and the time complexity of the proposed algorithm. Section 5
discusses the related work and algorithm comparison. Section 6 concludes the
paper and discusses the future work.

2 Motivation and Contribution

Due to the publication of Dijkstra’s pioneering paper, some graph problems
have been solved by self-stabilizing algorithms in the literature, such as the
self-stabilizing algorithms for independent sets and dominating sets in graphs
[5,8,11,1,10]. Among these problems, Dominating Set and related problems are
considered to be of central importance in combinatorial optimization and have
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been the object of much research. Due to the NP-complete of domination prob-
lems [6], researchers have developed some self-stabilizing algorithms for finding
minimal dominating sets [5,23,1,10].

Hedetniemi et al. [11] presented two uniform algorithms (a distributed algo-
rithm is said to be uniform if all of the individual processes run the same code)
for the dominating set (DS) and the minimal dominating set (MDS) problems.
Lan et al. [18] presented a linear-time algorithm for the k-domination problem
for graphs in which each block is a clique, a cycle or a complete bipartite graph.
Kamei and Kakugawa [16] presented two self-stabilizing algorithms for the min-
imal k-dominating set (MKDS) problem in a tree. Huang et al. presented two
self-stabilizing algorithms to find a minimal 2-dominating set (M2DS) in an ar-
bitrary graph. Wang et.al developed a self-stabilizing algorithm for finding a
MKDS in an arbitrary graph which works under a central daemon in 2012 [23].

However, there is no algorithm for the MKDS problem in arbitrary graphs
that works under a distributed daemon. The reason for that is mainly due to
the higher complexity of the execution of the algorithm under the distributed
daemon model. The proposed algorithms for the MKDS work either for trees
(Kamei and Kakugawa [16]) or under a central daemon (Wang et al. [23]).

In this paper, we extend Huang et al.’s work and consider the extension prob-
lem of minimal 2-dominating set (M2DS) just mentioned in [13,14]. We will solve
that extension problem for general k (i.e., for k being an arbitrary positive in-
teger) in general networks. We firstly develop a new self-stabilization algorithm
for finding a minimal k-dominating set (MKDS) in a general network that works
under a distributed daemon and analyze the correctness and time complexity of
the proposed algorithm, in which the time complexity of their algorithm is not
been discussed in [14]. We believe the following to be our contributions in this
paper.

1. We present a self-stabilizing algorithm for finding a minimal k-dominating
set (MKDS) under a distributed daemon in an arbitrary connected simple
undirected graph.

2. We further verify the correctness of the proposed algorithm and prove that
the worst case convergence time of the algorithm from any arbitrary initial
state is O(n2) steps where n is the number of nodes in the network graph.

3 Self-stabilizing K-Dominating Set Algorithm

In this section, our self-stabilizing algorithm for solving the minimal k-dominating
set problem will be presented.

3.1 Formal Definition of the Problem

The distributed system in consideration has a general underlying topology, and
can be modeled by a connected simple undirected graph G = (V,E), with each
node i ∈ V representing a processor in the system and each edge (i, j) ∈ E
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representing the bidirectional link connecting processors i and j. It is assumed
that the number of all processors in G is denoted by n. Assume now that for
each processor i ∈ V , the set N(i) represents its open neighborhood, denotes the
set of processors to which i is adjacent. d(i) represents the number of neighbors
of processor i, or its degree (d(i) = |N(i)|). It is assumed that

(1) each processor i in the system has a unique identity,
(2) each processor i maintains two shared registers, di and pi,
(3) N(i) denotes the set of all open neighbors of i and L(i) = {j ∈ N(i)|j < i},
(4) the value of di is taken from {0, 1},
(5) D(i) = {j ∈ N(i)|dj = 1}, and |D(i)| is the cardinality of D(i), and
(6) the value of pi is always ∅, {i} or D(i).

A Boolean variable di indicates membership in the set D that we are trying
to construct. The value di = 1 indicates that i ∈ D, while the value di = 0
indicates that i /∈ D.

The concept of a minimal k-dominating set (MKDS) problem gives rise to the
following problem:

Minimal K-Dominating Set

INSTANCE: A connected simple undirected graph G = (V,E) and an arbitrary
positive integer k.

QUESTION: How to find a minimal k-dominating set (MKDS) D ⊆ V such
that the D is a k-dominating set of the graph G and minimal, i.e., to construct
D = {i ∈ V |di = 1} is a MKDS.

3.2 Proposed Algorithm

The Algorithm MKDS is shown below which consists of five rules. Assume k
being an arbitrary positive integer. It should also be reiterated that the compu-
tational model assumed in the system is the distributed daemon model.

Algorithm MKDS

k is an arbitrary positive integer. For each node i
R1: di = 0 ∧ |D(i)| < k ∧ pi = {i} ∧ ∀j ∈ {m ∈ L(i)|dm = 0}, pj �= {j} →

di := 1
R2 di = 1 ∧ |D(i)| ≥ k ∧ ∀j ∈ N(i)−D(i), pj = ∅ → di := 0
R3: di = 0 ∧ |D(i)| < k ∧ pi �= {i} → pi = {i}
R4: di = 0 ∧ |D(i)| = k ∧ pi �= D(i) → pi = D(i)
R5: di = 0 ∧ |D(i)| > k ∧ pi �= ∅ → pi = ∅.

R1 tries to ensure that a node i /∈ D which has less than k neighbors in
D should enter D, if its pointer points to itself and its neighbors which have
IDs smaller than its are all dominated at least k times. R2 says that a node i



Minimising K-Dominating Set in Arbitrary Network Graphs 125

is dominated at least k times by D should leave D if as far as it can tell all
of its neighbors not in D are dominated at least k times. That is, the node i is
redundant for its neighbors not in D since they are dominated at least k times by
D−{i}. R3, R4 and R5 mean that the nodes not in D should reset their pointers
according to the numbers of their neighbors in D. An example to illustrate the
execution of Algorithm MKDS is shown in Fig. 2.

The example in Fig. 2 is to illustrate the execution of Algorithm MKDS.
Without loss of generality, we consider the case k = 2 and use a minimal 2-
dominating set example to illustrate the execution of Algorithm MKDS. Note
that in each configuration, the shaded nodes represent privileged nodes.

In the first subgraph of Fig. 2, we set d1 = d3 = 1, other nodes’ d-values are 0,
that means D = {1, 3}. We further set p1 = p5 = {1}, p3 = p6 = {3}, p2 = {2},
p4 = {1, 3}, just as the arrows point in the first subgraph. According to the
Rules of Algorithm MKDS, after a serial of moves and resets, the system reaches
a legitimate state. As the last subgraph of Fig. 2 shows, which is a legitimate
configuration, we can see a minimal 2-dominating set D = {1, 2, 3, 6} can
be identified. Note that the 2-dominating set D = {1, 2, 3, 6} is minimal not
minimum. The set D = {3, 4, 5} or D = {4, 5, 6} is a minimum 2-dominating
set.

4 The Stabilization Time of Algorithm MKDS

The legitimate configurations are defined to be all those configurations in which
no node in the system is privileged. The following theorem clarifies that in any
legitimate configuration, a minimal k-dominating set can be identified (closure).

Theorem 1. If Algorithm MKDS stabilizes,, then the set D = {i ∈ V |di = 1}
is a minimal k-dominating set.

Proof. It is obvious that the system is in a legitimate configuration if and only
if no node in the system is privileged.

(1) Suppose D is not a k-dominating set. Then there exists a node i ∈ V −D
such that i has at most k − 1 neighbors in D, i.e., di = 0 and |D(i)| < k.

Claim. For any node i in the system when it reaches a legitimate configuration,
if di = 0 and |D(i)| < k, then there exists a node j ∈ L(i) (thus j < i) such that
dj = 0 and |D(j)| < k.

Proof of Claim. Since di = 0, |D(i)| < k, and i is not privileged by R3, we
have pi = {i}. Then since i is not privileged by R1, i.e., ∀j ∈ {m ∈ L(i)|dm =
0}, pj �= {j} cannot hold. Hence there exists a node j0 ∈ L(i) such that dj0 = 0
and pj0 = {j0}. If |D(j0)| = k, then since dj0 = 0 and pj0 = {j0} �= D(j0), j0
is privileged by R4, which causes a contradiction. If |D(j0))| > k, then since
dj0 = 0 and pj0 = {j0} �= ∅, j0 is privileged by R5, which causes a contradiction.
Hence |D(j0))| < k and the claim is proved. ��

By applying the above claim to node i, we get a node i1 ∈ L(i) such that
di1 = 0 and |D(i1)| < k. Then, by applying the claim to node i1, we get a node
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Fig. 2. A minimal 2-dominating set example to illustrate the execution of Algorithm
MKDS
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i2 ∈ L(i1) such that di2 = 0 and |D(i2)| < k. In this way, we eventually get
infinitely many nodes i1, i2, i3, . . . such that i > i1 > i2 > i3 > · · · . However,
this causes a contradiction because the system has only a finite number of nodes.
Therefore, D must be a k-dominating set.

(2) Suppose D is not a minimal k-dominating set. Then there exists a node
i ∈ D such that D−{i} is a k-dominating set. Since i /∈ D−{i} and D− {i} is
a k-dominating set, i has at least k neighbors in D−{i} and thus |D(i)| ≥ k. If
N(i)−D(i) = ∅, then, since di = 1 and |D(i)| ≥ k, i is privileged by R2, which
causes a contradiction. Hence N(i) − D(i) �= ∅. Let j be an arbitrary node in
N(i)−D(i). Since j /∈ D−{i} (dj = 0) and D−{i} is a k-dominating set, j has
at least k neighbors in D − {i}. Thus j has at least k + 1 neighbors in D, i.e.,
|D(j)| > k. Since dj = 0, |D(j)| > k and j cannot be privileged by R5, we have
pj = ∅. Hence the condition [ ∀j ∈ N(i) − D(i), pj = ∅ ] holds. Since di = 1,
|D(i)| ≥ k and [ ∀j ∈ N(i) − D(i), pj = ∅ ] hold, node i is privileged by R2,
which causes a contradiction. Hence D is a minimal k-dominating set.

In the following, we show the convergence of Algorithm MKDS. We will first
provide two Lemmas. Based on these two Lemmas, we will prove the convergence
time of Algorithm MKDS.

Lemma 1. If di changes from 0 to 1, then di will not change again.

Proof: Since di changes from 0 to 1 by R1 at time t, so the condition di =
0 ∧ |D(i)| < k ∧ pi = {i} ∧ ∀j ∈ {m ∈ L(i)|dm = 0}, pj �= {j} holds. By R1,
only the node with larger ID than i′s is able to enter the set D. Suppose at the
time t′, the node i leaves the set D by R2, thus the condition di = 1 ∧ |D(i)| ≥
k ∧ ∀j ∈ N(i) − D(i), pj = ∅ holds. So there exists a node j ∈ N(i) − D(i)
with lager ID than i′s entering the set D. Then the node j satisfies R1, we can
get pj = {j}, but if the node i leaves the set D it satisfies the R2, and we have
pj = ∅, which causes a contradiction.

Lemma 2. A node can make at most two membership moves.

Proof: If a nodes first membership move is by R1, by Lemma 1, it will not
make a membership move again. If its first membership move is R2, then any
next membership move must be by R1, after which, it cannot make another
membership move.

Now we will prove Algorithm MKDS always stabilizes (convergence).

Theorem 2. Algorithm MKDS produces a minimal k-dominating set (MKDS)
and stabilizes in O(n2) steps.

Proof: In light of Theorem 1 we need only show stabilization (convergence).
By Lemma 2, each node will change its d-value at most twice. Therefore, there
can be at most 2n changes of d-values on all nodes in all the time. If there is no
change in d-value of any node in a time-step, then the time-step involves only
changes in p-values. The change in a p-value is determined only by d-values and
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its neighbors in the set D according to the R3, R4 or R5. Consider the processor
i ∈ V with the largest degree Δ, a guarded command the pi may execute is R3,
R4 or R5. By definition of the Algorithm MKDS, after pi executes a guarded
command once, it is no longer privileged until |D(i)| changes by an execution
of at least one of the neighbors. Thus, the pi execute R3, R4 or R5 at most 2Δ
times in an infinite computation. So, the upper bound of the execution time is
2(Δ+1)n time-steps. Considering the graph G is a connected simple undirected
graph, the upper bound of the Δ is (n−1), therefore, Algorithm MKDS produces
a MKDS and the stabilization time of Algorithm MKDS is O(n2) steps.

5 Related Work and Algorithm Comparison

In this section, we collect and discuss the existing self-stabilizing algorithms for
dominating sets respectively. We also compare our algorithm with theirs based
on their basic ideas. The algorithms presented in this section are summarized in
Table 1.

Hedetniemi et al. [11] presented two uniform algorithms (all of the individual
processes run the same code) for the dominating set (DS) and the minimal
dominating set (MDS) problems. The algorithms work for any connected graph
and assume a central daemon (only one process can execute an atomic step
at one time). The main idea of the first algorithm is to partition the set of
nodes into two disjoint sets, such that each set is dominating. The algorithm for
the dominating set (DS) problem stabilizes in linear time (O(n) steps) under a
central daemon. The second algorithm calculates a MDS. The main idea of this
algorithm is that it allows a node to join the set S, if it has no neighbor in S.
On the other hand, a node that is already a member of S, and has a neighbor
that is also a member of S, will leave the set if all its neighbors are not pointing
to it. Thus, after stabilization the set S will be a MDS. The algorithm for the
minimal dominating set (MDS) problem stabilizes in O(n2) steps under a central
daemon.

Goddard et al. [7] gave a self-stabilizing algorithm working on the minimal
total dominating set (MTDS) problem. A set is said to be a total dominating
set if every node is adjacent to a member of it. The authors assume globally
unique identifiers for the nodes and a central daemon in [7]. The algorithm uses
a mechanism of pointers similar to the one used by the previous algorithm. So,
a node i will point to its neighbor having the minimum identifier if i has no
neighbor in the set under construction the S. On the other hand, if a node i has
more than one neighbor in the set then i will point to null; otherwise i will point
to its unique neighbor that is a member of the set S. The algorithm allows a
node to join the set S if some neighbor is pointing to it, and to leave the set S
otherwise. So after stabilization, the set S will become an MTDS.

Recently, Goddard et al. [8] proposed another uniform self-stabilizing algo-
rithm for finding a minimal dominating set (MDS) in an arbitrary graph under
a distributed daemon (a distributed daemon selects a subset of the system pro-
cesses to execute an atomic step at the same time). The main idea of their



Minimising K-Dominating Set in Arbitrary Network Graphs 129

algorithm is that it uses a Boolean variable to determine whether a node is a
member of the MDS or not, and an integer to count a node’s neighbors that
are members of the MDS. The algorithm allows an undominated node that has
smaller identifier than any undominated neighbor to join the set under con-
struction. On the other hand, a node leaves this latter set if it is not the unique
dominator of itself nor any of its neighbors. The algorithm stabilizes in O(n)
steps.

On the other hand, some self-stabilizing algorithms have been proposed in the
k-domination case. Kamei and Kakugawa [16] presented two uniform algorithms
for the minimal k-dominating set (MKDS) problem in a tree. The first algorithm
allows a node to join the set under construction S if it has fewer than k neighbors
in S, and to leave the set S if it has more than k neighbors in S. The first algo-
rithm works for a central daemon. Based on this idea, in the second algorithm,
a node having more than k neighbors in the set under construction S will first
make a request to leave S, and then leaves the set S only if its identifier is the
smallest among all the neighbors requesting to leave S. So, after stabilization the
set S will become a minimal k-dominating set (MKDS). The second algorithm
works under a distribute daemon. The time complexity of the two algorithms
are both O(n2) steps.

Huang et al. [13] presented a self-stabilizing algorithm to find a minimal 2-
dominating set (M2DS) in an arbitrary graph. The algorithm allows a node to
join the set under construction S if it has fewer than 2 neighbors in S, and to
leave the set S if it has more than 2 neighbors in S. The algorithm works under
a central daemon, with liner time complexity. Huang et al. also [14] presented
another self-stabilizing algorithm to find a minimal 2-dominating set (M2DS)
in an arbitrary graph. The algorithm assumes globally unique identifiers for the
nodes and works under a distributed daemon. The algorithm allows a node to
join the set under construction if it is dominated by fewer than two nodes and
none of its neighbors having smaller identifier is in the same situation. Also,
a node may leave the set under construction if it is dominated by more than
two nodes, and all of its neighbors are either in the set under construction or
dominated by more than two nodes.

In 2012, we presented a uniform self-stabilizing algorithm for finding a minimal
KDS (MKDS) that works in general graphs under a central daemon [23]. We use
a Boolean flag x indicating whether the node is in the constructed set D or
not and an integer variable X(i) for counting i′s neighbors in D. The algorithm
allows a node i to join the set D (the value x(i) = 1) under construction if it is
dominated by fewer than k nodes in D (R1). Also, a node i may leave the set
under construction the set D if it is dominated by more than k nodes (R2). The
time complexity of our algorithm in general graphs is O(n2) steps.

In this paper we design a self- stabilizing algorithm for MKDS (called Algo-
rithm MKDS) under a distributed daemon. The algorithm allows a node i to
join the set D (the value di = 1) under construction if its pointer points to itself
and its neighbors which have IDs smaller than its are all dominated at least k
times (R1). Also, a node i may leave the set under construction the set D if as
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far as it can tell all of its neighbors not in D are dominated at least k times by
D − {i}. The time complexity of our algorithm in an arbitrary system graph is
O(n2) steps.

The algorithms we compared in this section are summarized in Table 1. As
we can see, the first four self-stabilizing algorithms are for single domination
(1-dominating set or total dominating set); and the algorithms for k-dominating
set by Kamei et al [16] are just considering in a tree graph; the algorithms by
Huang et al. [13,14] are for 2-dominating set. And the self-stabilizing algorithm
for MKDS in [23] works under a central daemon. Our Algorithm MKDS is the
first work using a distributed daemon approach to discuss the MKDS problem
in general networks.

Table 1. Algorithms for dominating set

Reference Output Required topology Self-stabilizing Daemon Complexity

Hedetniemi et al. [11]-1 DS Arbitrary Yes Central O(n) steps
Hedetniemi et al. [11]-2 MDS Arbitrary Yes Central O(n2) steps
Goddard et al. [7] MTDS Arbitrary Yes Central
Goddard et al. [8] MDS Arbitrary Yes Distributed O(n) steps
Kamei et al. [16]-1 MKDS Tree Yes Central O(n2) steps
Kamei et al. [16]-2 MKDS Tree Yes Distributed O(n2) steps
Huang et al. [13] M2DS Arbitrary Yes Central O(n) steps
Huang et al. [14] M2DS Arbitrary Yes Distributed
Wang et al. [23] MKDS Arbitrary Yes Central O(n2) steps
Algorithm MKDS MKDS Arbitrary Yes Distributed O(n2) steps

6 Conclusions and Future Work

In the above, we have successfully solved the extension problem, “To find a
self-stabilizing algorithm for the minimal k-dominating set problem in general
networks under the distributed daemon model”. We also verify the correctness
of the proposed algorithm and give a proof that the worst case convergence time
of the algorithm from any arbitrary initial state is O(n2) steps where n is the
number of nodes in the network.

An immediate extension of this work is to find if it is possible to enhance the
stabilization time to O(nlgn) steps. Another future research topic is to attempt
to find a proper upper bound size of a k-dominating set in an arbitrary network.
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Abstract. Logistic regression is a classical classification method, it has
been used widely in many applications which have binary dependent
variable. However, when the data sets are imbalanced, the probability of
rare event is underestimated in the use of traditional logistic regression.
With data explosion in recent years, some researchers propose large scale
logistic regression which still fails to consider the rare event, therefore,
there exists bias when applying their models for large scale data sets
with rare events. To address the problems, this paper proposes LRBC
method to correct bias of logistic regression for large scale data sets with
rare events. Empirical studies compare LRBC with several state-of-the-
art algorithms on an actual ad clicking data set. It demonstrates that
LRBC method is able to exhibit much better classification performance,
and the distributed process for bias correction also scales well.

Keywords: logistic regression, large scale, rare event, bias correction.

1 Introduction

Rare events are often of great interest and significance, their frequency com-
monly ranges from 0.1% to less than 10%. However, when they do occur, it
represents some aspects of reality. Most of the significant events in several ar-
eas are rare events, examples abound in fraudulent credit card transactions [1],
telecommunication equipment failures [2], oil spills [3], international conflicts [4],
state failures [5], train derailments [6], rare events in a series of queues [7] and
other rare events. It is important to study rare events in the context of data
mining as they can make a lot of sense when correctly classified.

Logistic regression is a classical classification method that has been widely
used in many applications. Due to the data explosion in recent years, some
researchers have proposed large scale logistic regression models, but they fail to
consider a rare event as the dependent variable. Their models become ineffective
when directly applied to large scale data sets with rare events. Firstly, they
underestimate the probability of rare events for they tend to be bias towards the
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less important majority class. Secondly, existing data collection strategies may
significantly increase the data collection cost and they are not very helpful to
detect the rare events. Thirdly, they fail to consider the bias estimate specific
to rare events so that they cannot receive an accurate estimate and classified
results.

This paper proposes LRBC(Logistic Regression Bias Correction) for improv-
ing the classification performance with large scale data sets which contain rare
events. The method corrects bias after estimating parameters of logistic
regression.

The rest of the paper is organized as follows. Section 2 introduces the related
work. Section 3 proposes the novel method LRBC for classifying the large scale
data sets with rare events. Section 4 describes the data sets and experiment
settings. Section 5 shows our experiment results. Section 6 concludes the research
and gives directions for future studies.

2 Related Work

Logistic regression [8] [9] is a classification method which has been widely
used in many applications. However, when the data sets are imbalanced, it
tends to be biased towards the majority class, the probability of rare event
is underestimated[10].

To deal with the problem that rare event is underestimated, some researchers
propose a few methods. [11] mentions how to correct the bias of logistic regres-
sion, but it does not consider the collinearity among the features. [12] proposes a
robust weighted kernel logistic regression. However, their methods are designed
for small data sets. Thus it may fail to handle large scale data sets.

Due to the rapid increase in the amount of information, there are some existing
researches on large scale logistic regression, such as [13] [14] [15] [16]. They
proposed some algorithms, but all of them did not consider rare events, their
random strategies for collecting examples are also inefficient for data sets with
rare events.

There are hardly any researches which consider both rare events and large
scale data sets when they apply logistic regression. However, LRBC aims to
correct the bias of logistic regression when faced with large scale data sets with
rare events.

3 The Proposed Method

This section proposes LRBC method, the flow diagram is shown in Fig. 1. Firstly,
we preprocess training samples. Secondly, we estimate the parameters of logistic
regression with the large scale preprocessed samples. Thirdly, we correct the bias
through distributed process in MapReduce framework.
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Fig. 1. The flow diagram of LRBC

3.1 Problem Definition

Let X ∈ R
m×n be a data matrix where m is the number of examples and n is

the number of features, and y be a binary outcomes vector. For every example
xi ∈ Rn (a row vector in X), where i = 1, . . . , n, the outcome is either yi = 1
or yi = 0. Let the examples with outcomes of yi = 1 belong to the rare events,
and the examples with outcomes yi = 0 belong to the common events. The goal
is to classify the example xi as rare or common.

As mentioned, logistic regression is a widely used binary classification method,
the probability πi when yi = 1 is computed as the function:

πi =
1

1 + exp (−β · xi)
(1)

with

β = [β0, β1, . . . , βn] xi = [1, x1, . . . , xn]

β is estimated by means of MLE(maximum likelihood estimation). The goal of
LRBC is to correct the bias of β after estimating parameters for large scale data
sets with rare events.

3.2 Preprocessing Examples

Eliminate Collinearity. When there is collinearity among the features in X,
it will lead the failure of bias correction mentioned in section 3.4.

PCA(Principal Component Analysis) method can be applied to eliminate
collinearity of the matrix X, it retains the important information through trans-
lating original features into the principal component(new features).

In addition, finding the relationship between parent class and child class of
features is also useful. For example, one feature xi represents that the example
belongs to Beijing, and another feature xj represents that the example belongs to
China, because Beijing is the capital of China. If one example has xi, it contains
xj undoubtedly. Ranking all the child class by importance, then eliminate the
child class which rates poorly until there is no collinearity.
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Sampling Strategy. Since existing data collection strategies of logistic regres-
sion are inefficient for rare event data, this paper propose the following sampling
strategy: Selecting on y by collecting all examples for which yi = 1 and a random
selection with a ratio η ∈ (0, 1) for yi = 0. It drastically changes the optimal
trade-off between more examples and better variables. Indeed, Many examples
which belong to yi = 0 in the data set contain little information. Then recording
two fractions which are defined:

ω0 =
1− τ

1− σ
ω1 =

τ

σ
(2)

where τ represents the fraction of rare events examples in the original data sets,
and the observed fraction of rare events in the samples is expressed as σ. ω0 and
ω1 will be used in section (3.3) and (3.4).

3.3 Estimate Parameters

There exist differences in the sample(σ) and original(τ) fractions of ones, LRBC
proposes to maximize the weighted log-likelihood instead of the traditional log-
likelihood:

lnL(β|y) = ω1

∑
yi=1

lnπi + ω0

∑
yi=0

ln(1− πi) (3)

where πi is defined in Eq.(1), ω0 and ω1 are defined in Eq.(2). The weighted
log-likelihood represents that keeping all the rare events and collecting some
common events by a ratio, then restore the ratio in the equation. It is shown in
is shown in Fig.(2).

Fig. 2. Weighted Log-likelihood

The negative weighted log-likelihood is as follow:

J(β) = − lnL(β|y)
ω1

= −(
∑
yi=1

lnπi +
ω0

ω1

∑
yi=0

ln(1− πi)) (4)

In order to estimate the parameter β, LRBC use the stochastic gradient de-
scent algorithm to minimize J(β). In each iteration, the stochastic gradient
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descent algorithm chooses one training example xi to update βi+1 according to
the following formula:

βi+1 = βi − α
∂

∂βi
J(β) = βi − α[(1 +

ω0

ω1
)yjπi − (yj −

ω0

ω1
πi)]x

i
j (5)

where α is the step size, ∂
∂βi

J(β) denotes the gradient with respect to βi.
Algorithm 1 shows the detailed procedure.

Algorithm 1. SGD algorithm for large scale data

1: Input:the step size α > 0, {x1, . . . , xm}, T, β0 = 1
2: for i = 1 to T do
3: Draw j ∈ 1 . . . m uniformly at random
4: βi+1 = βi − α[(1 + ω0

ω1
)yjπi − (yj − ω0

ω1
πi)]x

i
j

5: end for
6: return β

3.4 Correct Bias

LRBC follows the methodology proposed by [11] to correct the bias:

bias(β̂) = (X ′WX)−1X ′Wξ (6)

where β̂ comes out from Section(3.3) and the bias vector is bias(β̂), and W =
diagπ̂i(1− π̂i)ωi, ωi = ω1Yi + ω0(1− Yi)

Theorem 1. X is the matrix which has no collinearity through Section(3.2),
X ′ is the transposed matrix of X, X ′WX becomes a positive definite matrix.

Proof. Since (X ′WX)′ = X ′(X ′W )′ = X ′WX, X ′WX is a symmetry matrix.
X has no collinearity among features, rank(X) = n, when having arbitrary n-
dimensional column vector a �= 0, Xa �= 0, since W is a positive definite matrix,
(Xa)′W (Xa) > 0, therefore, for arbitrary a �= 0:

a′(X ′WX)a = (a′X ′)W (Xa) = (Xa)′W (Xa) > 0 (7)

X ′WX is a positive definite matrix which is invertibility.

let Qii be the ith diagonal element of matrix Q:

Q = X(X ′WX)−1X ′ (8)

ξi = 0.5Qii[(1 + ωi)πi − ωi] (9)

the bias-corrected estimator is:

β̃ = β̂ − bias(β̂) (10)
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Distributed Process. There are many matrix multiplications in the process
of bias correction, when faced a large scale data set which produces large ma-
trixes, single node becomes less practical within limited computing and storage
resources. We apply distributed process by the framework of MapReduce, which
is a software framework introduced by Google to support distributed comput-
ing on large scale data sets on clusters of computers, to deal with large matrix
multiplications.

The process of calculating Eq.(6) in parallel is decomposed into six steps, as
shown in Fig. 3.

Fig. 3. Calculation Process

In the first step, W is a diagonal matrix, we simplify the matrix operation:

Fishij = (X ′WX)ij =

m∑
k=1

xkixkiwk (11)

The MapReduece process is shown in in Fig. 4(a).
In the second step, due to the number of features is relatively little, n is small

in general, therefore there is no need to use Mapreduce framework to obtain the
inverse matrix, we just use common method to determine (X ′WX)−1.

In the third step, we simplify the matrix operation:

Qii =
n∑

j=1

n∑
k=1

xijxikivfishjk (12)

just one map job is enough, which is shown in Fig. 4(b).
In the fourth step, W is a diagonal matrix, and ξ is a matrix which has only

one column, the MapReduce process is shown in Fig. 4(c).
In the fifth step, we simplify the matrix operation:

(X ′Wξ)i =

m∑
k=1

xki × wξk (13)

and use two map jobs and two reduce jobs, which are shown in Fig. 4(d).
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(a) Fish (b) Qii

(c) Wξ

(d) X ′Wξ

Fig. 4. MapReduce Process

In the last step, the characters of input matrixes are similar to ones in the
fifth step, we apply the same distributed process which belongs to the fifth step.

Optimization. In order to accelerate the running time, we optimize the dis-
tributed process by applying a performance model [17] with a task pipeline, it
tunes the number of mappers and reducers. The model concludes under the sit-
uation that the system capacity is M mappers and R reducers; each mapper
has a constant overhead C1; each reducer has a constant overhead C2; network
transfer rate is Vn; the size of intermediate data is S′, the best scheduling plan

is to set X mappers and Y reducers where X = M
√

C2

C1
+ S′

C1RVn
and Y = R.

In addition to this, making the most of CPU capacity in clusters through par-
alleling the program in map jobs and reduce jobs. According to above work, it
can further accelerates the overall running time of distributed process.

4 Experimental Setup

4.1 Data Set

The data set used in this study is derived from an ad clicking data set of one
influential Internet company. The probability of an ad gets clicked is minimal,
it may be one in ten thousand, the event that an certain ad gets clicked is a
rare event undoubtedly. This data set collects 8,834,751 ad clicking examples
which contain 412 features, and each example has a binary variable. Of these
examples, 24,234 examples belong to the minority class, it represents that the
ad gets clicked, all of their variables are 1, while the rest examples belong to the
majority class, all of their variables are 0. We collect 90% of the minority class
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and the majority class respectively to be training samples, and the rest are used
to be test samples.

4.2 Data Preprocessing

At first, eliminating collinearity among 412 features by finding the relationship be-
tween the parent class and child class which is mentioned in Section(3.2), then re-
main all the rare event examples of the train samples, and collect the common event
examples by different ratios which is varied in the range of {1e-2,2e-2,...,1e-1}.

4.3 Experiment Environment

The experiments are conducted on a single node(CPU Inter(R)Core(TM)i3-
2120M@3.30GHz,Memory 8GB, Hard Disk 1T) with Operation System ofWIN7,
and a cluster of 27 nodes (Master node&Slave node:CPU AMD Opteron Process
@2.6GHz, Memory 48GB, Hard Disk 8T, Network Interface Gigabit Ethernet),
with Operation System of SUSE Linux Enterprise Server 11 and Hadoop 0.20.3
as MapReduce implementation.

5 Experiment Results

This section evaluates the performance of LRBC method with two experiments.
In the first experiment, we show the classification results of our method and two
state-of-the-art methods, In the second experiment, we examine the scalability
of the distributed process for bias correction mentioned in Section(3.4).

5.1 Performance Result

In the first experiment, we compare three methods, all of them deal with logistic
regression with large scale data sets. LRBC: the method discussed in Section(3),
COL: conservative online learning method[13], TRON: the trust region Newton
method[16]. However, COL and TRON don’t consider rare events.

For LRBC, we empirically set η in the range of {1e-2,2e-2,. . . ,1e-1}. For COL,
we choose Auxiliary method, and set h(z) = ln(γ + e−z) with parameter γ in
the range of {1,2,. . . ,10}. For TRON, the regularization parameter C is varied
in the range of {1,2,. . . ,16}.

It is important to check the prediction ability, Table 1 shows the accuracy of
the classifier learned from the training examples, as well as the training time.
For brevity, we only show the partial results around the best parameters for each
method. As can be seen, with suitable parameters, the accuracy of LRBC is far
higher than COL and TRON, and the training time of LRBC is longer. However,
relative to the much higher accuracy, the time cost is in acceptable range.

In addition, we draw ROC diagrams with the above classified results of each
method, which is shown in Fig.(5). We also calculate AUC of each method in
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Table 1. Accuracy and Training Time of three methods

LRBC COL TRON
η=0.01 η=0.02 η=0.1 γ = 2 γ = 7 C = 2 C = 16

Accuracy 86.72% 87.61% 88.02% 46.34% 41.48% 32.12% 38.34%

Training Time(s) 20,103 20,828 21,023 18,034 18,523 17,349 18,124

Fig. 5. Comparison of ROC curves

Table 2. AUC of each method

LRBC COL TRON
η=0.01 η=0.02 η=0.1 γ = 2 γ = 7 C = 2 C = 16

AUC 0.893 0.892 0.912 0.624 0.591 0.601 0.634

the ROC curve, the result is shown in Table 2. As can be seen, AUC of LRBC is
larger than COL and TRON, and all the AUC of LRBC in this experiment are
0.9 or so, it means that LRBC has a very good performance. We can also find
that when η=0.01 or η=0.02 or η=0.1 of LRBC, AUC is almost at the same,
it reveals that more examples which belong to common data sets contain little
information.

5.2 Scalability Result

This paper propose distributed process to correct bias, this experiment is con-
ducted to examine the scalability of distributed method. When the date is large
scale, there exist many large matrixes, single node becomes less practical or
cant conduct large matrix operations due to limited resources. For this reason,
distributed process offers a solution to handle large matrix operations.
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We measure and compare the speedup of distributed process with default
setup and optimized setup to verify the scalability using the training data set
with η = 0.1 which has the best performance in the first experiment. LRBC on
single node fails with out of memory error, therefore we used 3 nodes as the
baseline to measure the speedup of 3/9/15/21/27 nodes in this experiment.

In our cluster environment, parameters are listed as follows: M=27, R=27
(each slave node with 1 mapper and 1 reducer), Vn=10.8M/s, C1=3.3s, C2=3.2s
and S’6600M. Under these parameters configuration, we can calculate the op-
timized setup for X mappers and Y reducers, and we parallel the program in
map jobs and reduce jobs, compared with default setup(M mappers and one
reducer). The speedup of using different number of nodes is showed in Fig.(6).
It shows that distributed method can achieve increasing speedup when more

Fig. 6. Speedup of distributed process

Table 3. Execution time for bias correct

Nodes Default setup Optimized setup Time saving

3 12060s 10800s 10.4%
9 8340s 6780s 18.7%
15 6060s 4920s 18.8%
21 4740s 3840s 19.0%
27 4080s 3300s 19.2%

nodes are added into the system, although there lies a gap between perfect linear
speedup and distributed method speedup, which is expected due to the increase
time spending in network communication over the cluster. Besides, Fig.(6) shows
that distributed method with optimized setup achieves higher speedup than that
with default setup, and confirms that the optimization can improve the overall
performance. From the view of time in Table 3, the optimization can reduce the
execution time by about 10% to 20%.
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6 Conclusion

In this paper, we emphasize the importance of rare events, and propose LRBC
method to correct the bias of logistic regression with large scale data sets con-
taining rare events. Experimental results show that LRBC exhibits better per-
formance when compared with two state-of-the-art methods, and distributed
process for bias correction scales well on actual large scale data sets.

For LRBC, it needs more work to reduce training time. In the future, we
also plan to apply our method to more areas which have large scale data sets
containing rare events.
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Abstract. In this paper we propose a novel machine learning appli-
cation on a funny story sharing website for automatical moderation of
newly submitted posts based on their content and metadata. This is a
challenging task due to the limitation of a machine to understand a joke
and the fact that the content of each post is quite short. We collect all the
posts of the website using a web crawler, and then extract the features
of the posts with the help of some natural language processing (NLP)
tools. Finally we utilize a regression model based on approximate nearest
neighbor (ANN) search to predict the number of votes for a given post to
achieve the goal of determining its quality. Hashing techniques are used
to address the curse of dimensionality issue and also for its fast query
speed and low storage cost. The experiment shows that our system can
achieve a satisfactory performance using various hashing methods.

Keywords: hashing, regression, NLP.

1 Introduction

1.1 Machine Learning and Hashing

The last decade has witnessed the rapid growth and spread of machine learning
techniques. It is thought as a big step towards enabling a machine to behave like
a human with intelligence. By applying various machine learning algorithms,
many processes can be done automatically with few or no human interventions,
which is often difficult to achieve using traditional deterministic algorithms. A
majority of machine learning algorithms rely on some training data. The key
idea is to learn the rule from these training data to optimize some objective
function defined by context. With the help of the training data and the properly
defined objective function, the algorithms are able to figure out the best rule
to use automatically. This is one major aspect in which the machine learning
algorithms differ from the traditional deterministic algorithms. An inventor of a
machine learning algorithm is not required to know the exact logics within the
algorithm, leading to a sense of intelligence. [1]

Nearest neighbor search is one of the fundamental problems in machine learn-
ing field. It exists broadly in pattern recognition, information retrieval, data
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mining and computer vision. In an nearest neighbor search problem, every item
is represented as a feature vector. For a given query item, the goal of the problem
is to find the item closest to the query, as measured by some distance functions
such as Euclidean distance, Mahalanobis distance, and Hamming distance. In
practice, it is not necessary to find the exact nearest neighbor for every possible
query. This introduces the approximate nearest neighbor (ANN) search problem,
which generally results in improved speed and memory saving. [2, 3]

Despite the improvement of ANN search, however, it is still time-consuming
to perform an exhaustive search for each new query. The storage cost will also be
high for feature vectors of very high dimensions. Besides that, when the dimen-
sions grows large, the distances between the items become indistinguishable,
making it difficult for most of the ANN based methods to find the expected
items. This is known as the curse of dimensionality. Hashing technology is pro-
posed with the aim to address the above issues [4]. The basic idea of hashing
is to map high dimensional data points to low dimensional binary codes with
the pair-wise distance similarities preserved. By reducing to feature space of low
dimensions, the curse of dimensionality issue can be effectively avoided, and the
storage cost gets decreased dramatically as well. Additionally, searching for the
items within a fixed Hamming distance to a given query can be done in constant
or sub-linear time [5], which makes the ANN search efficient for large dataset.

1.2 About FML

FML1 is a web collection of funny stories. It is a place for people to publish
their own awkward experiences and share their feelings with others. With an
intention for people to feel better about their lives through realizing the fact
that everybody has its bad day, the website has drawn much attention and is
becoming popular.

Fig. 1. An example FML post

Figure 1 gives an example FML post. The content of the post is limited to
be quite short, like many microblog websites such as Twitter. All the posts are
written in English. As depicted in the second line, the users can comment on
each post and vote for its goodness or badness. There are also various associated
attributes shown in the third line, including time stamp, category, author name,
and location.

1 http://www.fmylife.com/

http://www.fmylife.com/
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To publish a post, a user needs firstly submits the post to the website. The
post is then presented to some other users who volunteer to check the quality of
the post and make decision for its acceptance. Such process is called moderation.
Only when the post gets accepted will it be shown on the website and available
for all other people to view. From the IDs of the published posts we can infer that
the total number of submitted posts is about 20 million. Performing moderation
on so many posts is a huge amount of work. Thus, we want to automate this
process with the help of machine learning techniques. Particularly, an ANN based
regression model is used to predict the numbers of votes for the posts based on
their features. The predicted numbers of votes measure the quality of the posts
and help to decide whether they should be published.

1.3 Contribution

The contributions of this paper are given as follows:

– A dataset from FML is collected with all the published posts.
– With the help of some NLP tools, the feature vectors of the posts are properly

extracted from the dataset.
– An automatical moderating system is built using ANN based regression and

hashing technology.
– The experiment shows that the performance of the proposed system is sat-

isfactory.

2 The Automatical Moderating System for FML

2.1 Overview

Figure 2 gives an overview of the automatical moderating system for FML.
Firstly, the web pages in the website are collected by the web crawler, which
recognizes all the posts in the HTML documents and converts them to post
objects suitable for later manipulation. Secondly, the post objects are passed to
the dict generator, through which a word dictionary is built for feature construc-
tion. Thirdly, based on the word dictionary, the feature extractor constructs the
feature vectors for the posts. Fourthly, the obtained feature vectors are reduced
to low dimensional binary codes by the hash coder with preserved pair-wise
similarities. Finally, given a query post in its binary codes form, the predictor
gives the predicted votes for the query using the observed votes of the posts in
the training data. The details of each component are revealed in the following
subsections.

2.2 Web Crawler

Similar to a microblog website, all the posts in the FML website are organized
into separate pages with several posts on each page. There are totally 1889
pages on the website, with about 13 posts per page. We send an HTTP GET



148 P. Zhang and M. Guo

Fig. 2. The overview of the system

request to each page’s URL to download all the pages from the website. To avoid
being blocked by the server for sending too much requests during an interval,
the web crawler pauses for 3 seconds between every requests. The response from
the server for each URL is an HTML document. We use lxml2 to traverse the
DOM of the HTML document and extract all the information of the posts with
the help of some regular expression matchers. The extracted post information
are stored in a local SQLite3 database as post objects for further manipulation.
Table 1 shows all the extracted properties associated with a post object. Some
properties are optional and are not available in every post object. At the end,
we collected all the published posts from the website with 24,332 post objects
in total.

Table 1. Post object properties

Property Type Description

content Unicode string The content of the post.
num agree Integer The number of good votes on the post.
num deserve Integer The number of bad votes on the post.
num comment Integer The number of comments on the post.
datetime Datetime The submission time stamp of the post.
category String The category of the post (8 predefined value).
author Unicode string (Optional) The user name of the author.
gender String (Optional) The gender of the author.
country String (Optional) The country the author comes from.
region String (Optional) The region in the country.

2.3 Dict Generator

The dict generator is responsible for the generation of the word dictionary, which
is a collection of meaningful English words needed by the feature extractor to
generate content feature from the post object. We use nltk4, a leading NLP

2 http://lxml.de/
3 http://www.sqlite.org/
4 http://nltk.org/

http://lxml.de/
http://www.sqlite.org/
http://nltk.org/
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toolkit, to process the content text. The word dictionary is built using the fol-
lowing tools contained in the toolkit.

Tokenizer. A tokenizer divides a given text into individual words and punc-
tuations, called tokens. The tokens act as the basic units for all further NLP
tasks. For English text, using whitespace to separate words works most of the
time. Though some special rules needs to be applied to split standard contrac-
tions, like “don’t” to “do n’t”. This can be properly handled by Penn Treebank
tokenizer [6].

Stemmer. A English word may have different forms depending on how it’s
used in a sentence. For example, the word “get” can also be “got”, “gotten”,
and “getting”. The purpose of a stemmer is to remove the morphological affixes
from a word and turn it to its base form. We use the snowball stemmer [7], a
sequel to the famous Porter Stemmer [8], to perform the stemming task. It can
correctly transform the regular variants of a word to its base form. For words with
irregular variants, it is hard to stem them using a rule-based stemmer. However,
the number of such words is quite limited and they are often meaningless to be
safely omitted.

Table 2. Selected POS tags

Tag Description Tag Description

JJ Adjective RBR Adverb, comparative
JJR Adjective, comparative RBS Adverb, superlative
JJS Adjective, superlative VB Verb, base form
NN Noun, singular or mass VBD Verb, past tense
NNS Noun, plural VBG Verb, gerund or present participle
NNP Proper noun, singular VBN Verb, past participle
NNPS Proper noun, plural VBP Verb, non-3rd person singular present
RB Adverb VBZ Verb, 3rd person singular present

POS Tagger. With all the tools described above, we construct the word dictio-
nary using the selected tokens in its base form. A part-of-speech (POS) tagger
identifies the role of a token in its belonging sentence, such as noun, verb, ad-
jective, etc. We use the POS tagger to filter out those meaningless tokens such
as “we”, “in”, “the”, and the punctuations. In this way only the tokens that
can better describe the semantic information of a post are included. This also
has the side effect of removing most of the stop words since they seldom take a
meaningful part in a sentence. The Stanford POS tagger [9] is used to perform
this task. Table 2 shows the list of selected POS tags to construct the word
dictionary.
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We count the number of occurrences of each token in the dataset. Only the
tokens that appear at least 5 times are included. As a result, there are 5,156
tokens in the constructed word dictionary.

2.4 Feature Extractor

The feature extractor is used to generate feature vectors for the post objects.
The feature vectors act as the descriptors of the post objects in the following
regression step. We extract 4 different kinds of features from the properties of a
post object to capture its characteristics.

Content Feature. The content feature grasps the semantic information of the
posts. It is extracted in our system in a relatively simple way using the word
dictionary constructed in Section 2.3. The basic idea is that different kinds of
posts may have different usage of words. Particularly, each token in the word
dictionary contributes to one dimension of the feature vectors by counting the
number of its occurrences in the content of every post. Besides that, another di-
mension is used to record the total number of tokens for each post. Consequently,
we have 5,157 dimensions for the content feature.

Temporal Feature. The time of submission of a post may have effects on
its number of votes. This is because the number of online users varies during
different time interval of the day. For example, the number of online users at
day would be much larger than that at night when most of the people sleep.
Therefore a post submitted at day may have more chance to be viewed and
voted by users. To model this variance, we use 24 indicator variables to indicate
at which time interval of the day a post is submitted. The example post shown in
Figure 1 with 2:15pm submission time will have a 1 in its 15th indicator variable
and 0s in all others. The similar variances exist between weekday and weekend,
and holiday and workday. We use 7 indicators for day of the week, 12 indicators
for month of the year, and 366 indicators for day of the year. This results as 409
dimensions in total for the temporal feature.

Location Feature. Some posts in the collected dataset have optional coun-
try/region properties associated. Inspired by the observation of the temporal
feature, the posts come from the same country or region may share more inter-
ests than other posts. To model this, we use indicator variables to indicate at
which latitude/longitude interval a post comes from. There are 270 indicators in
total, with 90 and 180 for latitude and longitude respectively. We use geopy5 to
obtain the latitude/longitude pair from the country/region text through geocod-
ing. The geocoder uses Google Maps V3 engine as a backend to fulfill the request.
We cache the results locally for query speedup and also to avoid exceeding the
daily usage limit of the engine. For posts without location properties, or with

5 https://code.google.com/p/geopy/

https://code.google.com/p/geopy/
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locations which cannot be resolved by the geocoder, their indicator variables are
set to be all 0s.

Miscellaneous Feature. Besides the features mentioned above, there are other
properties of the post objects that can be utilized to generate feature vectors.
This includes the gender of the author, and the category of the post. We use
2 and 8 indicator variables to represent these two properties respectively in a
similar way as the temporal and location features.

To sum up, the total number of dimensions of the feature vectors is 6,140.
These feature vectors will be used to predict the number of votes in the following
process.

2.5 Hash Coder and Predictor

To predict the number of votes for a given query post, we need some amount of
posts with known number of votes as the training dataset. Suppose the number
of posts in the training dataset is N , the feature vectors of these posts can be
represented by a matrix X ∈ R

N×D, where D = 6, 140 is the total number of
dimensions of the feature. We also have a vector v ∈ RN denoting the corre-
sponding numbers of votes for the posts in the training dataset. For a given
query q with its feature vector denoted as xq ∈ RD, the basic idea of regres-
sion is to predict its number of votes vq using the information of the posts in
the training dataset which are close to q. The closeness of two posts are often
defined between their feature vectors using Euclidean distance, or some other
distance functions like Mahalanobis distance.

However, there are some issues in the above approach.

1. The dimensions of the feature are rather high with D = 6, 140. In such situ-
ation, the closeness between the posts becomes indistinguishable no matter
which distance function is used. Due to this fact, the numbers of votes can-
not be predicted accurately using regression. This problem is known as the
curse of dimensionality.

2. To find the closest posts to a query as measured by Euclidean distance, we
need a linear scan of all the posts in the training dataset. For dataset with
large N , the time cost for regression would be too high to accept.

3. The cost to store the posts in the training dataset would also be high due
to the large values of N and D.

With these concerns, we count on hashing technology to reduce high dimen-
sional feature vectors X to low dimensional binary codes B ∈ RN×Q, where Q
is the dimension of the binary codes. We use Hamming distance to measure the
closeness between two binacy codes, which is the number of positions at which
they differs. The original closeness measured by Euclidean distance between
feature vectors should be preserved in the generated binary codes. Specifically,
when two posts have a low Euclidean distance between their feature vectors,
the Hamming distance between their binary codes should also be low. With this
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property hold, we can predict vq for a given query q in the same way as the
original regression except in the binary code space.

By using hashing, the curse of dimensionality can be effectively avoided thanks
to the fact that Q is usually much smaller than D. The storage cost also gets
lowered dramatically since storing a binary bit is 64 times cheaper than storing a
double precision floating number. Using Hamming distance, for a given query in
the binary codes form, its closest posts can be retrieved in constant or sub-linear
time. This makes the regression quite efficient on datasets with large N .

There are many different kinds of hashing methods for the generation of the
binary codes. They can be roughly divided into three categories: data indepen-
dent, unsupervised data dependent, and supervised data dependent [10]. Data
independent methods generate the binary codes without using any training data.
Unsupervised data dependent methods learn the binary codes from some train-
ing data. And supervised data dependent methods learn the binary codes with
some additional supervision information.

In this paper we use some classic hashing methods from each of the three
categories to learn their differences in various aspects. This includes: locality-
sensitive hashing (LSH) [2–4], anchor graph hashing (AGH) [11], iterative quan-
tization (ITQ) [12], sequential projection learning for hashing (SPLH) [13], and
kernel-based supervised hashing (KSH) [10].

For supervised data dependent methods such as SPLH and KSH, a similarity
matrix S ∈ {0, 1}N×N is required as the source of the supervision information.
With the aim to predict vq accurately, we define S as

Sij =

{
1, |vi − vj | ≤ T

0, otherwise
, (1)

where T is a threshold value controlling the sparsity of S.
We use two different settings to predict vq for a given query q with the binary

codes generated by hashing methods.

Radius Bound (RB). In radius bound setting, vq is computed through aver-
aging over vi for all items i with their Hamming distances to q no more than a
predefined bound B. Concretely, we have

vq = Ei:Hq(i)≤B [vi], (2)

where Hq(·) is the Hamming distance to the query q, and E[·] is the averaging
operator.

K-Nearest Neighbor (KNN). The k-nearest neighbor setting is quite similar
to the radius bound setting, except we take the average over the items with the
K lowest Hamming distances to the query q. When there are ties, we include all
items with the same Hamming distances of the K-th lowest items. In particular,

vq = Ei:Hq(i)≤R(q)[vi], (3)
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where R(q) is chosen for each q so that there are at least K items i with Hq(i) ≤
R(q).

3 Experiment

We perform the experiment using the dataset consisting of all the posts of the
FML website, with 24,332 posts in total. We randomly selected 1000 posts as
the validation set, which is used by some hashing methods like KSH to choose
their hyper-parameters. We randomly selected another 1000 posts as the query
set to evaluate the performance of our system. The rest of the posts are used as
the training set for the binary codes generation and the prediction of votes.

The value of T in (1) is set to make every post in the training set to have
roughly 200 neighbors in S. For prediction settings, we set B = 2 for RB and
K = 5 for KNN.

The experiment is conducted on a workstation with 24 Intel Xeon CPU cores
and 64 GB RAM. All the reported results are averaged over 10 independent runs
with different training/validation/query partitions.

3.1 Prediction Accuracy

We use root mean squared error (RMSE) to measure the prediction accuracy
performance. For all posts in the query set, suppose the predicted numbers of
votes are ṽ, and the actual numbers of votes are v, RMSE is defined as

RMSE =

√√√√ 1

Nt

Nt∑
i=1

(ṽi − vi)2, (4)

where Nt is the size of the query set. A lower RMSE means a better prediction
accuracy performance.

Figure 3 shows the prediction accuracy of different hashing methods with
different prediction settings at different code lengths. For all hashing methods
with KNN prediction setting, the changes in the code length have little impact on
their prediction accurcy, and the differences in performance between the hashing
methods are not significant. On the other hand, the prediction accuracy of some
hashing methods (LSH, ITQ, and KSH) with RB prediction setting improves a
lot as the code length increases. The overall prediction accuracy performance of
all settings is satisfactory given the fact that the number of votes of a post can
be as large as 1 million.

3.2 Success Rate

The success rate measures the percentage of successful predictions for quries in
the query set. For RB prediction setting, the prediciton would fail for a query if
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there is no item falls within its Hamming distance bound. For KNN prediction
setting, the prediction always succeeds.

Figure 4 shows the success rates of different hashing methods with RB predic-
tion setting at different code lengths. For some hashing methods like LSH, ITQ,
and KSH, their success rates drops significantly as the code length goes large.
The reason is that the overall distances between the items will increase with the
code length, thus there will be more chance for a query to have 0 item within
its fixed radius bound. Other hashing methods like SPLH and AGH don’t suffer
much (or any) from the increase of the code length since they have some built-in
mechanisms to prevent the above situations.

3.3 Computational Cost

Figure 5 shows the computational costs of binary codes generation for different
hashing methods. The reported time costs are in log scale. Quite naturally, the
time costs of almost all methods increase with the code length except for AGH
due to its independence on the code length. Basically, the data independent
hashing methods require the least amount of time for binary codes generation
since they do not use any training data. On the contrary, the supervised data
dependent hashing methods use both the training data and the supervision infor-
mation to learn their binary codes, leading to the most amount of computational
cost.
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4 Conclusion

In this paper we propose an automatical moderating system for FML website
using machine learning techniques. We collect the posts of the whole website and
build the dataset using different kinds of features extracted by an NLP toolkit.
An ANN based regression model with two different settings are applied to pre-
dict the numbers of votes for the query posts. We use various hashing methods
to address the problems caused by feature vectors of very high dimensions. The
experiment results show that the performance of the proposed system is satisfac-
tory. Our system can be easily extended for prediction of other values of interest
like the number of bad votes or the number of comments.
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Abstract. A model-based batch-to-batch iterative learning control (ILC) strate-
gy for batch processes is proposed in this paper. The data-driven model of batch 
process is developed using kernel independent component regression (KICR) 
method when the operating data of batch process have a non-Gaussian distribu-
tion. The ILC algorithm is derived based on the linearization of the KICR  
model around the control profile. Applications to a simulated nonlinear batch 
reactor demonstrate that the proposed ILC strategy can improve process per-
formance from batch to batch when the operating data of batch process follow 
non-Gaussian distribution. Comparisons between KICR model based and sup-
port vector regression (SVR) model based ILC strategies are also made in  
the simulation. The results show the KICR model based ILC has better  
performance. 

Keywords: Iterative Learning Control, Kernel Independent Component Re-
gression, Batch Process. 

1 Introduction 

Batch process plays an increasingly important role in industry. Compared with conti-
nuous processes, batch processes generally have high nonlinearities and are running 
in the transient state (there is no steady state in the process). In addition, product qual-
ity of batch processes generally cannot be measured online and can only be acquired 
through laboratory analysis after a process is completed. All these determine the con-
trol of batch processes is challengeable. 

In the last decade, a method called iterative learning control (ILC) is applied to 
batch process to obtain high-quality products. ILC is mainly used for the control of 
repetitive processes. It uses the information of previous run to improve the perfor-
mance of current run. Since batch processes are of repetitive nature, thus ILC can be 
applied to batch process to improve the product quality from batch to batch. 

By now, many ILC strategies have been proposed for batch process control, such 
as the ILC combined with model predictive control (MPC) [1-3] and the ILC using 
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artificial neural network (ANN) models [4-6]. Different models are used in those ILC 
strategies. 

In the past decades, data-driven modeling techniques have received a great deal of 
attentions. These techniques extract the essential information from historical dataset 
to build process models. However, many of them are linear modeling methods, such 
as partial least-squares (PLS) and principal components regression (PCR). For a non-
linear process, a linear modeling technique cannot build an accuracy model. In recent 
years, kernel methods were developed very fast. By mapping the original dataset into 
a feature space using a kind of kernel functions, nonlinear regression can be con-
ducted from a dataset. Kernel methods provide new strategies for data-based nonli-
near modeling. Since batch processes generally are nonlinear processes, some kernel 
methods such as support vector regression (SVR) and kernel PLS (KPLS) were em-
ployed to build the nonlinear models of the batch processes in some ILC strate-
gies[7],[8]. However, for SVR and KPLS, it is assumed that data follow a Gaussian 
distribution in feature space. When data do not meet the condition, such modeling 
methods are not so effective. 

In the paper, an ILC strategy based on kernel independent component regression 
(KICR) model is proposed for batch process control. KICR is derived from kernel 
independent component analysis (KICA) [9], an effective kernel method that has 
capacity to handle non-Gaussian distributed data. Using the model, the proposed ILC 
strategy can deal with the control problem when the data of batch process are non-
Gaussian distributed. The simulation results show the advantages of the ILC strategy. 

2 KICR 

The KICA approach developed is essentially KPCA plus ICA. First, training 
data are whitened and mapped into a feature space as linearly separable as poss-
ible. Assuming that the input data matrix X(m×n) has been normalized, m is the 
number of variable and n is the number of sample. The nonlinear mapping that 
maps the original data onto the linear high-dimensional feature space F is de-
fined byΦ , which is ,: FRm →Φ  x X . Then the covariance matrix of the 

mapped data can be expressed as: 

 
1

cov( ( )) ( ) ( )T

n
Φ = Φ ΦX X X  (1) 

Because Φ(·) is difficult to acquire, “kernel tricks” can be used to evaluate an inner 
product in the feature space by defining the Gram kernel matrix as follows: 

 ( ) ( ) ( , )T
ij i j i jk k= Φ Φ =x x x x  (2) 

 ( ) ( )T= Φ ΦK X X  (3) 

 ( ) ( )k X xT
x = Φ Φ  (4) 
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where ix and jx are the ith and jth sample of X respectively, and x is a new sample.  

The radial basis function (RBF) 
2 2

2
( , ) exp( ) / 2i j i jk σ= − −x x x x is selected as 

kernel function in order to model the nonlinear correlation structure properly. Addi-
tionally, the mapped data should be centered in the linear high-dimensional feature 
space F, which was given as 

 n n n n= − − +K K I K KI I KI  (5) 

 1 1x x n x n= − − +k k I k KΙ I KI  (6) 

where 
1 1

1

1 1
n

n n

n
×

 
 =  
  

I


  


, 
1

1

1
1

1
n

n
×

 
 =  
  

I  ; K , xk  are the centered kernel matrix. 

According to the formula (1), the whitening transformation can be deduced as fol-
lows [10]: 

 1 T
xn −=z D E k  (7) 

where D is the diagonal matrix of K  and E is the corresponding eigenvector of D. 
To reserve the useful information and eliminate the noises, PCA method was em-

ployed to reduce the dimension of centered kernel matrix by exploiting the fact that 
the eigenvalue contribution is above δ%. Therefore, we get the reduced Dd and the 
corresponding Ed. Then formula (7) which gets reduced has the form of 

 1z D E kT
d d xn −= +   (8) 

where z(m×1) is the whitened vector of the input vector x(m×1), and d is the number 
of reserved eigenvalues,  is the vector of residuals given by the dimension reduc-
tion. 

After the mapping and whitening, the reduced kernel independent components S = 
[s1 s2 … sd] can be expressed as [11] 

 = ⋅S W Z  (9) 

where Z = [z1 z2 … zn] is the whitened data matrix of X. W is the de-mixing matrix 
which can be obtained using fix-point ICA algorithm [12]. 

If the output data matrix Y(l×n) has also been normalized, a relationship between Y 
and S in the linear high-dimensional feature space F can be built as follows: 

 T= ⋅ +Y B S H  (10) 

where B is the regression coefficient matrix and H is the residual error matrix. 
By using least squares regression method, we have 
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 1( )T T−= ⋅ ⋅B S S S Y  (11) 

This finally results into the following KICR model for function estimation: 

 
1

( ) ( , )
n

x i i
i

f x K a K x x b
=

= ⋅ = +A  (12) 

where 1
1 2[ ]T

d d nn a a a−= = A B WD E , b is a bias term. 

3 ILC Methodology 

The final product qualities of a batch process can be expressed as 

 0( ) ( , )ft =y F X U  (13) 

where 
1 2( ) [ ( ), ( ) ( )]f f f N ft y t y t y t=y   is a vector of final product qualities at batch 

end time tf. X0 is the initiate condition of the batch process and 
1 2[ , , , ]T

Lu u u=U  is a 

vector of control inputs by dividing a batch process into L time segments of equal 
length. The nonlinear function vector ( , )⋅ ⋅F is represented by KICR model. 

Based on the KICR model formulated by (12), the optimal control policy U  can 
be obtained by solving the following optimization problem: 

 min [ ( )]fU
J ty  (14) 

s.t. product quality and process constraints 

The first order Taylor series expansion of (13) around a nominal control profile can 
be expressed as 

 
0 1 2

1 2

ˆ ( )
F F F

Ff L
L

t u u u
u u u

∂ ∂ ∂= + Δ + Δ + ⋅⋅ ⋅ + Δ
∂ ∂ ∂

y  (15) 

The actual final product quality for the kth batch can be written as 

 ˆ( ) ( ) ek f k f kt t= +y y  (16) 

where ( )k fty  are the actual product qualities and ˆ ( )k fty  are the predicted product 

qualities at the end of the kth batch respectively, and ek is the model prediction error. 
From (15), the prediction for the kth batch can be approximated using the first or-

der Taylor series expansion based on the (k-1)th batch: 

 1 1 1

1 1 1
1 1 1 2 2

1 2

1

ˆ ˆ( ) ( ) ( ) ( ) ( )

ˆ ( )

| | |
k k k

k k k k k k
k f k f L LU U U

L

T k
k f k

t t u u u u u u
u u u

t

− − −

− − −
−

−

∂ ∂ ∂= + − + − +⋅⋅⋅+ −
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= + Δ

y y
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F F F
 

          G

 (17) 
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where 

1 2[ ... ]k k k k T
Lu u uΔ = Δ Δ ΔU , 

1 1 1
1 2

| | |F F F
G

k k k

T

T
k U U U

Lu u u− − −

 ∂ ∂ ∂= ⋅⋅⋅ ∂ ∂ ∂  . 
The control input can be calculated employing the conventional quadratic objective 

function: 
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where dy is the objective value, Q is a weighting matrix for the end state errors and R 
is a weighting matrix for the control effort. 

For the unconstrained case, set / 0kJ∂ ∂Δ =U , an analytical solution to the above 
minimization can be obtained as 

 
1

1( ) ( ( ))G QG R G Qk T
k k k d k ft−

−Δ = + −U y y
 (19) 

 
1k k k−= + ΔU U U  (20) 

The gradient of model output with respect to U and G, can be calculated as 

 
1 1

2

11 2
2 2

1 1

( , ) ( )
exp( )

2
| |

k k

n n
k ii k i

k i i
i i

a a
σ σ− −

−−

= =

−∂ −∂= = = − −
∂ ∂ U U

U UU U U U
U U

KF
G  (21) 

where kG is the gain matrix of the ILC. 

4 Simulation Example 

A nonlinear batch reactor is chosen to illustrate the performance of the ILC strategy. 
The reaction system is described as CBA kk ⎯→⎯⎯→⎯ 21 , where A is the raw material, 
B is the product, and C is the by-product. The differential equations describing the 
batch reactor are given as [13] 

 

21
1 1 1

22
1 1 1 2 2 2

exp( )

exp( ) exp( )

ref

ref ref

dx
k E uT x

dt

dx
k E uT x k E uT x

dt

= − −

= − − −
 (22) 

where 1x and 2x are the dimensionless concentrations of A and B respectively, 

refTTu = is the dimensionless temperature of the reactor and 
refT is the reference 

temperature, the reactor temperature T is the control variable. The parameter values of 



162 G. Li et al. 

 

the batch reactor are 3
1 100.4 ×=k , 6

2 102.6 ×=k , KE 3
1 105.2 ×= , KE 3

2 100.5 ×= , 

KTref 348= . The final time of the process is 0.1=ft h. The initial conditions 

are 1)0(1 =x , 0)0(2 =x . The control performance is to reach the objective end-point 

value 2( ) [ ( )] [0.6060]d f ft x t= =y . 
The sample time of the batch process is set 3s. In order to generate the training data 

to build the KICR model, random changes with uniform distribution are added to the 
initiate trajectory and data of 30 batch runs are generated to develop the model. Based 
on the KICR model, we apply the proposed ILC scheme to the batch reactor for 300 
batches. The kernel parameter of KICR model was selected as σ = 6.7, the parameters 
of ILC were chosen as Q = 1000, R = 0.01I. The results are shown in Fig. 1. It can be 
seen from Fig. 1 that the control performance is significantly improved from batch to 
batch and converge to the target. The total simulation time is 9.141s. For comparison, 
the SVR model based ILC is also applied to the batch process. Least squares SVR 
with a RBF kernel is adopted for modeling. The results are shown in Fig. 2. It can be 
seen from Fig. 2 that the ILC does not converge to the desired value. The total simula-
tion time of this method is 11.216s. Thus KICR model based ILC has higher compu-
tation efficiency.  
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Fig. 1. KICR model based ILC performance 
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Fig. 2. SVR model based ILC performance 

5 Conclusions 

A batch-to-batch model-based iterative learning control strategy for the end-point 
product quality control of batch process is proposed. To address the problem of nonli-
nearities in batch processes, a nonlinear model for end-point product quality predic-
tion, linearized around the nominal batch trajectories, is identified from process  
operating data using KICR technique. Based on the linearized KICR model, an ILC 
law is obtained explicitly by calculating the optimal control profile. Since KICR me-
thod is capable of processing non-Gaussian distributed data, thus, when the operating 
data of batch process are non-Gaussian distributed, the KICR model based ILC strate-
gy is useful. The simulation results demonstrate the effectiveness of the method. 
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Abstract. Traffic flow prediction is a fundamental problem in trans-
portation modeling and management. Many existing approaches fail at
providing favorable results duo to 1)shallow in architecture;2)hand engi-
neered in features. In this paper, we propose a deep architecture consists
of two parts: a Deep Belief Network in the bottom and a regression layer
on the top. The Deep Belief Network employed here is for unsupervised
feature learning. It could learn effective features for traffic flow prediction
in an unsupervised fashion which has been examined effective for many
areas such as image and audio classification. To the best of our knowl-
edge, this is the first work of applying deep learning approach to trans-
portation research. Experiments on two types of transportation datasets
show good performance of our deep architecture. Abundant experiments
show that our approach could achieve results over state-of-the-art with
near 3% improvements. Good results demonstrate that deep learning is
promising in transportation research.

Keywords: Deep Learning, Deep Belief Nets, Traffic Flow Prediction.

1 Introduction

Traffic flow prediction is an important work in transportation management.
Without accurate traffic flow prediction, none of intelligent transportation sys-
tems could work well. Many research attentions have been focused on this sub-
ject in recent years. Existing traffic flow prediction approaches could be divided
into three categories. 1)Time-series approaches[20][12]. These approaches such
as ARIMA model [20] focus on finding patterns of temporal variation of traffic
flow and use that for prediction. 2)Probabilistic approaches[18][21][16]. Modeling
and forecasting of traffic flow is done from probabilistic perspective. 3)Nonpara-
metric approaches[15][1][2][14]. Researchers demonstrated that nonparametric
approach generally performs better due to their strong ability to capture the in-
deterministic and complex nonlinearity of traffic time series. Some representative
methods are artificial neural networks (ANN)[15][9], support vector regression
(SVR)[1] and local weighted learning (LWL)[14].
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Many systems mainly possess two failings. 1)They are shallow in architectures.
For neural network approaches, the architecture is usually designed only consist-
ing of one single hidden layer. For other methods such as time-series approaches,
linear architecture is often preferred. 2)Tedious and error-prone hand-engineered
features are needed for some approaches. They require prior knowledge on spe-
cific domain for feature extraction and selection.

In this paper, we attempt to define a deep architecture for traffic flow pre-
diction that learns features without any prior knowledge. This is achieved by
training a Deep Belief Network (DBN) which is based on work of Geoffrey Hin-
ton et.al[4][5]. The key idea is using greedy layer-wise training with stacked
Restricted Boltzmann Machines (RBMs) and followed by fine-tuning. The DBN
is used for unsupervised feature learning in traffic flow prediction. Upon them,
a regression layer could be added for supervised training. Contribution of this
paper could be concluded in three aspects.

– To the best of our knowledge, this work is the first attempt to introduce deep
learning approaches into transportation research. Characteristic of trans-
portation system such as huge amount in data and high dimensions in fea-
tures would make deep learning a promising method for transportation re-
search.

– Deep architecture could doing prediction from a network perspective. It could
integrate input data from all observation points in several time intervals
together.

– Experiments show good performance of deep architecture for traffic flow
prediction. It could achieve near 3% improvements comparing with state-of-
the-arts.

Rest of the paper is structured as follows. Section 2 presents background
knowledge of traffic flow prediction and deep belief network. In Section 3 we
introduce our deep architecture for traffic flow prediction. Section 4 gives exper-
imental results of our approach and analysis of these results. Finally, conclusion
and future works are described in Section 5.

2 Background

2.1 Traffic Flow Prediction

Traffic flow prediction has long been regarded as a critical problem for intelli-
gent transportation systems. It aims at estimating traffic flow of a road or station
in next several time intervals to the future. Time intervals are usually defined
as short-term intervals varying from 5 minutes to 30 minutes. For operational
analysis, the Highway Capacity Manual (TRB 2000) [10] suggests using a 15
minutes time interval. Two types of data are usually used in traffic flow predic-
tion. One is data collected by sensors on each road such as inductive loops. The
task is predicting traffic flow on each road or segment. The other type of data
is collected at begin and end of a road. For example, we would get a card from
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the toll station entering a highway and have to turn it back when we leave the
highway in some countries. This kind of data is referred as entrance-exit station
data. Despite predicting traffic flow on each road, another task is forecasting
traffic flow in each station especially the exit station. Traffic flow of ith obser-
vation point (spatial id, road or station) at tth time interval is denoted as fi,t.
At time T , task is to predict traffic flow fi,T+1 at time T + 1 based on traffic
flow sequence F = {fi,t|i ∈ O, t = 1, 2, . . . , T } in previous where O is the full set
of observation points. Some tasks may focus on predicting traffic flow of next
several time intervals from T + 1 to T + n as well.

Traffic flow prediction consists of two steps: feature learning and predict-
ing model learning. Feature learning learns a feature representation model g
which extracts and selects most representative features from traffic flow sequence
F of all stations in previous. After feature learning, traffic flow sequence is trans-
formed into feature space g(F ) → X . Prediction task fi,T+1 could be represented
as Y . In some approaches, feature learning is ususally hand-engineered. Some
important factors for transportation such as speed, volume of flow and density
are calculated from raw data and used as features for prediction. Moreover, in
most of approaches, only time-series features are employed for prediction. For
example, ARIMA model only selects previous traffic flow of a specific point j:

∀yj = fj,T+1, xj = {fj,t|t = T, T − 1 . . . , T −m+ 1} (1)

where m is time step in ARIMA model. It do not use any extra data except
previous traffic flows for the task j self. Predicting model learning is a su-
pervised learning problem. Given feature and task pairs obtained from history
traffic flow {(x1, y1), (x2, y2), . . . (xn, yn)}, it learns a predicting model ŷ = h(x)
that minimizing loss function

L(y, ŷ) =
1

2
(y − ŷ)2. (2)

As introduced, a variety of predicting models are established in previous studies.

2.2 Deep Belief Network

Recent works on deep learning have demonstrated that deep sigmoidal networks
could be trained layer-wise to produce good results for many tasks such as image
and audio classification[6][4][7]. Idea of deep learning is first using large amount
of unlabeled data to learn feature by pre-training a multi-layer neural network
in an unsupervised way and then using labeled data for supervised fine-tuning
to adjust learned features slightly for better prediction.

Deep Belief Network is the most common and effective approach among all
deep learning models. It is a stack of Restricted Boltzmann Machines each having
only one hidden layer. The learned units activations of one RBM are used as the
”data” for the next RBM in the stack. Hinton et al. proposed a way to perform
fast greedy learning of DBN one layer at a time[4].

An RBM is an undirected graphical model in which visible variables
(v) are connected to stochastic hidden units (h) using undirected weighted
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connections[19]. They are restricted that there are no connections within hidden
variables or visible variables. The model defines a probability distribution over
v,h via an energy function. Suppose it is a binary RBM, it could be written as:

− logP (v,h) ∝ E(v,h; θ)

= −
|V |∑
i=1

|H|∑
j=1

wijvihj −
|V |∑
i=1

bivi −
|H|∑
j=1

ajhj

(3)

where θ = (w, b,a) is parameters, wij is the symmetric weight between visible
unit i and hidden unit j while bi and aj are their bias. Number of visible and
hidden units is represented as |V | and |H |. This configuration makes it easy to
compute the conditional probability distributions, when v or h is fixed.

p(hj |v; θ) = sigm(

|V |∑
i=1

wijvi + aj)

p(vi|h; θ) = sigm(

|H|∑
j=1

wijhj + bi)

(4)

where sigm(x) = 1
1+e−x is a sigmoid function. The parameters of the model

θ = (w, b,a) could be learned using contrastive divergence [3] effectively.
Then we could stack several RBMs together into a DBN. The key idea be-

hind trianing a DBN by training a series of RBMs is that parameters θ learned
by an RBM define both p(v|h, θ) and prior distribution p(h|θ)[11]. Therefore,
probability of generating visible variables could be written as:

p(v) =
∑
h

p(h|θ)p(v|h, θ) (5)

After θ is learned from an RBM, p(v|h, θ) is kept. In addition, p(h|θ) could
be replaced by consecutive RBM which treats hidden layer of previous RBM
as visible data. By this way, it could improve a variational lower bound on the
probability of the training data as introduced in [4]. DBN could be used as
unsupervised feature learning method if no labels are provided.

3 Learning Architecture

Previous approaches of traffic flow prediction are all shallow in architecture.
Instead we advocate a deep architecture in this paper. Training deep multi-
layered neural network is generally hard because the error gradient would explode
or vanish when number of layers is increasing. Recent works on deep learning
have made training deep neural network more effective and efficient since Hin-
ton’s breakthrough in 2006[4]. Here, we employ a DBN for unsupervised feature
learning and add a regression layer above the DBN for traffic flow prediction.
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(a) (b)

Fig. 1. Deep architecture for traffic flow prediction.(a)A DBN in the bottom for un-
supervised feature learning with a sigmoid regression layer at the top for supervised
prediction. It is an architecture for traffic flow prediction of a single road.(b)All tasks
are trained jointly via multi-task regression.

DBN could learn a more effective feature representation than raw data in an un-
supervised way without much prior knowledge. Then we use sigmoid regression
at the top layer in our approach so that we could perform supervised fine-tuning
on the whole architecture easily. Sigmoid regression layer could also be replaced
with other regression models such as support vector regression.

Our deep architecture for traffic flow prediction on a single road or station is
summarized in Figure 1(a). Further, we could employ multi-task regression to
train all the tasks jointly as shown in Figure 1(b). The input space X is generally
the raw data we collected. To do prediction from a network perspective, we let all
the observation points be in the input space. Moreover, we take full advantage
of traffic flow of previous several time intervals. Therefore, the input space is
large (|O| × |T |, where |O| is number of observation points and |T | is number of
time intervals). Number of previous time frames k is the only prior knowledge we
need to build the predicting model. We tested several values for k and chose the
best one through cross validation (k = 4 here). We do not apply any artificial
feature extraction and selection from raw data except for selection of k. The only
pre-prossing work is normalizing traffic flow into [0,1].

Unlike binary RBM as introduced in Section 2.2, we replace it with real-valued
units [13] that have Gaussian noise to model traffic flow data. Energy function
and conditional probability distributions are given as follows:

− logP (v,h) ∝ E(v,h; θ)

=

|V |∑
i=1

(vi − bi)
2

2σ2
i

−
|H|∑
j=1

ajhj −
|V |∑
i=1

|H|∑
j=1

vi
σi

hjwij

(6)
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p(hj |v; θ) = sigm(

|V |∑
i=1

wijvi + aj)

p(vi|h; θ) = N(bi + σi

|H|∑
j=1

hjwij , σ
2
i )

(7)

where σ is the standard deviation vector of Gaussian visible units and N(μ, σ2)
is the Gaussian distribution with mean μ and variance σ.

Since traffic flows of all the observation points are used as input data, we have
to regularize the model for sparsity[8]. We encourage each hidden unit to have
a predetermined expected activation by a regularization penalty of the form:

λ

|H|∑
j=1

(ρ− 1

m
(

m∑
k=1

E[hj |vk]))2 (8)

where ρ determines the sparsity and vk is a sample in training set with total m
samples.

4 Experiments and Results

4.1 Experiment Settings

Datasets. Two datasets are used in this study. One benchmark dataset is ob-
tained from the California Freeway PerformanceMeasurement System (PeMS)1.
It is a kind of inductive loop dataset and the task is predicting traffic flow on
the road near the loop detector. This system continuously collects loop detector
data in real time for more than 8100 freeway locations throughout the state of
California. Then the data are aggregated into 5 minutes periods and are acces-
sible on the internet for research. We further aggregate the data into 15 minutes
periods as suggested by Highway Capacity Manual. Traffic flow of a road is ob-
tained from averaging all loop detectors in the road. Then we choose roads of top
50 traffic flows for study since roads with large traffic flows cause more attention
in transportation research. We average data of loop detectors in the same road
to compute traffic flow of a link road and choose roads of top 50 traffic flow for
study. Another dataset we employed is from highway system of China (entrance-
exit station of highway,EESH). In each entrance and exit of highway, there is
a station for charging and recording related information. Data are collected in
each station and aggregated into 15 minutes periods. Task in EESH is predicting
traffic flow in exit stations.

1 http://pems.dot.ca.gov/

http://pems.dot.ca.gov/
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Training and Testing Data. Both datasets contain data of totally 12 months
while we use data of first 10 months as training set and later 2 months as testing
set.

Evaluation Metrics. Mean absolute percent error (MAPE) is used for error
measurement. It is computed as:

MAPE =
|ŷ − y|

y
(9)

where ŷ is the predicted flow and y is the real value. We could get mean accuracy
(MA) where MA=1-MAPE. For overall performance evaluation, we use weighted
mean accuracy (WMA) which takes traffic flow as weight and it implies the aim
of predicting high-flow areas more accurately.

Architectures. There are many parameters we have to define for the deep
architecture for traffic flow prediction such as nodes in each layer, layer size,
epochs and time intervals (k) of input data as introduced. These parameters
are chosen through cross validation only on training set to ensure fairness when
comparing with other approaches. In next section, we will further analyze the
effect of each parameter to last results.

4.2 Structure of Deep Architecture

Our models contains several parameters to be defined for building the architec-
ture. Time intervals k which determines structure of input data ranges from 1
to 16 (15 minutes to 4 hours). We choose layer size from 1 layer to 7 layers.
For simplicity, number of nodes in each layer is set to be the same. It is cho-
sen from {16, 32, 64, 128, 256, 512, 1024}. Epochs of training is also important to
learning phase. The model would overfit in training data if number of epochs is
too large. We let epochs range from 10 to 100 with 10 as a gap. We first choose
each parameter randomly from the possible set and then choose the best con-
figuration from 1000 random runs. The best structure we recorded is as follows:
layer size=3, nodes in layers=128, epochs=40 and time intervals k=4. Then we
test effect of each parameter to our deep architecture while keeping other pa-
rameters fixed. In this step, testing set is used to evaluate generalization error.
We believe we could find a better parameter configuration using grid search or
other heuristic searching methods. However, due to large search spaces, it would
be very tedious and computationally unacceptable. Random search in a fixed set
is preferred in our experiment. Default task for structure parameter selection is
traffic flow prediction on PeMS.

First we examine influences of different network structures. Issue of network
size choosing is one of the most typical problem for neural network design. The
learning time and the generalization capabilities of the particular neural network
model are highly affected by the network size parameter. The result is reported
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in Table 1 and Table 2. Table 1 shows the weighted mean accuracy, number of
weights and training time with variation of number of layers. In this experiment,
number of nodes in each layer is fixed the same (128 here). Performance could
be improved with the increase of layers from 1 to 3. More complex structures do
not have advantages over a 3-layer structure. Since we only employ 10 months’
training data, models with very complex structure would be under fitted. Num-
ber of weights and training time demonstrated spatial and temporal complexity
of each model. They all increase linearly with the increasing of layers. During
the process of computing, we used GPU for acceleration. Training time seems
acceptable under setting number of layers=3.

Table 1. Effect of number of layers

Layers WMA Weights Time

1 0.846 12800 83s

2 0.875 29184 219s

3 0.897 45568 337s

4 0.889 61952 466s

5 0.881 78336 574s

6 0.863 94720 688s

7 0.837 111104 820s

Table 2. Effect of nodes in a layer

Nodes WMA Weights Time

16 0.812 2112 51s

32 0.843 5248 79s

64 0.881 14592 152s

128 0.897 45568 337s

256 0.891 156672 894s

512 0.886 575488 2544s

1024 0.884 2199552 8549s

Table 2 gives the result of variation number of nodes in each layer. Simi-
larly, 128 nodes in each layer is the best choice. Unlike the result of number of
layers, spatial and temporal complexity increases exponentially. More nodes in
each layer would cause unnecessary burden for model training and compromise
the performance. However, less nodes in each layer may cause the model could
not learn representative features. For the consideration of both simplicity and
accuracy, the structure of 3 layers with 128 nodes in each layer is used.

Then we investigate effect of epochs and input time intervals k. Figure 3 shows
the curve of accuracy on training set and testing set as a function of number
of epochs. With the increase of epochs, error on training set could be improved
while the generalization capability does not improve if number of epochs is larger
than 40. The model seems overfitted on the data when number of epochs is too
large. Apparently, large epoches which would lead large temporal cost is not
appropriate in our model though they could improve accuracy on training set in
some extent.

For time intervals k, a large k would increase size of the first layer which could
be seen from number of weights. It is almost a linear increasing trend. But it
fails at improving performance after k = 4. Average travel time of cars on the
road is about 1 hour (4 time intervals). Therefore, traffic flow of each road in 4
time intervals is most related to each other. If k is over 4, more irrelevant inputs
would make the complex architecture difficult to learn a good representation. In
fact, time intervals k for each task (road or station) should be different. For some
roads with more long distance cars, a big k may be better. We should choose an
appropriate k for each task separately instead of same k for each task for best



Deep Architecture for Traffic Flow Prediction 173

Fig. 2. Effect of epoch times Fig. 3. Effect of input time intervals

overall performance. However, for simplicity of computation, we use a fixed k
for each task in this paper.

4.3 Results of Deep Learning Architecture

Here we investigate learning and generalization capabilities of our deep archi-
tecture, and compare it with other existing approaches. Several wide-spread
methods are employed as comparing approaches in this study. They are ARIMA
model[20], Bayesian model[18], SVR model[1], LWL model[14], simple neural
network model (SNN) and neural network model (NN). SNN is a one layer neu-
ral network. NN is a neural network with the same architecture as our approach
(DLA) while it uses backpropagation without pre-training. These models are
trained and tested using the same training and testing set as used for deep
architectures while input data may be a little bit different.

(a) (b) (c)

Fig. 4. Performance of our deep architecture for traffic flow prediction and com-
parison with existing approaches.(a)Predicting results of road with largest flow
for a week.(b)Comparison on prediction accuracy on top 1 road and top 50
roads.(c)Comparison of predicting multi-time intervals.

Three tasks are used here to evaluate each method:1)predicting the road with
largest traffic flow, 2) predicting roads with traffic flow in top 50, 3)predict-
ing several time intervals in advance. As shown in Figure 4(a), performance
of our approach works quite well. Predicted traffic flow and real flow could
perfectly match especially in peak time. From Figure 4(b), our deep neural
network model without hand-engineered features could outperform all existing
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approaches. For the road with largest flow, all the approaches work well in fact.
Accuracy is over 90% as reported in many existing researches. DLA could im-
prove the accuracy slightly (about 0.8%). The advantage of DLA is more obvious
when we take top 50 roads into account. Existing approaches are not very ef-
fective to roads with middle level traffic flow. Due to the ability of non-linear
structure and unsupervised feature learning, DLA could provide favorable re-
sults in almost all the roads with an improvement on weighted overall accuracy
by over 3%. Actually, if we take average mean accuracy into account without
weight, improvements are more obvious (over 5%). This is because improvements
are bigger when examining only middle flow or small flow roads. Figure 4(c)
demonstrated another advantage of our deep architecture. Existing approaches
demand that input features should be strongly related with output. Thus they
are usually limited in short-term traffic flow prediction. Accuracy would derease
a lot when predicting traffic flow of several time intervals in advance. However,
DLA could still be robust. Improvements of prediction accuracy would increase
from 3% to near 7% when prediction time interval is increased from 15 minutes
to 60 minutes. We also examined the cases of 12 hours later. Accuracy of DLA
is still over 75% while it of ARIMA is only near 60%. From the results, we could
also see that pre-training in deep learning is useful when comparing with random
weight initialization as NN model adopted.

Fig. 5. Detail comparison of deep learning architecture and neural network approach

In EESH, we could obtain similar results. WMA could be improved from
75% to near 80%. Since deep learning is highly related with neural network, we
give a detail comparison of deep learning and neural network in Figure 5. In
the figure, DL without fine-tuning approach only uses unsupervised pre-training
before regression while DL with fine-tuning approach also employs supervised
fine-tuning. NN is in the same deep architecture with DL but uses backprop-
agation for network training. It is clear in the figure that pre-training is use-
ful in model training. Nearly accuracy for all the stations could be improved.
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Thus it is kind of universal advantage but not specific one. Fine-tuning could only
achieve slight advantages which also indicates that unsupervised pre-training is
very effective for weight initialization.

In conclusion, deep learning method is effective in traffic flow prediction. It
could imply complex relationship of transportation system. The advantage of
unsupervised feature learning would make this approach easier for application.
It is promising to apply deep learning into transportation research. Many related
transportation problems such as transportation induction and transportation
management could employ deep learning method for better result.

5 Conclusions

In this study, we have presented a deep machine learning architecture for traffic
flow prediction, implemented as a stack of RBMs in the bottom with a regression
layer on the top. The stack architecture in the bottom is a Deep Belief Network
and it is effective for unsupervised feature learning. This is the first work of
employing deep learning in transportation area. Without hand-engineered fea-
ture extraction and selection, our architecture could learn a good representation
of features. The top regression layer is used for supervised training. From ex-
periments on two real traffic flow datasets, we demonstrated that our deep ar-
chitecture could improve accuracy of traffic flow prediction. With limited prior
knowledge, it could learn effective feature representations. Result of our approach
could outperform state-of-the-art approach with near 3% improvements. It is a
promising start of applying deep learning method to transportation research.

There are still many potential works to do of deep learning in transportation
research. One is using temporal deep neural networks instead of static networks.
Deep learning is traditionally used for static tasks such as image classification.
The problem of how to use temporal information in traffic flow prediction would
be interesting and valuable to explore. Another possible direction is building a
robust prediction system based on deep architecture. In real application, many
problems such as data missing and data noise would make the theoretically sound
approach not practical[17]. Deep architecture is more robust than other methods
due to its complex structure. It is important to use this advantage for building
a practical prediction system.
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Abstract. Predicting the next item of a sequence over a finite alphabet
has important applications in many domains. In this paper, we present a
novel prediction model named CPT (Compact Prediction T ree) which
losslessly compress the training data so that all relevant information is
available for each prediction. Our approach is incremental, offers a low
time complexity for its training phase and is easily adaptable for differ-
ent applications and contexts. We compared the performance of CPT
with state of the art techniques, namely PPM (Prediction by Partial
M atching), DG (Dependency Graph) and All-K-th-Order Markov. Re-
sults show that CPT yield higher accuracy on most datasets (up to 12%
more than the second best approach), has better training time than DG
and PPM, and is considerably smaller than All-K-th-Order Markov.

Keywords: sequence prediction, next item prediction, accuracy, com-
pression.

1 Introduction

Given a set of training sequences, the problem of sequence prediction consists
in finding the next element of a target sequence by only observing its previous
items. The number of applications associated with this problem is extensive.
It includes applications such as web page prefetching [3,5], consumer product
recommendation, weather forecasting and stock market prediction.

The literature on this subject is extensive and there are many different
approaches[6]. Two of the most popular are PPM (Prediction by Partial
Matching)[2] and DG (Dependency Graph) [5]. Over the years, these models have
been greatly improved in terms of time or memory efficiency [3,8] but their per-
formance remain more or less the same in terms of prediction accuracy. Markov
Chains are also widely used for sequence prediction. However, they assume that
sequences are Markovian. Other approaches exist such as neural networks and
association rules [9]. But all these approaches build prediction lossy models from
training sequences. Therefore, they do not use all the information available in
training sequences for making predictions.

In this paper, we propose a novel approach for sequence prediction that use
the whole information from training sequences to perform predictions. The hy-
pothesis is that it would increase prediction accuracy. There are however several
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c© Springer-Verlag Berlin Heidelberg 2013



178 T. Gueniche, P. Fournier-Viger, and V.S. Tseng

important challenges to build such an approach. First, it requires a structure
for storing the whole information efficiently in terms of storage space. Second,
the structure should be efficiently updatable if new sequences are added. Third,
it is necessary to define an algorithm for performing predictions using the data
structure that is time efficient and generate accurate predictions.

We address all these challenges. First, we propose an efficient trie-based data
structure named CPT (Compact Prediction T ree) which losslessly compress all
training sequences. The construction process of the CPT structure is incremen-
tal, offers a low time complexity and is reversible (i.e. it is possible to restore the
original dataset from a CPT). Second, we propose an efficient algorithm to per-
form sequence predictions using the CPT structure. Thanks to CPT’s indexing
mechanism, the algorithm can quickly collect relevant information for making
a prediction. Third, we introduce two strategies that respectively reduce the
size of CPT and increase prediction accuracy. Lastly, we perform an extensive
experimental study to compare the performance of our approach with state of
the art sequence prediction algorithms, namely PPM [2](Prediction by Partial
M atching), DG [5] (Dependency Graph) and All-Kth-Order Markov [8], on sev-
eral real-life datasets. Results show that CPT yield superior accuracy in most
cases.

This paper is organized as follows. In section 2, we formally present the pre-
diction problem and discuss related work. In section 3, we present CPT, explain
how its substructures are built and how it is used to perform predictions. In
section 4, we describe an experimental study. Finally, in section 5, we present
our conclusions.

2 Preliminaries and Related Work

Problem Definition. Given a finite alphabet I = {i1, i2, ..., im}, an individual
sequence is defined as S = 〈s1, s2, ..., sn〉, a list of ordered items where si ∈ I
(1 ≤ i ≤ m). Let T = {s1, s2, ..., st} be a set of training sequences used to build a
prediction model M . The problem of sequence prediction consists in predicting
the next item sn+1 of a given sequence 〈s1, s2, ..., sn〉 by using the prediction
model M .

Related Work. Prediction by Partial Matching [2] (PPM) makes predictions
based on the last K items of a sequence, where K defines the order of the model.
A PPMmodel can be represented as a graph where prefix subsequences are linked
to suffix subsequences by outgoing arcs having transition probabilities. In a K-
Order PPM, the suffix of a given sequence is predicted by matching its last k
items with one of the node. This approach has been proven to yield good results
in certain areas [2,3]. However, an important drawback is its rigidness toward
patterns that it can learn. The smallest variation in a subsequence will affect
the prediction outcome, and thus prediction accuracy. This problem become
worse for noisy datasets. In a K-Order PPM model only the Kth-order Markov
predictor is used. In the All-K-Order Markov Model [8], all Markov predictors
from 1 to K inclusively are used. This has the advantage of yielding higher
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accuracy in most case [3]. But it suffers from a much higher state and space
complexity. A lot of research has been done to improve the speed and memory
requirement of these approaches, for example by pruning states [3,8,6].

The Dependency Graph (DG) [5] model is a graph where each node represents
an item i ∈ I. A directionnal arc connects a node A to a node B if and only if B
appears within x items from A in training sequences, where x is the lookahead
window length. The weight of the arc is P (B|A)/P (A).

There are many other approaches to sequence prediction such as using se-
quential rules [4], neural networks and Context Tree Weighting [10] (see [9] for
an overview). However, all these approaches build lossy models, which may thus
ignore relevant information from training sequences when making predictions. In
this work, we propose a lossless prediction model. Our hypothesis is that using
all the relevant information from training sequences to make predictions would
increase prediction accuracy.

3 The Compact Prediction Tree

In this section, we present our approach. It consists of two phases: training and
prediction.

3.1 Training

In the training phase, our prediction model named the Compact Prediction Tree
is built. It is composed of three data structures: (1) a Prediction T ree (PT),
(2) an Inverted Index (II) and (3) a Lookup Table (LT). The training is done
using a training dataset composed of a set of sequences. Sequences are inserted
one at a time in the PT and the II. For example, Figure 1 show the PT, II and
LT constructed from sequences 〈A,B,C〉, 〈A,B〉, 〈A,B,D〉, 〈B,C〉, 〈B,D,E〉.

The Prediction Tree is recursively defined as a node. A node contains an item,
a list of children nodes and a pointer to its parent node. A sequence is represented
within the tree as a full branch or a partial branch; starting from a direct child
of the root node. The prediction tree is constructed as follows: given a training
sequence, we check if the current node (the root) has a direct child matching
the first item of this sequence. If it does not, a new child is inserted to the root
node with this item’s value. Then, the cursor is moved to the newly created
child and this process is repeated for the next item in the training sequence. The
construction of this tree for N training sequences takes O(N) in time and is done
by reading the sequences one by one with a single pass over the data. The space
complexity of the PT is in the worst case O(N ∗ averageLengthOfSequences)
but in the average case the PT is more compact because the branches often
overlap by sharing nodes. Two sequences share their first v nodes in the PT if
they share a prefix of v items. The PT is incrementally updatable and is fast to
construct.

The second structure is the Inverted Index. It is designed to quickly find in
which sequences a given item appears. Hence, it can also be used to find all the
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sequences containing a set of items. The II is defined as a hash table containing
a key for each unique item encountered during the training. Each key leads to
a bitset that indicates IDs of the sequences where the item appears. A bitset
contains n bits, where n is the number of training sequences. The presence of an
item in the s-th sequence is indicated by setting the s-th bit to 1 in its bitset,
and 0 otherwise. The II, just like the PT, has an average construction time of
O(n) and takes ((n+ b) ∗ u) bytes where n is the number of training sequences,
u is the number of unique items and b is the size of an item in bytes.

The third and last structure is the Lookup Table. It links the II to the PT.
For each sequence ID, the LT points to the last node of the sequence in the PT.
The LT purpose is to provide an efficient way to retrieve sequences from the
PT using their sequence IDs. The LT is updated after each sequence insertion
in the PT. Its time complexity is O(n) where n is the number of sequences. In
terms of size, this data structure takes n ∗ (b + p) bytes where n is the number
of sequences, b is the size of an item in bytes and p is the size of a pointer in
bytes. The addition of the LT to the PT makes it a lossless representation of the
training set of sequences, i.e. it allows restoring the original dataset.

Fig. 1. A Prediction Tree (PT), Inverted Index (II) and Lookup Table (LT)

The training process is really fast (O(n)). The CPT take more or less space
depending on the dataset. If many sequences share common prefixes, a greater
compression is achieved. Note that the PTitself could be further compressed by
replacing frequent subsequences by single nodes or pruning infrequent nodes.
These optimizations are outside the scope of this paper and will be investigated
in future work.

3.2 Prediction

In the prediction phase, our prediction model is used to perform predictions.
Let x be an integer named the prefix length. Making a prediction for a given
sequence S is done by finding all sequences that contains the last x items from S
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in any order and in any position. We call these sequences the sequences similar
to S and they are used to predict the next item of S. The process of finding
the sequences similar to S is implemented efficiently by using the II. It is done
by performing the intersection of the bitsets of the last x items from S. The
resulting bitset indicates the set of sequences similar to S. Using the LT, it is
trivial to access these sequences in the PT. For each similar sequence Y , the
algorithm capture its consequent w.r.t S. The consequent of a sequence Y with
respect to a sequence S is the subsequence of Y starting after the last item in
common with S until the end of Y . Each item of each of those consequents
are then stored in a structure named Count Table (CT). A CT is defined as a
hash table with items as keys and a score as associated value. This structure
holds a list of possible candidate items and their respective score for a specific
prediction and hence is unique for each individual prediction task. The item
with the highest score within the CT is the predicted item. The primary scoring
measure is the support. But in the case where the support of two items is equal,
the confidence is used. We define the support of an item si as the number of
times si appears in sequences similar to S, where S is the sequence to predict.
The confidence of an item si is defined as the support of si divided by the total
number of training sequences that contain si (the cardinality of the bitset of
si in the II). We picked the support as our main scoring measure because it
outperformed other measures in terms of accuracy in our experiments.

Performing a prediction is fairly fast. The time complexity is calculated as
follows. The search for similar sequences is performed by bitset intersections
(the bitwise AND operation), which is O(1). The construction of the CT is
O(n) where n is the number of items in all consequents. Finally, choosing the
best scoring item is done in O(m) where m is the number of unique items in
all consequents. In terms of spatial complexity, the CT is the only constructed
structure in the prediction process and its hashtable only has m keys.

3.3 Optimizations

Sequence Splitter. The first optimization is done during the training phase
while the PT is being constructed. Let splitLength be the maximum allowed
length for a sequence. For each sequence longer than splitLength items, only
the subsequence formed by its last splitLength items are inserted in the PT. By
using this optimization, the resulting CPT is no longer lossless since sequence
information is discarded. Splitting long sequences has for goal to reduce the PT
size by reducing the number of possible branches and by enforcing an upper
bound on the depth of branches. Intuitively, it may seems that this optimization
would negatively affect the prediction’s accuracy. But we have observed that it
boosts the accuracy by forcing prediction to focus on the latest W items of each
training sequence. We also observed that this optimization greatly reduces the
prediction time and the CPT size (cf. section 4.3).

Recursive Divider. One of the problem we experienced early in our research
is the low coverage of our approach for prediction. Since our model is based on
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finding similar sequences that share a fixed subset of items T , if some noise is
introduced in T , CPT is only able to find similar sequences containing the same
noise. To make our approach more flexible, we introduce a recursive method
named the Recursive Divider that tries removing the noise from T when search-
ing for similar sequences. This approach works by levels k = 1, 2... maxLevel,
where maxLevel is a constant indicating the maximum number of levels to ex-
plore. At level k, for each subset Q ⊂ T such that |Q| = k, the Recursive Divider
uses the similar sequences to T/Q to update the CT. Note that each training
sequence is only used once for each level to update the CT. If a prediction cannot
be made at level k, the Recursive Divider moves to level k+1 if k+1 < maxLevel.
In the experimentation section, we show that this technique boosts the coverage
of CPT.

4 Experimental Evaluation

To evaluate the performance of the proposed prediction model, we performed a
set of experiments. Our test environment is made of an Intel i5 third generation
processor with 4.5 GB of available RAM on a 64-bit version of Windows8.

4.1 Datasets

We used five real-life datasets representing various types of data. Table 1 sum-
marizes their characteristics. For each dataset, sequences containing less than 3
items were discarded .

BMS is a popular dataset in the field of association rule mining made available
for KDD CUP 2000 [11]. It contains web sessions from an e-commerce website,
encoded as sequences of integers, representing web pages.

FIFA contains web sessions recorded on the 1998 FIFA World Cup Web site
and holds 1,352,804,07 web page requests [1]. Originally, the dataset is a set of
individual requests containing metadata (e.g. client id and time). We converted
requests into sequences by grouping requests by users and splitting a sequence if
there was a delay of more than an hour between two requests. Our final dataset
is a random sample from the original dataset.

SIGN is a dense dataset with long sequences, containing 730 sequences of
sign-language utterances transcripted from videos [7].

KOSARAK is a dataset containing web sessions from a Hungarian news
portal available at http://fimi.ua.ac.be/data. It is the largest dataset used
in our experimental evaluation.

BIBLE is the religious Christian set of books used in plain text as a flow
of sentences. The prediction task consists in predicting the next character in a
given sequence of characters. The book is split in sentences where each sentence
is a sequence. This dataset is interesting since it has a small alphabet with only
75 distinct characters and it is based on natural language.

http://fimi.ua.ac.be/data
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Table 1. Dataset characteristics

Dataset
Sequence
count

Unique
items

Avg sequence
length

Avg item occurence
count per sequence

BMS 15,806 495 6.01 1.00

FIFA 28,978 3,301 32.11 1.04

SIGN 730 267 93.00 1.79

KOSARAK 638,811 39,998 11.64 1.00

BIBLE 32,529 76 130.96 4.78

4.2 Evaluation Framework

We designed a framework to compare our approach with state-of-the-art
approaches on all these datasets. The framework is publicly available at
http://goo.gl/hDtdt and is developed in Java. The following paragraphs de-
scribes the evaluation process of our framework.

Fig. 2. Sequence splitting (context, prefix, suffix)

Each dataset is read in memory. Sequences containing less than three items
are discarded. The dataset is then split into a training set and a testing set, using
the 10-fold cross-validation technique. For each fold, the training set is used to
train each predictor. Once the predictors have been trained, each sequence of
the testing set is split into three parts; the context, the prefix and the suffix as
shown in Fig. 2. The prefix and suffix size are determined by two parameters
named PrefixSize (p) and SuffixSize (s). The context (c) is the remaining part of
the sequence and is discarded. For each test sequence, each predictor accepts the
prefix as input and makes a prediction. A prediction has three possible outcomes.
The prediction is a success if the generated candidate appears in the suffix of the
test sequence. The prediction is a no match if the predictor is unable to perform
a prediction. Otherwise it is a failure. We define three measures to assess a
predictor overall performance. Local Accuracy (eq. 1) is the ratio of successful
predictions against the number of failed predictions.

Local Accuracy = |successes|/(|successes|+ |failures|) (1)

Coverage (eq. 2) is the ratio of sequence without prediction against the total
number of test sequences.

Coverage = |no matches|/|sequences| (2)

http://goo.gl/hDtdt
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Accuracy (eq. 3) is our main measure to evaluates the accuracy of a given pre-
dictor. It is the number of successful prediction against the total number of test
sequences.

Accuracy = |successes|/|sequences| (3)

The above measures are used in our experiments as well as the spatial size
(in nodes), the training time (in seconds) and the testing time (in seconds). The
spatial size is calculated in nodes because the spatial complexity of all predictors
can be represented in terms of nodes. This measure is meant to show the spatial
complexity and is not used to determine the exact size of a model.

4.3 Experiments

Overall Performance. The goal of the first experiment consists in getting an
overview of the performances (accuracy, training and testing time and space)
of CPT against DG, 1st order PPM and All-Kth-Order Markov (AKOM). DG
and AKOM were respectively tuned with a lookahead window of 4 and with
an order of 5, since these values gave the best performance and are typically
good values for these algorithms [3,5,8]. Results are shown in Tables 2 and 3.
Results show that CPT yield a higher accuracy for all but one dataset. DG and
PPM perform well in some situations but CPT is more consistent across all
datasets. The training time, just like the testing time can be critical for some
applications. In this experiment, CPT is always faster to train than DG and
All-Kth-Order Markov by at least a factor of 3, and has comparable training
time to PPM. The downside of CPT is that making a prediction can take longer
than other methods. This characteristic is a trade off for the higher accuracy and
is mainly caused by the Recursive Divider optimization described in section 3.3.
The coverage is not presented because a high coverage (> 95%) is achieved by
all the predictor for all datasets and it is also indirectly included in the overall
accuracy measure.

Table 2. Comparison of accuracy and model size

Dataset Overall Accuracy Size (nodes)

DG CPT PPM AKOM DG CPT PPM AKOM

BMS 36.07 38.45 31.12 30.81 484 30920 484 67378

FIFA 25.87 37.2 24.44 27.98 3027 167935 3027 1397238

SIGN 3.54 34.795 4.11 10.14 262 4477 262 180396

KOSARAK 31.44 34.26 25.3 21.34 16646 234301 16646 1146462

BIBLE 6.26 82.06 29.06 82.48 75 11070 75 79456

Scalability. Our second experiment compares the scalability of each approach.
The importance of scalability is application specific. But it is an important fac-
tor for most prediction tasks since the ability to scale of a prediction model can
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Table 3. Comparison of training time and testing time

Dataset Training time (s) Testing time (s)

DG CPT PPM AKOM DG CPT PPM AKOM

BMS 0.076 0.018 0.01 0.356 0.004 0.352 0.001 0.004

FIFA 3.032 0.153 0.095 12.347 0.301 0.146 0.006 0.085

SIGN 0.172 0.008 0.009 0.455 0.002 0.134 0.001 0.002

KOSARAK 9.697 0.741 0.173 6.051 0.042 1.533 0.018 0.011

BIBLE 0.803 0.007 0.244 4.031 0.018 0.029 0.043 0.002

directly or indirectly limit its accuracy and coverage. For this experiment, we
used the FIFA dataset because of its high number of sequences and unique
items. The experiment is conducted in steps, where the predictors are trained
and tested with a higher number of sequences at each following step. Figure 3
shows the results in terms of accuracy, space and time. All training times in this
experiment follow a linear evolution, but CPT and PPM operate at a much lower
scale and are very close. PPM and DG have low spatial complexity because of
their compact representation compared to CPT which takes more place but still
grows linearly.
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Fig. 3. Comparion of scalability

Prefix Length. The third experiment assesses the effect of the prefix size on
the accuracy and coverage. Results are shown in Figure 4 for the FIFA dataset.
Recall that the predictors output a prediction based on the prefix given as input.
The longer the prefix, the more contextual information is given to the predictor.
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Note that DG, PPM and All-Kth-Order Markov use a predetermined portion
of the prefix defined by the order of each algorithm. Thus, by increasing the
prefix length, we can observe that none of these algorithms get an increase in
any performance measures. CPT takes advantage of a longer prefix by finding
more precise (longer) patterns in its prediction tree, to yield a higher accuracy.
The accuracy of CPT gets higher as the prefix length is raised. But after the
prefix reaches a length of 8 (specific to the dataset), the accuracy decreases.
This is because the algorithm may not be able to match a given prefix to any
branches in the prediction tree. It means that this parameter should be finely
tuned for each dataset to maximize the accuracy. The figure on the right of Fig.
4 shows the influence of the prefix length on the CPT spatial complexity.
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Fig. 4. Influence of prefix length on accuracy and model size

Optimizations. The fourth experiment assesses the influence of the Recursive
Divider optimization (cf. Section 3.3) for CPT. The Recursive Divider aims
at boosting the coverage of predictions using the CPT by ignoring items that
could be noise during the prediction process. But it also indirectly influence
accuracy. Figure 5 shows the effect of the Recursive Divider on the FIFA dataset
by sequentially incrementing the maxLevel parameter. We can observe that the
accuracy and the coverage of CPT are getting higher as the maxLevel parameter
is raised. Also, the coverage and the accuracy measures quickly stabilize without
affecting the testing time. This strategy’s parameter can therefore be set to a
really high value to guarantee the best coverage and accuracy and it does not
need to be adjusted for each dataset.

The fifth experiment measures the influence of the Sequence Splitter opti-
mization (cf. Section 3.3). It truncates long sequences before they are inserted
in the prediction tree during the training phase. This makes the prediction tree
more compact by reducing the number of possible branches and their depth. Re-
ducing the depth improves the time complexity for both the training and testing
processes. In this experiment we used the FIFA dataset because it has long se-
quences. We evaluated the performance of our model against different values for
the splitLength parameter. For low values (eg. 5) most of the training sequences
are split. By setting splitLength to a high value (eg. 40 or more), only a small
number of sequences are splitted. In Figure 6, we show the effect of applying the
Sequence Splitter strategy on the accuracy, the spatial size and the testing time,
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Fig. 5. Influence of the Recursive Divider optimization

for various split lengths. By setting splitLength to a low value (left side of each
chart of Fig. 6), the spatial size is reduced by a factor of 7 while having a really
low training and testing time and still having a high accuracy. Once again, this
parameter should be finely tuned for each dataset if one wants to achieve the
best performances.
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Fig. 6. Influence of the Sequence Splitter optimization

5 Conclusion

Predicting the next item of a sequence over a finite alphabet is essential to a
wide range of applications in many domains. In this paper we presented a novel
prediction model named the Compact Prediction Tree for sequence prediction.
CPT is lossless (it can use all the information from training sequences to make
a prediction), is built ly with a low time complexity. We also presented two op-
timizations (Recursive Divider and Sequence Splitter), which respectively boost
the coverage of CPT and reduce its size.
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We compared CPT to state-of-the-art approaches, namely PPM, All-
Kth-Order Markov Model and DG on six real-life datasets. The source
code of algorithms and datasets used in the experiments are available at
http://goo.gl/hDtdt. Results show that CPT achieves the highest accuracy
on all but one dataset with an accuracy up to 12% higher than the second best
approach. CPT also shows better training time than DG and All-Kth Order
Markov Model by at least a factor of 3. CPT is also considerably smaller than
the All-Kth Order Markov model by at least a factor of 2. CPT is easily adapt-
able for different applications and contexts as shown in the experiments.

In the future, we aim to further improve the accuracy of CPT and its compres-
sion. We believe that higher compression can be achieved by grouping patterns
of nodes and pruning nodes in the prediction tree. We also plan to compare our
model against other prediction techniques such as Context Tree Weighting and
Neural Networks.
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Abstract. Performance measurements obtained from dividing a single
sample into training and test sets, e.g. by employing cross-validation,
may not give an accurate picture of the performance of any model de-
veloped from the sample, on the set of examples to which the model will
be applied. Such measurements, which are due to that training and test
samples are drawn according to different distributions may hence be mis-
leading. In this study, two support vector machine models for predicting
malaria incidence developed from certain regions and time periods in
Mozambique are evaluated on data from novel regions and time periods,
and the use of selection bias correction is investigated. It is observed that
significant reductions in the predicted error can be obtained using the
latter approach, strongly suggesting that techniques of this kind should
be employed if test data can be expected to be drawn from some other
distribution than what is the origin of the training data.

Keywords: prediction, generalization, sample selection bias, malaria in-
cidence.

1 Introduction

The primary health system in Mozambique is the main health-care provider for
the majority of the population. With a scarce health infrastructure, it takes
more than an hour for most patients to walk to the nearest health center [1];
particularly in rural areas. The situation is exacerbated with health units facing
frequent disruptions of drug stocks and a general lack of basic services. Further-
more, human resources for health care are severely constrained and often poorly
trained with a limited management skills. All this posses a great challenge to
the health authorities in Mozambique. Moreover, the available health informa-
tion and monitoring system is generally unable to provide timely and accurate
health prediction information.
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The provision of accurate malaria incidence prediction is possibly one of the
most important and efficient ways by which health authorities and other re-
lated stakeholders can monitor the disease and plan their everyday activities
towards providing of better health services and interventions to the citizens and
communities [2]. The dissemination of obtained predictions by the health au-
thorities may promote open access to disease and health information to citizens,
improve government efficiency and service delivery, strengthen accountability
and increase transparency in the management of their activities [1]. Access to
evidence-based malaria services may improve the quality of the health care sys-
tem in Mozambique, develop better health-seeking specific behaviors through
awareness raising, and ultimately contribute to mortality and malaria incidence
reduction.

Classification and prediction based on Support Vector Machines (SVMs) has
been widely employed [3,4,5]. Through this and other well known data mining
techniques, it is possible to extract relevant information in the form of predic-
tive models from case based health data [6]. In fact, the development of predic-
tion models within the health sector is meant to guide health professionals in
their decision-making process as for instance, to improve management. Hence,
in [7,8], we investigated the application of SVMs to construct two malaria pre-
diction models based on the support vector regression technique. The predictive
performance was evaluated using two hold-out sets; one for infants and the other
considering malaria data from all age groups. Both models were derived for the
same region of the province of Maputo in Mozambique, due to the availability
of data in consecutive years in the region. The first model was developed us-
ing malaria data cases for the years 2007-2008 from infants (0-4 years of age),
whereas the second model was built from malaria cases covering all ages for the
period of nine consecutive years (1999-2007).

When executing a data mining project, the validation of derived models is
crucial. Actually, application of internal validation techniques such as cross-
validation is not often sufficient [9]. In most cases, when applied to new samples,
the performance of predictive models is generally lower than what is observed
when making predictions using the original sample, even when excluding training
examples. Thus, when the developed models have passed the internal validation
process, they should undergo further testing or evaluation on new test data before
being applied in practice. This is an important step, especially for data mining
studies within the health sector [9,10,11,12]. For the particular case of malaria,
the situation is striking given that conditions such as mosquito (vector) pop-
ulation density, environmental climatic factors, population characteristics, etc.,
vary from one region to another. Therefore, to evaluate the capabilities of the
models to generalize to any external dataset, they are in this study tested for ap-
plicability and reliability [13] using two new datasets obtained from other regions
(provinces) of the country. Moreover, these datasets were collected from regional
(administrative) health centers located in different provinces and sampled at dif-
ferent (future) time points, from where the prediction models were developed.
Actually, the more these new testing datasets differ from the datasets used in the
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model development, the stronger the test of generalization of the model becomes
[9]. Hence in this study, we compare the predictive performance on these new
datasets to the accuracy obtained from cross-validation on the original datasets
[7,8] to assess the reliability and usefulness of the derived malaria incidence cases
prediction models.

The application of these testing procedures become crucial, considering the
goal of delivering an important and accessible means of malaria disease predic-
tions. Literally, this can be taken as part of the evaluation phase, i.e. the step just
before the knowledge deployment phase of the data mining process development
[14]. Moreover, it is a step prior to integration of the data models within the
Mozambican health information system; towards closing the cycle of this data
mining project [11].

Datasets from year 2011 were selected, which was primarily motivated by
their completeness and that they show similar structure as the data employed to
develop the prediction models. Consequently, the data sets used in this general-
ization testing process are not chosen at random. This leads to the occurrence
of the well known problem of sample selection bias (SSB) [15,16,17], where the
learning model is developed from a training set that is sampled using a differ-
ent distribution than what is used for obtaining the test set. Such a situation
violates the traditional assumption of machine learning, which presupposes the
same distributions for the training and test datasets, which normally leads to
poor performance of the resulting predictive model [16]. For practical problems
such as malaria incidence prediction, it is most likely that this assumption is
violated [15,16]. Therefore, we evaluate the use of a strategy for correcting the
sample selection bias [17] in both models. Mean square error, which is defined in
the usual way as the sum of squared differences of predicted and actual malaria
cases, divided by the number of actual data points in the study area, is used as
the performance metric in this study.

The remainder of this article is organized as follows: in section two, we present
the background to this study including data collection, processing and analysis,
and a brief overview of the validation framework. Section three presents and
discusses the empirical results. Finally, conclusions and future research work are
outlined in section four.

2 Methods

This section is divided into four parts: first, a short description of SVMs is
provided, followed by a presentation of the processes for data collection and
analysis. Then the employed method for sample bias correction is described,
and finally, the validation procedure is discussed.

2.1 SVMs

Support-vector machines (SVMs) are supervised learning models that were orig-
inally devised for classification problems [18]. As such, they determine decision
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functions in the form of hyperplanes [19], and the corresponding learning algo-
rithms are searching for hyperplanes with maximum margin. The method has
been extended to address regression tasks with the algorithm exploring the prob-
lem space to optimize a cost function. In the linear case, the solution to a support
vector problem is given by a linear combination of points lying in the decision
surface of the hyperplane, within the margin of the classifier. These points are
known as support vectors [20]. When no linear separating hyperplane can be
found in the original feature space, the kernel trick is employed to efficiently
project the original space into a new, typically much larger, space in which a
linear separating hyperplane may be found [18]. Further discussions of method-
ological issues and parameter settings of SVMs that also are employed in this
study are described elsewhere [7,8].

2.2 Data Collection, Processing and Analyses

Given the need for generalization of the prediction models of malaria incidence
to other provinces different from the regions where these models were derived,
we investigate the models developed in [7] and [8] by assessing their reliability
and usefulness in correctly predict malaria incidence cases in these new regions.
The data was obtained from the Ministry of Health (MoH), namely the number
of malaria cases and indoor-residual spray activities, while the National Institute
of Meteorology (INAM) provided the climatic factors. The dataset covered the
period of twelve years from 2000 to 2012. However, the health data was yearly
aggregated for the period 2009-2010 and thus not suitable for use in this study,
whilst the climatic data showed a high rate of missing values in 2012. This left
us with the data from year 2011 as the only available option for performing the
current study. We choose for the analysis two different provinces, the Zambézia
province, which is located in the center of Mozambique and Cabo Delgado, which
is situated in the north of the country. While the models 1 and 2 below were
developed using datasets from the southmost province of the country, i.e., the
Maputo province. The data was monthly aggregated per district in both the
provinces of Cabo Delgado and Zambézia. Nine attributes were used: adminis-
trative districts and month of the year (categorical variables); number of malaria
cases, temperature, precipitation, humidity and indoor-residual spray (numeric
variables). The temperature attribute was further used to derive the attributes
minimal and maximal temperature, as well as temperature variation, which is
the difference of the two former attributes. This avoided the use of the average
temperature since this quantity is considered as containing less information com-
pared to the temperature variation for the development of malaria vectors and
their survival [21].

Evaluation was performed using the two previously developed models:
Model 1 - Infants [7]: This model was built using data of malaria cases from a
sample of the infants population (0-4 years of age) together with climatic factors
and indoor-residual spray intervention, for the years 2007-2008. Model testing
was initially performed using data for year 2009 in the Maputo province.
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Model 2 - All ages [8]: In this case, the derivation of the model followed a
time-frame approach using a block of nine consecutive years corresponding to the
period 1999-2007. The same variables were considered as for the previous model.
The model was first tested on data for 2008. Both initial tests for generalization
apply a temporal [9] approach, i.e., the testing data sample are from the same
region but only from later (future) time period.

Both the provinces of Cabo Delgado and Zambézia were used in the analy-
sis employing the prediction model 2 (all ages) above, while only the data for
the Zambézia province was suitable for use with model 1 (infants). The latter
was mainly due to the fact that malaria cases for infants in province of Cabo
Delgado were combined with the all ages malaria data, thus, not being possible
to separate them. Districts of Quissanga and Namarroi in Cabo Delgado and
Zambézia province respectively, were not included in the analysis because they
show inconsistent data records. Additionally, each one of the provinces is sub-
divided into seventeen administrative districts. To keep the format of the derived
prediction models 1 and 2, the districts in each province were randomly grouped
into two series of eight districts. Table 1 shows the mean and standard deviation
of the number of malaria cases in each province and district groups; with 28%
of malaria cases affecting infants in Zambézia province. Moreover, the spread-
out of raw malaria cases data is higher in districts of province of Zambézia 1
group followed by the set of districts in Cabo Delgado 1 in the entire population
datasets. While in infants datasets, high spread of malaria cases is observed for
Zambézia I group of districts.

Table 1. Statistics of malaria cases per province and district group

Cases from the entire population (all ages)

Province and District Group # Mean Standard Deviation

Cabo Delgado 1 1471 1231.00

Cabo Delgado 2 1236 551.00

Zambézia 1 2517 1531.00

Zambézia 2 1666 892.00

Cases from infants (< 5 years)

Zambézia I 622 650.00

Zambézia II 543 492.00

Initially, Microsoft Excel was used to process and analyze the data. Around
2.35% of climatic factors were missing. To meet the SVMs requirements, data
preparation went through three main stages:

1. Replacement of missing attribute values. We use the average of all values
specified for each attribute of the corresponding data set.

2. Resorting to the facilities provided in the Weka software [22] for data pre-
processing, the data were prepared in the appropriate format for further
pre-processing as follows:
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(a) transformation of each numeric variable (number of malaria cases, cli-
matic factors and indoor-residual spray activities) through min-max nor-
malization.

(b) transformation of categorical variables (name of administrative district
and month) to binary variables. In this case, each district and month
becomes an attribute on its own.

3. Employment of Microsoft Excel to create appropriate text input file for use
within the R-package [23] for validation purposes.

As a result, we obtained 27 attributes (variables) from the initial nine, namely:
administrative districts (eight binary attributes), month of the year (twelve bi-
nary attributes), maximum, minimum and temperature variation, precipitation,
humidity, indoor-residual spray and number of malaria cases. Hence, each data-
point is a combination of eight possible values of administrative districts (space
domain), twelve values of different months (time domain) and a single occur-
rence (value) of the remaining attributes (8 × 12 × 1 × 1 × 1 × 1 × 1 = 96). A
total of ninety six such combination is obtained for each district group dataset.
The external sets of Zambézia I and II contain climatic, number of malaria cases
and indoor-residual data for children less than five years of age and are used for
testing the spatial and temporal generalization of infants developed model 1 [7].
The spatial and temporal generalization ability of model 2 [8] was evaluated on
four datasets, i.e., from the district groups Cabo Delgado 1 and 2 and Zambézia
1 and 2 of Cabo Delgado and Zambézia provinces respectively.

2.3 Sample Selection Bias Correction for Malaria Prediction

The problem of correcting sample selection bias (SSB) was first studied by Heck-
man in [24]. Then, several studies [25,16,26] have introduced and investigated
the sample selection bias problem or covariate shift [27] in the field of machine
learning. However, a fundamental assumption of many learning schemes is based
on the fact that the training and test data are independently drawn from an iden-
tical distribution. The violation of this (iid) assumption can lead to the sample
selection bias problem. This problem may affect the learning of a classifier by
reducing its prediction performance. Zadrozny [16] has recently introduced a
solution to the SSB problem when the difference in the distributions of train-
ing and testing data arise due to non-random selection of examples. In machine
learning, the SSB correction strategy consists mainly in re-weighting the cost
errors associated with each training point of the biased sample as to reflect the
unbiased distribution [15]. The correction is effective if we are able to explicitly
allocate an identical distribution for both the training and test datasets.

In the current study, six new datasets are used to analyze the generalization
ability of derived prediction models in Mozambique. The datasets are obtained
from two different provinces and time periods from where the prediction models
were originally developed. The provinces are non-randomly selected out of ten
possible regions. Thus, the use of standard error estimation procedures such
as cross-validation in the presence of sample selection bias, may result in poor
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estimates of predictive performance when applied to the test samples. The aim is
basically to choose a classifier/predictor that minimizes the expected prediction
error on the test data. This will avoid the choice of a suboptimal model.

To get an unbiased estimate of the test error, we use importance weighting
[17], where examples of the training set are weighted using an estimate of the
ratio between test and training sets through feature densities. According to [17],
the estimation of importance weighting on the training data may be given by,

wi =
PT (xi, yi)

PL(xi, yi)

=
PT (xi)PT (yi|xi)

PL(xi)PL(yi|xi)

=
PT (xi)

PL(xi)

(1)

where i is a training object with given feature vector xi and response yi, where
T and L are training and test sets respectively (see [17] for further details). PT (.)
and PL(.) are probability distributions of obtaining examples from training and
test sets. The training set defined as L = {(x, y) ∈ X × Y }, contains vectors
from feature and response spaces, whereas test set contains feature vectors only.
Given a feature vector, the probability of response is the same in both training
and test sets and is represented by equation PT (yi|xi) = PL(yi|xi), in second
row of (1).

The estimation of training and test distributions was performed by employing
kernel density estimation with a Gaussian kernel. Selection of kernel bandwidth
was achieved by applying a data-driven strategy within the web-based optimiza-
tion application [28]. This resulted in the bandwidth value of 0.02 for infants
model and 0.04 for the model of all ages. To estimate the distributions PL(xi)
and PT (xi), we adopted the kernel density estimation (KDE) procedure follow-
ing [27], where a Gaussian kernel was employed. The learner is re-trained using
the weighted values determined in equation (1) above as its training set, thereby
obtaining a new prediction model as a result of the applied correction. Then,
corrected prediction estimates are obtained based on new test sets.

The strategy of re-weighting the cost errors of each training point to correct
the SSB can be applied with several classification and regression algorithms
[17]. Mathematical details of the application of these techniques employing the
support vector machines approach can be found in [17].

2.4 Validation Procedure

The performance of a predictive model should not be evaluated on the same
dataset that was used for generating it. In fact, even the application of inter-
nal validation techniques, such as cross-validation, may not be sufficient [9],
given the need for the models to be able to generalize to other samples, e.g.,
from the same region and future times, or even in other regions and times.
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Thus, it is essential to test the prediction models of the malaria incidence to
other provinces different from the regions where the models were derived, prior
to their presentation and deployment to local health authorities. Generally this
means to investigate the predictive performance of these models, thus assessing
their reliability and usefulness in correctly predicting malaria incidence cases in
new regions.

The applied spatial and temporal external validation procedure [29] is mainly
expected to show the applicability of derived models 1 and 2, to predict malaria
incidence cases in other provinces of Mozambique. Moreover, the application of
external validation may lead to concluding that the models need to be revised in
order to improve prediction of the number malaria cases in these other regions
[13].

To implement the procedure for external validation, a program written in R
[23] using the e1071 package [30], was employed to evaluate predictions of malaria
incidence cases using the models 1 and 2 developed in [7,8]. As described above,
for both models, datasets for 2011 from two different provinces were employed
to perform the testing.

3 Results

We present the results divided into two parts: the first presents the results of
using one validation dataset from the Zambézia province to which model 1 (in-
fants) was applied. The second part presents the validation results of using four
datasets sampled from the entire province population in provinces of Cabo Del-
gado in the north and Zambézia in the center part of the country, to which model
2 (all ages) was applied.

The framework of applying the generalization procedure on our prediction
models by employing the kernel density estimation to correct the sample selection
bias is compared to the standard approach that directly uses the learner to
predict new incidence malaria cases, i.e, without performing sample selection
correction to accurately predict malaria incidence. Evaluation of models was
performed using new sets, by analyzing their predictive performance.

3.1 Testing Generalization of Model 1 (Infants)

Table 2 shows empirical results of the performed testing for generalization of the
model 1 developed using support vector regression. It can be seen that the best
predictive performance was obtained when applying the sample selection bias
correction strategy as opposed to direct use of model 1.

We can also see from Table 2 that compared to the standard approach, a
reduction of 33% in the error rate is achieved when testing the model on the
Zambézia I group of districts using the prediction model with corrected sample
selection bias. Similarly, the generalization testing after conducting sample se-
lection bias correction gets a performance improvement in Zambézia II set with
an error rate reduction of 15%.
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Table 2. Mean Error of Predicted Malaria Cases of Infants Model

No Sample Selection Bias Correction

Test Set Used Mean Squared Error

Zambézia I 0.073107

Zambézia II 0.148522

With Sample Selection Bias Correction

Zambézia I 0.04882762

Zambézia II 0.1264137

3.2 Generalization Test of Model 2 (all ages)

The model developed for all ages, was tested for generalization of its predictive
performance on four different datasets of the year 2011, in two different provinces
- Cabo Delgado in the north and Zambézia in center of the country. The obtained
experimental results are shown in Table 3.

Table 3. Mean Error of Predicted Malaria Cases from model 2

No Sample Selection Bias

Test Set Used Mean Squared Error

Zambézia 1 0.1354169

Zambézia 2 0.9632578

Cabo Delagado 1 0.4219064

Cabo Delagado 2 0.8186807

After Sample Selection Bias Correction

Zambézia 1 0.1017059

Zambézia 2 0.9718783

Cabo Delagado 1 0.3878769

Cabo Delagado 2 0.8404788

Similarly to the above, results with lowest estimated mean square error are
obtained after a carefully approximation of probability densities of training and
test sets, i.e., following the application of sample selection bias correction pro-
cedure. An error reduction rate of 25% is achieved for the Zambézia 1 groups of
districts after bias correction, whereas for the Zambézia 2 set, the error increases
by 1.0%. For the Cabo Delgado province, an increased error rate of 3.0% is ob-
served for the second group of districts. However, a reduction of 8.0% in error
rate can be observed for the first group of districts after employing the sample
selection bias correction framework.



198 O.P. Zacarias and H. Boström

4 Conclusion

In this study we have investigated the capabilities of two two support-vector
machine models to generalize to external datasets, by evaluating their accuracy
on predicting malaria incidence cases in regions of Mozambique that differ from
the ones used for training. Due to absence of randomness in choosing datasets for
training and testing, the problem of sample selection bias may be an issue with
apparent differences in distribution densities between training and test sets. Cor-
rection of sample selection bias was attempted by employing the Gaussian kernel
density estimation technique to automatically generate a corrected distribution
of the training features adjusted to the distribution of test set.

To help determine the relevance and necessity of applying the approach of
sample selection bias in the prediction of malaria incidence, the models were
also analyzed with a strategy where we directly applied the learner to test for
generalization of predictions. Our empirical study shows that the employment
of sample selection bias approach can substantially improve the performance
of malaria incidence predictions when the nonrandom (biased) data sampling
problem is encountered, although the improvement is not guaranteed.

The adoption of these prediction estimates by local health authorities, may
improve the management of the disease and health decision-making, the health
of the Mozambican population and are likely to reduce real cost of health service
providers.

This investigation could be extended in several different directions:

– considering other strategies to deal with the sampling selection bias problem,
e.g., active learning or co-training.

– re-calibrate the developed models as to include attribute reduction or even
extensions by adding predictors. The later is important because some fac-
tors related to the incidence of malaria were ignored as the data were not
available.
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Abstract. Hot spot prediction in protein interfaces is very important for  un-
derstanding the essence of protein interactions and may provide promising 
prospect for drug design. Since experimental approaches such as alanine scan-
ning mutagenesis are cost-expensive and time-consuming, reliable computa-
tional methods are needed. In this paper, a systematic method based on least 
squares support vector machine (LS-SVM) within the Bayesian evidence 
framework is proposed, where three levels Bayesian inferences are used to de-
termine the model parameters and regularization hyper-parameters. Then a 
higher precision model for hot spots is constructed by optimizing these parame-
ters. Compared with the previous methods, our model appears to be better per-
formance. 

Keywords: Hot spot, Prediction, Protein interface, LS-SVM, Three levels 
Bayesian inferences. 

1 Introduction 

Understanding both the structure and the biological function of proteins, which is the 
elementary blocks of all living organisms, is a longstanding and fundamental topic in 
biology [1]. It will contribute to cure diseases with newly designed proteins with pre-
defined functions to solving the problem.  

The previous studies have discovered that proteins form certain active 3D struc-
tures can interact with other molecules through their interfaces [1]. These protein-
protein interactions play a crucial role in signal transduction and meta bolic networks. 
It is also well known that the distribution of binding energies on the interface is not 
uniform [2]. Moreover, small critical residues termed as hot spots contribute a large 
fraction of the binding free energy, which are crucial for preserving protein functions 
and maintaining the stability of protein interactions. In the binding interface, hot spots 

                                                           
* Corresponding author. 



202 J. Qi, X. Zhang, and B. Li 

are packed significantly more tightly than other residues. These hot spots are also 
surrounded by residues that are energetically less important [3]. Therefore, it is very 
important to identify hot spots in protein interfaces for understanding protein-protein 
interaction.  

Because the physicochemical experimental method such as alanine scanning muta-
genesis is time-consuming and labor-intensive and is only used for hot spots predic-
tion in a limited number of complexes, there is an urgent need for computational  
methods to predict hot spots. In recent years, some computational methods have been 
proposed to predict hot spots. Tuncbag [4] established a web server HotPoint combin-
ing solvent accessibility and statistical pairwise residue potentials to predict hot spot 
computationally. Darnell [5] also provided a web server KFC to predict hot spots by 
decision tree with various features. Cho [6] developed two feature-based predictive 
SVM models with features such as weighted atom packing density, relative accessible 
surface area, weighted hydrophobicity and molecular interacion types. Xia [7] intro-
duced an ensemble classifier based on protrusion index and solvent accessibility to 
boost hot spots prediction accuracy. Recently, Zhang [8] applied support vector ma-
chines (SVMs) to predict hot spots with features such as weighted residue contact, 
relative accessible surface area, accessible surface area, weighted hydrophobicity and 
protrusion index. Although these methods have predicted hot spots effectively, there 
are still some problems remaining in this area. First of all, effective feature selection 
methods and useful feature subsets have not been found yet. Moreover, it is evident 
that the limitations exist in the prediction performances. 

LS-SVM is proposed by Suykens [9] based on SVM, which can reduce the compu-
tational complex by introducing equality constrains and least square error to obtain a 
linear set of equations in the dual space . But the traditional least squares support 
vector machine (LS-SVM) model, using cross validation to determine the regulariza-
tion parameter and kernel parameter, is time-consuming. Bayesian framework is ap-
plied to infer the hyper-parameters used in LS-SVM so as to eliminate the work of 
cross-validation. The optimal parameters of LS-SVM are obtained by maximizing 
parameter distribution a posteriori probability since Bayesian framework is to maxim-
ize the parameter distribution a posteriori probability [9].  

In this paper, we propose a new method for predicting hot spots in protein interfac-
es. Firstly, we extract features from protein sequence and structure information. Then 
we employ two-step method to remove noisy and redundant features. Then we apply 
LS-SVM in Bayesian inference to identify hot spots in protein-protein interface. In 
the end, we evaluate the method by 10-fold cross-validation and independent test. 
Compared with other previous methods, our model obtains better results. 

2 Introduction of LS-SVM 

LS-SVM is derived from the standard Vapnik SVM classifier by transforming the QP 
problem into a linear system problem as follows [9]: 
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where ( )φ ⋅  is the nonlinear mapping function (kernel function), which maps sam-

ples into the feature space; w  is the weight vector, b  the bias term, iξ  are error 

variables and c  is a adjustable hyper-parameter. 
Because of w  in the feature space, it is difficult to solve w  directly. Therefore, 

we will obtain a solution in the dual space. Then, the Lagrangian of the problem is 
expressed as 
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where iα  are Lagrange multipliers with either positive or negative value. 

According to Karush-Kuhn-Tucker conditions, the solution can be obtained by 
solving the following linear equations. 
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Functions that satisfy Mercer’s theorem can be used as kernel functions. We have 
opted for the RBF kernel function: 
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The values of c and σ must be pre-determined, when we use the LS-SVM with the 
RBF kernel function if we wish to make predictions. 

3 LS-SVM with Bayesian Evidence Framework  

3.1 Level 1 Inference 

Given the data points 1{(x , y )}l
i i iD == , model H (an LS-SVM model with the RBF 

kernel function), and a given value ( 1/ )cλ λ = , assuming that the input data are 

identically distributed independently，we can obtain the model parameters w  by 
maximizing a posteriori probability: 
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We assume the sample data points are independent of each other. It follows that: 
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The evidence ( | , )p D Hl  is a constant, which will be used at the second infe-

rence. Assume that w  is a Gaussian distribution, then: 
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Then, we can substitute (7)-(9) into (6) to obtain the following: 
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Equation (10) shows that the maximum posteriori estimates MPw  is obtained by 

minimizing the negative logarithm of (1). This corresponds to solving the set of linear 
(3) in the dual space. 

3.2 Level 2 Inference 

In the second level of inference, Bayes’ rule is applied to infer the maximum a post-
eriori MPλ  values from the given data D. Assume that ( | )p Hl  is of flat prior dis-

tribution，then we have 
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MP
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DE  is the value of WE , DE  respectively when MPw w= . We take loga-

rithm on both sides of (11), then  
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where C is a constant, the maximization of the log-posterior probability of 
( | , )p D Hλ  with respect to λ  leads to the most probable value MPλ ，which ob-

tained by the following equation： 
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where I  is the identity matrix, 1 2( ) ( ( ), ( ), , ( ))i lx x x xφ φ φ φ=  , ( )N N l≤  de-

notes the number of nonzero eigenvalues iρ  of B , which is l l×  matrix. Then: 
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We can obtain the optimal regularization parameter MPλ  by iterating (14) and (16). 

3.3 Level 3 Inference 

In level 3 inference of the evidence framework, the posterior probabilities of different 
models can be examined to find the optimal kernel parameter. Assume that the prior 
probability over all possible models is uniform, then (17) can be obtained. 
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The optimal kernel parameter can be achieved by maximizing log-posterior proba-
bilities ln ( | )p H D , which is searched with respect to the different kernel parameter 

in the appropriate ranges． 

4 Data and Method 

4.1 Data Set 

The training set was obtained from ASEdb [10] and the  dataset of Cho [6],  
which was derived from 17 protein–protein complexes. Proteins are considered as 
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nonhomologous when the sequence identity is no more than 35% and the SSAP [11] 
score is 80. The sequence identity and SSAP score can be obtained using the CATH 
query system [12]. If homologous pairs are included, the sites of recognition differ 
from the two proteins. The atomic coordinates of the protein chains are obtained from 
the Protein Data Bank (PDB) [13]. The residues with  ΔΔG ≥ 2.0 kcal/mol are defined 
as hot spots, and those ΔΔG < 0.4 kcal/mol with are regarded as non-hot spots. The 
other residues are not included in the training set in order to gain better discrimina-
tion. The final two-class training set contains 158 interface residues, of which 65 are 
hot spots and 93 are non-hot spots. 

In addition, an independent test set is constructed from the BID [14] to further va-
lidate our proposed model. In the BID database, the alanine mutation data are listed as 
‘strong’, ‘intermediate’, ‘weak’ and ‘insignificant’. In our study, only ‘strong’ muta-
tions are considered as hot spots; the other mutations are regarded as energetically 
unimportant residues. This test set consists of 18 complexes, where 127 alanine-
mutated data are contained and 39 residues are hot spots. 

4.2 Features Extraction 

Based on the previous studies about hot spots prediction, we generate 10 physico-
chemical features and 49 structure features. 

The physicochemical features used in the experiment include the number of atoms, 
the number of electrostatic charge, the number of potential hydrogen bonds, hydro-
phobicity, hydrophobicity, propensity, isoelectric point, mass, the expected number of 
contacts within 14Å sphere, and electron-ion interaction potential. These features 
were only related to the amino acid types and no structural information is contained. 

The structure features include accessible surface area (ASA), relative ASA, depth 
index (DI), and protrusion index (PI). From ASA and RASA, five derived attributes 
are total (total sum of all atom values), backbone (the sum of all backbone atom val-
ues), side-chain (the sum of all side-chain atom values), polar (the sum of all oxygen, 
nitrogen atom values) and non-polar (the sum of all carbon atom values). Based on DI 
and PI, four residue attributes can be obtained as total mean (the mean value of all 
atom values), side-chain mean (the mean value of all side-chain atom values), maxi-
mum (the maximum of all atom values) and minimum (the minimum of all atom val-
ues). Therefore, the structure information was generated by PSAIA from both the 
unbound and the bound state. 

In addition, the relative changes of ASA, DI and PI between the unbound and the 
bound states of the residues were calculated as Xia [7]. 

4.3 Feature Selection 

Feature selection is a key step ahead of classifiers designing, by which we can avoid 
overfitting, improve model performance and provide faster and more effective mod-
els. In present study, feature selection is performed with a two-step method, which 
integrates both the filter and the wrapper, and shows the best subset of features for 
discriminating hot spots from other residues.  
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Initially, we assess the feature vector elements using the F-score [15], which as-
sesses the discriminatory power of each individual feature. The F-score is calculated 
as follow. 
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where nix , hix  and x  are the mean of the non-hot spots , the mean hot spots and 
the mean in the whole data set, respectively. niσ  and hiσ are the corresponding stan-

dard deviations. 
Secondly, we use a wrapper-based feature selection strategy where features are 

evaluated by 10-fold cross-validation performance, and redundant features are re-
moved by sequential backward elimination (SBE). The SBE scheme sequentially 
removes features from the whole feature set until the optimal feature subset is ob-
tained. Each removed feature is one that maximizes the performance of the predictor. 
The ranking criterion represents the prediction performance of the predictor, which is 
built by a subset features exclusive of feature and is defined as follow:  
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where k is the repeat times of 10-fold cross validation; jAUC , jA , jR  and jP  

represent the values of AUC score, accuracy, recall and precision of the 10-fold cross 
validation, respectively. 

As a result, a set of 9 optimal features are obtained. We find that the structural 
properties dominate the top list. Thus it can be concluded that structural properties are 
more predictive than physicochemical properties in determining hot spot residues. 
The proposed framework is sketched in Fig. 1.  
 

physicochemical 
features

structure features

F-score
wrapper-based 

feature selection 
strategy

LS-SVM model

Feature selection Prediction model

 

Fig. 1. The framework of hot spots prediction. Firstly, we generate 10 physicochemical features 
and 49 structure features. Then we apply a two-step method to select effective features. Finally, 
we employ LS-SVM in Bayesian inference to construct the prediction model. 

4.4 Performance Evaluation 

In our experiments several measures are used to evaluate the performance of these 
classifiers including Precision (P), Recall (R), F-measure (F1). These measures are 
defined as follows: 
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where TP, FP, TN, FN refer to the number of true positive, false positive, true neg-
ative, false negative, respectively.  

Recall is the proportion of number of correctly classified hot spot residues to the 
number of all hot spot residues. Precision is the ratio of number of correctly classified 
hot spot residues to the number of all residues classified as hot spots. F-measure (F1) 
is a measure to balances precision and recall.  

For practical significance, F1-score has to exceed the frequency of hot spots ob-
served in the data set. As the training set consists of 65 hot spots and 93 non-hot spot 
residues, the F1-score for any model should be more than 0.58. For the independent 
test set, the F1-score should be larger than 0.47. 

5 Experimental Results 

We test the LS-SVM-Bayesian model by the 10-fold cross validation in the dataset. 
The dataset is randomly partitioned into 10 mutually exclusive subsets of nearly equal 
size. The 9-fold is used as a training set and the remaining 1-fold is used as a test set. 
To evaluate the performance of our method, the existing hot spots prediction method 
Robetta [16], FOLDEF [17], MINERVA2 [6], HotPoint [4], KFC [5] are imple-
mented and evaluated on Dataset set with 10-fold cross-validation. We use the esti-
mated ΔΔG value as the classification score. The performance of each model is meas-
ured by three metrics. 

Table 1. Performance comparison on the training set 

Method Recall Precision F1 ΔF1 
Robetta 0.51 0.89 0.65 ** 
FOLDEF 0.31 0.91 0.46 -0.19 
MINERVA2 0.58 0.93 0.72 0.07 
HotPoint 0.54 0.73 0.62 -0.03 
KFC 0.55 0.75 0.64 -0.01 
Our method 0.88 0.81 0.84 0.19 

 
Table 1 is the detailed results by comparing our method with the existing methods 

in the training set. Although, our method has the lower precision than Robetta, 
FOLDEF and MINERVA2, our method performs best in two performance metrics 
(Recall=0.88 and F1-score=0.84), which shows that our method can predict correctly 
more hot spots and has better balance in prediction performance than the existing 
methods. 
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Table 2. Performance comparison on the test dataset 

Method Recall Precision F1 ΔF1 
Robetta 0.33 0.52 0.41 ** 
FOLDEF 0.26 0.48 0.33 -0.08 
MINERVA2 0.44 0.65 0.52 0.11 
HotPoint 0.59 0.50 0.54 0.13 
KFC 0.31 0.48 0.38 -0.03 
Our method 0.67 0.51 0.58 0.17 

 
In addition, we further validate the performance of the proposed model on the in-

dependent test dataset. Results of the independent test are presented in Table 2. From 
this table, we know that our method show the highest Recall (Recall=0.67), which 
outperforms all other method. Especially, our method’s recall is 14% higher than that 
of HotPoint, which has the highest sensitivity among the existing methods. This 
means that our method can predict more hot spots and is helpful for the identification 
of hot spots residues in the practical applications. Also, the F1 score of our method is 
7% higher than that of HotPoint. From the analyses above, we find that our method 
can obtain better prediction performance in comparison to other available prediction 
approaches.  

6 Conclusion 

In this study, we have described an efficient method, LS-SVM in Bayesian inference 
to predict hot spot residues in protein interfaces with low computation cost. Compared 
with the previous models, our method appears to be significant performance in recall 
as well as F1 score that measures the balance between precision and recall. As for the 
future work, we will explore more useful features in both hot spots and non-hot spots. 
What’s more, we will try to improve the proposed method with the recent advanced 
machine learning techniques. 
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Abstract. Background- In the study of rules in pathological changes, most of the 
traditional analyses are from the static perspective, which regard cross-sectional 
data as the input dataset to analyze the effect of non-time-varying factors. 
However, according to the clinical experiences, the changes of physical status can 
partly reflect the disease progression and the mortality which have been ignored in 
the existing studies. Thus, based on the dynamic perspective, by using the changing 
patterns of symptom as the model input, longitudinal data can be utilized to further 
explore the rules in pathological changes from the dynamic perspective which is a 
novel and effective solution. Method- The study proposed a dynamic pattern 
representation method; pretreated and transformed the original dataset, including 
the Traditional Chinese Medicine (TCM) and the western medicine clinical 
longitudinal data, into a 2-dimensional matrix composed of the symptom indexes 
and the changing patterns; and analyzed the influences between the changing 
patterns of symptom and III stage non-small cell lung cancer (NSCLC) patient’s 
mortality by multivariate logistic regression. Result- The predicting accuracy using 
the transformed dataset by proposed representation method is 90.7%. Based on the 
enter stepwise regression method, the accuracy increased 26.3% and 14.5% than 
the baseline dataset and the last records respectively; based on the forward stepwise 
regression method, the accuracy increased 16.7% and 3% than the baseline dataset 
and the last records respectively. Conclusion- The experiment results indicated that 
the proposed data representation method is feasible and effective, meanwhile, the 
proposed novel dynamic perspective appears more appropriate for the TCM mainly 
III stage NSCLC patients’ modeling than the traditional static method. 

Keywords: Longitudinal data, Logistic regression, Traditional Chinese 
Medicine symptom, Cancer. 

1 Introduction 

Longitudinal data is prevalent in biological and social science, in which measurements 
have been made repeatedly on a cohort of subjects at a sequence of time points or other 
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condition. Unifying the merits of cross-sectional and time-series data, longitudinal data 
can imply both the interaction between the independent variables and the dependent 
variables, and indicate co-relationships and embedded dynamic change information 
on the time axis [1]. During clinical cancer treatment, a patient’s follow-up records 
form a group of longitudinal data, which includes massive symptoms, interventions 
and period evaluations. Nowadays, the therapies of western medicine in cancer 
mainly include surgery, radiotherapy and chemotherapy, which are important methods 
in locally control of tumor growth. But, the postoperative progression is not 
optimistic; high recurrence and transport rate puzzle patients and clinicians. On the 
other hand, TCM emphasize on the concept of the wholism, not only limited to the 
lesion itself, but also pay much attention to the patients’ physiological function by 
macro regulation. In China, the history of the combination between TCM and western 
medicine of tumor is over 40 years, which can effectively relieve patients’ suffering 
and improve the life quality. Also, it has been widely accepted by patients, and 
received the recognition from the cancer community. A large number of clinical 
practices have proved that the curative effects of the combination were significantly 
better than unitary western medicine or TCM treatment, especially in improving the 
life quality of terminal-stage cancer patients. Through preliminary research, statistical 
analysis model and data mining technology have been well applied for longitudinal 
data analysis in the field of the western medicine [2-7]; however, modeling for TCM 
data is still in an early stage [8-11]. Furthermore, combined with TCM clinical 
experience, a clinician can judge tumor progress or death possibility by comparing 
patients’ changing patterns of physical statuses subjectively. In another word, without 
statistic basis, the TCM clinician can only conclude the correlation between the 
change of longitudinal clinical data and cancer progress by their own experience 
roughly. Due to the characteristics of the longitudinal data, there are two kinds of 
changes can be explored: the interaction variability of cross-sectional data and the 
correlation variability of time-series data [12, 13]. TCM data is normally descriptive 
and categorical type, while western medicine data is numeric type; however, most 
models can only accept a single type of data as the input; thus, how to analyze TCM 
and western medicine data simultaneously is one of the challenges that should be 
further considered. Moreover, the description of the TCM characteristics is usually 
based on clinicians’ own experiences and habits. Therefore, how to achieve the 
unifying and coding of TCM data is another challenge. In addition, among various 
kinds of clinical TCM indicators from four diagnostic methods, which kind of factors 
can directly reflect the change of the disease is unknown. As a consequence, tumor 
progress trend can be explored by analyzing the clinical longitudinal data; the 
changing patterns of physical statuses can be expressed by time-series data feature, in 
another aspect, the effect weight of different symptoms can be indicated by cross-
sectional data feature. 

Generalized linear model is a kind of promotion of general linear model by 
breaking through the limitation that the variables should belong to the normal 
distribution, and expands the variable distribution to the exponential distribution 
family (Binomial distribution, Poisson distribution and Negative binomial  
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distribution, etc.) [1, 14]. By specifying different connecting functions, the 
transformed dependent variables can satisfy the requirements of linear model, and the 
linear model analysis methods are competent to solve model structure, parameter 
estimation and model evaluation problems; meanwhile, the exponential distribution 
family model are unified into the generalized linear models framework. Within the 
scope of the generalized linear model, Logistic regression model treats disease as 
dependent variables and rules in pathological changes as independent variables, and 
estimates relative risk or odd ratio of each factor, which is not only suitable for cohort 
data study but also case-control study. 

In this paper, a dynamic pattern representation method was proposed, and a TCM-
based Logistic regression model was established to analyze the relationship between 
the changing patterns of symptom and the III stage non-small cell lung cancer 
(NSCLC) patient’s mortality. Different from traditional risk factors analysis model, 
the proposed method emphasizes on the dynamic perspective, by considering the 
independent variable changing characteristics via time axis, and gives more 
convincing statistic result for medical assist support. 

2 Experiment and Method 

2.1 Variable Pretreatment  

There are 2233 original clinical follow-up records from a cohort of 216 III stage 
NSCLC patients, recorded from January 2008 to January2010. In the selected data set, 
after abandoned the expulsion records, the average case of sampling point is 4 to 14, 
and the unequal length of sampling points was due to the clinical characteristics, such 
as different starting time, death, etc. For those death patients, the next-to-last record 
was used and regarded as the last. In the multivariate analysis, the input dataset 
including all-recorded 17 TCM symptoms: cough, expectoration, blood-stained 
sputum, breathe hard, choking sensation in chest, chest pain, dry throat, fever, 
mentally fatigued, Anorexia, spontaneous perspiration and night sweat, insomnia, 
constipation, diarrhea, more frequent urination, dysphoria in chestpalms-soles as well 
as extreme chilliness; 3 common western medicine symptoms: tumor specific growth 
factor, carcino-embryonic antigen and carbohydrate antigen 125.  

By analyzing the relationship between the changing patterns of physical statuses 
and the survival condition, the target of the method is demonstrated that the dynamic 
perspective performs better than the static perspective in explaining the modeling 
rules in pathological changes using the combined TCM and western medicine data. 
Thus, in order to realize the dynamic procedure expression, the variable changing 
method was proposed to simplify the input variables type and unify the expression 
way. In the original dataset, 4 levels were used to describe the TCM symptoms 
severity, “0” means the patient does not have that symptom; “1” to “3” means the 
severity of that symptom sequentially increasing. While, western clinical data are 
mainly numeric data that need to be normalized. In order to unify the requirements of 
the model inputs, coding rules were established and the input data were all 
transformed into 4 levels categorical type that ranging from “0” to “3”. By comparing 
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the dynamic changes between patients’ baseline (first time check during the follow-up 
period) and last (last time check during the follow-up period) records, a new dataset 
with changing classification edition was transformed from a sequence of follow-up 
records, and the coding rule of transforming process is shown in Table 1. In the 
transformed dataset, the distance between the end status and the begin status of a 
follow-up records sequence is applied in this paper, in order to depict the changing 
degree of the sequence. In Table 1, “0” to “3” means the symptom did not change 
from the baseline records to the last time diagnose; “4” and “6” means the symptom 
changed 1 level (increase or decrease); “5” and “7” means the symptom changed 
more than 2 levels (increase or decrease). Thus, there are 8 possible values for each 
variable.  

Table 1. Variable transformation rule 

Begin-End status 0-0 1-1 2-2 3-3
Rank 

adding 
=1 

Rank 
adding 

>=2 

Rank 
decreasing 

=1 

Rank 
decreasing 

>=2 
Transformed 

variable 
description 

0 1 2 3 4 5 6 7 

2.2 Experiment Design 

In order to demonstrate that the dynamic change pattern is more adaptable than the 
cross sectional data in analyzing the clinical progression, predicting the mortality, and 
selecting variables which can reflect the clinical result directly, the contrast 
experiments were designed. Firstly, based on the Logistic model, using the same 
stepwise method, with the patients’ survival condition as output, different datasets 
(the baseline data only, the last records only and the transformed data) were utilized to 
compare the most appropriate input type. Secondly, based on the same prerequisite, 
different stepwise methods (enter and forward) were used to choose the highest 
accuracy input dataset.  

2.3 Statistical Analysis  

In the study, multivariate analyses were performed by logistic regression method, 
which is suitable for classification type variables. The input dataset was transformed 
from the original combined dataset into a two-dimensional matrix with 216 lines and 
20 columns; the columns represent 20 symptoms, the lines represent the changing 
patterns of physical statuses, and each variable has 8 possible categorical type values, 
instead of original descriptive and numeric type. By establishing Logistic regression 
model, the effect coefficient between 20 independent variables and the dependent 
variables can be explored. In the statistical process, P<0.05 was considered 
statistically significant.  
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3 Results 

3.1 Multivariate Analysis Using Logistic Regression Modeling  

Based on the III stage NSCLC patients’ clinical follow-up longitudinal data, the study 
mainly focused on identifying the changing patterns of physical statuses, and 
established a Logistic regression model to analyze the relationship between the TCM 
mainly symptom changing patterns and the mortality. After 10-fold cross validation, 
the results in Table 2 show that the model accuracy of different input datasets (the 
baseline data, the last records and the transformed data) and stepwise methods (enter 
and forward). The proposed transformed data with enter stepwise method performed 
the best; the accuracy reached 90.7%, and indicated that the combined TCM and 
western medicine symptoms influenced the mortality significantly. Based on different 
stepwise methods, the performance of the proposed transformed data was better than 
other ordinary datasets; there are 26.3% and 14.5% accuracy increasing compared 
with the baseline data and the last records by enter stepwise method; meanwhile, there 
are 16.7% and 3% increasing than ordinary datasets respectively by forward stepwise 
method. By combining three kinds of input dataset and two stepwise approaches, the 
accuracies are the transformed data with enter, the last record with enter, the 
transformed data with forward, the baseline data with enter, the last record with 
forward, the baseline data with forward in descending order. 

Table 2. Modeling results of Logistic regression based on TCM symptom changing patterns of 
physical statuses 

Regression mode 
Change_

Enter 
Change_
Forward 

Baseline_
Enter 

Baseline_
Forward 

Last_
Enter 

Last_ 
Forward 

Classification accuracy 90.7% 74% 71.8% 63.4% 79.2% 71.8% 

Figure1 shows the comparison of the specificity and the sensitivity of different 
datasets and stepwise methods. From the bar chart, we can conclude that the 
specificity of the proposed transformed dataset with enter stepwise method is the 
highest, which achieves 85.7. Meanwhile, the sensitivity of the proposed transformed 
dataset with enter stepwise method is 93.9, which is a little higher than the result of 
the baseline data under forward stepwise method, that is 93.2. Besides, the overall 
results also indicate that the proposed transformed dataset can better indicate the 
effect of the pathogenic factor on the survival condition. 

 

Fig. 1. Comparing results of specificity and sensitivity among different methods 
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Table 3. ROC curve of different methods 

Forward: Conditional (Transformed Dataset) Enter (Transformed Dataset) 

Forward: Conditional (Baseline dataset) Enter (Baseline dataset) 

Forward: Conditional (Last dataset) Enter (Last dataset) 

 
Receiver-Operating Characteristic (ROC) curve is used for model verification, and 

the results are shown in Table 3. When utilizing the proposed changing dataset as 
input with enter stepwise method, the area under the ROC curve is 0.968 (std.Error 
0.010), while utilizing the proposed changing dataset as input with forward stepwise 
method, the area under the ROC curve is 0.813(std.Error 0.030). According to the 
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statistic results, we can conclude that the enter stepwise method leaded to a higher 
classification performance for the specific subject. However, if using cross-sectional 
data as input and ignoring the co-relationship variability of time-series data, when 
using the baseline dataset with enter stepwise method, the area under the ROC curve 
is 0.774(std.Error 0.032); when using the baseline dataset with forward stepwise 
method, the area under the ROC curve is 0.605(std.Error 0.039) . The statistic results 
indicated that the classification performance of utilizing the proposed changing 
dataset is higher than using the baseline dataset. Moreover, the area under the ROC 
curve is 0.838(std.Error 0.028) and 0.765(std.Error 0.033) when using the last records 
dataset with enter and forward stepwise method respectively. Although the 
classification results performed better than using the baseline dataset, which were still 
lower than utilizing the proposed changing dataset. In summary, the results of ROC 
curves show that the proposed dynamic pattern representation approach can 
effectively achieve a better performance of modeling accuracy for medical support. 

4 Discussion 

Currently, the combination between TCM and western medicine of tumor has been 
gradually accepted by patients and clinicians. The various kinds of clinical TCM 
indicators from four diagnostic methods and the tumor progression are related to each 
other. Focused on III stage NSCLC patients, this paper mainly used the clinical TCM 
changing patterns of physical statuses as input data to evaluate the mortality; and the 
model accuracy was over 90%. The results not only indicated that the influence of 
TCM data to lung cancer should be further explored, but also proved that the patient 
with the same period of the disease (stage III NSCLC) may lead to different living 
statuses if different changing patterns of physical statuses appears. Comparing with 
the baseline data or the last follow-up records as model input, focusing on the 
dynamic change can better predict the classification results. Moreover, unifying  
the merits of cross-sectional and time-series characteristics in longitudinal data, the 
derivation of the dynamic factor into medical modeling, focusing on the changing 
patterns of various kinds of physical statuses with many patients, the research on the 
rules in pathological changes with transformed input dataset is regarded as a novel 
idea. Furthermore, the experiment results showed that the proposed pretreatment 
method, representing dynamic process by comparing the baseline and the last record, 
coding the symptoms according to the grade change span and describing in eight 
categories, is feasible and effective.  The proposed model can be applied to clinical 
diagnosis and treatment, and the results have to be considered as exploratory results 
rather than definitive clinical predictions. According to the patients’ existing 
symptoms, clinician assumes several possible disease progressions and uses the model 
to predict the mortality. The results can assist the clinician not only to explain disease 
progress trends and possible results, but also to adjust and improve treatment 
strategies to a lower mortality condition. 

At present, only the baseline data and the last follow-up statues have been taken 
into comparison as a basis for the proposed changing dataset, but it is not sufficient to 
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indicate complete embedded information contained in the entire time sequence. In the 
next step, all follow-up sequence should be taken into consideration by cluster 
analysis. Based on the cluster principle, various kinds of time series changing form 
can be unified into several clusters; thus the correlation between the clustered patterns 
and the prediction target can be discovered. 
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Abstract. Expert finding is the process of identifying experts given a
particular topic. In this paper, we propose a method called Learning to
Rank for Expert Finding (LREF) attempting to leverage learning to rank
to improve the estimation for expert finding. Learning to rank is an estab-
lished means of predicting ranking and has recently demonstrated high
promise in information retrieval. LREF first defines representations for
both topics and experts, and then collects the existing popular language
models and basic document features to form feature vectors for learning
purpose from the representations. Finally, LRER adopts RankSVM, a
pair wise learning to rank algorithm, to generate the lists of experts for
topics. Extensive experiments in comparison with the language models
(profile based model and document based model), which are state-of-the-
art expert finding methods, show that LREF enhances expert finding
accuracy.

Keywords: Expert finding, Language model, Learning to rank,
Features.

1 Introduction

In enterprise or common web search settings users not only search valuable
documents but also interested experts. Most important documents are composed
by these people, and they can answer some detailed questions. For example, a
department of a company may look for experts from the company to assist
them in formulating a plan to solve a problem [3–8]. Organizers of a conference
behoove assign submissions to the Program Committee (PC) members based
on their research interest and expertise [9]. In some cases, to find an expert is
critical. A patient in danger needs to find a professional doctor to diagnose his
desease and to treat it. Currently, people have to manually identify the experts,
which is obviously laborious, time-consuming and expensive. It is of significant
value to study how to identify experts for a specific expertise area automatically
and precisely.
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An expert finding system is an information retrieval (IR) system that can aid
users with their “expertise need” in the above scenarios. The system helps to
find individuals or even working groups possessing certain expertise and knowl-
edge within an organization or an association network. As a retrieval task, expert
finding was launched as a part of the annual enterprise track [9–11, 13–16] at the
Text REtrieval Conference (TREC) [17] in 2005 (TREC,2005) and has recently
attracted much attention. An active research problem is how best to generate a
ranking of candidates from a collection of documents and many heuristic mod-
els have been proposed to tackle the problem [13, 11, 16, 8, 1, 2]. We try to
intermix these models to improve accuracy. However, most existing modeling
approaches have not sufficiently taken into account document features. Besides,
expert finding can be considered as a specific problem of information retrieval
and there have been many carefully devised models for the traditional ad-hoc
information retrieval. We assume that expert finding can benefit from the incor-
poration of document features. Therefor, these features are expected to blend
together to give a better solution. To implement what we envision, we make use
of learning to rank [21, 19] to combine all these models and document features
effectively. Learning to rank is a machine learning framework that can subsume
most proposed models to generate a better ranking and has also become a very
hot research direction in information retrival in recent years.

In this paper we introduce learning to rank for expert finding (LREF) to
enhance the ranking performance of expert finding. To provide insights into the
relation between topics and experts, we propose representations for topics and
experts, which can be a foundation for most existing expert finding methods.
In this way, new features based on new proposed models can be easily extended
to LREF. Then profile- and document-based features including TF, TF-IDF,
language models and so on are extracted from the representations. After that,
RankSVM, a learning to rank algorithm, is chosen to testify the effectiveness
and experiments show that LREF incorporating multi-features performs better
than the candidate language model and the document language model. To the
best of our knowledge, LREF is the first attempt that adapts learning to rank
to expert finding.

The structure of this paper is organized as follows. We discuss related work
of expert finding in section 2. Section 3 is devoted to a detailed description of
our method to address the task. We connect documents to topics and experts
separately, and use topics and relevant documents as logical queries to search
on logical documents which comprise experts and relevant documents. Profile-
based features and document-based features are extracted from logical queries
and logical experts. At the end of the section we describe the LREF algorithm.
Then our experimental setup and experimental evaluations of our model are
presented in section 4. Finally, we provide concluding remarks and suggestions
for future work in Section 5.
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2 Related Work

There are two basic approaches to solve the problem [11, 9, 12]. So far most
existing approaches are derivations of these two kinds. The first approach is
profile-based. All documents related to a candidate expert are merged into a
single personal profile prior to retrieval time. When a query comes, standard
retrieval systems measure the relevance between the query and the personal
profiles and then return corresponding best candidates to the user. The second
approach, document-based, depends on individual documents. When a query
comes, the method runs the query against all documents and ranks candidates
by summarized scores of associated documents or text windows surrounding the
person’s mentioning. Document-based methods are claimed to be much more
effective than profile-based methods, probably due to the fact that they estimate
the relevance of the text content related to a person on the much lower and hence
less ambiguous level.

These two approaches can be formulated by generative probabilistic models.
Critical to these models is the estimation of the probability of the query topic
being generated by the candidate expert. In other words, how likely would this
query topic can be talked/written about by the candidate? These two approches
to expert finding lead to different language models.

Expert finding addresses the task of finding the right person(s) with the appro-
priate skills and knowledge:“ Who are the experts on topic X?” Put differently:
what is the probability of a candidate ca being an expert given the query topic
q? Language models will rank the candidates according to the probability.

Formally, suppose S = {d1, . . . , d|S|} is a collection of supporting documents.
Let q = t1, t2, . . . , tn be the description of a topic, where ti is a term in the de-
scription. Let ca be an expert candidate. The task is how to determine p(ca|q),
and rank candidates ca according to this probability. With the higher proba-
bility the candidates are the more likely experts for the given topic. Obviously,
the challenge is how to accurately estimate the probability p(ca|q). By Bayes’
Theorem, we can get

p(ca|q) = p(q|ca) · p(ca)
p(q)

, (1)

where p(ca) is the probability of a candidate and p(q) is the probability of a
query. We can ignore p(q) for the ranking purpose, because p(q) is a constant
for a given topic. Thus probability of a candidate ca being an expert given the
query q is proportial to the product of p(q|ca) and p(ca):

p(ca|q) ∝ p(q|ca) · p(ca). (2)

The language models’ main task is to estimate the probability of a query given
the candidate, p(q|ca), because this probability represents the extent to which the
candidate knows about the query topic. The candidate priors, p(ca), are generally
assumed to be uniform, and so they won’t influence the ranking. Following are
the two primitive language models for expert finding:
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Candidate Model: Candidate model (models 1 and 1B in [11], profile-based
estimation in [9]) is also called profile-based language model. It builds on
well-known intuitions from standard language modeling techniques applied
to document retrieval to estimate the probability of a query given a can-
didate, p(ca). Usually, we use multinomial probability distribution over the
vocabulary of terms to represent a candidate expert ca, then infer a candi-
date model θca for each candidate ca. We can get the probability of a term
given the candidate model p(t|θca) and the probability of a query given the
candidate model:

p(q|θca) =
∑
t∈q

p(t|θca)n(t,q), (3)

where n(t, q) is the number of times term t appears in query q. Here each
term is assumed to be sampled identically and independently. To gain an
estimate of p(ca), we can gain an estimate of the probability of a term given
a candidate, p(t|ca), which is then smoothed to ensure that there are no
non-zero probabilities due to data sparsity:

p(t|θca) = (1− λca) · p(t|ca) + λca · p(t), (4)

where p(t) is the probability of a term in the document repository. To esti-
mate p(t|ca), we use the documents as a bridge to connect the term t and
candidate ca:

p(t|ca) =
∑

d∈Dca

p(t|d, ca) · p(d|ca), (5)

Besides, we assume that document and the candidate are conditionally inde-
pendent, namely p(t|d, ca) ≈ p(t|d). Finally, we put equations above together
and get:

p(q|θca) =
∏
t∈q

{
(1 − λca) ·

( ∑
d∈Dca

·p(d|ca)
)

+ λca · p(t)
}n(t,q)

. (6)

where λca is a general smoothing parameter.

Document Model: Instead of creating a profile-based representation of a can-
didate, documents are modeled (models 2 and 2B in [11], document-based
estimation in [9]) and queried, then the candidates associated with the docu-
ments are considered possible experts. Like candidate model, we also assume
that query terms are sampled identically and independently. By taking the
sum over all documents d ∈ Dca, we obtain p(q|ca):

p(q|ca) =
∑

d∈Dca

p(q|d, ca) · p(d|ca) =
∑

d∈Dca

∏
t∈q

p(t|d, ca)n(t,q) · p(d|ca), (7)

(p|ca) can be computed by assuming conditional independence between the
query and the candidate, that is p(t|d, ca) ≈ p(t|θd). For each document d a
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document model θd is infered, so that the probability of a term t given the
document model θd is p(t|θd) = (1− λd) · p(t|d) + λd · p(t). Finally we get:

p(q|ca) =
∑

d∈Dca

∏
t∈q

{(1− λd) · p(t|d) + λd · p(t)}n(t,q) · p(d|ca). (8)

where λd is proportional to the length of the document n(d).

Interested readers are encouraged to see the more detailed descriptions of the
two language models in [11, 9]. In next section, we use these two models as part
of features for learning purpose.

3 The Proposed Method

In this section, we first introduce extracted features to levarage learning to rank.
Features are used as the input of learning to rank algorithms. So we make a sig-
nificant effort to devise the features. In the next step, we present the pseudocode
of the LREF algorithm, which takes advantage of RankSVM to learn a ranking
function.

3.1 Features in LREF

Inspired by profile-based and document-based models, we bind a candidate and
relevant documents together as a logical retrieval document and bind a topic
query and the documents that best describe the topic of expertise together as a
logical query.

To build a logical query for a topic q comprising terms t1, . . . , tn, we first find
the documents relevant to the topic. Let R(q) be the set of documents retrieved
for query q. To build a logical document for a candidate ca, we retrieve the set
of documents related to the candidate and denote it Dca. Futhermore, we can
through the representation incorporate most expert finding methods into the
framework of learning to rank, even if we just take two of them to carry out
experiments. For exmaple, voting for candidates [16] can also be absorbed into
our method.

Using the representation, we put the features extracted in two groups. One is
based on the profiles of candidates and the other on the individual documents.
In the following, we detail features:

Profile-Based Features: In this group, we consider a Dca as a single profile
document similar to the candidate model and extract freatures depending on
the presumption. That is to say, one profile document belongs to one candi-
date and one candidate only has one profile document. The profile document
of a candidate consists of all the documents that relates to the candidate. In
traditional information retrieval field, TF, IDF and TF-IDF are basic and
popular features [18, 19]. In the view of a document as simply a set of words,
known in the literature as the bag of words model, the exact ordering of the
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Fig. 1. A simple example from expert finding

terms in a document is ignored but the number of occurrences of each term
is material. TF represents term frequency and equals to the number of oc-
currence of term in one document. The inverse document frequency, IDF, is
a measure of whether the term is common or rare across all documents. It is
obtained by dividing the total number of documents by the number of docu-
ments containing the term, and then taking the logarithm of that quotient.
TF-IDF is the product of term frequency and inverse document frequency.
However, different queries may have different numbers of terms, so that we
calculate the sum of the number of all the terms in the query. We refer to the
feature extraction in the LETOR dataset [21]; nevertheless, the distinction is
that we consider each profile document instead of each individual supporting
document as a retrieved document. We calculate all features of this group
based on the profile documents. Besides, p(q|θca) in the candidate model in
related work and length of Dca are members of profile-based features, too.
Profile-based features are defined as follows:

Table 1. Profile-based features

ID Feature description

1
∑

ti∈q∩Dca
TF (ti, Dca)

2
∑

ti∈q IDF (ti)

3
∑

ti∈q∩Dca
TF (ti, Dca) · IDF (ti)

4 LENTH(Dca)
5 p(q|θca)

Except for the fifth feature p(q|θca), others are all raw information between
the query and the candidate and are easy to get in experiments. Feature
p(q|θca) is borrowed from the candidate model, and its computing method
can be found in [11].
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Document-Based Features: This group is devoted to gain some features
based on the supporting documents. We collect the documents from the in-
tersection of R(q) and Dca. That is all the documents not only related to the
topic query q but also the candidate ca. Documents without relation with ei-
ther the topic q or the candidate ca aren’t taken into consideration. Features
in this group are on the individual document level, just like document-based
models. We collect corresponding features TF, IDF and TF-IDF. However,
in most cases there is not only one document related to q and ca. We take
the sum of the length of all related documents as a feature. Unlike the pre-
vious group, another feature named the number of common documents are
devised. At last, we also need the document language model to extract a
feature. Table 2 lists the features.

Table 2. Document-based features

ID Feature description

6 NUM(Dca ∩ R(q))
7

∑
ti∈q∩(Dca∩R(q)) TF (ti, Dca ∩R(q))

8
∑

ti∈q IDF (ti)

9
∑

ti∈q∩(Dca∩R(q)) TF (ti, Dca ∩R(q)) · IDF (ti)

10
∑

d∈(Dca∩R(q)) LENTH(d)

11 p(q|ca)

We have illustrated what features we extracted. Features between a topic and a
candidate form a feature vector which is essential to LREF detail described in
the following section.

3.2 The LREF Algorithm

LREF formulates the generic expert finding problem as a pairwise learning
to rank problem, where candidate pairs are constructed based on their rele-
vance scores. For the actual learning to rank algorithm that returns the rank-
ing f , LREF use RankSVM [22], a classic pairwise learning to rank algorithm.
RankSVM takes document pairs as instances in learning, and formulates learning
to rank as classification.

In more details, let X be a document, fW = W ·X be a linear function, where
W denotes a vector of weights and · denotes inner product. Let X1

i and X2
i be

two documents associated with query qi. The preference relationship X1
i � X2

i

means that X1
i is more relevant than X2

i w.r.t.qi, which can be expressed by
W ·
(
X1

i −X2
i

)
> 0. Otherwise, X1

i ≺ X2
i and W ·

(
X1

i −X2
i

)
< 0. In this way,

the document sets with relevance labels can be transformed into a set of prefer-
ence instances with lables yi = +1

(
X1

i � X2
i

)
and yi = −1

(
X2

i � X1
i

)
. These

preference instances are the training data for RankingSVM. The loss function of
RankingSVM can be represented as follows.
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min
w

1

2
‖W‖2 + C

l∑
i=1

ξi

subject to
yi
(
W ·
(
X1

i −X2
i

))
≥ 1− ξi, ξi ≥ 0

We now summarize the main procedures of LREF and present the pseudocode
in Algorithm 1.

Algorithm 1. The LREF Algorithm

Input: A collection of topic queries Q, a collection of candidates Ca, supporting doc-
uments D, and a relevance list R between Q and Ca.
Output: Ranking function f .
Method:

1: F ← ExtractFeatures(Q,Ca,D)
2: (Q,Ca× Ca)← Formulate(Q,Ca,R)
3: f ← LearningToRank(Q,Ca× Ca,F )

Line 1 extracts a set of features F , including profile-based features and
document-based features. Line 2 formulates the expert finding problem as a pair-
wise ranking problem, where pairs of candidates Ca× Ca associated with each
topic are generated based on their relevances. Line 3 learns a ranking function
f using a learning to rank algorithm such as RankSVM.

The extracted features and the picked learning to rank algorithm have been
briefly presented. Then LREF is proposed to integrate them together for expert
finding and finally outputs a ranking function which will be used to generate a
ranking of experts.

4 Experiments

4.1 Experimental Setup

We evaluate the proposed LREF on the UvT Expert collection1. The collection
is based on the Webwijs (“Webwise”) system developed at Tilburg University
(UvT) in the Netherlands. Webwijs is a publicly accessible database of UvT
employees involved in research or teaching. Webwijs is available in Dutch and
English, and this bilinguality has been preserved in the collection. Every Dutch
Webwijs page has an English translation. Not all Dutch topics have an English
translation, but the reverse is true: the English topics all have a Dutch equivalent.

We use the entire English corpus, and only the titles of topic descriptions.
To begin with, necessary preprocessing is performed on the dataset, especially
validating and parsing xml files. Then, the standard analyzer in lucene is used to

1 http://ilk.uvt.nl/uvt-expert-collection/

http://ilk.uvt.nl/uvt-expert-collection/
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tokenize the documents and topics. We evaluate the methods with mean average
precision (MAP) [20], which is the official evaluation measure of expert finding
task in enterprise track. Precision at position n for query q is

P (q)@n =
{#relevant candidates in top n results}

n
. (9)

Average precision for query q is

AP (q) =

∑
n P (q)@n · I{candidate n is relevant}

{#relevant candidates} . (10)

For all queries Q, we can get

MAP =
1

|Q|
∑
q∈Q

AP (q). (11)

What’s more, mean reciprocal rank (MRR) [20] is also picked up as a measure.
Mean reciprocal rank is a statistic measure for evaluating any process that pro-
duces a list of possible responses to a sample of queries, ordered by probability of
correctness. The reciprocal rank of a query response is the multiplicative inverse
of the rank of the first correct answer. The mean reciprocal rank is the average
of the reciprocal ranks of results for a sample of queries Q :

MRR =
1

|Q|

|Q|∑
i=1

1

ranki
. (12)

Evaluation scores were computed using the trec eval program2.
In our experiments, the English topics were partitioned into 3 parts for 3-fold

cross validation, where 2 parts were for training and 1 part for testing, and the
averaged performance was reported. We used the candidate language model and
the document language model as comparison partners. Besides, we wanted to
examine the effect of document features, LREF with only profile-based features
and with only document-based features were also carried out as comparative test.
We expected to see the performance benefits from the basic document features.

4.2 Experiments Results

Table 3 shows the performance comparison under MAP and MRR measures.
It is easy to see that our LREF performs better than the comparison partners
on the UvT Expert collection. In addition, the average performance of LREF
is 0.4013 in terms of MAP, which is better than 0.3746 with candidate model
and 0.3876 with document model. With respect to MRR measure, we also find
LREF performs better than the two language models, gaining 23.75% and 2.56%
respectively. Thus, we can say that LREF benefits from the combination of the
features and then gives better performance.

2 For registered participants,trec eval is available from the TREC web site
http://trec.nist.gov

http://trec.nist.gov
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Table 3. performance comparison of different models

approach MAP MRR

Candidate Model 0.3746 0.7637

Document Model 0.3876 0.9215

LREF 0.4013 0.9451

LREF is a hybridmethod in which the profile-based features and the document-
based features complement each other. In fact, document-based features can sup-
ply useful information on the document level which are beneficial to the people
possessing a wide variety of expertise. However, a person who concentrates on only
a few topics can benefit from the profile-based features. As we all know, learning to
rank is effective in automatically tuning parameters, in combining multiple pieces
of evidence, and in avoiding over-fitting. Therefore, we can infer that LREF learns
the optimal way of combining these two group features. Then the profile-based fea-
tures and the document-based features are appropriately weighted in the ranking
function generated by LREF. Performance better than the candidate model and
the document model demonstrates the effectiveness of LREF.

Table 4. effectiveness of document features for language models

approach MAP MRR

Candidate Model 0.3746 0.7637

LREF with only profile-based features 0.3863 0.9228

Document Model 0.3876 0.9215

LREF with only document-based features 0.3952 0.9234

In order to examine the effectiveness of document features for language mod-
els, we carry out LREFs with only profile-based features and with only document-
based features to compare with the corresponding language models. The results
in Table 4 shows that expert finding can benefit from the incorportion of the
document features. By comparing the candidate model with LREF with only
profile-based features, it’s easy to deduce that document features devote to the
performance improvement, gaining 3.12% in terms of MAP, 20.8% in terms of
MRR. LREF with only document-based features gains 2% improvement than
the document model in terms of MAP and has no marked improvement in terms
of MRR. Thus we infer that the document features offer valuable efforts to the
estimation. Even though TF, IDF, TF-IDF are simple, the RankSVM algorithm
takes advantage of the combination of these features to generate a better ranking.

To sum things up, the presented results imply that our LREF method can get
more useful information from the dataset than the language models, which helps
to escalate the performance of expert finding. It is important and beneficial to
study the effect of multiple document features for expert finding.
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5 Conclusions and Further Work

In this paper we have presented LREF, the first attempt that effectively adapts
learning to rank to expert finding systems. Experiments on the benchmark
dataset have shown the promise of the approach. Through the experimetns,
it is proved that document features are effective for the language models and
collecting document features and language models together lead to performance
improvement. LREF can also be considered as a mixed method that incorporate
the language models and document features.

Several directions of improvement can be followed in the future. On one hand,
we can extract more classic document features, such as BM25 and LMIR and so
on. In this way we can leverage many fruits in information retrieval to extend
LREF. On the other hand, we can also subsume other expert finding methods
into LREF. For example, some methods consider the use of window-based co-
occurrence [13] and some methods take advantage of pseudo-relevance feedback
[15]. In addition, there are many other choices of learning to rank algorithms, for
example, RankBoost, AdaRank and ListNet [21]. The impact on retrieval quality
from the other algorithms needs to be further proved while our experiments show
initial success with RankSVM. Besides, it is important to consider efficiency as
in the case of learning to rank for expert finding.

Acknowledgments. This research is supported by the 863 project of China
(2013AA013300), National Natural Science Foundation of China (Grant No.
61375054) and Research Fund for the Doctoral Program of Higher Education of
China (Grant No.20100002120018).

References

1. Zellhofer, D.: A permeable expert search strategy approach to multimodal retrieval.
In: Proceedings of the 4th Information Interaction in Context Symposium, pp.
62–71. ACM (2012)

2. Mai, X., Ding, G., Wang, J.: Autority aware expert search: Algorithm and system
for NSFC. In: Automatic Control and Artificial Intelligence, pp. 585–588. IET
(2012)

3. Guy, I., Avraham, U., Carmel, D., Ur, S., Jacovi, M., Ronen, I.: Mining expertise
and interests from social media. In: Proceedings of the 22nd International Confer-
ence on World Wide Web, pp. 515–526 (2013)

4. Davoodi, E., Kianmehr, K., Afsharchi, M.: A semantic social network-based expert
recommender system. Applied Intelligence, 1–13 (2013)

5. Kardan, A., Omidvar, A., Farahmandnia, F.: Expert finding on social network with
link analysis approach. In: Electrical Engineering (ICEE), pp. 1–6. IEEE (2011)

6. Yimam-Seid, D., Kobsa, A.: Expert-finding systems for organizations: Problem and
domain analysis and the DEMOIR approach. Journal of Organizational Computing
and Electronic Commerce 13(1), 1–24 (2003)

7. Yimam, D.: Expert finding systems for organizations: Domain analysis and the
demoir approach. Beyond Knowledge Management: Sharing Expertise (2000)



230 H.-T. Zheng et al.
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Abstract. Deep Neural Network has been applied to many Natural Language 
Processing tasks. Instead of building hand-craft features, DNN builds features 
by automatic learning, fitting different domains well. In this paper, we propose 
a novel convolution network, incorporating lexical features, applied to Relation 
Extraction. Since many current deep neural networks use word embedding 
by word table, which, however, neglects semantic meaning among words, we 
import a new coding method, which coding input words by synonym dictionary 
to integrate semantic knowledge into the neural network. We compared our 
Convolution Neural Network (CNN) on relation extraction with the state-of-art 
tree kernel approach, including Typed Dependency Path Kernel and Shortest 
Dependency Path Kernel and Context-Sensitive tree kernel, resulting in a 9% 
improvement competitive performance on ACE2005 data set. Also, we com-
pared the synonym coding with the one-hot coding, and our approach got 1.6% 
improvement. Moreover, we also tried other coding method, such as hypernym 
coding, and give some discussion according the result. 

Keywords: Relation Extraction, Convolution Network, Word Embedding, 
Deep Learning. 

1 Introduction 

Relation extraction focuses on semantic relations between two named entities 
in natural language text. Tree Kernel based method is a classic method for relation 
extraction, in which it need to parse the sentence to build tree kernel. However, pars-
ing has very high complexity and it is hard to build a correct parse tree for a long 
sentence. In Addition, kernel method needs hand-engineering features. As for differ-
ent tasks, we need to construct different kernel functions.  Regarding these, an archi-
tecture which is not based on parse tree and can learn features is needed. Deep Neural 
Network architecture can achieve both two goals above. 
                                                           
* This research was supported by Research Fund for the Doctoral Program for Higher Educa-

tion of China (New teacher Fund), Contract No. 20101102120016.  
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Recently, Deep Neural Network models have been applied to many NLP tasks, 
such as POS Tagging, Name Entity Recognition, Semantic Role Labeling and Senti-
ment Analysis. Collobert et al. developed the SENNA system that shares representa-
tion across task. The SENNA system integrates POS, NER, Language Model and 
SRL, which are all sequence labeling tasks. To learn feature vectors automatically, 
previous research usually use embedded representation of word as input layer of 
CNN. But this method neglects semantic meaning of words, regarding them unique 
words separately. In this work, we describe a new representation of word. We use a 
unique code to represent words with same semantic meaning, called synonym coding. 

We propose a novel CNN architecture with synonym coding for relation extrac-
tion. In experiments, we compared our CNN architecture with the state of art Kernel 
methods. We also provide the performance of CNN, coding with word list. Result 
shows CNN with synonym coding outperformed word list coding by 1.6% on ACE 
2005 dataset, and CNN architecture outperformed kernel method by nearly 15%, 
which is a significant improvement compared to kernel methods. 

The rest of the article is as follows. First, we describe related work about CNN on 
natural language processing. We then detail our CNN architecture and synonym cod-
ing, followed by experiments that evaluate our method. Finally, we conclude with 
discussion of future work. 

2 Related Work 

Early approaches are usually based on patterns and rules, expressed by regular ex-
pression. The pattern methods assume all sentences in the same relation type sharing 
similar linguistic context. But in terms of wide variety of natural language forms in 
which a given relation may be expressed by multi ways, including syntactic, morpho-
logical and lexical variations. Pattern based methods cannot cover all language forms 
[1]. This causes very low recall value.  

Several researchers have already attempted to build machine learning approaches 
for relation extraction. [2] presented a report of feature vectors based relation classifi-
cation. The authors annotate words with rich features, including: 

• Part-of-Speech 
• The relation arguments 
• The entity mention level 
• The entity types 
• Parse tree 

In addition, they proposed to take advantage of parse tree without its structure infor-
mation. However, entities usually have a long distance in relation extraction. When 
building parse tree, long range dependence will involve many unrelated words, which 
will sparse feature space. Parse tree structure provides grammar information of words. 
To fully using this information, [3] presented tree kernel method to consider structure 
of parse tree, and got slightly progress compared with approaches based on feature  
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vectors. [4] used dependency path, removing many syntactic nodes which have indi-
rect dependency relation with target entities. This work produced a slightly improve-
ment then that used full parse tree. But building parse tree and dependency tree is a 
very time-consuming processing, not only when training, but predicting.  

Moreover, kernel method needs hard coding of features. To self-adapt different 
tasks, researchers import embedded word representation to NLP and obtain some 
success. 

[5] described a lookup table processing and stack it on a multilayer perceptron for 
building language model, resulting in a 20% improvement on perplexity. Language 
model is an important build block of machine translation and speech recognition sys-
tems, so this improvement advanced the tasks involving language model. [6] proposed 
neural network architecture for machine translation, resulting in enhancing 2 point of 
BLEU score. In addition, [7] presented a unity CNN for basic NLP tasks and SLR, 
got the state-of-the-art performance. All methods above use a lookup table layer to 
learn words’ feature by back-propagation. The input of lookup table is word indexes 
which are provided from a wordlist. Each word has a unique index, which means even 
words with similar semantic meaning are resolved separately, ignoring semantic in-
formation.  

As for compositive applications, [8] trained a deep architecture, auto-encoder, for 
sentiment classifier, and surpassed the state-of-the-art. Auto-encoder [9] is one of the 
first processing of deep learning architecture. The goal of an auto-encoder is finding a 
best representation of input. For sentiment classifier, inputs are words, whose seman-
tic meaning exactly indicates their sentiments. But for relation extraction, different 
words play unequal roles to identify a relation type. Some words are indicator of rela-
tion types, some are unrelated with relation. So, although auto-encoder for words can 
represent well in many domains, it can’t provide enough specific information for rela-
tion extraction task, such as grammatical structure of sentences. 

3 Convolution Network Architecture 

Previous research on relation extraction focuses on how grammatical relation, such as 
parse tree, expresses semantic relation. Undeniably, parse tree and dependency tree 
performs well with large number of empirical features. For semantic information, 
WordNet provides us significant improvement on performance of relation extraction 
system. But building parse tree is a time consuming task. Moreover, hand-built fea-
tures are rigid considering context. 

Ideally, we want to build a relation extraction system without a time consuming 
parse tree. Meanwhile, the system should consider of grammatical structures.Also, we 
want to avoid hand-built features. Hence, we prefer to find an automatic weight learn-
ing approach to avoid time-consuming feature generation. We found that a deep neur-
al network achieve both two goals.  

To including grammatical information, we proposed convolution neural network 
(CNN) [10]. In image processing tasks, convolution is used to extract features over 
blocks. In language processing, CNN can be used to evaluate grammatical relations 
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between abutting words that probably constitute a phrase. So, CNN can replaces parse 
tree to provide grammatical information.   

3.1 Word Embedding 

Word embedding is a method to project words to vectors. The first step of word em-
bedding is using One-hot coding. One-hot coding in NLP is a coding method that 
transfer word index to a binary code whose size is equal to size of wordlist for the 
convenience of computing. In one-hot code, only on position of index coded to 1, 
other positions are all 0. 

One-hot coding method is formalized below: 
Define word dictionary is D, the i  word in D is . Input sentence is S. 
We construct an indice function to index words in the input sentence. s(i) refer to 

the i  word in the input sentence. Given the notation above, we define one-hot cod-
ing of a word as an identity function: 

 C w 1 ∈ ,#D  (1) 

Equation (1) means if and only if i  word in D is equal to input word, element is 1. 
The other elements are all 0. Synonym coding uses a synonym list instead of wordlist. 
So, in synonym code,  represents the synonym dictionary. The i  synonym clus-
ter is noted by . Synonym code is a vector of #  dimension, defined as: 

 SC w 1 ∈ ∈ ,#D  (2) 

Equation (1) means if and only if i  word in D is equal to input word, element is 1.  
Although we have synonym list, the list can’t hold all words. So if the input sen-

tence has words beyond . We add the words to  and each word composite a sepe-
rate synonym cluster. Since we have notations above, an input sentence of n words 
can be mapped into one-hot coding.  

 S SC s i ∈ ,  (3) 

3.2 Basic Architecture 

The type of neural network we employ here is Convolution Neural Network[10]. 
Convolution Network has been used in one unity NLP architecture. The neural net-
work concluded into 3 main building blocks:  

• Input layer 
• Convolution Layer 
• Classic Neural Network Layers  

Before inputting the sentence to the network, sentences will be mapped into syn-
onym code. In terms of variant of sentences length, we define a window around P , P , whose size is noted as wsz. All words in this window will be coded. And the  
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distance of P , P  is noted as b. If b is larger than wsz, we set P  to left-most, and set 
value on the right-most position to B. If b is smaller than wsz, empty position will 
distribute around P , P  on average, and set those position to a sign X. Both B and X 
will be added to synonym list, participating in coding processing.  

Input Layer  
For the purpose that words weights can be learnt by back-propagation, we implement 
a Lookup Table Layer [11] as the input layer of CNN.  

In lookup table layer · , each word w will be mapped into a d-dimension 
space: 

 LTW s i W · SC s i  =W  (4) 

where W ∈ # is a matrix of parameters to belearnt. ∈  is the  column of 
W. and d is the word feature vector size to be chosen by the user. In the first layer of 
our architecture an input sentence of n words is transformed into a series of vectors by 
applying lookup table to each word. 

 

Fig. 1. Lookup Table Layer and Synonym Coding 

In relation extraction, the mention level and type of entity are necessary informa-
tion for classification. So in our experiments, we added Name Entity Type List and 
Mention Level List to code the name entity mention level and type. Two lists above 
will generate two new features. 

When a word is decomposed into K features, it can be represented as a tuple  

 , , …   (5) 

where ∈ … ,  is the dictionary for the  feature. 
Each feature will be mapped into a new vector space, so each feature need coding 
separately. To associate multi features, lookup table for each feature is defined 

as ·  , with the parameters ∈ # where   is a user-specified vector 
size. A word s(i) is then mapped into a d ∑  dimension vector by concatenat-
ing all lookup table outputs: 
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 ,…, , , … ,   (6) 

Convolution Layer 
A convolution layer is typically used in a convolution network for vision tasks. When 
one want to get a more abstract feature, it’s reasonable to ignore some inputs and 
select a subsequence and compute global weights. 

 

Fig. 2. Deep Neural Network Architecture 

A typical convolution usually applied on 2D data, which can be visualized to an 
image. But in case of our sequential input, convolution layer of our CNN have a se-
quential kernel, which is an exception of typical convolution kernel. A convolution 
kernel maps a subsequence to a new vector space. The width of the kernel decides the 
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dimension of new vector space and step decides number of subsequence involved in 
convolution. A convolution computation on one subsequence is: 

 Convolution s , ∑ L · s   (7) 

where ∈ ,  ∈ . So the result convolution is a matrix of . 
Concatenating convolutions on all subsequence referring of lookup table layer’s 

outputs, referring to (6), we’ll get Convolution  

 Convolution LTW s , ∈ , ,…,  (8) 

The dimension of each convolution result is number of hidden units. After convo-
lution on whole sequence, it results in a matrix ofR . We then add to the 
architecture a layer, which captures the most relevant features over the window by 
feeding CNN layers into a Max Layer, which takes the maximum over a row in (8) for 
each of the n  outputs.  

3.3 General Deep Neural Network Architecture 

Combining the lookup table layer and convolution layer, we’ll get basic convolution 
network. The output of lookup table layer is the input of convolution layer. A max 
layer, which is applied to the output of convolution layer, reducing output dimension 
to number of hidden unit, is stack on the convolution layer. To classify relation types, 
we add a softmax layer to be output layer. Softmax Layer: 

 h z ∑  (9) 

Where i indicates  output unit, and j refers to  input of softmax layer.  

 ∑ h z =1 (10) 

(9) and (10) allows us to interpret outputs as probabilities for each relation type pre-
diction. The size of outputs is the number of classes of relation extraction. 
Between convolution layer and output layer, some classic neural network layers can 
be added to get more abstract feature. The whole architecture can be summarized in 
Figure 2. 

The whole network trained by a normal stochastic gradient decent with negative 
log-likelihood criterion.  

4 Experiments 

In this section, we compare the performance of our new CNN architecture with the 
performance of tree kernel method. To prove effectiveness of synonym coding, we 
also compare CNN with synonym coding input with that without synonym coding.  
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4.1 Date Set 

The Automatic Content Extraction (ACE) Evaluation covers the Relation Detection 
track. ACE 2005 [12] dataset consists of 599 documents which are related with news, 
speech and email. As ACE 2005 defined, all relations are annotated to 7 major types 
and 19 subtypes. Our training set covers 6 major types: ART (686 instances), GEN-
AFF (1280 instances), ORG-AFF (395 instances), PART-WHOLE (1009 instances), 
PER-SOC (465 instances), PHYS ( 469 instances),  and 18 subtypes. The Metonymy 
type includes very small amount of instances, this is not enough to evaluate perfor-
mance on classification for this type. So we abandoned it. 

ACE training set provides entity mention level and entity type features, we extract 
them and generate their feature list. We also add Part-of-Speech feature generated by 
Stanford POS tagger [15]. So we finally have five feature lists: word list (after stem-
ming), POS list, mention level list, entity major type list, entity subtype list.   

4.2 Experiments Setup 

As for the tree kernel classifier, we use Stanford parser [13] to obtain parse tree and 
dependency tree, and implemented all reported tree kernels by LibSVM [19]. 

For all kernels involved, we use same SVM parameters. We have conducted a 5-
fold cross validation. In addition, we also extract 30% out of all training data to be 
test set.  

4.3 Result 

In the results, we report usual evaluation measure, Precision and Recall, comparing 
the performance with kernel-based method on unbalanced corpus. 

Table 1. Precision, recall, and F-measure for 5-fold cross validation and test set. Here SPK 
denotes the Shortest Path Kernel [16], TDK denotes the Typed Dependency Kernel [17], CK 
denotes the Context-Sensitive Tree Kernel[18] 

 5-fold cross validation Test set 

 Precision Recall F1 Precision Recall F1 

CNN 0.868 0.875 0.872 0.837 0.839 0.838 

SPK 0.821 0.472 0.599 0.803 0.455 0.581 

CK 0.812 0.658 0.727 0.796 0.641 0.710 

DTK 0.822 0.702 0.758 0.811 0.688 0.744 
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The CNN outperforms the tree kernel methods by 9 points on F-measure, which is 
a significant improvement. 

The state-of-the-art tree kernel gives a 74% F-measure, this is to say, kernel func-
tion is a good method to represent relation. But construction of kernel function need 
experiential coding for features. This cannot give the kernel function the best repre-
sentation on given task. The performance of CNN on subtypes, tested by 5-fold cross 
validation, is showed in Table 2. 

Table 2. Theperformance of CNN, SPK and TDK on subtypes 

 Precision Recall F1 

CNN 0.748 0.748 0.748 

SPK 0.743 0.303 0.430 

CK 0.759 0.549 0.637 

DTK 0.755 0.599 0.668 

 
Table 2 shows CNN has poor performance on subtypes, because 5 types in sub-

types only have less than 20 instances. Obviously, this is not enough to train a clas-
sifier. The F-measures on 3 subtypes are only about 0.1. But when we evaluate per-
formance on subtypes by F1, which considers the amount of different types, avoiding 
unbalanced dataset pulling down the performance, the F1 achieved 74.8%, better than 
66.8% of DTK. This shows our architecture is effective on relation extraction. 

ACE data set do not has enough words to train a word embedding layer for better 
semantic information, so we add synonym list in WordNet to provide more semantic 
information for words. 

To generate synonym coding, we use Synonym List in WordNet 2.1 [14]. There 
are 8049 stemmed words in wordlist conducted from training set. After coding, the 
size of list reduces to 6741 words.  

We compared CNN with synonym coding with CNN without that, performance 
showed in Table 3. 

This result shows Synonym coding improve the performance by 1.6% than CNN 
without Synonym coding. The synonym coding method is proved to be effective here. 

Table 3. Performance of CNN with synonym coding and that without synonym coding 

 Precision Recall F1 

Synonym 0.837 0.839 0.838 

Non-Synonym 0.837 0.813 0.825 
 
Variant of window size and feature dimension may influent performance of CNN, 

so we conducted another experiments on different wsz and  . The results are 
showed in table 4. 
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Table 4. Performance on different window size and different feature dimension 

 wsz=7 wsz=15 wsz=21 

 P R F1 P R F1 P R F1 

15 0.769 0.762 0.765 0.823 0.818 0.821 0.835 0.837 0.836 

50 0.766 0.785 0.767 0.825 0.822 0.824 0.837 0.839 0.838 

100 0.769 0.756 0.762 0.816 0.807 0.812 0.807 0.802 0.804 

 
On variant window size, result shows that larger wsz will get better performance. 

This appearance showed difference against dependency kernel, whose effect reduces 
unrelated words. In the dependency tree kernels reported in the first experiment, most 
of the node number on dependency path is around 5 or 6, smaller than the minimum 
wsz in CNN. This phenomenon can be explained by that words in CNN don’t provide 
any grammar structure information, leading to no initial weight of words are given. 
But in tree kernel methods, words on dependency path indicate these words are more 
important than other words. So CNN needs more other words to learn which words 
are more effective. Besides, we also observed that the maximum feature dimension 
didn’t give a better performance, but the middle one.  

We also used other coding table except synonym table, such as, hypernym table 
from WordNet. We use three hierarchies to integrate words into their hypernym. The 
result shows in table 5. 

Table 5. Performance using synonym table and hypernym table 

 Precision Recall F1 

Synonym 0.837 0.839 0.838 

Hypernym-1 0.828 0.822 0.824 

Hypernym-2 0.821 0.815 0.817 

Hypernym-3 0.819 0.815 0.817 
 
An interesting phenomenon is that as the semantic hierarchy going up, perfor-

mance of CNN gets no enhance. So, we tried to cluster word feature vectors and got 
some interesting results. 

Table 6. Sample of word clusters 

Cluster36 Cluster88 

Neichangshan, F-15e, 

RigobertoTiglao, Hezbollah 

George W. Bush, High Court, Haditha, 

Al Anbar 
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In these three clusters, we can observe three different topics, which is showed by 
words’ semantic meaning obviously. Here we spread out some words in cluster. In 
cluster1, most of words are about politics. And In cluster2, weapons are listed. In 
training processing, lookup table layer learn words vectors by back-propagation. After 
training, the words are clustered by their semantic meaning, like hypernym. But these 
clusters are more adaptive to the relation extraction task. Adding hypernym could be 
regarded as another hard coding comparing with self-learnt clusters. So Adding 
hypernym leads to negative effects on classification. Because of the limited corpus 
size, we didn’t get more specific clusters, but we observe the trend of self-
organization on semantic meaning.  

In conclusion, CNN with Synonym coding give a better performance than the 
state-of-the art kernel method.  

5 Discussion and Future Work 

From the experiments above, we find that CNN have better performance on relation 
extraction. Synonym coding method is also an effective coding method to improve 
overall performance. Actually, only 16% words in wordlist are coded to synonym 
after synonym coding. In this trend, if we use a larger synonym coding list, which can 
code more words, the performance may improve.  

Moreover, on a conceptual prospective, synonym coding is just a coding method to 
reduce input space before project words to vectors. Other coding method or word 
selection method can reduce input space too. For example, if we only consider the 
words on dependency path, which compose the advantage of dependency tree kernel 
with CNN architecture. Our future work will focus on finding more effective coding 
method and word selection. 

Although CNN give us a better resolution on relation extraction, there are some 
problems about CNN architecture we should notice. The architecture doesn’t give us a 
guide how to choose the feature dimension. Here in our method, a convolution layer 
is included. We also tried using linear layer to find the divergence with convolution 
layer. Result shows convolution layer products better performance, but we cannot find 
a way to explain this divergence. So for the future work, we will try to find some 
theoretical method to explain the differences when using variant layer and find a guild 
line to help us determine the feature dimension. 
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Abstract. Although hierarchical fuzzy neural networks (FNNs) perform with 
high accuracy in medical diagnosis systems, their popularity is held back from 
well-known disadvantage of not providing explanation. This paper presents a 
novel rule extraction approach to extract accurate and comprehensible fuzzy 
IF-THEN rules via genetic algorithm (GA) from hierarchical heterogeneous 
FNNs (HHFNNs). When each sub-FNNs is constructed and trained, entire 
HHFNNs are constructed and trained jointly through integrating all trained 
sub-FNNs. The proposed rule extraction approach is used to extract rule set 
from each concerned sub-FNNs, all extracted rule sets are then combined as one 
set to provide automatically exclusive explanation to diagnostic conclusion 
when IF part contains input features and THEN part contains diagnostic con-
clusions. Experimental study on diagnosing three most common and important 
cardiovascular diseases using hospital site-measured data demonstrates that 
such proposed approach exhibits satisfactory explanation capability without 
concerning inner structures of HHFNNs. 

Keywords: hierarchical heterogeneous fuzzy neural networks, fuzzy logic, rule 
extraction, genetic algorithm, fuzzy IF-THEN rules. 

1 Introduction 

Hierarchical neural networks (NNs) have been successfully used and shown merits in 
many areas, such as multiple fault diagnosis, medical prognosis and pattern classifica-
tion etc. [1-3]. However, NNs regarded as opaque models represent knowledge impli-
citly in their hidden nodes and link weight matrix, which leads to their rather low 
degree of comprehension. Therefore to redress the opaqueness of NNs, rule extraction 
approaches applied to trained NNs have attracted much attention. However, some of 
them extract rules from trained NNs with discrete or linguistic input features or disjoint 
intervals through pre-partitioning continuous ones [4, 5]; some of them are developed 
and applied for just one particular type of NNs [6, 7].  

Fuzzy logic can deal with uncertainty or ambiguous data. Fusing fuzzy logic with 
NNs in various manners has been researched [8-12]. Methods of extracting fuzzy 
IF-THEN rules from trained fuzzy NNs (FNNs) are proposed in [13, 14]. 

This paper proposes an approach of extracting fuzzy IF-THEN rules using genetic 
algorithm (GA) for hierarchical heterogeneous FNNs (HHFNNs). GA is a search 
algorithm that is computationally simple yet powerful and proven to be robust for 
solving complex problems with large search space [15]. In this paper, GA is used to 
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search compact fuzzy rule set. The proposed rule extraction approach is a pedagogical 
method which can be used to any types of NNs and is independent of NNs’ inner 
structure and training algorithm. Quantitative features are converted to fuzzy mem-
bership values as input features of sub-FNNs. All sub-FNNs are trained and integrated 
to construct entire HHFNNs. Fuzzy IF-THEN rules are extracted from each concerned 
sub-FNNs to form corresponding fuzzy rule set. Afterwards combine all extracted 
fuzzy rule sets by generating final rule set with rules where IF part contains input 
features and THEN part contains diagnostic conclusions. Such final rule set is used to 
provide exclusive explanation to the diagnostic conclusions of entire HHFNNs. 

The proposed method is verified on diagnosing three most common and important 
cardiovascular diseases (CVDs), namely coronary heart disease (CHD), hypertension 
(HT), and hyperlipaemia (HL). Hospital site-sampled hundreds medical records are 
used as dataset. 

2 Methodology 

2.1 HHFNNs 

The system overview of proposed HHFNNs is illustrated in Fig. 1. Such proposed 
HHFNNs are developed for diagnosing diseases with features that can be categorized 
into different groups (Group_1, 2, …, G). Features in each group are used as input 
features of corresponding sub-FNNs to conduct their result. The NNs can be any type 
such as back-propagation, learning vector quantization, probabilistic, radial basis 
function etc. Different types of NNs might appear different efficiencies or perfor-
mances to different input features, consequently integrating different types of sub NNs 
forms hierarchical heterogeneous NNs with superior advantages [16].  

Here an example is given to indicate the working principle of proposed HHFNNs. 
Features of Group_1 (x1

1, x2
1,…, xm

1) are treated as input parameters of FNNs_1 to get 
 

 

Fig. 1. System overview of proposed HHFNNs 
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outputs: if the outputs satisfy the pre-set criteria, outputs are accepted as conclusions of 
entire HHFNNs; otherwise, the outputs are marked as hypothesis_1 (h1

1, h2
1,…, hm1

1) 
which will work jointly with features of Group_2 (x1

2, x2
2,…, xm

2) and work out the 
conclusions of FNNs_2. Likewise, layer by layer, the final conclusions are generated 
by HHFNNs at certain layer. In the worst case, after carrying out previous procedure 
until the last FNNs_G suppose the conclusions still cannot satisfy the termination 
criteria, just same as physicians do not work out conclusions sometimes in hospital, the 
HHFNNs have to display “Sorry, it comes to no conclusion!” as the final result.  

2.2 Process of Providing Explanation to Conclusion of HHFNNs 

As for process of providing explanation to the conclusion directly generated by 
FNNs_1, it can be viewed as rule extraction from single type of NNs to give exclusive 
explanation. The concrete procedures of fuzzy rule extraction from single type of NNs 
are represented in section 2.3. As for more generic conclusion conducted by FNNs_i (i 
= 2, 3, …, G) with inputs Database_i which consists of Group_i and Hypothesis_i-1, 
the exclusive explanation provided for it can be generated through a comparatively 
complicated process as illustrated in Fig. 2. Just consider related output branch of 
trained FNNs_i, either conclusion or hypothesis. 

1. Fuzzy rule extraction method using GA is implemented on trained FNNs_i to obtain 
fuzzy rule seti.  

2. Fuzzy rule setk (k = i-1, …, 1) must be extracted from FNNs_k, with which the 
hypothesis_k part of inputs of FNNs_k+1 are associated. 

3. Combine all extracted fuzzy rules to get fuzzy rule setj (j = i+1) where IF part con-
sists of input features Group_i and THEN part contains the conclusion needed to be 
explained. For example, when i = 2 combine fuzzy rules in set1 (IF x1

1 is A and x2
1 is 

B, THEN h1
1) and set2 (IF h1

1 and x1
2 is C, THEN disease_1) and get set3 (IF x1

1 is A, 
x2

1 is B and x1
2 is C, THEN disease_1). (A, B and C can be real numbers or fuzzy 

subsets). 
4. Provide explanation with fuzzy rule setj. If NNs’ conclusion to be interpreted is 

covered by one rule of fuzzy rule setj, obviously this rule can be used to provide 
exclusive explanation to the conclusion [17]. 
 

  

Fig. 2. Function flow chart of fuzzy rule extraction via GA from HHFNNs 
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2.3 Fuzzy Rule Extraction Approach Using GA 

In a previous paper [17], the approach of extracting rules from trained NNs via GA was 
implemented on three types of NNs and had a good performance, which proved its 
independence of NNs’ architecture and training algorithm. In this paper, adapted al-
gorithm is adapted and implemented on sub-FNNs of HHFNNs. The algorithm of rule 
extraction from sub-FNNs is elaborated bellow. 

1. Convert quantitative features into sets of fuzzy membership values based on fuzzy 
logic. 
Each quantitative feature can be expressed in terms of membership values cor-
responding to its linguistic expression which might be: 1 stands for Very Low, 2 for 
Medium Low, 3 for Normal, 4 for Medium High, and 5 for Very High. According to 
the characteristics of input feature distribution, the Gaussian function is used for 
representing the distribution in value ranges of “Medium Low”, “Normal”, “Me-
dium High”, while Z function and S function denote the distribution in value ranges 
of “Very Low” and “Very High” respectively. 

2. Construct and train sub-FNNs. 
Use pre-fuzzified and specifically grouped features as input features for that 
sub-FNNs. The architecture and training algorithm of NNs are not constrained.  

3. Extract fuzzy rules via GA from trained sub-FNNs.  
As Fig. 3 shows the flow of GA, to begin with some individuals consisted of mul-
tiple genes are generated as an initialization. Then evaluate each individual based 
on fitness function. Roulette wheel selection method is applied to these individuals 
based on their fitness. And then crossover and mutation are implemented on indi-
viduals. Carry out these genetic operations until the number of generation (ng) 
reaches the maximum number (N). 
 

 

Fig. 3. The flow chart of GA 
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Each chromosome represents individual IF-THEN rule, which consists of genes 
coding premises and a single gene coding the conclusion. Fig. 4 shows the designed 
form of chromosome. The rule may have different number of premises by changing 
binary flags. The premise can be included in the body of rule only when its flag is 
set to 1. 
 

 

Fig. 4. The designed form of chromosome 

The purpose is to generate the fewest rules that classify most examples same as 
sub-FNNs do. Therefore, the accuracy of the extracted rule set must be maximized; 
the extracted rule set must have high comprehensibility. We define the following 
fitness function: 
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where the weights WAcc (Acc means accuracy), WCc (Cc means chromosome related 
comprehensibility), and WCr (Cr means rule related comprehensibility) are defined 
by the users’ empirically; TP is the number of examples covered by this extracted 
rule where conclusion predicted by the rule is same as the one generated by NNs; 
FP is the number of examples covered by this extracted rule where conclusion 
predicted by the rule is different from the one generated by NNs; C is the number of 
premises included in this extracted rule; Max_C is the possible number of maxi-
mum premises included in this extracted rule; R is the number of extracted rules; 
Max_R is the possible number of maximum rules. 

3 Test Results 

3.1 Dataset 

This proposed rule extraction method has been evaluated on dataset established by our 
team using hospital site-sampled medical records for CVDs diagnosis which includes 
patients’ physiological messages, original sphygmogram data, hemodynamic parame-
ters (HDPs) and doctor’s diagnosis results. Such constructed dataset contains 38 pa-
rameters including 6 physiological messages and 32 HDPs. Using variance analysis, 
the relevant categorization and setting priority for discrimination of CHD, HT and HL 
can be implemented on these parameters; and three groups (4 medical records in sen-
sitive, 12 in auxiliary and 22 in replenish group separately) with different confidence 
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coefficients are obtained [16]. Correspondingly, proposed HHFNNs have three 
grouped input features: XGroup_1 = [Age CO FEK PAP]T; XGroup_2 = [Weight SP 
DP PR SI CI HOV CMBV PP MSP SPR yr]T; XGroup_3 = [SV VPE EWK SWI HOI 
CMBR MDP MAP CCP BLK AC TPR VER PAWP BV y MHR MRT MST Height 
Sex PAR]T. Full names of these acronyms can be found in Table 1 in [2]. 

3.2 Test 

Inherited from previous study [16], proposed HHFNNs adapt fuzzy probability NNs for 
FNNs_1 and FNNs_2, use fuzzy learning vector quantization networks for FNNs_3. The 
HFFNNs are constructed and trained; the proposed fuzzy rule extraction via GA method 
is implemented on. Some examples of providing explanation to HHFNNs’ conclusion are 
enumerated in Table 1. Of the three groups, only contributing ones are listed. 

Table 1. Some examples of providing explanation to HHFNNs’ conclusion 

Patient’s data 
HHFNNs’ 
conclusion 

Corresponding IF-THEN rule 
for explanation 

XGroup_1 =  
[46.3505 7.9193 0.4198 

23.5258]T 
non-CHD

IF Age is Medium High, FEK 
is Normal  and  PAP is Normal  

THEN the patient belongs to 
non-CHD class 

[XGroup_1 XGroup_2] =  
[55 5.6353 0.5280 10.1949 75

120 90 71.2173 42.7907 3.0461
36.3549 370.1931 30 112.1805
1533.9460 4.7374]T 

CHD 

IF PAP is Very Low, Weight is 
Normal, SI is Very Low, CMBV 
is Normal, PP is Medium Low, 
SPR is Very High and yr is Very 
High  

THEN the patient belongs to 
CHD class 

[XGroup_1 XGroup_2 XGroup_3] =  
[77.3 6.7204 0.4466 18.0445 70 

120 70 63.6086 61.6578 3.9236 
31.3584 285.6853 40 90.3421 
866.8507 2.1500 105.6074 1.8459 
0.2837 65.4209 18.3083 1.1189 
68.5044 79.4233 47.3372 0.2182 
1.5414 954.6391 205.2107 12.6628 
6.0312 2.9136 0.0371 18.8411 
27.1877 160 1 139.5928]T 

CHD 

IF Age is Very High, HBPa is 
Medium High, SI is Medium 
Low, CI is Normal, VPE is Very 
High, EWK is Normal, HOI is 
Very High, CMBV is Medium 
Low, MAP is Normal, TPR is 
Normal, SPR is Very Low and 
PAR is Medium Low 

THEN the patient belongs to 
CHD class 

4 Conclusion 

A novel pedagogical rule extraction method is presented for extracting fuzzy IF-THEN 
rules from HHFNNs via GA.  This method is evaluated on database consisted of 
hospital site-sampled medical records for CVDs diagnosis, which is high dimension 
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and continuous. Using extracted final fuzzy rule set, the exclusive explanation to 
HHFNNs’ final diagnostic conclusion in CVDs diagnosis system is generated auto-
matically, thus solve the opaqueness of NNs in e-health system efficiently.  

Acknowledgements. This work was supported in part by the Research Committee of 
University of Macau under Grant MYRG184 (Y1-L3)-FST11-DMC, and in part by the 
Science and Technology Development Fund (FDCT) of Macau S.A.R under Grant 
018/2009/A1. 

References 

1. Calado, J.M.F., Costa, J.M.G.: A Hierarchical Fuzzy Neural Network Approach for Mul-
tiple Fault Diagnosis. In: Proc. UKACC Int. Conf. Control 1998 (Conf. Publ. No. 455), vol. 
2, pp. 1498–1503 (1998) 

2. Shi, J., Sekar, B.D., Dong, M.C., Lei, W.K.: Fuzzy Neural Networks to Detect Cardiovas-
cular Diseases Hierarchically. In: Proc. 10th IEEE Int. Conf. Comput. Inf. Technol., CIT 
2010, pp. 703–708 (2010) 

3. Fay, R., Schwenker, F., Thiel, C., Palm, G.: Hierarchical Neural Networks Utilising 
Dempster-Shafer Evidence Theory. In: Schwenker, F., Marinai, S. (eds.) ANNPR 2006. 
LNCS (LNAI), vol. 4087, pp. 198–209. Springer, Heidelberg (2006) 

4. Duch, W., Adamczak, R., Grabczewski, K.: Extraction of Logical Rules from Neural 
Networks. Neural Processing Letters 7, 211–219 (1998) 

5. Chorowski, J., Zurada, J.M.: Extracting Rules from Neural Networks as Decision Diagrams. 
IEEE Transactions on Neural Networks 22(12), 2435–2446 (2011) 

6. Gupta, A., Park, S., Lam, S.M.: Generalized Analytic Rule Extraction for Feedforward Neural 
Networks. IEEE Transactions on Knowledge and Data Engineering 11(6), 985–991 (1999) 

7. Fu, X.J., Wang, L.P.: Linguistic Rule Extraction from a Simplified RBF Neural Network. 
Computational Statistics 16(3), 361–372 (2001) 

8. Pal, S.K., Mitra, S.: Multilayer Perceptron, Fuzzy Sets, and Classification. IEEE Transac-
tions on Neural Networks 3(5), 683–697 (1992) 

9. Mitra, S.: Fuzzy MLP Based Expert System for Medical Diagnosis. Fuzzy Sets and Sys-
tems 65, 285–296 (1994) 

10. Keller, J.M., Tahani, H.: Backpropagation Neural Networks for Fuzzy Logic. Information 
Science 62, 205–221 (1992) 

11. Chung, F.L., Duan, J.C.: On Multistage Fuzzy Neural Network Modeling. IEEE Trans. on 
Fuzzy Systems 8(2), 125–142 (2000) 

12. Duan, J.C., Chung, F.L.: Cascaded Fuzzy Neural Network Model Based on Syllogistic 
Fuzzy Reasoning. IEEE Trans. on Fuzzy Systems 9(2), 293–306 (2001) 

13. Ishibuchi, H., Nii, M.: Generating Fuzzy If-Then Rules from Trained Neural Networks: 
Linguistic Analysis of Neural Network. In: Proc. IEEE International Conference on Neural 
Networks, pp. 1133–1138 (1996) 

14. Huang, S.H., Xing, H.: Extract Intelligible and Concise Fuzzy Rules from Neural Networks. 
Fuzzy Sets and Systems 132, 233–243 (2002) 

15. Goldberg, D.E.: Genetic Algorithms in Search, Optimization and Machine Learning. Ad-
dison Wesley, Reading (1989) 

16. Sekar, B.D., Dong, M.C., Shi, J., Hu, X.Y.: Fused Hierarchical Neural Networks for Car-
diovascular Disease Diagnosis. IEEE Sensors Journal 12(3), 644–650 (2012) 

17. Cui, Y.L., Dong, M.C.: Treat Opaqueness of Neural Networks System in Diagnosing Car-
diovascular Disease via Rule Extraction. In: Recent Advances in Applied Computer Science 
& Digital Services, pp. 21–26. WSEAS Press, Japan (2013) 

 



kDMI: A Novel Method for Missing Values
Imputation Using Two Levels of Horizontal Partitioning

in a Data set

Md. Geaur Rahman and Md Zahidul Islam

Center for Research in Complex Systems, School of Computing and Mathematics
Charles Sturt University, Bathurst, NSW 2795, Australia

{grahman,zislam}@csu.edu.au

Abstract. Imputation of missing values is an important data mining task for
improving the quality of data mining results. The imputation based on similar
records is generally more accurate than the imputation based on all records of a
data set. Therefore, in this paper we present a novel algorithm called kDMI that
employs two levels of horizontal partitioning (based on a decision tree and k-NN
algorithm) of a data set, in order to find the records that are very similar to the
one with missing value/s. Additionally, it uses a novel approach to automatically
find the value of k for each record. We evaluate the performance of kDMI over
three high quality existing methods on two real data sets in terms of four evalu-
ation criteria. Our initial experimental results, including 95% confidence interval
analysis and statistical t-test analysis, indicate the superiority of kDMI over the
existing methods.

Keywords: Data pre-processing, data cleansing, missing value imputation, EM
algorithm, Decision Trees.

1 Introduction

Data sets often have missing/corrupt values in them due to various reasons including
equipment malfunctioning, human errors, and faulty data transmission [5, 12]. If an or-
ganization does not take extreme care during data collection then approximately 5% or
more missing/corrupt data may be introduced in the data sets [10, 14, 18]. The appli-
cation of various data mining alorithms, such as the classification and clustering algo-
rithms, on the data sets having missing/corrupt values is likely to produce inaccurate
results which may make the data sets less useful for the data miners [7]. Therefore,
the imputation of missing values is an important task for effective data mining. For
imputing missing values a number of methods have been proposed [1, 4, 12, 15, 19].

We consider a data set DF as a two dimensional table with N records (or rows)
and M attributes (or columns). The attributes of DF can be of two types namely
numerical (e.g. “9”, and “9.5”) and categorical (e.g. “Australia”, and “China”). Let
R = {R1, R2, . . . , RN} be the records of DF and A = {A1, A2, . . . , AM} be the
attributes of DF . Also let rij be the value of the jth attribute of the ith record. By
rij =? we mean the value of rij is missing.

H. Motoda et al. (Eds.): ADMA 2013, Part II, LNAI 8347, pp. 250–263, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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For imputing the missing value/s of Ri, the existing methods generally use the simi-
larities of Ri with the other records of DF , and the correlations of the attributes of DF .
Based on the nature of imputation, the methods can be classified into two broad groups,
namely the global imputation and the local imputation [4].

Global imputation includes the methods that use global correlation structure of the
whole data set for imputing the missing values of a data set. Some existing methods such
as the Expectation Maximization based Imputation (EMI) [8,15] fall in this group. EMI
uses the correlations between the attributes having missing values and the attributes
having available values, based on the whole data set, for imputing numerical missing
values [15]. However, the methods that fall in this group are suitable only for the data
sets that have strong correlations of the attributes within the whole data sets [17].

Instead of using a whole data set, the methods that belong to the local imputa-
tion group use only the similar records of Ri for imputing the missing value/s in Ri.
The methods such as k Nearest Neighbor based Imputation (kNNI) [2], Local Least
Squares Imputation (LLSI) [9], Iterative LLSI (ILLSI) [3], Bi-cluster based Iterative
LLSI(IBLLS) [4] and Decision tree based Imputation (DMI) [12] fall in this group. For
example, kNNI [2] first finds a user-defined k-NN records of Ri by using the Euclidean
distance measure. For imputing a numerical missing value rij ∈ Ri, the method uti-
lizes the mean value of the jth attribute within the k most similar records Ri. If the jth
attribute is categorical then the method utilizes the most frequent value of the attribute
within the k most similar records. kNNI is a simple method that performs better on the
data sets having strong local correlation structure. However, the method can be found
expensive for a large data set since for each record Ri having missing value/s it finds
k-NN records of Ri by searching the whole data set. Moreover, the identification of a
suitable value for k can be a challenging task.

Another local imputation based method called DMI [12] first divides a data set into a
number of mutually exclusive horizontal segments obtained by the leaves of a decision
tree (DT) obtained from the data set. The records belonging to each leaf (i.e. horizontal
segment) are expected to be similar to each other. The correlations among the attributes
for the records within a leaf are generally higher than the correlations of the attributes
of the whole data set. Therefore, DMI applies an EMI algorithm on the records within
a leaf instead of all records of the whole data set.

Fig. 1 presents a decision tree obtained from the CMC data set, which is available
from the UCI machine learning repository [6]. A decision tree considers an attribute
as the class attribute, which it aims to classify through the extracted patterns or logic
rules. In the figure the ovals represent the nodes and the rectangles represent the leaves.
The path from the root node to a leaf represents a logic rule. Each leaf contains a set
of records (i.e. a horizontal segment of the data set) that follow the logic rule of the
leaf. Some leaves have all records with the same class value. These leaves are called the
homogeneous leaves. However, some other leaves contain records with different class
values, and they are called the heterogeneous leaves. The records having different class
values are likely to be dissimilar to each other. The dissimilarity of two records cause
them to have different class values. For example, if two patients have different diseases
(i.e. class values) such as “Liver Cancer” and “Hey Fever” then it is very likely that
their health data are also very different. The existence of heterogeneous leaves within a
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DT therefore indicates the grouping of dissimilar records together in a leaf. This may
cause an imputation accuracy drop for DMI since the main idea of DMI is to apply EMI
within the groups of similar records.

We argue that the performance of DMI can be improved if it applies EMI on the
similar records of a leaf instead of all records of the leaf. For example, there are 369
records in Leaf 4 of the tree presented in Figure 1. Out of the 369 records 90 have class
value “N”, 126 have “L” and 153 have “S”. The existence of different class values for
the records indicate some dissimilarity among them. The records having the same class
value are perhaps more similar to each other than the records with different class values.

Therefore, we propose to find similar records within a leaf and then apply EMI on
them. If Ri has a missing value then we first identify the leaf where Ri falls in, and
then find the k number of records (within the leaf) that are similar to Ri. Finally, EMI
can be applied on the k records to impute the missing value in Ri. We argue that the
records within a leaf are generally similar to each other. Moreover, we extract a group
of records that are even more similar to Ri by finding the k most similar records of Ri

within the leaf where Ri falls in. Therefore, applying EMI within this similar group of
records should produce better imputation accuracy.

We propose a novel technique called kDMI which considers two levels of partitions.
In the first level, kDMI divides a data set into a number of mutually exclusive horizontal
segments that are obtained by the leaves of a decision tree built on the data set. In the
second level, it finds the k number of records that are the most similar to Ri, among
all records of the leaf where Ri falls in. Additionally, kDMI automatically identifies
the best value for k by using our novel algorithm (see Algorithm 1). The method finally
imputes the missing values of Ri through applying the EMI algorithm on the best k-NN
records.

In this paper we have the following novel contributions: 1) The consideration of two
levels of horizontal partitioning in order to improve the imputation accuracy, 2) A novel
algorithm to automatically find the best k-NN records, of a record Ri, within a leaf,
3) A set of experimentations indicating a higher imputation accuracy by the proposed
technique than the existing methods, and 4) The execution time complexity analysis
pointing a lower time complexity for kDMI than the other existing local imputation
methods. The existing methods, such as IBLLS [4], ILLSI [3] find k-NN records by
searching a whole data set whereas kDMI finds k-NN records by searching a leaf re-
sulting in a better time complexity for kDMI.

Based on four evaluation criteria namely co-efficient of determination (R2), index
of agreement (d2), root mean squared error (RMSE) and mean absolute error (MAE)
we evaluate the performance of kDMI over the performances of three high quality ex-
isting methods namely DMI, EMI, and IBLLS on two real data sets namely CMC and
Autompg. In the experiment we use 32 missing combinations for simulating missing
values. The initial experimental results, including 95% confidence interval analysis and
statistical t-test analysis, indicate a clear superiority of kDMI over the existing methods.

The organization of the paper is as follows. Our novel method kDMI is presented
in Section 2. Section 3 presents experimental results and discussions, and Section 4
provides the concluding remarks.



kDMI : A Novel Method for Missing Values Imputation 253

2 A Novel Imputation Method–kDMI

We first discuss the basic concepts of the proposed technique called kDMI before
introducing the algorithm in details.

2.1 Basic Concept

The EMI algorithm generally performs better on a data set having higher correlations
for the attributes of the data set. The attribute correlations for the records within a leaf
are generally higher than the attribute correlations of the whole data set [12]. Therefore,
DMI [12] first builds DTs from a data set by using a decision tree (DT) algorithm such
as C4.5 [11] and then horizontally divides the data set by the leaves where the records
belonging to a leaf are considered as a horizontal partition. The records in each parti-
tion/leaf are expected to be similar to each other. DMI then applies an EMI algorithm
in each leaf for imputing missing values within the leaf.

The existence of different class values in a heterogeneous leaf, indicates low simi-
larities between the records. The low similarity among the records can drop the quality
of the DMI imputation. However, even in a heterogeneous leaf the records that have the
same class value are supposed to be similar to each other. We now explain the concepts
using a real data set called CMC which is publicly available in the UCI machine learn-
ing repository [6]. We build a decision tree (DT) from the CMC data set by using the
C4.5 algorithm [11] as shown in Fig. 1. Note that the natural class attribute of CMC is
“Contraceptive Method Used” which has three class values namely “N”, “L”, and “S”.

Due to the heterogeneity in a leaf such as Leaf 4, the average similarities among the
90 records that share the same class value “N” is expected to be higher than the average
similarities of all 369 records within the leaf. This is also reflected in our empirical
test on the CMC data set (Fig. 2). We first calculate SD, which is the average of the
similarities of all records with all other records in the whole data set. This is presented
in the first column of Fig. 2. We then calculate Sl, which is the average of the similarities
of all records within a leaf Ll with all other records within the same leaf. The average of
all such similarities for all leaves (SL) is presented in the 2nd column of Fig. 2. Clearly
SL is greater than SD . We then calculate SL,N , which is the average of the similarities
for all records having the class value N within the leaves. This is presented in the 3rd
column. Similarly, SL,L and SL,S are also calculated. SL,L and SL,S are the averages
of the similarities for all records having the class value L and S, respectively. It is clear
from the figure that the similarities among the records having the same class values
within the leaves are higher than the similarities among the records within the leaves.

Therefore, we argue that the performance of DMI can be improved by applying EMI
on only the records that are similar to the record Ri within the same leaf where Ri falls
in, instead of applying EMI on all records of the leaf. Therefore we propose a method
called kDMI which imputes missing values by partitioning the data set horizontally in
two levels; the First Level partitioning and the Second Level partitioning.

2.2 The First Level Partitioning

In this step, we divide a data set DF into two sub data sets namely DC and DI where
DC contains records without missing values and DI contains records with missing



254 M.G. Rahman and M.Z. Islam

Fig. 1. A decision tree (DT) built from CMC data set Fig. 2. Similarity analysis on
CMC data set

values. For each attribute Aj ∈ A having missing values (in DI ), we build a decision
tree (DT) Tj through applying a decision tree algorithm such as C4.5 [11] on DC

by considering the attribute Aj as the class attribute. If Aj is numerical then we first
generalize values of Aj in DC into NC categories where NC is the square root of the
difference between the maximum and minimum values of Aj . Note that for each Tj we
have a set of logic rules Sj = {Sj1, Sj2, . . . , Sjp}. For each logic rule Sjl of Tj , we
generate a horizontal partition (i.e. a leaf) Ljl taking the records, from DF , that satisfy
the logic rule Sjl. If a logic rule states that if(X = x1)and(Y = y1) → (Z = z1) then
any record having X = x1 and Y = y1 is considered to satisfy the rule. Thus, we get
mutually exclusive horizontal partitions of the data set where in each partition we have
a set of records for the corresponding logic rule Sjl.

2.3 The Second Level Partitioning

For a missing value rij ∈ Ri, of a record Ri of DI , we first identify the leaf Ljl, using
Tj , where the record Ri belongs to. If Ri falls in multiple leaves (due to the missing
value being tested for the leaves) then we use any of them. From the set of records
belonging to Ljl we next find the best kNN records that are the most similar to Ri,
by using our novel algorithm BestKNN (see Algorithm 1). Our BestKNN algorithm
automatically finds a suitable value of k for the k-NN as follows.

The BestKNN algorithm takes as input the record Ri having missing values and the
leaf Ljl where Ri falls in. The leaf Ljl has n number of records. In order to automati-
cally find the best value for k, the algorithm first artificially creates a missing value (the
actual value of which is available) in riz ∈ Ri; z �= j. The algorithm then uses different
k values (ranging from 2 to n) to impute riz . Finally, it takes the k value for which we
get the best imputation accuracy. We next explain the process of finding the k value in
more details as follows.

For each k value (ranging from 2 to n) the algorithm finds the set of kNN records
(dk) of Ri from Ljl by using the kNNI algorithm [2]. The algorithm then imputes the
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missing value of riz by applying the EMI algorithm [15] on the k-NN records. Based
on the imputed value and the actual value AV (which is known to us) the algorithm
calculates the RMSEk [8]. Note that RMSEk values are calculated for all sets of
k-NN records for the same riz . The best value for k is chosen from the set of kNN
records dk that produces the minimum RMSEk value. This horizontal segment of the
best k −NN records of a record Ri is considered as the second level partition.

Algorithm 1. BestKNN()
Input : A record Ri having missing value/s and a leaf Ljl having n records
Output : Best kNN records dk of Ri from Ljl

z = FindIndexOfAvailableV alue(Ri); /* Find an index z of a numerical attribute for which the value
of riz is available*/
AV = riz ; /*Preserve the value riz ∈ Ri into a variable actual value (AV)*/
riz =?; /*Artificially create missing values into riz*/
for k = 2 to n do

dk ← FindKNNrecords(Ri, Ljl, k);/* Find the kNN records of Ri from Ljl by using the kNNI
algorithm [2]*/
riz ← EMI(Ri, dk);/* Impute riz by using the EMI algorithm [15] on the kNN records dk*/
RMSEk ← CalculateRMSE(AV, riz); /*Calculate RMSE [8] between the actual value AV and
the imputed value riz*/

end
Find a set of kNN records dk as the best kNN records, for which the value of RMSEk is the minimum;

Return the best kNN records dk;

2.4 Imputation

Once the best kNN records ofRi from the leaf Ljl are found, we impute the real missing
value rij ∈ Ri as follows. If rij is numerical then we impute rij by applying the EMI
algorithm [15] on the best set of k-NN records. On the other hand, if rij is categorical
we use the most frequent value of Aj from the best k-NN records as the imputed value.

By applying the similar approach, discussed in Section 2.3 and Section 2.4, we im-
pute other missing value/s (if any) of Ri. Similarly we impute all other records having
missing values in DI .

Since kDMI finds the best kNN records from a leaf, we expect a lower computational
complexity for kDMI than the existing k-NN methods such as IBLLS [4], ILLSI [3]
where the existing methods find a suitable value for k by searching the whole data set.
This is also reflected in the computational complexity analysis in the next section (see
Table 3).

3 Experimental Results and Discussion

We implement our novel method kDMI and three high quality existing methods namely
DMI [12], EMI [15], and IBLLS [4] for imputing missing values. We compare the per-
formance of kDMI over the existing methods on two real data sets namely Autompg
and Contraceptive Method Choice (CMC) that are publicly available in the UCI ma-
chine learning repository [6].
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The Autompg data set has 398 records with a mixture of 5 numerical and 3 categor-
ical attributes. The data set contains 6 records with natural missing values. For experi-
mentation, we remove the records having missing values and thereby create a data set
having 392 records without any missing values. Besides, the CMC data set has 1473
records with a mixture of 2 numerical and 8 categorical attributes. There are no records
with natural missing values. Therefore, for CMC data set we use all 1473 records in the
experiment.

We now artificially create missing values in the data sets by using four missing pat-
terns namely Simple, Medium, Complex and Blended, four missing ratios: 1%, 3%, 5%,
and 10%, and two missing models namely Overall and Uniformly Distributed (UD).
The detailed description about the simulation of missing values is available in the liter-
ature [8, 12, 13].

Note that we have altogether 32 missing combinations (i.e. 4 missing ratios × 4
missing patterns × 2 missing models) for each data set. For each missing combination
we create 10 data sets. Therefore, we create 320 (i.e. 32 missing combinations × 10
data sets for each combination) data sets for each data set.

We then impute the data sets by kDMI, DMI, EMI and IBLLS. For evaluating the
performance of the methods we use four well known performance indicators namely
co-efficient of determination (R2), index of agreement (d2), root mean squared error
(RMSE) and mean absolute error (MAE). The detailed description about the evalua-
tion criteria is available in the literature [8, 12, 16].

We now present the performance of kDMI, DMI, EMI and IBLLS on the Autompg
and CMC data sets in terms of RMSE and MAE in Table 1, where the bold values
indicate that best results among the methods. In the table, we present the average values
of evaluation criteria on 10 data sets for each missing combination. For Autompg data
set, kDMI performs the best in 32 (out of 32) combinations in terms of bothRMSE and
MAE. Moreover, for R2 and d2 (not shown in the table), kDMI performs the best in 30,
and 28 combinations, respectively. DMI generally performs the second best. Similarly,
for the CMC data set, kDMI performs the best in 28, 29, 27 and 31 combinations in
terms of RMSE, MAE, R2, and d2, respectively. Like the Autompg data set, DMI
performs the second best in the CMC data set.

We present the 95% confidence interval analysis on Autompg and CMC data sets for
all 32 missing combinations in Fig. 3. Due to the space limitation we present the confi-
dence interval analysis only for d2. In Fig. 3 X-axis represents the missing combination
IDs and Y-axis represents the d2 values.

It is clear from the figure that kDMI has the better average values (and no overlap of
confidence intervals) than DMI, EMI and IBLLS for most of the missing combinations
except 6 combinations (marked by the circles) in the Autompg data set (Fig. 3(a)) and
2 combinations in the CMC data set (Fig. 3(b)). It is also clear from the figures that for
the complex and blended missing patterns IBLLS in general performs poorly, whereas
kDMI handles those missing patterns well. Even for high missing ratios kDMI performs
almost equally well.

In Fig. 4, we present the aggregated performances based on R2 for all methods in
terms of missing ratios, missing models, and missing patterns on the Autompg (Fig. 4(a))
and CMC (Fig. 4(b)) data sets. The figures show that for all cases kDMI outperforms
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Table 1. Performance of kDMI, DMI, EMI, and IBLLS on Autompg and CMC data sets in terms
of RMSE and MAE

Missing combination Id

Autompg data set CMC data set

RMSE MAE RMSE MAE

kDMI DMI EMI IBLLS kDMI DMI EMI IBLLS kDMI DMI EMI IBLLS kDMI DMI EMI IBLLS

1%

Overall

Simple 1 0.070 0.078 0.090 0.087 0.052 0.059 0.069 0.068 0.155 0.160 0.168 0.187 0.118 0.119 0.128 0.136

Medium 2 0.065 0.076 0.088 0.092 0.053 0.067 0.069 0.074 0.160 0.169 0.170 0.275 0.118 0.131 0.133 0.201

Complex 3 0.101 0.101 0.104 0.137 0.074 0.075 0.079 0.101 0.179 0.187 0.188 0.349 0.139 0.142 0.145 0.271

Blended 4 0.088 0.099 0.103 0.138 0.067 0.069 0.074 0.096 0.174 0.180 0.180 0.294 0.137 0.137 0.141 0.218

UD

Simple 5 0.071 0.071 0.084 0.096 0.053 0.054 0.063 0.076 0.146 0.157 0.165 0.173 0.111 0.119 0.128 0.135

Medium 6 0.089 0.090 0.119 0.133 0.065 0.067 0.093 0.100 0.169 0.177 0.184 0.285 0.137 0.140 0.143 0.214

Complex 7 0.093 0.104 0.109 0.146 0.074 0.080 0.087 0.112 0.166 0.169 0.172 0.328 0.137 0.136 0.138 0.257

Blended 8 0.078 0.084 0.091 0.113 0.057 0.062 0.068 0.091 0.169 0.178 0.183 0.284 0.137 0.142 0.147 0.214

3%

Overall

Simple 9 0.082 0.084 0.087 0.095 0.059 0.061 0.067 0.070 0.164 0.160 0.166 0.195 0.119 0.120 0.126 0.150

Medium 10 0.078 0.091 0.094 0.106 0.059 0.066 0.071 0.072 0.172 0.174 0.177 0.268 0.132 0.133 0.137 0.198

Complex 11 0.112 0.115 0.127 0.150 0.085 0.087 0.099 0.103 0.200 0.203 0.205 0.355 0.153 0.158 0.160 0.271

Blended 12 0.091 0.095 0.097 0.107 0.067 0.070 0.073 0.072 0.177 0.180 0.186 0.290 0.138 0.138 0.142 0.214

UD

Simple 13 0.083 0.088 0.097 0.098 0.060 0.063 0.072 0.070 0.166 0.166 0.170 0.203 0.122 0.126 0.131 0.159

Medium 14 0.087 0.092 0.107 0.105 0.063 0.068 0.084 0.078 0.180 0.184 0.189 0.290 0.135 0.140 0.146 0.218

Complex 15 0.110 0.128 0.130 0.166 0.095 0.099 0.101 0.113 0.191 0.184 0.185 0.352 0.154 0.147 0.148 0.270

Blended 16 0.093 0.094 0.101 0.107 0.069 0.069 0.075 0.077 0.174 0.174 0.175 0.280 0.132 0.133 0.135 0.208

5%

Overall

Simple 17 0.083 0.084 0.096 0.090 0.057 0.061 0.072 0.065 0.159 0.161 0.166 0.190 0.117 0.123 0.128 0.145

Medium 18 0.097 0.097 0.101 0.111 0.068 0.070 0.075 0.075 0.179 0.178 0.181 0.286 0.130 0.136 0.139 0.210

Complex 19 0.107 0.129 0.130 0.141 0.075 0.099 0.100 0.103 0.194 0.198 0.199 0.357 0.154 0.155 0.155 0.270

Blended 20 0.086 0.089 0.096 0.109 0.061 0.065 0.072 0.074 0.173 0.181 0.186 0.290 0.135 0.137 0.142 0.214

UD

Simple 21 0.083 0.085 0.089 0.091 0.059 0.061 0.067 0.065 0.168 0.171 0.173 0.207 0.124 0.129 0.132 0.157

Medium 22 0.095 0.095 0.101 0.107 0.071 0.071 0.077 0.080 0.171 0.173 0.178 0.271 0.132 0.133 0.138 0.200

Complex 23 0.113 0.120 0.122 0.143 0.091 0.094 0.097 0.101 0.180 0.186 0.187 0.351 0.142 0.145 0.146 0.268

Blended 24 0.097 0.102 0.105 0.123 0.071 0.075 0.079 0.085 0.178 0.180 0.183 0.280 0.136 0.137 0.140 0.206

10%

Overall

Simple 25 0.083 0.085 0.096 0.098 0.057 0.060 0.072 0.069 0.166 0.169 0.172 0.199 0.125 0.127 0.129 0.151

Medium 26 0.093 0.097 0.102 0.111 0.070 0.072 0.077 0.076 0.170 0.179 0.182 0.279 0.133 0.138 0.140 0.206

Complex 27 0.112 0.123 0.128 0.154 0.090 0.093 0.098 0.116 0.182 0.190 0.191 0.356 0.145 0.147 0.148 0.269

Blended 28 0.095 0.108 0.113 0.123 0.080 0.081 0.087 0.084 0.177 0.180 0.182 0.282 0.135 0.137 0.139 0.206

UD

Simple 29 0.084 0.086 0.093 0.095 0.060 0.063 0.070 0.068 0.168 0.170 0.174 0.198 0.127 0.129 0.132 0.151

Medium 30 0.095 0.099 0.104 0.121 0.071 0.074 0.079 0.084 0.178 0.181 0.185 0.275 0.135 0.138 0.140 0.201

Complex 31 0.112 0.123 0.125 0.161 0.092 0.096 0.099 0.112 0.193 0.189 0.190 0.341 0.152 0.149 0.150 0.260

Blended 32 0.094 0.101 0.106 0.133 0.072 0.075 0.080 0.098 0.176 0.179 0.180 0.279 0.131 0.139 0.140 0.203

Score (Out of 32) 32 0 0 0 32 0 0 0 28 4 0 0 29 3 0 0

other methods in terms of R2. Note that kDMI also outperforms other methods in terms
of d2, RMSE, and MAE (not presented here) for both data sets.

We also present the overall performances (i.e. the average accuracy calculated from
the 320 data sets) based on R2, d2, RMSE, and MAE for the Autompg and the CMC
data set in Table 2. For the data sets the overall imputation accuracy of kDMI is higher
than the overall imputation accuracy of other methods. For the Autompg data set the
overall imputation accuracy of kDMI in terms of R2, d2, RMSE, and MAE, are
0.834, 0.949,0.091, and 0.068, respectively. These results are better than the results of
DMI, EMI and IBLLS. Similarly we get better imputation accuracy for kDMI on CMC
in terms of R2, d2, RMSE, and MAE.

In Fig. 5, we present the percentage of the combinations (out of the total 64 combi-
nations for the two data sets) where the methods perform the best. For example, kDMI
performs the best in 95.31% combinations in terms of MAE (Figure 5(d)).

We also present a statistical significance analysis using t-test for all 32 missing com-
binations of all data sets in Fig. 6. The figure shows that kDMI performs significantly
better than other methods at p = 0.05 in terms of all evaluation criteria for the Autompg
and CMC data sets. The t-values are higher than the t(ref) values for most of the cases
except those marked by the arrows.
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(a) Confidence interval on Autompg data set

(b) Confidence interval on CMC data set

Fig. 3. 95% confidence interval analysis on Autompg and CMC data sets based on d2

Among the four methods, only kDMI and DMI can impute both numerical and cat-
egorical missing values. Therefore, we now compare the performance kDMI with only
DMI in terms of categorical imputation. Fig. 7 shows that kDMI performs better than
DMI in terms of RMSE and MAE for both Autompg and CMC data sets.
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(a) R2 on Autompg data set

(b) R2 on CMC data set

Fig. 4. Aggregated performance on Autompg and CMC data sets

Table 2. Overall average performance on Autompg and CMC data sets

Evaluation Autompg CMC

Criteria kDMI DMI EMI IBLLS kDMI DMI EMI IBLLS

R2 0.834 0.818 0.797 0.744 0.527 0.514 0.498 0.269

d2 0.949 0.942 0.932 0.909 0.834 0.811 0.799 0.699

RMSE 0.091 0.097 0.104 0.118 0.174 0.177 0.180 0.277

MAE 0.068 0.073 0.080 0.085 0.133 0.136 0.140 0.208
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(a) R2 (b) d2

(c) RMSE (d) MAE

Fig. 5. Percentage of combinations for all data sets, where a method achieves the best result

Fig. 6. t-test analysis on two data sets
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Table 3 presents the average execution time (in milliseconds) for 320 data sets for
the Autompg and CMC data sets. The experiments are carried out by using two dif-
ferent machines where Machine 1 is configured with 4 × 8 core Intel E7-8837 Xeon
processors and 256 GB RAM, whereas Machine 2 is configured with Intel Core i5 pro-
cessor having speed 2.67 GHz and 4 GB RAM. However, the experiments on a data set
are done by using the same machine for all methods. Here, kDMI takes less time than
IBLLS on both data sets, whereas it takes more time than EMI and DMI to pay the price
of a significantly better quality of imputation.

Fig. 7. Categorical imputation

Table 3. Average execution time (in milliseconds) of different methods on the two data sets

Data set kDMI DMI EMI IBLLS Machine used

CMC 89,938 40,195 469 233,994 Machine 2
Autompg 6,826 2,215 18 8,861 Machine 1

4 Conclusion

For imputing the missing values of a data set we propose a novel method called kDMI
which explores the best k nearest neighbor (k-NN) records of a record Ri having miss-
ing value/s. The kDMI technique uses two levels of horizontal partitioning in a data
set. In the first level it divides a data set into a number of horizontal partitions that are
obtained by the leaves of a decision tree. The records belonging to a leaf are generally
similar to each other. However, a decision tree built from a real data set generally has
heterogeneous leaves where a heterogeneous leaf contains the records with different
class values (see Leaf 4 of Fig. 1). Records with different class values are likely to be
different. Moreover, the average similarities of all records belonging to each class value
within the leaves are higher than the similarities of all records of the whole data set.
The former similarity is also higher than the similarity among all records belonging to
each leaf (see Fig. 2).

Therefore, in order to achieving a higher imputation accuracy, we again partition a
leaf horizontally (i.e. the second level partitioning) in a way so that the records belong-
ing to the partition are the best k-NN records of a record Ri having the missing value/s.
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A suitable value for k is determined automatically by our novel algorithm (see Algo-
rithm 1). kDMI finally imputes the missing values by applying an EMI algorithm on
the best kNN records.

The effectiveness of using the two levels of horizontal partitioning is also reflected
in our initial experimental results. The experiments are carried out on two real data
sets in order to compare the performance of kDMI with three high quality existing
methods namely DMI, EMI, and IBLLS in terms of four evaluation criteria namely
R2, d2, RMSE, and MAE. The kDMI technique outperforms other methods for all
32 missing combinations in terms of RMSE, and MAE on the Autompg data set
(Table 1). According to the t-test in Fig. 6, kDMI performs significantly better than
other methods at p = 0.05. Table 3 shows that kDMI requires less computational time
than IBLLS since kDMI searches a leaf, instead of the whole data set, in order to find the
best kNN records. Our future research plans include the extensive experiments of kDMI
on more data sets, and further improvement of kDMI for reducing the time complexity.
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Abstract. Session identification has attracted a lot of attention as it can
play an important role in discovering useful patterns. A traffic session is
a sequence of camera locations orderly passed by a vehicle to achieve a
certain task. Based on the observations that both navigation regularity
and temporal factor are crucial in determining the session boundaries, we
propose an improved statistical language model which takes both factors
into consideration in this paper. Extensive experiments are conducted
on a real traffic dataset to testify the effectiveness of our proposal, and
the result demonstrates its effectiveness compared to other alternative
methods including the timeout method and the classic language model.

Keywords: session identification, timeout method, statistical language
model.

1 Introduction

In recent years, the introduction of the high-definition camera technology makes
capturing the vehicle information in real time possible. With the help of cameras
installed on the main road, we can monitor and track the movement of vehicles.
The information recorded by cameras may include licence plate numbers, time-
stamps, camera locations, etc. Figure 1 demonstrates an example of monitoring
vehicles using such cameras. Obviously there may exist more than one cameras
in one location, each of which is responsible for monitoring vehicle comes from
one lane. In this way, once a vehicle passes a camera location, its movement can
be observed, and such traffic data are later transmitted to the back-end data
processing center continuously. By making the fullest use of these data, we can
provide personalized Location Based Service. For example, [1] uses collabora-
tive filtering to make targeted recommendations for users on locations where
they might be interested to go and activities that they are likely to conduct. In
addition, such information can benefit the Intelligent Transportation Systems
constructed on traffic data by providing route-specific traffic information [2] and
better advice to drivers [3], and even assist in making route predictions based
on the traffic data and the given location[4].

H. Motoda et al. (Eds.): ADMA 2013, Part II, LNAI 8347, pp. 264–275, 2013.
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Fig. 1. The cameras for capturing vehicle information

The problem we studied in this paper is session identification in traffic data.
A traffic session is a sequence of camera locations orderly passed by a vehicle to
achieve a certain task. For example, during the journey from home to a super-
market, a vehicle passes three camera locations. We thus can consider the three
locations formulate a session to achieve the task of shopping. Given a sequence
of camera locations with time-stamps of a vehicle in one day, our objective is
to identify which locations belong to one session, and further discover useful
patterns and relations from rich data resource.

Although traffic session identification has broad application prospects, re-
search in this field is rather limited. Compared to Web session identification
and GPS route prediction which may share some similar characteristics to our
work, traffic session identification has the following unique properties. First, the
camera locations that a vehicle may pass is restricted, while a user can visit
unlimited amount of web pages including both static and dynamic spots to get
what he needs in web environment. Second, the sequences of camera locations
that a vehicle passes at different times of the day might be similar or even the
same, yet the users’ browsing patterns have no such features. Third, due to the
diversity of routes, the regularity of camera location sequences is local rather
than global; therefore, a user’s frequent sequences is not always frequent for the
whole dataset. On the other hand, different from the portable GPS devices, the
camera used to capture vehicle information is stationary. Besides, the sampling
frequency of the camera is determined by the number of vehicles pass the camera
location, while the GPS device’s frequency is set by the user. Therefore, exist-
ing solutions to Web session identification and GPS route predictions cannot be
applied directly to our problem.

In this paper, we propose an improved statistical language model for traf-
fic session identification. This method combines the traditional language model
with time influence factor, which not only considers the regularity of location
sequences but also the time difference between neighbour locations. In addition,
we compare our approach with alternative methods which only consider one
influence factor to verify the effectiveness of the proposed method.

To the best of our knowledge, this is the first attempt to identify session in
traffic applications. Our main contributions can be summarized as follows.
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– We propose a novel traffic session identification problem using the data col-
lected by cameras.

– We explain the principle of the traditional statistical language model and
propose our time decay function.

– We combine the traditional language model with our time decay function to
investigate the mutual effect of time factor and sequence regularity on traffic
session identification.

– Extensive experiments are performed to verify the effectiveness of our pro-
posed method.

The remainder of this paper is organized as follows. Section 2 gives an overview
of the related work. Section 3 introduces the datasets and the data preprocess-
ing method. In section 4, a complete picture of the improved statistical language
model is presented. Section 5 demonstrates the experimental results and discus-
sion. The conclusion as well as future work is reported in section 6.

2 Related Work

There are several groups of research related to our work, namely, Web session
identification, database session identification, and route prediction. Because Web
session identification methods can also be applied to database session identifica-
tion, so we just take Web session identification as an example. In this section,
we present some main directions and major contributions of these works.

2.1 Web Session Identification

In web applications, a session is identified as a group of requests made by a
user for a single navigation purpose [5]. The most commonly used method for
Web session identification is called timeout, which identifies a session boundary
between two requests when the time interval between the two requests is more
than a predefined threshold. Catledge and Pitkow’s work [6] claim that the mean
time between each user interface event is 9.3 minutes. It assumes that most
statistically significant events occurred within 1-1/2 standard deviations from
the mean, so all events that occurred over 25.5 minutes apart are delineated as a
new session. Instead of trying to find one particular session interval that would
identify most session shifts, [7] calculates the probability of a particular time
interval between two consecutive search activities containing a session shift. The
optimal time intervals that can produce the lowest number of errors fall into
the range of 8.6-15 mins in their tests. However, the task of determining the
best threshold is still challenging as the value can be data dependent. In [5] and
[8], Huang, Peng and An use statistical language model to solve the problem of
session identification in Web log files. They consider each visited object as a basic
unit, e.g., a word or character in natural language; therefore, the probability of
object sequence can be estimated by the language model. Their experiments
demonstrate that their approach is more effective than the timeout and other
alternatives.
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Similar to these works, our objective in this paper is to identify sequential
camera locations that are related to a common task. However, due to the unique
characteristics of traffic data as mentioned above, their methods cannot be ap-
plied directly to our work.

2.2 Route Prediction

Route prediction could be useful for giving the driver warnings about upcoming
road situations, delivering anticipatory information and allowing the vehicle to
automatically adapt to expected operating conditions [9]. In addition, it can
be useful for providing better Location-Based Services, and improving social
network and knowledge dissemination [4]. In [4], route patterns extracted from
personal trajectory data with Continuous Route Pattern Mining (CRPM) are
used to construct pattern tree for prediction. These patterns represent the trips
that users frequently take, and each of them may contain more than one task-
oriented sessions for each person.

Our work in this paper attempts to identify a sequence of camera locations
passed by a vehicle to achieve a certain task. In a sense, a session is similar to
the route pattern, which can reflect users’ driving patterns at a finer granularity.
Therefore, session identification in traffic data can be served as the basis for
route prediction.

3 Observations

In this section, we will introduce our traffic dataset and test dataset, and give
the formal definition of the traffic session identification problem.

The dataset we use is generated by traffic data center in a period of one month
in Jinan, China. It contains 9939496 data records of 34947 vehicles collected
from 164 camera locations. As a vehicle passes a camera location, the following
information will typically be recorded and sent to the traffic data center: license
plate number; camera location number which represents a specific crossing
installed cameras; the time-stamp of the vehicle passes the camera location.
The license plate number is similar to the IP address in Web log files, which may
associates with several users. For the sake of simplicity, we assume that one plate
number corresponds to one user in this paper. Therefore, users’ traffic record can
be represented as a set of vehicle-location-time triplets < v, l, t >, each of
which states the vehicle v passed the camera location l at time t. Given the
vehicles’ records gained from the data center, first we need to transform records
into trajectories, each of which is the set of camera locations with time-stamp
passed by a vehicle in one day. The trajectory records can also be expressed as
the form of vehicle-date-sequence triples < v, d, s >, which represents the
vehicle v passes the camera location sequence s at date d.

Figure 2(a) shows an example of a user’s records in two days. Figure 2(b)
represents the trajectory form of records in Figure 2(a). As shown in Figure
2, the vehicle’s daily trajectories show a high degree of temporal and spatial
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regularity, and the trajectories of camera location passed by a vehicle in different
time periods are usually similar or even the same. Nonetheless, this regularity
dose not apply to all users.

Given a set of trajectories in the forms of vehicle-date-sequence triples < v, d, s
>, in which the sequence s can be stated as < l1[t1]− ...− ln[tn] >, our objective
is to identify which camera locations in s belong to one session. To obtain a
golden-standard for the evaluation, we picked up 61456 records from the dataset
collected by 164 camera locations and transformed them into 6036 trajectories.
For each vehicle in those records, more than 70% camera locations it passed are
attached with camera location name, latitude, and longitude. By making use of
domain knowledge including both spatio and temporal information, our team
finally identifies 27832 sessions manually.

(a) An example of traffic data records (b) The trajectory form of the left data
records

Fig. 2. An example of data records and corresponding trajectories

4 Session Identification with Improved Statistical
Language Model

In the task of traffic session identification, both driving regularity patterns and
temporal features play important roles in determining the session boundary. To
effectively capture such characteristics, in this section we first work on modeling
each feature only, and then propose an integrated method to combine the two
factors into a completed model.

4.1 N-Gram Statistical Language Model

N-gram language model has been sucessfully exploited in the task of Web ses-
sion identification, and database session identification. Motivated by this idea,
we adopt this strategy in our method for understanding the navigation reg-
ularities of drivers. In this section, we first give a brief introduction about the
session detection method based on language model. This method uses the change
of entropy in information theory to identify session boundaries dynamically
by measuring the change of information in the sequence of camera locations.
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When there are a series of locations visited consecutively for achieving a task, and
such navigation pattern is observed constantly, the entropy of the corresponding
location sequence tends to be low. However, when a new location is introduced
afterwards, such change may lead to a dramatic increase in the entropy of the
sequence because it is rarely visited before, and the new addition is not consistent
with the navigation behaviour in the past. If the change in entropy passes a
threshold, a session boundary could be placed before the new addition.

The original motivation for statistical language model is to solve the problem
of speech recognition, where the goal is to know whether a word sequence is an
understandable and meaningful sentence. In our traffic data, camera locations
are passed sequentially in a particular order, similar to the word sequences that
occur in natural language. If we consider each location as a basic unit, which
may correspond to a word or character in natural language, we can then estimate
the probability of camera location sequences using the language model. Given a
sequence of camera locations s = b1, b2,..., bM , the probability of its occurence
can be represented as:

P (s) = P (b1)P (b2|b1), ..., P (bM |b1, ..., bM−1) (1)

=

M∏
i=1

P (bi|b1, ..., bi−1),

where M is the length of s. In this paper, we adopt the n − 1 order markov
assumption, which states that the probability of a location’s appearance only
depends on its at most n − 1 preceding locations. Therefore, the probability of
observing s can be estimated as:

P (s) =

M∏
i=1

P (bi|bi−n+1, ..., bi−1), (2)

where the subscript of bw in bi−n+1, ..., bi−1 should always be larger than 0. The
language model with n− 1 order markov assumption is called n-gram language
model. In this paper, we only consider the condition of n = 1. One most im-
portant issue in language model is how to estimate the conditional probability
P(bi|bi−n+1, ..., bi−1). In general, if the sequence appears frequently, we can use
the Maximum Likelihood method to estimate the values. That is,

P (bi|bi−n+1, ..., bi−1) =
c(bi−n+1, ..., bi)

c(bi−n+1, ..., bi−1)
, (3)

where c(α) denotes the number of times the string α occurs in the corpus.
However, data sparseness is an inherent property of language model in prac-

tice. Even for a very large data collection, the maximum likelihood estimation
method does not allow us to adequately estimate the probability of rare but nev-
ertheless possible sequences [10]. So we utilize Katz’s smoothing to cope with
the sparse data problem [11] in this work.
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Finally, the quality of a given statistical language model can be measured by
its entropy on a given camera location sequence s [12], where the entropy of the
model on s can be calculated as:

entropy(s) = − 1

M
log2P (s), (4)

This method utilizes the change in entropy to identify session boundaries
dynamically. The change in entropy (denoted by Echange) is measured by the
relative change in entropy values, which is defined as:

Echange =
entropy(s′)− entropy(s)

entropy(s)
, (5)

where s′ is a sequence of camera locations and s′ contains s plus the next location
following s.

4.2 Time Influence Function

Based on our observations, temporal information has a significant impact on the
behaviour of people, and people’s driving routes usually display a great degree
of time-related regularity. In our traffic dataset, every record is attached with an
unique time-stamp. Intuitively, the larger the time interval between two camera
locations, the smaller the probability that they belong to the same session. We
thus propose a time influence function to measure the impact of time factor
on session identification.

Given two camera locations bi and bj, whose time stamps are ti and tj re-
spectively. The time influence function (denoted by f(ti,j)) can be written as:

f(ti,j) =
1

1 + e−|tj−ti|+β
, (6)

where β is a non-negative number indicating the steepest gradient of this func-
tion. Due to the nature of this function, the time influence function value of
f(ti,j) on both sides of β changes rapidly. The meaning of β is to investigate the
effect that different time intervals on session identification. So β is similar to the
threshold which decides session boundary in timeout method. The values of this
function have to be between 0 and 1. As can be seen from the above formula,
the function value is proportional to the time interval.

4.3 Improved Statistical Language Model

In real life, most people prefer to choose a route that they are familiar with.
Assume that there exists a sequence of camera locations in a session, and they
are frequently visited in order without a long stay in between. Based on Equation
(5) and (6), the change in entropy as well as the time influence function of this
sequence will be relatively low. However, when the vehicle passes a new location
that is not relevant to the original session, the introduction of this new location
will cause an increase in the entropy of the sequence. Also, when the vehicle has a
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long stay between the new location and the previous sequence, the time influence
function value will be large. Both the increase in the entropy and the rise of time
function value can be served as the signal for session boundary identification. So
we combine these two factors to measure their mutual effect on session detection.
If the mutual influence value passes a threshold δ, a session boundary could be
places before new location. In the following steps, we explain how to combine
Echange (change in entropy) with f(tj,j+1) (time influence function) to measure
their mutual effect on session detection.

Given a sequence s = b1, b2, ... , bi−1, bi, ... , bM ,

– We can get the probability of each sub-sequence sj = b1, b2, ... , bj−1, bj (j
is not larger than n and we assume that the beginning of all sub-sequences
is b1 ) occurs and its corresponding entropy.

– Then, we compute the relative change in entropy values, i.e., Echange.
– We calculate the time influence function value of f(tj,j+1). It is important

to note that the process of the above computation is progressive, so we only
consider the latest time interval when a new camera location added to former
sub-sequence.

– Because these two scores, namely, Echange and f(tj,j+1) are measured by dif-
ferentmethods, and have different value ranges, so we normalize Echange using
min-max normalization before we combine them. Suppose that min(Echange)
andmax(Echange) are theminimumandmaximumvalues of all Echange.Min-
max normalizationmaps a new value Echange to nor Echange in the range (0,
1) by computing:

nor Echange =
Echange−min(Echange)

max(Echange)−min(Echange)
, (7)

– For each sub-sequence, we use linear interpolation to weight nor Echange
and f(tj,j+1) to measure the mutual effect value on session detection:

V alue = λ ∗ nor Echange+ (1− λ) ∗ f(tj,j+1), (8)

where λ is a tuning parameter and it is not larger than 1.

5 Experiments

In this section, we first introduce the performance evaluation metrics used in our
experiments, and then present the experimental results of our method as well as
another two baseline methods, namely timeout method and n-gram statistical
language model. Finally, we compare and analyse the results.

5.1 Performance Measurement Metrics

In this paper, we first use the widely adopted F−Measure to evaluate the per-
formance of traffic session identification. That is,

F −Measure =
2 ∗ precision ∗ recall
precision+ recall

, (9)

where a higher F-Measure value indicates a better overall performance.
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In addition, we apply the metric of Levenshtein Distance, which is a tradi-
tionally used to measure the difference between two sequences and has been
adopted to evaluate the performance of route prediction system in [4]. Infor-
mally, the Levenshtein distance between two sequences is the minimum number
of single-character edits (insertion, deletion, substitution) required to change
one sequence into the other. Compared with F−Measure, Levenshtein Distance
evaluates the performance with a relative loose standard.

5.2 Experimental Results and Discussion

In this section, we evaluate our improved statistical language model by comput-
ing F−Measure and Levenshtein Distance. In addition, we compare and analyse
the performance of our approach with the timeout method as well as the tradi-
tional n-gram language model.

Results of the Timeout Method. In our traffic data, the time intervals
between two adjacent camera locations may vary from a few minutes to several
hours. Intuitively, the larger the time interval between neighbour locations, the
smaller the probability that they belong to the same session, and vice versa.
Given a user’s trajectory (time-stamped location sequence) b1[t1]-b2[t2]-...-bi[ti]-
...-bn[tn] and a redefined threshold tδ. Assume that the time interval Δt between
bi and bi+1 is equal to ti+1 − ti. If Δt is smaller than tδ, then bi and bi+1 belong
to one session, otherwise, they will be divided into two different sessions.

In our experiments, we conducted experiments with several thresholds in-
cluding 5, 10, 15, ..., 60 minutes. The results of these thresholds in terms of
F−Measure and Levenshtein Distance are shown in Figure 3. The best F-Measure
obtained is 77.20% under time threshold of 40 minutes and the smallest Average
Levenshtein Distance is achieved when time threshold is set to 40 minutes. It is
obvious that the performance of this method largely depends on the setting of
time threshold values.

Results of the n-Gram Language Model Based Method. We then con-
duct experiments with the classic language model using the same settings as
those in the timeout method. In Figure 4, we change the value of β from 0.29
to 0.33 at the step of 0.005, and it is clear that the best F-Measure value of
(25.05%) and the smallest Average Levenshtein Distance of (3.1) are achieved
when β is 0.315. The result is not even comparable with the timeout method,
as the regularity of camera location sequences is local rather than global. That
is, a user’s frequent sequences is not always frequent for the whole dataset.

Results of the Improved n-Gram Language Model In the improved
n-gram language model, there are three user-chosen parameters that provide
the flexibility to fine tune the model for optimal performance. They include β,
the weight λ and mutual influence value threshold δ. We now investigate how
the choice of these parameter values affects the performance.



Traffic Session Identification Based on Statistical Language Model 273

Fig. 3. The results of timeout method Fig. 4. The results of traditional n-gram
language model

First, we utilize extensive experiments to study the effect on session identifi-
cation of different weight λ. For each λ ( 0.1, 0.2, ... , 1), we have a try for every
representative β (5, 10, ..., 60 minutes) and change the value of β from 0.4 to
0.65 at the step of 0.05 to get the optimal performance. We observe from figure
6 that the performance decreases as the λ increases and the model achieves its
best performance when λ = 0.1. This suggests that the influence of time factor
is bigger than the camera location regularity on session identification. When λ
is equal to 1, this model degrades into the traditional language model, whose
performance is poor because it completely without considering the time factor.

Then, we vary β and the mutual influence value threshold δ, with fixed λ
(λ = 0.1) to study how these two parameters affect the performance. Refer to
the performance of parameters in timeout method, we select 12 representative
β values. As show in figure 5, the optimal performances of all β have no big
difference. This suggests that the influence of different β values on the perfor-
mance is stable as long as we find the corresponding optimal δ. However, for
each β, the parameter δ that brings optimal performance is different. The larger
the parameter β is, the smaller the δ we will need.

(a) The F-measure change with differ-
ent β values

(b) The Average Levenshtein Distance
change with different β values

Fig. 5. The results with different β values
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5.3 Comparison and Analysis

Figure 7 illustrates the results of three different methods, where timeout(40)
refers to the timeout method which threshold is 40 minutes, Trad. lang. model
stands for the traditional language model with the threshold of entropy change
is 0.315 and Improved 10 represents the improved language model which β is set
to 10 minutes. This figure shows that our proposed method is significantly better
than the traditional language model. This indicates that the time factor plays
an important role in session identification. Although our method slightly out-
performs the best timeout method, the result of the former method is relatively
stable, in other words, it is robust to different (β).

Fig. 6. The corresponding optimal perfor-
mance with different λ

Fig. 7. Comparison of different methods

6 Conclusion

In this paper, we present an improved statistical language model to identify
sessions in traffic data. This model not only considers the regularity of loca-
tion sequences but also takes the time interval between neighbour locations into
account. Experiments on test data show that our approach outperforms the tra-
ditional n-gram language model and timeout method in terms of F-Measure and
Average Levenshtein Distance.

The results from our approach can be used to generate task-oriented route
patterns, which are helpful for improving the precision of route prediction. Given
the similarity between traffic data session identification with Web session detec-
tion, our work can be used to web applications.

This work will be extended in the following aspects. First, we will explore
other factors that may affect the session identification, such as hot area and busy
hour. Second, we will extract other auxiliary information, such as user similarity
as well as camera location clusters to help improve the performance of session
identification. Third, we can group the sessions into different classes, which can
server as the frequent route patterns for route or next bayonet prediction.



Traffic Session Identification Based on Statistical Language Model 275

References

1. Zheng, V., Zheng, Y., Xie, X., Yang, Q.: Towards mobile intelligence: Learning from
GPS history data for collaborative recommendation. Artificial Intelligence 184-185,
17–37 (2012)

2. Lee, W.H., Tseng, S.S., Shieh, W.Y.: Collaborative real-time traffic information
generation and sharing framework for the intelligent transportation system. Infor-
mation Sciences 180(1), 62–70 (2010)

3. Torkkola, K., Zhang, K., Li, H., Zhang, H., Schreiner, C., Gardner, M.: Traffic
Advisories Based on Route Prediction. In: Proceedings of Workshop on Mobile
Interaction with the Real World, pp. 33–36 (2007)

4. Chen, L., Lv, M., Ye, Q., Chen, G., Woodward, J.: A personal route prediction
system based on trajectory data mining. Information Sciences 181(7), 1264–1284
(2011)

5. Huang, X., Peng, F., An, A., Schuurmans, D.: Dynamic Web Log Session Iden-
tification With Statistical Language Models. Journal of the American Society for
Information Science and Technology 55(14), 1290–1303 (2004)

6. Catledge, L., Pitkow, J.: Characterizing Browsing Strategies in the World-Wide
Web. In: Proceedings of the 3rd International World Wide Web Conference, pp.
1065–1073 (1995)

7. He, D., Goker, A., Harper, D.J.: Combining evidence for automatic Web session
identification. Information Processing and Management, 727–742 (2002)

8. Huang, X., Peng, F., An, A., Schuurmans, D., Cercone, N.J.: Session Boundary
Detection for Association Rule Learning Using n-Gram Language Models. In: Xi-
ang, Y., Chaib-draa, B. (eds.) Canadian AI 2003. LNCS (LNAI), vol. 2671, pp.
237–251. Springer, Heidelberg (2003)

9. Krumm, J.: A Markov Model for Driver Turn Prediction. In: Society of Automotive
Engineers 2008 World Congress (2008) 2008-01-0195

10. Katz, S.: Estimation of Probability from Sparse Data for the Language Model
Component of a Speech Recognizer. IEEE Transactions on Acoustics, Speech and
Signal Processing 35(3), 400–401 (1987)

11. Wang, D., Cui, R.: Data Smoothing Technology Summary. Computer Knowledge
and Technology 5(17), 4507–4509 (2009)

12. Bahl, L., Jelinek, F., Mercer, R.: A Maximum Likelihood Approach to Continuous
Speech Recognition. IEEE Transaction on Pattern Analysis and Machine Intelli-
gence 5(2), 179–190 (1983)



H. Motoda et al. (Eds.): ADMA 2013, Part II, LNAI 8347, pp. 276–287, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Role Identification Based on the Information Dependency 
Complexity 

Weidong Zhao, Haitao Liu, and Xi Liu 

Software School, Fudan University, Shanghai 

Abstract. Process mining mainly focuses on the control flow perspective at 
present. In comparison, role-based process mining stresses the importance of 
roles in business processes and their interactive relationships. Though some 
scholars come to pay attention to role identification, their studies are not suffi-
cient in the analysis of role complexity. In this paper, a role coupling complexi-
ty metric based on information flow in the process is proposed, and the design 
structure matrix (DSM) is used for role identification in business processes. 
Then, some typical process logs are mined by an improved particle swarm op-
timization method. As the coupling complexity between roles is increasingly 
reduced, our method can recognize roles with lower complexity. Finally, expe-
riments are performed to verify the effectiveness of the method.  

Keywords: role identification, information complexity, DSM matrix, particle 
swarm optimization. 

1 Introduction 

Most process modeling methods are based on activities, which focus on activities, 
dependency relationships among them [1]. Compared with activity-based models, 
role-oriented process models highlight the most active organizational units and their 
interaction. Scholars have paid attention to the identification of these units and their 
relationships. Since participants are fundamental components of an enterprise, some 
scholars proposed a method to identify the social network according to the interaction 
among them. The more they interact with each other, the closer they are in the social 
network [2, 3]. Role engineering identifies roles in business processes by their per-
missions, since participants with the same or similar privileges are more likely to 
undertake similar activities [4, 5]. Jurgen et al. used bottom-up cluster analysis of 
participants’ permissions to identify their roles [6]. However, these methods men-
tioned above didn’t take process complexity into consideration and therefore may 
produce complicated role models.  How to generate a simpler role model and reduce 
coordination cost as well as error rate during process execution requires further dis-
cussion. 

At the same time, the concept of role is also introduced to the area of process com-
plexity for new expansion. Yourdon evaluated the relationships among roles by con-
sidering data flow in role activity diagrams (RADs) [7, 8].  Phalp et al. analyzed the 



 Role Identification Based on the Information Dependency Complexity 277 

complexity of interaction among roles by calculating the proportion of internal activi-
ties to interactive activities in RADs [9]. However, these researches only focus on the 
interaction while lacking in-depth analysis of information dependencies among activi-
ties. Meanwhile, the importance of information flow between activities is neglected, 
which leads to insufficient analysis of process complexity. 

Although complexity-based simple role identification has captured more and more 
attention, some problems remain unsolved. First, role data is not completely utilized. 
Most researches seldom put enough emphasis on information dependency and neglect 
the fact that information changes bring about changes of subsequent processes. 
Second, previous studies focused on the correctness of role identification devoting 
little attention to role complexity. However, role complexity directly affects under-
standing and execution of business processes. Furthermore, current role identification 
algorithms, for example, based on genetic algorithm, run slowly and inefficiently 
when the business process has a high complexity [10, 11]. As process becomes more 
and more complex in reality, scholars seek to mine simpler role-oriented processes.  

In this paper, a role complexity metric based on information flow is proposed com-
bined with an improved particle swarm optimization method. By using this algorithm, 
roles can be identified more efficiently. Besides, fitness function is introduced to re-
duce the complexity of information dependency.  

The remainder of the paper is organized as follows: section 2 introduces a measure 
of information variability and sensitiveness for roles. Through the measurement of 
information processing capability and information dependency, the ability that a role 
employs information and the reliance of a role upon information are described. Then, 
the DSM-based particle swarm optimization method is introduced in section 3. More-
over, an improved particle swarm optimization method is proposed, which further 
improves the efficiency of process mining algorithm in section 4. Finally, we conduct 
some comparative experiments to show the effectiveness of the method. 

2 Complexity of Information Dependency 

From the role perspective, business processes are generally role-oriented: roles inte-
ract with each other to execute a process and achieve business goals. The interaction 
between roles can be considered as the cooperation among them for the same business 
goal. 

The output of an activity is used by another activity, forming the dependency be-
tween them. The dependencies between activities are the basis of process operation 
and reflect the relationship between them as well. Dependencies can be identified by 
information flow, which reflects the cooperation between process participants. There-
fore, closely interdependent activities can be encapsulated into a role. The internal 
activities taken by a role have higher dependency while activities executed by differ-
ent roles have lower value. In other words, a process has higher relationship cohesion 
and lower information coupling. 

The dependency and coupling of a process show how an activity outputs will affect 
subsequent activities. Herein, we define dependency relevancy among activities with 
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variability and sensitivity. Let  |1  be the set of all activities appear-
ing in process logs, where n is the number of different activities. Let  be the 
direct dependency from  to , indicating that there only exists the relationship that 

 depends on  but not vice versa.  means that there is a state transition 
from    to  in the process.  

In this paper, the dependency degree between activities is evaluated by defining in-
formation variability and sensitivity on the basis of identifying dependencies between 
activities in business processes. 

2.1 Variability and Sensitivity 

Given the input information of , variability is defined as the degree that how much 
its output for the subsequent activity  will change. High variability means a high 
possibility that the output will change. The subsequent activity  will receive the 
changed information from . Sensibility defines the degree that how much ’s out-
put will change when the input of  changes. High sensibility indicates that small 
changes in the input from the preceding activity  will lead to greater changes of the 
output of the subsequent activity .  

Let  be the information relevancy between  and . Inf  is the information 
intensity between  . ∈ , the input set |Inf 0,1,2, … , , , with the dimension dim , and the output set |Inf 0, 1,2, … , ,  with the dimension dim  . The ordered pair ,  is called -centered information relevancy pair, denoted as . 

 , how much  will change when  changes? This is called the dependency 
relevancy of the relevancy pair, i.e. the relevancy value denoted as . High relevan-
cy means that small change of  will cause great change of ; otherwise it is called 
low relevancy. ∈ , the variability of information relevancy  between  and   relative to the input set  of  is  

                                   Alt ∑ ∈dim                                                          1  

where  ∈ ,  ,  . 
The sensibility of the information relevancy   passed from  to    relative 

to the output set  of  is 

                                Sen ∑ ∈dim                                                        2  

where ∈ ,  , . 
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2.2 Relevancy Evaluation 

When computing the variability and sensibility, the relevancy can be evaluated by 
domain experts. Herein, the attribute hierarchical model (AHM) - an unstructured 
decision-making method - is introduced to evaluate the relevancy [12]. 

The analytic hierarchy process (AHP) divides a complex multi-goal decision prob-
lem into several sub-goals, which are further divided into multiple hierarchies of sev-
eral indicators. AHP can effectively convert qualitative or half-quantitative problems 
into quantitative ones. However, as the number of indicators increase, the complexity 
of judgment matrix makes computation cumbersome. However, AHM does not  
need to calculate the eigenvalue and eigenvector of the matrix and thus is more con-
venient than AHP when there are lots of indicators. Therefore, in this paper, AHM  
is utilized to construct variability and sensitivity matrixes and calculate the dependen-
cy relevancy so as to handle complex information relevancy relationships. Here are 
the detailed steps:  

(1) Determine evaluation objects and scales  
All the relevancy degrees  of relevancy pairs in the set C are re-labeled to form 

the evaluation set, denoted as D , , … ,  where m dim C . The relative 
relevancy degree of each pair can be determined by theoretical analysis or experiments. 

In theory, the wider the range of output information is, the higher the degree that 
output change will be when input information changes. Consequently, the relevancy 
degree is higher. On the contrary, a narrower range of output means a lower degree of 
relevancy pairs. Similarly, a wide range of input information means a low relevancy 
degree and a narrow range of input information means a high one. For example, com-
pared with reviewing engineering cost, the activity, calculating engineering cost has a 
relatively high relevancy degree. This is because the output range of calculation is 
quite wide and  subtle changes of input will cause  greater changes of output, while 
there are only two possible output values of reviewing engineering cost – passed or 
not, no matter how input information changes. 

The types of information processing corresponding to activities mainly include 
creation, modification and passing. Information creation means activities create some 
new information, thus the corresponding relevancy degree is the highest. Activities 
can utilize input information and make some modifications. The relevancy degree of 
information modification is lower than information creation. Some other information 
may simply be passed to subsequent activities directly, which has the lowest relevan-
cy degree. Based on the types of information processing, we can set different relevan-
cy degrees for different information. 

Moreover, information processing ability also has an effect on the relevancy degree 
and processing time indicates the ability to some extent. The relative relevancy degree 
bij is computed using Formula (3), where  and  indicate the range of output 
information for di and dj respectively in process logs, while  and  denote the 
range of input information respectively. ω  and ω  are the relevancy degree weight 
of di and dj respectively and determined artificially.  and  are the corresponding 
information processing time of di and dj, that is, the output time of information minus 
the input time. 
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                                                                               (3) 

(2) Construct the comparison judgment matrix  using AHM. 
(3) Convert the comparison judgment matrix into the attribute judgment matrix us-

ing Formula (4): 

                                       1 ,0,                                                                        4  

(4) Compute the relevancy degree di of every relevancy pair:  

                                      1 1                                                                      5  

(5) Compute the variability and sensibility using Formula (1) and (2):                                                       Alt Alt , Sen                                  6  

(6) Finally, compute the information dependency degree using Formula (7):                                        Alt                                                                         7  

3 DSM-Based Particle Swarm Optimization 

The design structure matrix (DSM) is used to construct the model for analyzing and 
optimizing the design and implementation of products, typically in the field of engi-
neering, in order to improve design quality [13]. It is mainly conducted in the early 
stage of product design to represent input-output relationships between design activi-
ties and highly-coupled activity groups. In this paper, we extend the application of 
DSM to role identification in business processes. 

3.1 DSM Based on Information Dependency 

The DSM matrix consists of information dependency degree as its element. For ex-
ample, Dab is the information dependency degree between the activities a and b. The 
upper triangular matrix represents the information dependency degree in the forward 
information flow while the lower triangular matrix represents that in the information 
feedback flow. 
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DSM performs well in hierarchical decomposition and modeling; it can decompose 
a larger structural matrix into smaller hierarchical one. Due to the characteristic of 
DSM, we can construct a DSM matrix according to the complexity of information 
coupling between activities and identify roles with higher inner cohesion and lower 
coupling in the matrix. 

Three stages are needed to identify roles: DSM transformation, coupling activity 
set identification, and role identification. 

(1) DSM transformation: transform the DSM matrix so that the feedback depen-
dencies in the matrix are as close as possible to the diagonal. In this way, the feedback 
dependencies and their ranges can be reduced. Genetic algorithm and particle swarm 
optimization are two mostly-used algorithms for DSM optimization in recent years. 
Compared with genetic algorithm, particle swarm optimization can converge on the 
optimal solution faster and more efficiently. So particle swarm optimization is utilized 
to transform the DSM matrix in the paper. 

(2) Identification of coupling activity sets: activities in the coupling activity set are 
closely connected. Since these activities depend on each other, the information de-
pendencies among them are relatively high. Identification of coupling activity sets is 
the aggregation of strongly connected activities. 

(3) Role identification: map the identified coupling activity set to each role. 

3.2 Standard Particle Swarm Optimization 

Particle swarm optimization (PSO) is a random search algorithm based on group 
coordination. It has been widely applied in many areas due to its strong robustness 
and good performance in parallel processing and global search [14, 15]. Particle 
swarm optimization is similar to genetic algorithm in many ways. They both initialize 
the population randomly, use the fitness to evaluate the solution quality and do some 
random searches. However, in PSO, particles have memory and share information 
with each other, making the whole particle swarm move to the best area smoothly. In 
PSO, only the global optimum Pg gives useful information to other particles, which 
forms a unidirectional information flow. In comparison, PSO converges to the optimal 
solution faster than genetic algorithm. In the case of role identification, if using PSO, 
all candidate results of role identification will approach the optimal result faster. 

In the beginning, a group of random particles are initialized; then the optimal solu-
tion is obtained through iterations. During each iteration, particles get updated by 
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tracking two “bests”. One “best” is the optimal solution found by the particles them-
selves, called the individual best solution Pi. The other is the optimal solution found 
by the whole population as yet, called the global best solution Pg. After finding the 
two solutions, particles update velocity and move to new locations. Besides, inertia 
weight factor is added to optimize the convergence speed of particles. The standard 
PSO algorithm is as follows:                 ω       8                                                                                                                      9  

where t is the generation of particles. For the t th and t+1 th generations of particle 
i,  and   are the corresponding locations respectively, indicating the role iden-
tification results.  and  are the velocity of the two generations, indicating the 
variation of identification results.  and  are the individual best and global best 
of the t-th generation respectively. The former best represents identification result of a 
specific particle with the highest fitness while the latter represents the optimal result 
of the swarm. Function rand( ) generates a random number in the range of (0,1).  
and  are learning factors, both set to 2. ω is a none-negative value, called inertia 
weight, and usually is set to a function linearly increased with iteration times. 

For standard PSO, moving direction of particles can be determined by three parts: 
original velocity , which can make balance between the global and local optimal 
solutions; cognitive ability , which means self-thinking of the particle i and 
contributes to the strong global search capability of i; and social knowledge , 
which can lead i to the global optimal solution and share global information with each 
other. The importance of these parts can be determined by the coefficients , c1 and 
c2 respectively. For these parts, particles can converge to the optimal solution in the 
solution space. 

In this paper, DSM matrixes are used as the input of PSO. Each DSM matrix, as an 
individual in the particle swarm, corresponds to the result of activity sorting. In the 
DSM matrix, Dxy represents the information dependency degree between the activities 
x and y. Dxy=0 means no information dependency between them. By reducing the 
number of none-zero elements below the diagonal of the matrix, we can divide the 
DSM into hierarchies. Therefore, the fitness function of PSO is defined as Formula 
(10):                           min 1∑                                                             10  

4 Improving Particle Swarm Optimization 

There are mainly two problems with standard PSO: particles start local search rela-
tively slow and the performance will decrease as dimension increases. When the ve-
locity of particles gets updated, the values of each dimension of the particles will get 
changed simultaneously. Among these changes, however, only a part of values will 
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approach the global best while others will move away from the global best, which 
decreases the performance [15]. To solve the two problems, new optimization of PSO 
is proposed. 

Previous studies found that the decreasing strategy of the concave function per-
forms better than a linear strategy, which performs better than the convex function. 
The decreasing strategy of the concave function enables particles to quickly begin 
local search with low velocity and thus improves the accuracy and convergence 
speed. Considering the inertia weight and decreasing concave functions, we set the 
inertia weight as Formula (11).   decreases nonlinearly as iteration times increase. 
In this case, particle swarm will quickly begin local search at the early stage of itera-
tion, ensuring the accuracy and speed of role identification.                                                                   ω 1/t                               (11) 

To solve the second problem, we can asynchronously process the velocities of par-
ticles in multiple dimensions when a certain condition is met. In other words, some 
dimensions of the particles are fixed and will not change any more, while for the other 
dimensions, the velocities will still get updated. Specifically, when flag(t-1)>μ and 
random( )>λ, set =0.   is the velocity in the d th dimension of the t th gener-
ation for particle i.  flag(t-1) is the times of continuous update of particle i’s best 
fitness after the t-1 th iteration. μ is a settable threshold; random( ) generates a ran-
dom value in the range  (0, 1]; λ is a linear function which decreases as iteration 
times increase:                                                                 1 / 2                                                 12  

where t is the number of iterations so far;  is the pre-determined maximum 
number of iterations.  will decrease as iteration times increase, and accordingly the 
probability of the asynchronous update of velocities on multiple dimensions will dy-
namically change. This strategy can reduce negative influence of the multi-dimensional 
space on the algorithm’s performance and largely improve particles’ ability to find the 
optimal solution. For example, when the fitness of the role identification matrix M for 
a certain individual has been improved several times continuously, we can fix role 
identification results of some undertakers and change the others. This will vastly im-
prove the role identification speed when there are many undertakers. 

The global search ability of PSO is a little weaker than genetic algorithm. This is 
because when searching for the global best, particles may easily reach around the 
local best and get trapped in it. However, PSO converges to the optimal solution fast-
er than genetic algorithm. To make full use of this advantage, we need to modify the 
search velocity of particles to improve the global search ability. In this paper, the 
mutation in genetic algorithm is introduced to optimize PSO. When a certain condi-
tion is met, the velocity of particles mutate: after iterations, the velocity in the update 
Formula (8) are assigned to a random value so that these particles will be able to jump 
out of the current local optimal solution. 
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When flag(t-1)>μ, the particle’s velocity will mutate. μ is the threshold. When 
the times of continuous updates of particle i’s optimal fitness exceed the threshold, 
the particle may trap into a local optimum solution. By velocity mutation, the particle 
can jump out of local search.  

Based on PSO, the process of role identification consists of the following steps: 
(1) Initialize the particle swarm. Every particle in the particle swarm is an identifi-

cation result while the velocity is the variation from a previous identification result to 
new one. Distribute the particles into solution space randomly, and assign an initial 
velocity to each of them. Calculate the current fitness Pi of i based on its location. The 
optimal fitness in the current swarm is denoted as Pg. 

(2) Determine whether each particle’ velocity needs a multi-dimensional asyn-
chronous process or a random assignment by flag (t). As to the former, update the 
velocity with Formula (12). For the latter, assign a random value to the velocity. Oth-
erwise, update the velocity by Formula (10) and recalculate its location. 

(3) Calculate the fitness of all the particles and compare with the current Pi. If the 
fitness is larger, then update the particle’s Pi and add one to flag(t). Otherwise, set 
flag(t )=0. 

(4) Compare with the current Pg of the swarm and update Pg if necessary. 
(5) Check whether one of the termination conditions that the iteration times have 

reached the pre-determined   or the variance of the swarm’s optimal fitness of 
consecutive t generations is smaller than the convergence standard is met. If the con-
dition is not met, jump back to step (2). Otherwise, output the global optimal fitness 
and the global optimal solution. 

The complexity of identifying the coupling activity set will largely decrease after 
sorting the DSM matrix by PSO. Detailed steps are as follows: 

(1) For the re-sorted DSM matrix, if there exist non-zero elements in the lower tri-
angular part of the matrix, i.e. Dxy≠0(x>y), the activities between x and y form the 
coupling activity set Su. For each none-zero element, a coupling activity set is identi-
fied. In this way, we get the coupling activity sets S1, S2, …, Sn . 

(2) For the coupling activity sets identified above, if Su and Sv have a common ac-
tivity, merge them to generate a larger coupling activity set Tu. Repeat the process 
until there is no common activities between any two sets. T1, T2, …, Tn are the ulti-
mate coupling activity sets. 

(3) Map the identified coupling activity sets to the roles and summarize the charac-
teristics of the roles. 

5 Experiments 

In the section, some experiments are conducted to verify the feasibility and perfor-
mance of our method. We choose some event logs of 8 business processes from an 
insurance company for experimental analysis. Each process contains more than 20 
instances, and we use the average fitness and running time for evaluation. 

Figure 1 shows different fitness values for corresponding parameter μ. For process 
1, 3 and 5, the fitness improves a lot when μ is set to smaller values as a result that 
larger value will decrease particles’ ability of velocity mutation and make them trap 
into the local optimal solution. In other processes, different μ does not lead to a great 
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difference in the fitness because there are no or few traps of the local optimal solu-
tions near the global optimal solution and it is easy to find the global optimal solution. 
When μ=1, the fitness in all cases is quite low because frequent changes of the veloci-
ty make it hard for particles with the optimal fitness to gather around. Therefore, μ=1 
has a positive effect on searching for the global optimal solution.  

 

Fig. 1. Different μ and fitness 

Figure 2 shows the fitness of three algorithms by analyzing the event log respec-
tively: the algorithm proposed in this paper (Proposed algorithm), PSO(1-PSO algo-
rithms, proposed by [16]) and genetic algorithm(2-genetic algorithm, proposed by 
[17]). For the processes 2, 4 and 7, our algorithm and PSO perform similarly while in 
the other processes, our algorithm performs better than PSO. Since standard PSO 
easily traps into the local optimal solution, we add a random disturbance factor into 
our algorithm to help particles jump out of the local optimal and find the global op-
timal solution. In all the cases, our algorithm is very close to genetic algorithm in the 
fitness because both algorithms are good at finding the global optimal solution.  

 

Fig. 2. Several algorithms and fitness 
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Figure 3 shows the temporal efficiency of our algorithm, PSO and genetic algorithm. 
As can be seen, for all the processes, PSO is more efficient than genetic algorithm. 
Because PSO will track the current optimal solution, our algorithm adopts the 
decreasing strategy of concave function so that the swarm will begin local search in the 
early stage of iteration. Therefore, our algorithm converges even faster than PSO. 

 

Fig. 3. Efficiency of several algorithms 

6 Conclusions 

In this paper, to identify simple roles with lower complexity, we propose an 
improved PSO algorithm to decrease role coupling. Compared with genetic 
algorithm, our algorithm converges faster and performs more efficiently. In 
addition, we introduce DSM to describe information dependency relationship 
between activities. By transforming the matrix, we can identify the coupling 
activity set, through which roles are identified. In PSO, nonlinear strategy helps 
solve the problem of local convergence to a certain degree and other improvement 
methods, like mixed strategies, will be considered in the future. By further 
improving PSO, the efficiency of role identification can be raised. Moreover, more 
work can be devoted to information communication among roles to identify more 
accurate and simpler roles.  
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Abstract. Spam reviewers are becoming more professional. The common 
approach in spam reviewer detection is mainly based on the similarities among 
reviews or ratings on the same products. Applying this approach to professional 
spammer detection has some difficulties. First, some of the review systems start to 
set some limitations, e.g., duplicate submissions from a same id on one product 
are forbidden. Second, the professional spammers also greatly improve their 
writing skills. They are consciously trying to use diverse expressions in reviews. 
In this paper, we present a novel model for detecting professional spam reviewers, 
which combines posting frequency and text sentiment strength by analyzing the 
writing and behavior styles. Specifically, we first introduce an approach for 
counting posting frequency based on a sliding window. We then evaluate the 
sentiment strength by calculating the sentimental words in the text. Finally, we 
present a linear combination model. Experimental results on a real dataset from 
Dianping.com demonstrate the effectiveness of the proposed method. 

Keywords: professional review spammer detection, text sentiment strength, 
posting frequency. 

1 Introduction 

With the rapid development of information technology, online shopping is becoming 
very popular. The customers tend to look at others’ opinions before they make 
purchase decision. Since positive opinions often mean profits and negative opinions 
often mean losses, many businesses start to hire spammers to write fake reviews on 
different websites in order to promote their own products or discredit others’ 
products. The fake reviewers and reviews are thus widespread across the web.  

The opinion spamming is extremely harmful to the circumstance in e-commerce. 
More and more individuals and companies in e-business, as well as researchers, began 
to study how to detect and eliminate fake reviews/reviewers. Existing research has 
proposed methods to detect individual fake reviews [4-9,16,17,20], individual fake 
reviewers [14,18], and fake reviewer groups [15]. 
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The above existing works  indeed help detect and prevent spam reviews to some 
extent. However, due to the financial incentives associated with fake reviews, the 
spammers never stop submitting spam opinions. Instead, they exert every effort to 
make their reviews more like true ones and their activities not deviating from normal 
behaviors. In other word, they are becoming more professional.  

The professional spam reviewers have greatly improved their techniques of writing 
strategies in recent years. For example, they are consciously start using diverse 
expressions in their reviews. Below we give two instances extracted from a review 
site. 

1. The restaurant is clean and the staff very helpful. Easy access to Metro. 

2. Staffs were very friendly.  The environments were clean. 5 mins walk to MTR. 

We can see that the two reviews are almost the same but their expressions are quite 
different.This makes the similarity based detection method no more applicable. In 
addition, as some review sites may decline the multiple duplicate reviews to one 
specific product from the same id, the spam reviewers use agency or proxy to conceal 
the server. Overall, the spam reviewers and reviews are becoming more deceptive. It 
is a big challenge to build an accurate detection model to identify the professional 
reviewers and their reviews.  

In this paper, we develop two new spam reviewer detection methods. One is based 
on reviewers’ posting frequency and called frequency spammer detection model (FD). 
The other is based on the reviewers’ emotional degree in their review texts and called 
sentimental spammer detection model (SD). FD is built by counting the number of 
reviews the reviewers posted in a specific sliding window. SD is built by counting 
emotional words (CSD).  

We conduct experiments on a real dataset with a large number of reviewers and 
reviews extracted from Dianping (http://www.dianping.com/). We first select a small 
subset of samples from the various models for manual labeling by three evaluators. 
We then evaluate the accuracy of each evaluator by calculating the Cohen's Kappa 
coefficient and demonstrate the validity of each model by using the NDCG values of 
each model. The experimental results show that our proposed method can improve the 
accuracy of existing methods by a large margin. Finally, we learn a linear regression 
model from the manually labeling results and apply it on the entire data collection to 
detect review spammer.  

The rest of this paper is organized as follows: Section 2 reviews related work. 
Section 3 describes the basic notations and the main model for review spammer 
detection. Section 4 provides experimental results. Finally, Section 5 concludes the 
paper. 

2 Related Work 

Existing methods on opinion spam detection can be categorized into two main 
themes: to find spam reviews and find spam reviewers.  
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There are a number of works that study the detection of spam reviews. In [8], 
duplicate and near duplicate reviews were assumed to be fake reviews. Later, the top 
unexpected rules were mined to detect abnormal reviews and reviewers in [9]. Due to 
the lack of labeled data, Li et al. presented a two view semi-supervised method, co-
training, to exploit the large amount of unlabeled data in [13]. Feng et al. examined 
different types of distributional footprints of deceptive reviews based on the 
assumption that a deceptive business entity that hired people to write fake reviews 
would necessarily distort its distribution of review scores [5]. Ott et al. developed 
three approaches to detecting deceptive opinion spam by integrating work from 
psychology and computational linguistics [7]. In [20], Yoo and Gretzel compared the 
language structure of deceptive and truthful hotel reviews and found that they differed 
in lexical complexity. 

The detection of spammer was first attempted in [14]. The similarity between review 
texts and the deviations from the average rating were identified as characteristic 
behavior of spammers, and four methods were presented to model such behaviors. 
Although the four models targeted the same product or product groups, essentially they 
still relied on duplications. In [18], Wang et al. proposed a new concept of a review 
graph to capture the relationships among reviewers, reviews and stores that the 
reviewers had reviewed, and then the interactions between nodes in this graph were 
explored to identify suspicious reviewers. In [15], Mukherjee et al. derived several 
behavioral models and  relation models  to detect fake reviewer groups. 

In general, existing studies for spammer detection used reviewers’ behaviors, text 
similarity, linguistics features and rating patterns. None of them takes the sentiment 
strength in review texts into account. Moreover, the posting behaviors of professional 
spammers have not been carefully checked before. 

3 A New Framework for Professional Spam Reviewer Detection 

3.1 Notations 

We first list the notations to be used in the subsequent sections. 

 U = {ui}: set of reviewers 

 S = {sj}: set of restaurants 

 E = {ek}: set of ratings 

 V = {vk}: set of reviews 

 Vij = { vk |u(vk)= ui  and s(vk)= sj }: set of reviews from user ui to restaurant sj 

 Vi*= ∪jVij: set of all reviews by user ui 

3.2 Professional Spam Reviewer Detection Based on Sentiment Strength 

Sentiment Lexicon Generation 

We build our sentiment lexicon mainly based on HowNet [3], an online knowledge 
base unveiling inter-conceptual relations and intra-attribute relations of concepts as 
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annotations in lexicons of the Chinese their equivalents. There are 836 positive 
sentiment words and 3730 positive review words, and 1254 negative sentiment words 
and 3116 negative review words in HowNet.  

HowNet includes most of the sentiment words in general sense. As our data are 
online reviews for restaurants, some of the sentiment words specific to catering are 
not included in HowNet. In this paper, we construct a supplement sentiment lexicon 
based on the positive correlation between the explicit rating scores and the textual 
comments. The main procedure consists in the following three steps. 

 We select from the database the reviews whose rating scores on Tastes, 
Service, Environment, Overall are all above 4.0, and labeling them as reviews 
with strong positive sentiments. This set is called PosS. It contains 31959 
reviews in total. Similarly, we get 12460 reviews with strong negative 
sentiments whose rating scores are all lower than 2.0. This set is called NegS. 

 We use the feature selection metric χ2 to select words from PosS and NegS, 
and sort all words in descending order of their χ2 values. The rationale behind 
this step is to remove non-informative features.  

 Among the top 1000 words in PosS and NegS, we manually choose 840 and 
350 positive and negative sentiment words. Here the number of positive words 
is much greater than the negatives ones. This is reasonable because in the 
review domain there are always fewer criticisms than praises. 

 

  

 

 

 

Fig. 1. Top 30 sentiment words special for catering (Top: negative, Bottom: positive) 

Figure 1 shows the top 30 sentiment words in catering. The English translations for 
the first five negative and positive words in Fig. 1 are “giving short weight, food 
poisoning, stopgap, with an undeserved reputation” and “full mark, smelling 
extremely well, low price, worth to mention, high price/quality ratio”, respectively. 
We can see that all these words are very meaningful and specific to restaurants. 
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By merging the above specific sentiment words with the general ones in HowNet, 
we get a positive set with 5026 sentiment words and a negative set with 4520 
sentiment words. The duplicates are removed and only one copy is kept. 

Computing Sentiment Strength 

When computing sentiment strength for a review, we adopt a frequency based 
method. Suppose the count of positive and negative sentiment words in a review vk is 
npos and nneg, respectively, the sentiment strength of a review vk is the combined 
sentiment word count and is defined as: 

||)( negposks nnvn −=                                (1) 

A review vk will be classified as a strong sentiment review if its sentiment strength 
ns(vk) is greater than a user defined threshold minsizes.  

For each reviewer ui, we can build a review set Vi  for all his/her strong sentiment 
reviews. A reviewer ui’s sentiment strength is thus defined as the total number of 
sentiment word count in Vi. Formally, we have: 

( ) { ( ) | ( ) }*
s

C u n v v V n v minsizev s si i k k i kk
= ∈ ∧ ≥                      (2) 

In our experiment, minsizes is set to 3. We evaluate this threshold value by 
conducting the correlation analysis between the sentiment strength of the review 
content and the explicit rating scores. Normally, if a rating score is higher than 4 or 
lower than 2, the sentiment strength in this review is strong. Results show that the 
correlation is greater than 0.7. Hence the value is confidential for use. 

CSD: A Professional Spam Reviewer Detection Model Based on the Sentiment 
Strength 

For each reviewer ui, let Vi  be all his/her strong sentiment reviews and Ci be the 
sentiment word count in Vi, as shown in Eq. (2), the reviewer ui’s spam score function 
based on sentiment strength can be defined as: 

   
,
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C u V u
c u
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=                              (3) 

Finally, the professional spam reviewer detection model based on sentiment 
strength is defined as:  

{ | , }CSD u u U i mi i crank= ∈ ≤
                                        (4) 

where Ucrank is the reviewer list sorted by their spam score cs,sum(ui) based on the 
sentiment strength in descending order. 

3.3 Professional Spam Reviewer Detection Based on Posting Frequency 

In a review site, the reviewers with high grade are usually more trusted by other users. 
Some stores tend to recruit such kind of reviewers to post reviews to promote their own 
products and discredit others’ products. Accordingly, there exist  some people who are 
engaged in training useids (http://www.wkabc.com/detail/ 193536.html). These kinds of 
trained userids are then sold to professional spammers or keeping on posting spam 
reviews. In this section, we focus on finding this particular type of spam reviewers.  
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We first introduce some rules for training userids. All the rules are extracted from 
the largest web forum (bbs.tianya.cn) in China. For example, in bbs.tianya.cn/post-
763-492879-1.shtml, a new trainer is asked to follow the rules listed below: 

1. You should register as a female user, and your age is between (25-30); 
2. You are now living in Shanghai, and you will review the restaurant and 

shopping in Shanghai; 
3. You should review about five or six stores everyday; 
4. One userid can earn 20 points per day, and 10 days is a cycle.  
From the above rules, we can find that the main method for training userids is to 

frequently post reviews in a short period. Hence we propose our second professional 
spam reviewer detection model. This model is originated from the one used in [14], 
which is developed for finding the very high ratings on single product group. We 
adapt it based on the spammers’ posting frequency.  

We first define the reviewer ui’s review set within a span of time w as follows: 

* *( ) { | ( ) }i ij i j ijE w v V s S t v w= ∈ ∈ ∧ ∈                       (5) 

We set two types of time window, i.e., day and month based on the two following 
assumptions: 

 Every day, a professional spam reviewer should post a specific number of 
reviews to maintain his/her grade; 

 Every month, a professional spam reviewer should continuously post a specific 
number of reviews to train his/her userid.  

Let Ci
day be the review set whose number of posts is larger than a minimum size 

threshold of minsizeday. 

* *{ ( ) || ( ) | }d a y d a y
i i iw

C V w V w m in size= ≥                   (6) 

The ui’s spam score based on his/her daily posting frequency is defined by:  
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Similarly, the ui’s spam score based on his/her monthly posting frequency can be 
defined as: 
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In our experiment, we empirically set the time window w to be a day and a month 
and minsizeday = 3 and minsizemonth = 5 respectively. One can notice that minsizemonth is 
a bit larger than minsizeday. The reason is that the data we extracted are only those 
from Shanghai. In a long time period, the professional spammers often review 
restaurants in a number of different cities so as to deceive the review system. Hence 
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the total number of reviews in one month in one city is not particularly large. We 
integrate the above two methods and define the ui’s posting frequency based spam 
score as follows: 

))()((
2

1
)( ,, imonthfidayfif ucucuc +=                  (10) 

FD: A Professional Spam Reviewer Detection Model Based on the Posting 
Frequency 

Based on the spammers’ posting frequency, we derive our second professional spam 
reviewer detection model: 

{ | , }i i frankFD u u U i m= ∈ ≤                                  (11) 

where Ufrank is the reviewer list sorted by their spam score based on the posting 
frequency value of cf(ui) in descending order. 

3.4 A Combined Model for Professional Spam Reviewer Detection 

In previous section, we present two professional spam reviewer detection models. The 
frequency based model FD is a direct model by analyzing the reviewers’ activities.  
The sentiment strength based model CSD is an indirect one, since it needs first 
computing the sentiment strength of a review, and then converts it into a reviewer’s 
spam score. These two methods analyze the characteristics of reviewers from 
different views.  To professional spam reviewers, they usually occupy both of the 
properties, i.e., the high posting frequency and the strong sentiment strength. Hence 
we propose a combined model.  

The combined spam score of a user ui is a linear combination of his/her spam 
scores of posting frequency and sentiment strength. It is defined as: 

,( ) ( ) (1 ) ( ))fc i f i s num ic u c u c uα α= + − ,                       (12) 

where α is a parameter for balancing the impact of FD and CSD model. 
Finally, we define the combined model FC for professional spam reviewer 

detection: 

{ | , }i i fcrankFC u u U i m= ∈ ≤                                (13) 

where Ufcrank is the reviewer list sorted by their combined spam score cfc(ui)in 
descending order. 

4 Experimental Evaluation 

4.1 Dataset 

We collect data from the website of Dianping (http://www.dianping.com/). Similar to 
Yelp in US, Dianping is a professional third-party review sites with social networking 
features in China. The first categories in Dianping are cities like Beijing, Shanghai. 
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The second categories are listings for storefronts such as restaurants and shops. The 
data used in this paper are reviewers and their reviews on the restaurants in Shanghai.  

We mainly use three types of information, i.e., restaurant information, reviewer 
information, and review information. The restaurant information includes storied, 
location, average costs, average star value, and average ratings. Each reviewer in 
Dianping can post one or more reviews. Reviewer information consists of userid, 
registering time, location, the last login time, community grade, review votes, etc. The 
review information includes posting time, reviewer, textual comments, numeric rating 
score, star value. We remove those records with null attributes. Table 1 shows the 
statistic for the data sets used in our experiment.  

For the purpose of comparison with the baselines, we also extract information for 
chain restaurants. Among the 265 restaurants, there are 83 chain restaurants of 31 
brands which have the same name but different ids and locations.  

Table 1. Statistic information for datasets 

Data set 
Before 

Preprocessing 

After 

Preprocessing 

U: set of reviewers 206586 204954 

S：set of restaurants 278 265 

V：set of reviews 493982 489989 

E：set of ratings 493982 489989 

4.2 Baselines 

We use four types of baselines proposed in Lim et al. [14]. 

 TC1 – This is a model used to detect the spam reviewers in chain restaurants. 
If a reviewer posts multiple similar reviews to one store (restaurant), he/she 
might be a spammer. Here the similarity is defined as the cosine similarity 
between the textual vectors of two reviews. 

 TC2 – This is a model also used to detect the spam reviewers in chain 
restaurants. In a time window w, if a reviewer posts multiple reviews all 
having high or low rates, he/she might be a spammer. The time window w is 
set to 3, and the threshold for the number of high and low ratings is set to 3 
and 2 respectively.  Here the value of high rating threshold is larger than 
that of low threshold because there are more promoting reviews than 
discrediting ones.  

 GD – This is a model based on deviations from the average ratings on the 
same restaurant.  

 ED – This is a model also based on deviations. Different from GD, this 
model assigns various weights to reviews according to their posting time. 
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4.3 Manually Labeling and Evaluation 

Both the number of reviews and reviewers in our data are extremely large. It is very 
difficult, if not impossible, to manually labeling all the data. Assessment based on 
small sampling is mainly used in information retrieval, which uses several queries to 
evaluate the results from search engine. We adopt this method in our experiment.  

We first construct two small sample sets for labeling. One is the reviewer set of 
most likely spammers, and the other is the set of most unlikely spammers.  The 
detailed procedure for building the sample sets consists of three main steps. 

1. Calculating the spam score of each reviewer using the FD and CSD models 
proposed in this paper and other four models (TC1, TC2, GD, ED) introduced 
in previous work [14] for spam reviewer detection. 

2. Linearly combining the results from the above six models, and getting a 
combined spam score. 

3. Sorting the reviewers in descending order of their combined spam scores, and then 
selecting 40 top ranked and 40 bottom ranked reviewers for user evaluation. 

We recruit three graduate students to examine the selected reviewers. All of the students 
are familiar with the usage of Dianping website. They work independently on spammer 
identification. The selected reviewer set is randomly ordered before they are forwarded to 
the student evaluators. That is to say, the evaluators do not know the relationship between 
the reviewers’ order and their combined spam scores. The evaluators then independently 
label every reviewer either as “spammer” or “non-spammer”. Table 2 shows the number 
of spammers and non-spammers labeled by the evaluators.  

Table 2. Evaluation Results 

 Evaluator1 Evaluator2 Evaluator3 

# Spammers 

Evaluator1 38 34 36 

Evaluator2 - 41 38 

Evaluator3 - - 44 

# Non-Spammers 

Evaluator1 42 35 34 

Evaluator2 - 39 33 

Evaluator3 - - 36 

 
In order to evaluate the three evaluators’ consistency in their judgements, we 

compute the Cohen’s kappa [1] values of the evaluator pairs.  The results are listed 
below:  

K(1, 2 )= 0.8252,  

K(1, 3) = 0.7512,  

K(2, 3) = 0.7744 
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We find that K(1,3) and K(2,3) are between 0.6 to 0.8, indicating a substantial 
agreement. Meanwhile, K(1,2) is between 0.8 to 1.0, indicating an almost perfect 
agreement [2,12].  Hence the judgements among evaluators are consistent and 
effective and thus can be used as the standard in following experiments. 

4.4 Results 

• Evaluation metrics 

We use the NDCG (Normalized Discounted Cumulative Gain) value [11] to 
compare the results from the model and those from the evaluators. NDCG is a 
popular measure for spam reviewer detection [14, 15]. It is defined as follows: 

listrankedidealofDCG

DCG
NDCG =

                             (14) 
where DCG is defined as: 


=

+=
p

i

i
i i

rel
relDCG

2 2log                                            (15) 
and DCG of ideal ranked list is  the ordered list from three students.  In Eq. (15), 
reli is the number of votes for reviewer ui (reli ∈[0, 3],  p = 80).  

• Results for the proposed model 

We first investigate the effects of parameter α in Eq. (12). Figure 2 shows the 
results for various settings for α. 

From Fig.2, it is clear that the larger value results in a better performance, 
showing that the combined model FC benefits more from the frequency based 
model FD than the sentiment strength based model CSD. We can see also that FC 
reaches the highest performance at α value of 0.9. Hence 0.9 is used as the default 
setting in all our experiments below. 
 

 

Fig. 2. The effects of parameter settings 

Figure 3 shows the results for FD, CSD, and FC. Note that FD and CSD are 
actually the special cases of the combined model. If α is set to 0.0, then FC turns 
into CSD and if α is 1.0, FC turns into FD.  
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From Fig.3, we can see that FD performs better than CSD, and the combined 
model FC performs the best among three models. The reason can be due to that FC 
utilizes both the spammers’ behavior patterns and the sentiment inclination of their 
writings. The combination of two kinds of models leads to a significant information 
gain and causes a large performance increase.  

 

Fig. 3. The NDCG values of FD, CSD, and FC models 

• Comparison with the baselines 

Next, we compare our proposed model with the baseline methods. Figure 4 shows 
the results. 

 

Fig. 4. Comparison with the baselines 

It can be seen from Fig.4 that the proposed combined model FC generates the best 
ranking list. It performs better than any of the four baselines. The two detection 
models GD and ED, which are based on rating deviation, perform the worst. This 
indicates that the rating deviation models are impropriate for professional spammer 
detection. The TC1 and TC2 model are in the middle. Note that these two models are 
used to find the spammers in the chain restaurants, which are only a subset of the 
entire data. Hence their curves are shorter than those of other models. 

5 Conclusion 

In this paper, we develop two new models for detecting the professional spam reviewers. 
One is based on reviewers’ posting frequency. And the other is based on the reviewers’ 
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emotional degree in their review texts. We then linearly combine these two models and 
get an integrated one. We conduct experiments on a real dataset with a large number of 
reviewers and reviews extracted from Dianping. The experimental results show that our 
proposed model can improve the accuracy of existing methods by a large margin. 
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Abstract. Opinions always carry important information of texts, but compara-
tive sentence is a common way to express opinions. We describe how to recog-
nize comparative sentences from Chinese text documents by combining rule-
based methods and statistical methods as well as analyze the performance of 
these methods. The method firstly normalizes the corpus and Chinese word 
segmentation, and then gets the broad extraction results by using comparative 
words, sentence structure templates and dependency relation analysis. Finally 
we take CSR, comparative words and statistical feature words as classification 
features of SVM to accurately identify comparative sentences in the broad ex-
traction results. The experiments with COAE 2013’s test data show that our ap-
proach provides better performance than the baselines and most systems re-
ported at CCIR 2013. 

Keywords: Comparative Sentence, Chinese Comparative Sentence, CRF, CSR, 
SVM. 

1 Introduction 

Almost every day people are surrounded by all kinds of choices. In order to make 
better decisions, we usually compare items with the others which we are interested in. 
In big-data era today, we are easy to achieve a flood of useful information, comparing 
with traditional questionnaire approach. However, we are plagued by handling such a 
large amount of information, which would be time-consuming. Therefore, we need a 
comparative perspectives mining system to help us automatically obtain the compari-
son information between the two (or more things) from massive data. 

The comparison is a universal feature of each natural language. It is not only an 
important aspect of grammar, but also an important method used for human thinking. 
We often compare two (or more) people or things when we make decisions. There-
fore, we widely use multiple languages to express the comparison, such as English, 
Chinese and Japanese [1]. But the comparison approach embodied in the different 
languages is different. In the process of identifying English comparative sentence, [2] 
discusses how to recognize comparative sentence from English text, with support 
vector machine (SVM) and class sequential rule (CSR) algorithm to identify compara-
tive sentences, it can achieve a precision of 79% and recall of 81%. On the basis of 
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[2], [3] takes advantage of label sequential rule (LSR) algorithm to extract compare 
elements, and obtain satisfactory results. [4] and [5] obtain the relevant information 
by using Web search, and then compare two objects to get the relationship between 
them. Relying on the established rules, [6] presents a case study in extracting informa-
tion about comparisons between running shoes and between cars, and use rule-based 
method to extract product mentions and comparisons from user discussion forums. 
Based on pattern recognition method, [7] proposes a weakly-supervised bootstrapping 
method based on indicative extraction pattern (IEP) to identify comparative questions, 
and they achieve F1-measure of 82.5% in comparative question identification. 

However, Chinese comparative sentence refers to that the predicate contains com-
parative word, or the sentence has comparative construction. In the process of Chi-
nese comparative sentence identification, [8] regards it as a binary classification prob-
lem on the basis of [2] and [3], and takes feature words, CSR as classification features 
of SVM. Based on the study of [8], extra CRF model is added in [9] to extract entity, 
the location and quantity of the entity is used as classification features of SVM to 
identify comparative sentences, and they achieve a precision of 96% and recall of 
88%. What’s more, [10] achieves Chinese comparative sentences through hierarchical 
network of concepts (HNC) theory. 

Overall, the research on Chinese comparative sentence identification is still in its 
infancy. Because of the flexibility of Chinese, comparative sentence identification is 
more difficult. Currently, the methods solving the problem are mostly template-based 
matching and machine learning transforming the problem into classification problem. 
We design a three-step approach based on the combination of rules and statistics to 
identify Chinese comparative sentence in this paper: 

(a) Design some rules for sentence structure to identify explicit comparative  
sentence. 

(b) Compute the similarity of dependency relation in comparative sentence to  
obtain implicit comparative sentence. 

(c) Extra features, containing comparative words, CSR and statistical feature 
words, are designed as classification features of SVM to identify comparative 
sentence. 

The remainder of this paper is structured as follows. In Sec. 2, we briefly summar-
ize Chinese comparative sentence. Sec. 3 describes our approach in detail to identify 
comparative sentence. Different experiments are done and experimental results are 
analysed in Sec. 4. Sec. 5 concludes our work.. 

2 Summary of Chinese Comparative Sentences 

Generally speaking, comparative sentences are declarative sentences which contain 
compare and contrast, and require two or more objects on the semantic role. Accord-
ing to [11], modern Chinese comparative sentence is the sentence which contains 
comparative words or comparative constructions, and it consists of four comparative 
elements, namely comparative subject, comparative object, comparative points and 
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comparative results. Based on the approach of [9], comparative subject and compara-
tive object are known as comparative entity while comparative points known as com-
parative attribute. Take “诺基亚N8的屏幕不如iphone的好” (Nokia N8’s screen is 
not better than iphone’s) for example, it is explicit comparative sentence, and is pre-
sented by quadruple form <诺基亚N8, iphone, 屏幕, 好> (Nokia N8, iphone, screen, 
better). In practical applications, above four elements sometimes don’t appear simul-
taneously. 

Due to its diversity and complexity, the definition and classification of Chinese 
comparative sentence has not been conclusive in academic world. In this paper, we 
use the criteria of COAE 2013 to classify comparative sentence. 

(d) There are differences in ordinal relation between comparative entities, one is 
better than the other in comparative sentence, such as above instance. 

(e) Just point out the differences but no good or bad. 
“途安和毕加索的风格特点、细致程度以及技术含量都存在差异” 
(There are differences in style, fineness and technology between Touran and 
Picasso) 

(f) There have the same orientation or the similarity between comparative entities. 
“诺基亚N8与iphone的通话质量差不多” 
(Connection quality is approximately equal between Nokia N8 and iphone) 

(g) There is only an entity which is the best or the worst among several entities in 
comparative sentence. 
“iphone的屏幕是目前所有手机中屏幕最好的” 
(Iphone’s screen is the best of all) 

(h) Compare two or more entities’ features without comparative words, and don’t 
point out which is better. 
“诺基亚N8的屏幕材质是TFT的，但是iphone屏幕的材质是IPS的” 
(The material of Nokia N8’s screen is TFT while the material of iphone’s 
screen is IPS) 

In addition, some comparative sentences, which are controversial when human an-
notates or temporal-self comparison by time sequence, are not in the scope of our 
study. Such as sentence structure “the more…the more…”, “…more and more…”, 
“…less and less…” and so on. All in all, only when clearly master the definition, 
classification criterion as well as sentence structure, we would effectively and auto-
matically identify Chinese comparative sentence.  

3 Chinese Comparative Sentences Identification  

The process of Chinese comparative sentence identification is shown in Fig. 1. 
In order to solve the problem of non-standard data sets, we firstly normalize data 

sets, and then match sentence structure template and compute the similarity of depen-
dency relation to separately identify explicit and implicit comparative sentences for 
the broad extraction. As a result, we obtain comparative sentence sets (A and B in 
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Fig. 1) which has a low precision and a high recall. Finally, we take CSR, compara-
tive words and statistical feature words as classification features of SVM to accurately 
identify comparative sentences in sets A and B. The identification results have a high-
er recall without losing the precision. 

3.1 Data Preprocessing 

Through analyzing data sets from COAE 2013, we conclude as follow: 

(i) Taking sentence as unit in data sets, it has short text and sparse features. 
(j) Existing imbalance between comparative sentence and non-comparative sen-

tence, we need to process them into balanced corpus. 
(k) Four comparative elements usually don’t appear together in comparative sen-

tences. 
(l) High territoriality, extreme colloquialism. 

Specific to the above characteristics, we design the process of data preprocessing 
as follows: 

(m) All sentences are segmented and POS tagged using ICTCLAS20131, which 
contains the word segmentation of internet slang. And we use domain lexicon 
and comparative word dictionary to check the labeling results. 

(n) Use Stanford Parser2 to analyze sentence structure, and locate in comparative 
words, subject and predicate. 

(o) Language Technology Platform (LTP)3 is used to analyze dependency relation 
for data sets. 

(p) Process the imbalanced corpus with entropy-based balance algorithm [12] and 
obtain balance corpus being close to one to one. 

                                                           
1  http://www.nlpir.org/ 
2  http://nlp.stanford.edu/software/lex-parser.shtml 
3  http://ir.hit.edu.cn/ltp/ 
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Fig. 1. The process of comparative sentence identification 
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3.2 Sentence Structure Templates Extraction 

It is known that Chinese is a kind of highly flexible language. Most of Chinese lan-
guage expressing comparative meaning contains comparative word, such as “比” 
(than), “亚于” (less than), “不如” (inferior to) and so on. [13] lists some common 
comparative words and comparative result words expressing the result which is better, 
as shown in Table 1. 

Table 1. The words expressing comparative meaning in Chinese 

Comparative words Comparative result words 

相比(compare with), 对比

(contrast), 比较(compare), 不及

(inferior to), 逊色于(inferior to), 劣于

(inferior to), 弱于(weaker than), 等于

(equal to), 等价于(equal to), 近似于

(be similar to), 像(like), 犹如(as if), 

如同(as), 优于(superior to), 好于

(better than), 胜过(superior to), 超过

(surpass), 区别于(different from) 

差异(difference), 差别(difference), 区别

(distinguish), 不同(diverse), 不一样(distinctive), 一

样(the same), 媲美(match each other), 雷同(similar), 

相同(the same), 不相上下(neck and neck), 旗鼓相当

(neck and neck), 差(poor), 弱(weak), 欠佳(not good 

enough), 欠缺(defect), 不足(shortage), 劣势(inferior 

position), 好(good), 进步(progress), 领先(lead), 扩

充(enlarge), 优势(superiority), 佼佼者(outstanding 

person), 出类拔萃(outstanding) 

 
At the same time, some comparative sentences don’t contain comparative word, we 

give the definition as follow: 

Definition 3-1: explicit comparative sentence: contain comparative word and express 

the contrast between the two or more entities. 

Definition 3-2: implicit comparative sentence: there is no comparative word in the 

sentence that is intended to compare two or more entities. 
Through the analysis of data sets as well as the characteristics of comparative sen-
tence, we summarize three kinds of sentence structure templates4 with high coverage 
ratio for explicit comparative sentence. 

(q)  SS1=… + VP (Keywords/Key Phrases) + …VA/ADJP… 

It means that there is comparative word in the sentence, and the parent node 
of comparative word is VP, the other child nodes of VP are predicative ad-
jectives (VA) or adjective phrases (ADJP). 

(r)  SS2=… + VP (Keywords/Key Phrases) + …ADVP… 

It means that there is comparative word in the sentence, and the parent node 
of comparative word is VP, the other child nodes of VP are adverb phrases 
(ADVP). 

                                                           
4  Labeling with Stanford Parser. 
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(s)   SS3=… + NP (Keywords/Key Phrases) + … 

It means that there is comparative word in the sentence, and the parent node 
of comparative word is NP. 

3.3 Dependency Relation Similarity Computation 

Explicit comparative sentence identification using sentence structure templates has a 
high recall. However, because of the complexity of implicit comparative sentence, we 
try to mine more information by analyzing dependency relation. The parser trans-
forms Chinese sentence into structured dependency tree. The arcs in dependency tree 
reflect the relations between words in comparative sentence, and point out from core 
word to dependency word. The marks on the arcs represent dependency type [14]. 
Take implicit comparative sentence “诺基亚N8的屏幕材质是TFT的，但是iphone
屏幕的材质是IPS的。”(The material of Nokia N8’s screen is TFT while the material 
of iphone’s screen is IPS)  for example, its structured dependency tree generated 
with LTP is shown as follows: 

 
Fig. 2. The diagram of structured dependency tree generated with LTP 

By analyzing lots of structured dependency trees like the above, we find that the 
two parts of implicit comparative sentence have similar syntactic structure and are 
combined with punctuation, turning words, coordinating conjunctions and so on. On 
the basis of [15], we give a fixed threshold to compute the similarity of dependency 
relations, and take the sentence, which similarity exceeds the threshold, as candidate 
of comparative sentence. Experimental results show that this method is very effective 
for compound sentence and transitional complex sentence. 

3.4 Identifying Comparative Sentence with SVM 

We describe our approach in Sec. 3.2 and Sec. 3.3 to identify comparative sentence. 
In our experiments, we find the approach has a low precision and high recall. In order 
to obtain the high precision and keep the high recall, we consider comparative sen-
tence identification as a binary classification problem. [8], [9] and [12] adopt SVM 
classifier to identification comparative sentence and achieve good results. We propose 
three kinds of features for SVM classifier: CSR, comparative words and statistical 
feature words. 
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Class Sequential Rules 
Because of the broad extraction containing explicit/implicit comparative sentence 
identification, our approach ignores the fine-grained level of word sequence. So we 
compensate for this defect by adding auxiliary features: CSR. Sentence structure has 
loose force of constraint and is suitable for the broad extraction, but CSR has strong 
force of constraint and is good at the accurate extraction. Based on the candidates of 
the broad extraction, we design CSR to take a further mining for improving the preci-
sion of the classification. 

Sequential pattern mining (SPM) is one of the most important tasks in the field of 
data mining. CSR is suitable for SPM and its aim is to find the patterns which meet 
minimum support defined by user. [8] takes CSR as classification feature and propos-
es each clause as a sequence, as a result [8] achieve good performance for regular 
comparative sentence. But it would get half the results with double the effort for the 
colloquial/irregular comparative sentence. We choose different window size to solve 
this problem. At the same time, the sparse samples lead to that the values of the min-
imum frequency of CSR sequence as well as the median frequency sorting are 2. So 
the initial value is also 2. What’s more, through the experiment we find that making 
each clause as the window size is not only inefficient but also lead to decreased accu-
racy. However, we can get a better effect when the window size is 5 in experiment. 

It isn’t good enough only to use CSR to distinguish comparative/non-comparative 
sentence. This is mainly because lexicon can not perfectly express the meaning of the 
sentence. [9] verifies that, so we need more semantic information to improve the clas-
sification features. 

Comparative Words and Statistical Feature Words 
Comparative words has been described in Sec. 3.2, we don’t repeat them again. Statis-
tical feature words are done on the balanced corpus. Through separately computing 
the distribution of a word  in intra-class or inter-class, we can get the distribution of 

 on the given data sets. We choose the word  with bigger intra-class information 
entropy and smaller inter-class information entropy as statistical features. Information 
entropy is defined as following:                                           | |                                           1  

Where |  represents the probability that the document belongs to class  
when word  appears in the document. When the value is greater, the word  will 
appear frequently in the class. It means the word  is more suitable to represent the 
class. Then we calculate information gain value for each word , and set the thre-
shold  to filter out the noise. Through three experiments, we find that 12.6 is 
better and finally obtain 3,000 statistical words. 

4 Experiments 

4.1 Performance Evaluation 

Comparative sentence identification is evaluated by Precision, Recall, and F-measure. 
They are described as follows: 
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                                                 # _# _                                       2  

                                                  # _# _                                                  3  

                                                2                          4  

 
Where # _  is the correct result from system, # _  is 
the whole number of comparative sentences from system, # _  is the 
number of comparative sentences that has been annotated correctly by people. 

4.2 Data Set 

For the current study of the comparative sentence is still very rare, and there is no 
more public valuable corpus. In order to carry out the experiment, on the basic of 
evaluation data from the COAE2013, we collect more  which is derived from 
”Zhongguancun Online”5 product review sites. The combined corpus contains three 
types of data: news, customer review and user forum, which are from the fields of 
cars and electronics. By manual annotation, we get the results as follow: 

Table 2. Data Sets 

Sentence type 
Car 

field 
Elec-

tronic field 
In all 

Comparative 
sentence 

explicit 907 983 1890 
implicit 93 17 110 

Non-comparative sentence 1000 1000 2000 

4.3 Experimental Results 

Identifying Comparative Sentence by Sentence Structure Templates 
Sentence structure template is suitable for explicit comparative sentence identifica-
tion, so we would firstly verify the coverage of the three kinds of templates mentioned 
in Sec.3.2. Our corpus totally contains 2,000 comparative sentences and 2,000 non-
comparative sentences. In the experiment, we analyze the sentence structure for 2,000 
comparative sentences and then calculate the coverage rate of three kinds of sentence 
structure templates. There are 1,890 explicit comparative sentences in 2,000 compara-
tive sentences. It means that most comparative sentences are explicit. However, 1,735 
explicit comparative sentences are matched by the three kinds of sentence structure 
templates in 1,890 explicit comparative sentences. The coverage rate, as high as 
91.8%, shows that almost all the explicit comparative sentences are covered. 
                                                           
5  http://www.zol.com.cn/ 
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Through the experiment, we find that this approach only has a precision of 67.2% 
which isn’t a satisfactory result. This is mainly because the templates are excessively 
broad and satisfy most of the sentence structure. So we need other auxiliary method to 
achieve a higher precision. 

Identifying Comparative Sentence by Dependency Relation 
During the experiment, we parse 2,000 comparative sentences with LTP and use the 
approach described in Sec.3.3 to calculate the similarity of dependency relation. As a 
result we achieve a high recall of 95.7% in 230 implicit comparative. It is clear that 
this approach is suitable for implicit comparative sentence identification. However, 
the approach has a low precision, and we still need other auxiliary method to achieve 
high precision. 

Identifying Comparative Sentence by SVM 
We take comparative words, statistical feature words and CSR as classification fea-
tures of SVM, and orderly select the combination of features to do experiment. Where 
“CW” stands for comparative words, “SFW” stands for statistical feature words. The 
experimental results are shown in Table 3. 

Table 3. The experimental results using SVM 

Feature type Precision (%) Recall (%) F-measure (%) 

CW 68.2 73.1 70.9 
SFW 67.6 73.5 70.4 
CSR 73.4 68.9 71.1 

CW+CSR 76.8 81.6 79.1 
SFW+CSR 81.4 82.9 82.1 

CW+SFW+CSR 84.3 82.4 83.3 
 

Through analyzing the experimental results, we conclude that statistical feature word 
isn’t obviously enough to represent comparative sentence. Similarly, only comparative 
word isn’t effective. When CSR is involved in, the results are significantly improved. 
To some extent, it also proves that statistical features and rule-based features are com-
plementary each other in mining comparative sentences, and also verifies that compara-
tive sentence has important grammatical features. During the experiments, CSR as a 
single classification feature is the best and it proves that the main semantic information 
of comparative sentence is concentrated in the windows which take comparative word 
as the center of the windows with the range of 5. But the combination of CW, SFW and 
CSR is the best choice when we use SVM to identify comparative sentence. We achieve 
a high precision of 84.3% based on the statistical approach. 

Identifying Comparative Sentence Based on the Combination of Rules and  
Statistics 
In order to achieve high precision and recall, we use the combination containing sen-
tence structure template (SS), the similarity of dependency relation (SDR) and SVM 
to identify comparative sentence. Firstly, the approach described in Sec.3.2 is used to 
identify explicit comparative sentence and the other described in Sec.3.3 is used to  
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Table 4. The experimental results based on the combination of rules and statistics 

 Precision (%) Recall (%) F-measure (%) 
SVM 84.3 82.4 83.3 

SS+SVM 83.8 86.6 85.2 
SDR+SVM 86.8 84.7 85.7 

SS+SDR+SVM 85.4 88.2 86.8 

 
identify implicit comparative sentence. Secondly, we use SVM to optimize identifica-
tion results. The experimental process and results are shown in Table 4. 

According to Table 4, the experimental results show that our approach based on the 
combination of rules (the broad extraction) and statistics (the accurate extraction) 
achieves a higher precision and recall. What’s more, F-measure can reach up to 
86.8%. Combining SS with SVM has a lower precision and a higher recall than SVM. 
Although combining SDR with SVM has the highest precision, the combination  
of SS, SDR and SVM has the highest F-measure than others. With the combination  
of them all, we ultimately obtain the satisfactory results of comparative sentence  
identification. 

5 Conclusions and Future Works 

In order to solve the problem of Chinese comparative sentence identification, we 
bring a brief summary and put forward a new solution. Further said that we propose a 
novel method of Chinese comparative sentence identification based on the combina-
tion of rules (the broad extraction first) and statistics (the accurate extraction later). 
Firstly we use comparative words and sentence structure templates to identify explicit 
comparative sentence. And then compute the similarity of dependency relation in 
comparative sentence to identify implicit comparative sentence. Finally in the result 
sets we apply CSR, comparative words and statistical feature words to optimize the 
identification results. The experiments with COAE 2013’s test data show that our 
approach provides good performance. However, some issues need to be further stu-
died. We will focus on the following questions in the future work: 

(t) Use synonyms to expand the existing rule templates. 
(u) Try to propose more general matching approach for dependency relation in 

comparative sentence. 
(v) Need larger corpus to optimize comparative sentence identification algorithm. 
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Abstract. In the medical field, we are amassing phenomenal amounts
of data. This data is imperative in discovering patterns and trends to
help improve healthcare. Yet the researchers cannot rejoice as the data
cannot be easily shared, because health data custodians have the un-
derstandable ethical and legal responsibility to maintain the privacy of
individuals. Many techniques of anonymization have been proposed to
provide means of publishing data for research purposes without jeopar-
dizing privacy. However, as flaws are discovered in these techniques, other
more stringent methods are proposed. The strictness of the techniques
is putting in question the utility of the data after severe anonymization.
In this paper, we investigate several rigorous anonymization techniques
with classification to evaluate the utility loss, and propose a framework
to enhance the utility of anonymized data.

Keywords: DataPublishing,PrivacyPreservation,Anonymization,SVM.

1 Introduction

Health research is central to the advancement of health care, which impera-
tively requires access to health data. However, health records are intrinsically
identifiable, and control over the use of the data is necessary. When trying to
publish health data, custodians of such data inevitable encounter hurdles rel-
ative to privacy[10]. To address such issues, a Privacy Rule was established
in the United States which constitutes a comprehensive Federal protection for
individuals’ medical records and is known as Health Insurance Portability and
Accountability Act (HIPAA)[12,13]. The legislation regulates health care groups,
organizations or businesses, on how to use and disclose privacy data.

In recent years, several significant privacy preserving techniques have been
proposed to protect individual’s privacy when sharing the information. These
techniques are progressively stricter as vulnerabilities in these algorithms are
discovered. However, while such strict techniques prevent identification, they can
significantly hinder the utility of the data for research purposes. In this paper
we investigate several rigorous anonymization techniques with novel criterions
based on a classification technique to evaluate the data utility. The remainder
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of the paper is organized as follows: in subsequent sections, we briefly introduce
k -anonymity[1,4], l -diversity [3] and t -closeness [7] and their related limitations
with tangible examples. We then present our utility evaluation methods on the
anonymized data based on SVM, and the results of utility loss are analyzed.
Given the sigificant utility loss, a privacy preservation with utility enhancement
supervision framework is proposed. We present the implementation of the frame-
work and algorithm with comparison experiment before concluding.

2 Privacy Preservation Technique

A typical health data table includes the basic personal information as well as
their sensitive information such as diagnostic and treatment history records. All
these attributes can be categorized into three classes [2]:

– Identifier attributes : a minimal collection of attributes that can explicitly
identify individual records.

– Sensitive attributes : considered to be private.
– Quasi-identifier (QI) attributes : a minimal collection of attributes that can

be linked with external information to re-identify individual records with
high probability.

According to the HIPPA regulation, the removal of all identifier attributes
is necessary. However, relinking attack [4,5] is a notorious attack on the de-
identified tables by joining two tables having common quasi-identifier attributes.
For example, based on the statistics, approximately 97% of 54,805 voters in the
Cambridge, U.S. can be uniquely identified on the basis of full combination of the
zip-code, gender and birthday attributes; 87% can be identified with the combi-
nation of only 5-digit ZIP-code, gender and birthday; and another 69% uniquely
with the ZIP-code and birthday [2]. This result reveals a serious privacy preser-
vation problem and shows a high possibility of re-identifying the de-identified
table under the re-linking attack.

2.1 k-Anonymity beyond De-identification

k-Anonymity Principle. The simple identifier removal process cannot guar-
antee the anonymity of the published data due to its potential leakage on QI
attributes. The k -anonymity technique is designed to avoid re-linking attacks
through generalizing the QI attribute values. For each QI attribute, a tree-
structured domain generalization hierarchy is maintained, in which the node in
higher levels contains more generalized information. Given this hierarchy, the
specific values in the original table can be replaced by the more general values
in higher level nodes of the hierarchy. Records with the same generalized value
are gathered into an equivalence class[2], thus the re-linking attack cannot dis-
tinguish a certain individual from other records in the certain equivalence class.
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A table satisfies k -anonymity principle if at least k indistinct records exist in
each equivalence class. For instance, Table 1 satisfies 3-anonymity.

Attacks on k-Anonymity. It is quite common for k-anonymity to generate
equivalence classes with same values of sensitive attributes, especially when cer-
tain sensitive attributes have high frequent values. For example, in Table 1,
an adversary can easily know that individuals in the second equivalence class
suffer from Gastric Ulcer. Although the equivalence class decreases the possibil-
ity of identifying individual, the sensitive attributes can provide auxiliary clew,
which can be utilized by homogeneity attacks[3]. Background attack[14] uses
some background knowledge to obtain privacy information on the k-anonymity
tables. Again, in Table 1, suppose an adversary knows that an individual in the
first equivalence class has a certain cancer, this fact as background knowledge
can assure the adversary that this individual has Stomach Cancer.

Table 1. k -Anonymity Health Table (k=3)

2.2 l-Diversity beyond k-Anonymity

l-Diversity Principle. To deal with the defects of k -anonymity, l -diversity
requires that the sensitive attribute values in each equivalence class should be
as diverse as possible, requiring at least l well-represented sensitive attribute
values. The requirement of l well-represented values of sensitive attributes adds
an extra protection layer over k -anonymity. When a table satisfies l -diversity, the
adversary who breaches the k -anonymity, still needs to exclude the (l -1) possible
sensitive values. The larger the parameter l, the more protection it provides.

Attacks on l-Diversity. However, the requirement of l -diversity on well-
represented values cannot really ensure the real diversity for sensitive attributes.
For example in Table 1, “Gastric Ulcer”, “Gastritis” and “Stomach Cancer” are
all stomach related, then the adversary could know that the individuals in the
first equivalence class must have a problem with the stomach. Similarity attack
[6] and skewness attack [7] are two typical attacks on such semantic leaks in sen-
sitive values. The breach will be serious when the number of sensitive attribute
categories is small.
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2.3 t-Closeness beyond l-Diversity

Rather than simply making sensitive attribute values numerically diverse, t -
closeness [7] makes the sensitive values semantically diverse. The t -closeness
requires the distribution of sensitive values in each equivalence class close to the
overall distribution of the whole table.

3 Utility Loss Evaluation

3.1 Utility Loss Measures

The three important privacy preservation processes, k -anonymity, l -diversity
and t -closeness are effective in protecting data privacy. However, there is a risk
that they lower the utility of the data in the context of health research, such
as building classifiers for automated diagnostic, treatment recommendation or
other relevant applications requiring machine learning. Therefore, the balance
between the data utility for scientific research and the privacy preservation for
health data is of paramount importance; at least, reducing the loss as much as
possible while keeping the same level of privacy, is imperative.

To capture data utility, some criteria measure the utility loss that is incurred
by generalization based on generalization hierarchies, such as Discernability Mea-
sure (DM) [1], Utility Measure (UM) [17], Relative Error (RE) [18], Normalized
Certainty Penalty (NCP) [16] etc. DM and RE is calculated based on the num-
ber of generalized group and suppressed group that overlap with the original
data. NCP and UM are expressed as the weighted average of the information
loss, which are penalized based on the number of ascendants in the hierarchy.
Some recently proposed measures, such as multiple level mining loss [15], express
utility based on how well anonymized data supports frequent itemset mining.
However, all these measures are essentially evaluating the information loss of
generalized items via certain penalization function based on the number of as-
cendants achieved in the hierarchy. A measure that can be used in the absence
of hierarchies and captures the utility loss incurred by generalization is more
preferred by practical application scenarios.

Machine learning applications can utilize the analysis and intelligent inter-
pretation of large data in order to provide actionable knowledge based on the
data for human decision support or automatic decision making. Support Vector
Machine (SVM) is one of the effective machine learning algorithm. The standard
SVM takes a set of input, each of which belonging to one of several categories;
then builds a model of hyperplane separating the data space through the learning
process to predict whether a new test example falls into one category or another.
In this section, we are particularly interested in evaluating and discussing the
utility loss induced by privacy protection via the use of Support Vector Machine
(SVM), and examine the utility value through the measure of accuracy after
anonymization.
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3.2 Datasets and Experimental Setup

We use two census-based datasets, the Adult dataset, which is originally from
the US census bureau database, and the IPUMS dataset from the historical
census project at the University of Minnesota. Both datasets, available from the
UCI Machine Learning repository1, have been extensively used by recent privacy
preservation studies [3,7]. In the Adult dataset, we choose attribute set including
age, workclass, education, gender, race, marriage, and country as QI attributes,
and use the salary class as the sensitive attribute. In the IPUMS dataset, QI
attribute set includes sex, relationship, race, birthplace, children number, educa-
tion attainment, weeks worked last year, and use the wage class as the sensitive
attribute. We remove all records with missing values. Our experiments use the
following parameters: k = 4 for k -anonymity, k = 4 and l = 2 for l -diversity, k
= 4 and t = 0.2 for t -closeness. Those settings are commonly applied in prac-
tice [3,5,7], which are regarded to be not too strict to make the output data
completely unusable.

We use the LibSVM toolkit[8] to run the SVM classification algorithm, and
apply the same SVM parameters for all experiments. The datasets are divided
into the training and test sets randomly in three fold cross validation sets: one
third of each set is used as test data while the other two thirds are used for
training. In our first experiment, we use SVM on the original dataset, so that
all information in the QI attributes can be fully utilized for SVM classification.
We then apply SVM on the anonymized data by k -anonymity, l -diversity and
t -closeness separately. By comparing the classification results, we can evaluate
to what degree the anonymized data could lose utility and we examine its loss
value.

3.3 Utility Loss Results

Table 2 presents the comparisons of the accuracies of correctly classified records
by SVM on the Adult dataset. Significant drops, 25% in sensitivity and 21%
in specificity, can be observed due to the inadvertent obfuscation of pertinent
information necessary for building the classification model. In Table 2, one might
expect the classification results to have lower accuracies for l -diversity and t -
closeness compared to k -anonymity; however, the results are quite similar. This
is due to the fact that k -anonymity already produces significant information loss,
and l -diversity in each equivalent class is already established. Table 3 shows the
comparison based on the IPUMS data, where there is a noticeable drop when
using l -diversity and t -closeness as compared to k -anonymity. This shows an
additional utility loss beyond what k -anonymity can have already done.

Based on the experimental results on these datasets, we can conclude that
the utility value of data, after the anonymization by k -anonymity, l -diversity
and t -closeness, is significantly jeopardized due to the strictness of those privacy
preservation mechanisms.

1 http://archive.ics.uci.edu/ml/machine-learning-databases/

http://archive.ics.uci.edu/ml/machine-learning-databases/
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Table 2. Experiment Results with Adult Dataset

Table 3. Experiment Results with IPUMS Data

4 Privacy Preservation with Utility Supervision

4.1 Utility Enhancement Supervision Framework

To minimize the utility loss of these privacy preserving techniques, partition-
based and cluster-based anonymization algorithms have been proposed recently.
The partition-based anonymization treats a record projected over QI attributes
as a multi-dimensional point. A subspace that contains at least k points forms a
k-anonymous group [18]. The main idea of clustering-based anonymization is to
create clusters containing at least k records in each cluster separately [16]. Fung
et al. [19] presented an effective top-down approach by introducing multiple vir-
tual identifiers for utilizing information and privacy-guided specialization. How-
ever, the partitioned-based anonymization selects the attribute with the largest
domain for efficiency and top-down specialization chooses the attribute with best
pre-defined scoring ranking. These genetic evolution and top-down generaliza-
tion algorithms do not produce any progressive attribute selection process which
determines a desired balance of privacy and accuracy.

We introduce the utility enhancement supervision in the attribute selection
process. The insight of our proposal is based on the acknowledgement that the
anonymization process unquestionably damages the potential data correlation
between the QI attributes and the sensitive attributes; and the higher generaliza-
tion hierarchy is achieved the more correlation is lost. Since any prior knowledge
is unknown about the class related features for QI attributes, there probably
exist, among the numerous QI attributes, some that have poor correlation or no
correlation with sensitive attributes. These superfluous QI attributes are defi-
nitely ideal for generalization without losing any utility. More generally, QI at-
tributes that are less correlated with the sensitive attribute are better candidates
for generalization of anonymity than others. The less the attributes with strong
correlation are generalized, the more utility will be preserved for anonymization.
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Hence, the utility enhancement supervision is established to produce such an
order of QI attribute candidates for generalization.

Figure 1 illustrates our framework of privacy preservation with utility en-
hancement supervision. The process is divided into four stages:

– Stage 1. Sample data extraction. De-identified dataset is submitted to D and
sample data D0 is randomly extracted from D for evaluation purpose.

– Stage 2. Anonymization candidates order. Given the randomly selected sam-
ple datasetD0, SVM utility evaluation is applied to produce the partial order
of correlation of QI attributes.

– Stage 3. Attribute generalization. Optimal attributes are chose based on
the partial order to be generalized according to each own generalization
hierarchy.

– Stage 4. The anonymized dataset D′ is verified according to anonymity prin-
ciples. If all equivalent classes satisfy all requirements of the specified prin-
ciple, D′ is ready for publishing.

Fig. 1. Privacy Preservation with Utility Supervision Framework

4.2 Privacy Preservation with Utility Supervision Algorithm

To produce an appropriate anonymization algorithm with utility supervision, we
need to solve the following issues:

– define the standard for comparison which is essential for the partial order.
– devise an efficient algorithm to generate the partial order.
– select the optimal attribute candidates for generalization based on the utility

order

For this purpose, we continue to adopt the utility evaluation based on SVM
and the F-measure value for SVM-based classifier cross validation is used as the
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criteria for comparison. We use the notation F (S) to indicate the F-measure
value for cross validation with attributes set S.

To generate the partial order of candidates, the simplest way is to compare
all possible combinations. However, the number of combinations grows exponen-
tially as the number of attributes increases, thus the brute-force solution might
not always be practical. Thus we use sequential backward selection (SBS), to
achieve affordable search performance. We assume the original QI attributes set
is Xs. Each time one attribute ξ is removed, and SVM classifier is done based
on attributes (X− ξ) obtaining F (X− ξ). The attribute ξ̂ having the maximum

F value implies that the left attributes (X − ξ̂) can best preserve utility, thus ξ̂
is removed. The removal procedure is repeated until the attribute set is empty
with a utility tree established.

To extract the attribute candidates, we first find the maximum F (X ′) value
in the whole tree, then attributes existing in (X−X ′) will be chosen for general-
ization. In the case that these first-batch candidate attributes are all generalized
to their highest level in the generalization hierarchy and the anonymization con-
straints are still not satisfied, another batch of candidates need to be selected for
further generalization. For this purpose, the maximum F (X ′′) value is searched
in the subtree whose root is X ′. Attributes in (X ′ −X ′′) will form a new group
of attributes for generalization. The procedure of search, selection, generaliza-
tion and check is executed repeatedly until a certain anonymization principle is
achieved. Algorithm 1 demonstrates the details for the procedure.

For example, we assume there are six QI attributes X = {A,B,C,D,E, F},
as illustrated in Figure 2. After removing each attribute and executing a clas-
sifier cross validation, we find that X3 = X − C = {A,B,D,E, F} obtains
the highest F value. Thus in the next round of tree building, we only start
from X3 rather than considering other sibling nodes. With the same manner for
X34 = {A,B,E, F}, X342 = {A,E, F}, and X3425 = {A,F}, the utility tree can
be established. To select attribute candidates, the maximum F value is achieved
by F (X3) with attribute set {A,B,D,E, F}. Thus, QI attribute {C} is first
chosen to be generalized. In the subtree of X3, X342 with attribute set {A,E, F}
has the highest F value. {B,D} will be the candidates for generalization. Re-
peatedly, {A,E} will be selected as next group of candidates.

4.3 Experiment Evaluation

The experiment is based on the same census-based datasets, the Adult dataset
and the IPUMS dataset, and the same QI attributes set are chosen as introduced
in Section 3.2. We compare the utility loss by global recoding and local recoding
implementation [15,16] and test with the common configurations for k, l and t
as described in Section 3.2. The global recoding can be described by a group
of functions φi : DXi → D′ for each attribute Xi of the Quasi-identifier. The
anonymization is obtained by applying each φi to the values of Xi in each tuple
of D. The global recoding generalizes the attribute for a group of records in the
table for efficiency. In our implementation, the data space is partitioned into a
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Fig. 2. Example of Privacy Preservation with Utility Supervision Algorithm

set of non-overlapping regions and the algorithm maps all records in a region
to the same generalization hierarchy level. When checking whether anonymity
principle is satisfied, a single SQL query can be established, for example, “SE-
LECT race, gender, age, count(*) FROM Table GROUP BY race, gender, age
HAVING count(*)> k”. Alternatively, the local recoding is described by a func-
tion φ : DX1 ×DX2 × ...×DXn → D′, which recodes the domain of value vectors
associated with the set of Quasi-identifier attributes. Under this definition, the
anonymization is obtained by applying φ to the vector of Quasi-identifier values
in each tuple ofD. We implemented the local recoding by generalizing the Quasi-
identifier attribute to a higher level only for the distinct individual record that
does not achieve the anonymity constraints rather than all records. To check the
satisfaction of anonymity constraints, we introduce an equivalence class id. The
record satisfying the constraints is assigned with such a class id, indicating that
the record belongs to the corresponding equivalence class after generalization.
When each record in the table has a valid class id, the table is considered to be
anonymized successfully.

Based on the algorithm 1, in the Adult Dataset, we obtained the attribute set
partial order as: F (age, workclass, education, country)=84.4%, F (workclass, ed-
ucation)=78.2%. Thus, generalization is done firstly on attribute set {race, mar-
riage, gender}, and after all these attributes have reached the highest level in the
hierarchy, attribute set {age, country} is generalized. In the IPUMS dataset, at-
tribute set partial order is calculated as: F (sex, race, children number, education
attainment, occupation, weeks worked last year)=79.2%, F (sex, children number,
education attainment, occupation, weeks worked last year)=73.4%, F (education
attainment, occupation, weeks worked last year)=70.6%. Accordingly, attribute
candidate sets are generalized based on the order: {relationship, birthplace},
{race}, {sex, children number}.
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Algorithm 1. Anonymization with Utility Supervision

Input: Private de-identified Table, QI(ξ1, ..., ξn), Anonymity constraints, Domain
generalization hierarchy DGHξi , i ∈ [1, ..., n]

Output: Anonymized Publishable Table containing a generalization over QI with
respect to Anonymity principle

/* Step1. Generate utility tree of QI attributes based on SBS */

initial selected attributes set Xs ← QI(ξ1, ..., ξn) ;
initial root node ← F (Xs);
repeat

foreach ξi ∈ Xs do remove one attribute from the Xs

/* Use SVM-based classifier on randomly selected sample data for

cross validation */

Fi ← F (Xs − ξi);
F (Xs).child node ← Fi;

end
/* Find such attribute ξk that F (Xs − ξk) is the maximum */

Fk ← Max(Fi), i ∈ [1, ...s];
Xs ← Xs − ξk;

until Xs = ⊥;
/* Step2. Search for candidates for generalization in utility tree */

Initial root node Xs ← X ;
repeat

Search Tree(Xs) → X ′ : F (X ′) is maximum ;
repeat

/* Step3. Generalize attribute candidates */

Select attribute set < Xs −X ′ > for generalization ;
Build hierarchy vector < DGHξi+1>, ξi ∈< Xs −X ′ > ;
Replace the new hierarchy vector to < Xs −X ′ > in equivalent class;
/* Check data is anonymized successfully for publishing. */

if (Anonymity constraints are satisfied by all equivalent classes) then
return;

end

until Highest level in each DGHξi ;
/* Start a new round candidates search in the Tree(X ′) for

generalization */

Xs ← X ′ ;
until Anonymity constraints are achieved ;
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Fig. 3. Performance Comparison of Privacy Preservation with vs. without Supervision

Figure 3 shows that there is a significant increase in terms of sensitivity and
specificity between anonymization with supervision and anonymization without
supervision on both datasets. On the Adult dataset, we get an accuracy about 7%
higher for k -anonymity and l -diversity principle, and 5% higher for t -closeness.
Such significant rises are due to the deliberate retainment of pertinent attribute
information necessary for building the classification utility model. Comparison
on the IPUMS data shows the accuracy for the classifier can be improved even
more when using l -diversity and t -closeness principle than with k -anonymity.
This is because l -diversity and t -closeness, being stricter than k -anonymity, they
necessarily require further generalization on additional attributes. Imposing re-
strictions or guidance on the attributes being generalized can reduce the risk that
pertinent information contained by correlative attributes is jeopardized. Based
on the experimental results on these datasets, we can conclude that our proposed
privacy preservation algorithm with utility supervision can significantly increase
the utility of privacy preservation mechanisms.

5 Conclusion

In this paper we examined the issue of utility of health data after the anonymiza-
tion process and put forward the necessity of finding a trade-off between privacy
protection and utility of data. We describe three important and recently pro-
posed privacy preservation techniques, k -anonymity, l -diversity and t -closeness,
and present the limitations of each technique. By using SVM to evaluate the
utility loss, we show that the privacy preservation technique implementation we
have at our disposal today can significantly jeopardize the data utility due to
the obliteration of pertinent information. Protecting the privacy of patients is
central. Using the wealth of health data we are collecting to improve healthcare,
is also essential. To enhance the utility of the data we put forward the privacy
preservation with utility enhancement supervision framework. With this frame-
work, the anonymized data is able to preserve the data utitily as well as protect
the privacy of sensitive information.
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Abstract. Location Based Services (LBS) are becoming very popular
with today’s users. Some of these LBS require users to continuously send
requests for services. This lead to leakages of both location and query
contents to malicious adversaries. Further, if users are constrained by
the nature of the road networks, an adversary can follow their path tra-
jectory with ease. Most of the current privacy preserving solutions focus
on temporal and spatial cloaking based methods to protect users’ lo-
cation privacy. However, these solutions are vulnerable when subjected
to continuous query environments. In this paper, we propose an opti-
mized solution that preserves privacy for users’ trajectory for continuous
LBS queries in road networks. First, we deploy a trusted third party
architecture to provide anonymity for users as they use LBS services.
Second, we utilize mix zone techniques and design two algorithms. The
first algorithm, Abstraction Graph (AG), selects a sample of mix zones
that satisfy the user desired privacy level under the acceptable service
availability condition. The second algorithm, Optimized Decision Graph
(ODG), utilizes the generated graph to find an optimal solution for the
placement of mix zones through decomposition, chunking and replace-
ment strategies. Finally, we analyze the capability of our algorithms to
withstand attacks prone to mix zones and carry out experiments to verify
this. The experiments results show that our Algorithms preserve privacy
for users based on their privacy and service availability conditions.

Keywords: Location-based Services (LBSs), Privacy Preservation, User
Trajectory, Continuous Query, Decision Graphs.

1 Introduction

In recent time, there has been widespread use of LBS through mobile technology
with GPS capability [9]. There are two types of privacy concerns in LBS; location
privacy where the aim is to protect sensitive location from being linked to a spe-
cific user and query privacy where query is protected from being linked to a user.
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Further, query can either be snapshot or continuous [11,10]. Our concern is to
preserve privacy for continuous query that is difficult to achieve. For example, in
continuous query, an adversary can follow users’ trajectory over Euclidean space
and break their security. Worse still, an attacker can easily use the constrained
road network setup to follow users’ trajectory with ease. However, privacy can
be achieved by use of mix-zone frameworks [11]. When users simultaneously en-
ter an intersection (designated as a mix-zone), they change to a new unused
pseudonym. In addition, while in a mix zone, they do not send their location
information to any location-based application. An adversary tracking a user will
not distinguish users entering a mix-zone with those coming out of it.

To illustrate how mix zone work, take an example shown in Fig. 1. vehicle
numbers 1, 2 and 3 enter an intersection using road segment A. Vehicle numbers
4, 5 and 6 enter the same intersection through road segment C. Vehicles entering
the junction from A can exit through road segment B, C or D. Likewise, vehicles
accessing the junction from C can exit either through A, B or D. The adversary
cannot distinguish or even pinpoint correctly vehicles leaving this junction.

Fig. 1. Non-Rectangular Mix Zone

However, under certain conditions, users’ trajectory may be exposed that may
lead to three types of attacks. First, timing attack [10] occur when a group of
users enter and leave a mix-zone within a small difference in their time. Second,
transition attack [10] occur when an adversary utilize the users’ transition of
turning (right, left or going straight), if the number entering an intersection
simultaneously is not large enough. Finally, continuous query attack occur where
the speed and transition of a user requesting for continuous service is different
from other users. Attacker may utilize these phenomenon to infer the target user.

In this paper, we offer our contributions towards finding a solution to these
privacy exposing attacks. First, we deploy a trusted third party architecture
of anonymizing servers to preserve users’ privacy while accessing LBS as well
as maintaining desired service availability. Second, we use mix zone approach
to design two algorithms. The first algorithm (Abstraction Graph - AG) select
a sample of mix zones that satisfy the user desired privacy and service levels,
while the second algorithm (Optimized Decision Graph - ODG) finds an optimal
solution for the placement of mix zones through decomposition, chunking and



Optimizing Placement of Mix Zones to Preserve Users’ Privacy 325

replacement strategies. Finally, we analyze the capability of our algorithms to
withstand mix zones attacks and carry out experiments to verify this.

The rest of the paper is organized as follows: In section 2, we present related
work followed by system design in section 3. A detailed explanation of the pro-
posed algorithms is given in section 4. Section 5 presents Security and Privacy
Analysis with experiments and evaluations in section 6. Finally, in section 7, we
conclude with a proposal for future work.

2 Related Work

We categorize related work into two parts. The first part explores recent research
on privacy preservation in road networks and the second part considers privacy
preservation in road network using mix zone approach.

2.1 Privacy Preservation Techniques in Road Networks

In recent times several techniques have been proposed on how to preserve privacy
in road network. One of these techniques is Ting Wangs’ [14] et al. X-Star. They
regard the attack resilience and the query-processing cost as two critical mea-
sures for designing location privatization solutions. However, X-Star Framework
incurs low anonymization success rate and it’s computation cost is quite high.
Al-Amin Hossain [4] et al. proposed Hilbert-order based star network expansion
cloaking algorithm (H-Star) that guarantees K-anonymity under the strict reci-
procity condition and increases anonymization success rate by reducing compu-
tation overhead. However, this framework does not support continuous location
based queries. Further, Joseph T. Meyerowitz [8] et al. developed CacheCloak, a
system that anonymize a user by camouflaging their current location with var-
ious predicted paths. They extended the idea of path confusion and predictive
path confusion to enable caching that generates a predicted path for the user.
They considered applications that can operate using user’s location. However,
some applications require more than just the user’s current location to operate.

Chi-Yin Chow [2] et al. noted that applying the above techniques directly
to the road network environment lead to privacy leakage and inefficient query
processing. They proposed ”query-aware” algorithm designed specifically for the
road network environment that takes into account the query execution cost at a
database server and the query quality during the location anonymization process.
However, the proposed algorithm only works with snapshot locations. Further,
Chi-Yin Chow [1] et al. gave a survey on the state-of-the-art privacy-preserving
techniques in snapshot and continuous LBS. They noted that protecting user
location privacy for continuous LBS is more challenging than snapshot LBS.

2.2 Privacy Preservation Using Mix Zones in Road Networks

One of the recent techniques for preserving privacy in road network is mix
zone approach. Balaji Palanisamy [11] et al. proposed MobiMix framework that
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protect location privacy of mobile users on road networks. They provided the
formal analysis on the vulnerabilities of directly applying theoretical rectangle
mix-zones to road networks in terms of anonymization effectiveness and attack
resilience. They proposed use of non-rectangular mix zones. Further, Kai-Ting
Yang [15] et al. argues that the concept of continuous location privacy should
be transferred to users’ path privacy, which are consecutive road segments that
need to be protected and proposed a novel M-cut requirement to achieve this.

Xinxin Liu [7] et al. investigated a new form of privacy attack to the LBS
system where an adversary reveals user’s true identity and complete moving tra-
jectory with the aid of side information. They proposed a new metric to quantify
the system’s resilience to such attacks, and suggested using multiple mix zones
as a cost constrained optimization problem. Further, Murtuza Jadliwala [5] et al.
studied the problem of determining an optimal set of mix-zones such that the de-
gree of mixing in the network is maximized and the overall network-wide mixing
cost is minimized. They modeled the optimal mixing problem as a generalization
of the vertex cover problem. In the Mix Cover, as it was called, they proposed
three approximation algorithms and two heuristics. However, the problem of
Continuous Query (C-Q) attacks [10] was not tackled by above research.

3 System Design

3.1 Designing Goals

First, we adopt trusted third party architecture to achieve anonymity. Second,
we introduce two terms; 1) demand - d for a road segment that represents the
average number of users in a road segment (traffic capacity on a segment), and
2) cost - c at each vertex that represents the average cost (per user) of mix-zone
deployment at that intersection (intersection mixing cost). We use cost to select
a sample of mix zones to act as the population of promising solution. We then use
demand to maximize on mix zones entropy in order to confuse the adversary. We
optimize this solution using decomposition, chunking and replacement strategies
[13]. Finally, we deal with mix zone attacks [11] by deploying an Optimized
Decision Graph that achieves greater anonymity and service availability.

3.2 System Architecture

The proposed architecture uses secure communication channel composing of mo-
bile users, anonymizing server and LBS as in Fig. 2. AS consists of 3 components:
1) Optimizing Decision Engine that use hierarchical Bayesian Optimization
Algorithm - hBOA to generate Graphs from road networks that satisfy client
service availability and feeling safe conditions. The generated graph and query
content are then forwarded to LBS for service. 2) Repository that stores gener-
ated Graphs that are tagged with time, date and the month they were generated.
3) Result Refiner that is responsible for refining the accurate result from can-
didate ones sent by the LBS according to the knowledge of the client’s position.
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Fig. 2. System Architecture

A user will submit to AS, its position, query content, privacy profile and
service availability condition. AS will retrieve and forward to LBS, the relevant
Optimized Decision Graph and query content. Based on this information, LBS
will figure out candidate results and return them to AS. AS will calculate refined
results and send them to client. Updates to AS will be in form of: 1) privacy
conditions, 2) new service availability conditions, and 3) new areas to be visited.
AS will then use the new updates to generate Optimized Decision Graphs for
storage. For a continuous query, AS will continue to receive location information
updates from the client until the expiry of the query. Based on the updated client
location, AS will continue to retrieve relevant decision graphs that preserve users
privacy and update LBS. Further, we treat LBS as un-trusted. We discuss how
to deal with attacks by malicious adversary in Section 5.

4 Algorithms

4.1 Preliminaries

The problem of optimizing mix zone placement is NP-Hard as discussed in [7,3].
However, we can have a Linear Programming relaxation of this problem. If LP
relaxation has an integral solution then that can also be a solution. For exam-
ple, let assume that we have a binary decision variable for each edge e and its
corresponding vertex v which indicates whether the vertex v is included in the
selected population of promising solutions for edge e or not. That is, if included
we represent it with binary 1 and if not a 0. Let dv be the decision variable
indicating the demand on a road segment e ε E and cv indicating the cost of
each vertex v ε V. The linear Programming of this problem can be presented as:

Min
∑

vεV dv.cv
Subject to: dvedu+ duedv ≥ dued

v
e , ∀e ≡ (u, v)εE

dv ≥ 0, ∀vεV
To solve this problem, we model the location map as a directed weighted graph

G(V;E;d;c), where V is the set of vertices, E is the set of road segments, d is the
demand on a road segment given by the average number of users in that road
segment, and c is the cost at each vertex given by the average cost (per user) of
mix-zone deployment at that vertex. Further, two vertices are said to be pairwise
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connected when there is at least one path connecting them. We introduce a
mix-zone to break pairwise connectivity in order to achieve anonymity.

First, We classify the road network by clustering according to traffic in road
segments. For example, segments in major roads carry more traffic than roads
feeding major roads. We generate a Decision Graph with the top most layer
having segments from major roads, followed by other smaller roads. Second, we
find an optimized solution on the placement of mix zones to achieve the desired
privacy for users as well as acceptable service availability. The ideal situation
is to place mix zones in every road intersection. However, this is not practical.
The actual intersection cost resulting from a road segment with intersection at v
depends on the intersection mixing cost c and the traffic capacity d. We perform
a selection that minimizes the intersection mixing cost as well as maximizing on
traffic capacity on road segment that affect entropy (to be introduced later).

To achieve optimized solution we propose to use Hierarchical Bayesian Opti-
mization Algorithm (hBOA) [13] that captures hierarchical nature of our prob-
lem at hand. In this case, higher layers captures traffic on major roads and
lower layers that of streets. hBOA accomplishes 3 steps; 1) Decomposition - in
each level the problem is decomposed properly by identifying most important
interactions between the problem variables and modeling them appropriately, 2)
Chunking - partial solutions are represented at each level compactly to enable
the algorithm to effectively process partial solutions of large order, and 3) Di-
versity maintenance - alternative partial solutions are preserved until it becomes
clear which partial solutions may be eliminated (niching). To ensure decompo-
sition and chunking, we use decision graphs to build Bayesian networks from
the selected population of promising solutions and capture local structures to
represent parameters of the learned networks. To ensure diversity maintenance,
we use restricted tournament replacement (RTR) [13] to satisfy niching.

For example, consider a binary variable X1 which is conditioned on 4 other
binary variables denoted by X2, X3, X4 and X5. A fully conditional probabilities
table for X1 containing 16 entries (24) is generated and after proper decompo-
sition and chunking, we get a Decision Tree and Graph as in Fig. 3. A sequence
of splits and merges are done without losing the original meaning and a further
reduction on storage space is achieved. We only store values (0.25, 0.45, 0.75).

X2 X3 X4 X5 P(X1 = 0|X2, X3, X4, X5)

0 0 0 0 0.75

0 0 0 1 0.45

0 0 1 0 0.45

0 1 0 1 0.45

0 0 1 0 0.45

0 0 1 1 0.45

0 1 0 0 0.45

0 1 1 1 0.45

1 1 1 0 0.25

1 1 0 1 0.25

1 0 1 0 0.25

1 0 0 1 0.25

1 0 0 0 0.25

1 1 0 1 0.25

1 1 1 0 0.25

1 1 1 1 0.25

Fig. 3. Decision Tree and Decision Graph that encodes the probabilities in the Table
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A common metric for evaluating an adversary’s uncertainty in finding out the
link between a user’s old and new pseudonym in a mix zone is calculating its
entropy. Consider a sequence of entering/exiting nodes traversing a mix zone i
over a period of T time steps, the entropy is given by:

HT (i) = −
∑
i

(Pi.log2Pi) (1)

where Pi are probabilities of possible outcomes. The higher they are, the more
the uncertainty. The conditional probability of Xi = xi given that Πi = πi is:

p(xi|πi) =
p(πi|xi).P (xi)

p(πi|xi).P (xi) + p(πi|xc
i ).P (xc

i )
(2)

where P (xi) is the probability of event xi occurring; p(πi|xc
i ) is the conditional

probabilities of event πi given that event P (xi) has not occurred; and P (xc
i ) is

the probability of event P (xi) not occurring. The condition entropy is:

H(Xi|Πi) = −
∑
xi,πi

p(xi, πi)log2p(xi|πi), (3)

where p(xi, πi) is the marginal probability of Xi = xi and Πi = πi. For a total
number of m mix zones, the Overall Conditional Entropy (OCE) is given by:

OCE =
1

m

m∑
i=1

H(Xi|Πi) (4)

It therefore follows that for a sample of k mix zones selected to offer user ab-
straction, their Sample Conditional Entropy (SCE) is thus given by:

SCE =
1

k

k∑
i=1

H(Xi|Πi) (5)

When constructing optimized placement graphs, we need to measure quality of
competing network structures. We do this by calculating the Bayesian Metrics
(for quality) that is given by Bayesian-Dirichlet metric (BD) [13]:

BD(B) = p(B)

n∏
i=1

∏
πi

Γ (m
′
(πi))

Γ (m′(πi) +m(πi))

∏
xi

Γ (m
′
(xi, πi) +m(xi, πi))

Γ (m′(xi, πi))
(6)

and Minimum description length (MDL) metrics (for compression) given by
Bayesian information criterion (BIC) [13]:

BIC(B) =

n∑
i=1

(−H(Xi|Πi)N − 2|Πi| log2(N)

2
) (7)
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4.2 Abstraction Graph - AG

We propose AG (Algorithm 1) that is generated off-line. Assume that we have
n vertices (i.e v = 1, 2 ....., n). Sort vertices v ∈ V in ascending order based on
values ofmixcost c (steps 7 - 12). Starting with the lowest value v1 , check if there
exist a pairwise connection between this vertex and the next closest neighbor in
the list and if there is, place a mix zone. Repeat the above until all vertices are
covered (steps 16 - 20). To capture highest entropies, we select the segment with
maximum traffic capacity and calculate entropy (steps 21 - 25). Let Q represent
user’s feeling safe value which is associated with conditional entropy. Let K
represent minimum acceptable level of service availability that is estimated over
the previously recorded service availability requests. If Q < H(Xi|Πi), then we
say that the user is safe, otherwise not. We group users according to similarity in
their; locations, feeling safe(Q) and service availability(K)-(step 26). We select
a sample of mix zones satisfying minimum service availability condition K and
where (Q < H(Xi|Πi)) (steps 28 - 32). We store Z(AG) (step 34).

Algorithm 1. Abstraction Graph (AG)

Require: <Graph G ≡ (V,E,d,c)>
Ensure: <Abstraction Graph Z(AG)>

1: Let P(t) := n be the initial population;

2: let V
′
:= Sorted vertices v ∈ V in ascending order based on values of mixcost c;

3: let S(t) := selected population of promising solutions;

4: let Z(AG) := Abstraction Graph;

5: let mixcost c := Intersection Mixing Cost at any intersection v ;

6: Initialize V
′
, S(t) and Z(AG);

7: for all v ∈ V do
8: for i = 1 to n do
9: sort vertices v ∈ V in ascending order based on values of mixcost c;

10: V
′
:= Sorted Vertices

11: end for
12: end for
13: let v1 be the least value;
14: add v1 to S(t);

15: Starting at v1
16: for i = 2 to n do
17: if there are more Vertices in V

′
to be covered then

18: check and locate a pairwise connection with the next closest neighbor in the sorted list
and add this vertex to S(t);

19: end if
20: end for
21: for all S(t) do

22: for i = 1 to n do
23: for every vertex, select the segment with maximum traffic capacity;
24: end for
25: end for
26: group users according to their similarity in locations, feeling safe value of Q and service avail-

ability value of K ;
27: calculate condition entropies (Formula 3): H(Xi|Πi) = −∑

xi,πi
p(xi, πi)log2p(xi|πi);

28: while (Q ≥ H(Xi|Πi)) do
29: select a sample of mix zones from S(t) that satisfy minimum service availability condition K

30: Z(AG) = Z(AG) + 1

31: until (Q < H(Xi|Πi));
32: end while
33: construct the resulting Graph Z(AG);

34: return and store Abstraction Graph Z(AG);



Optimizing Placement of Mix Zones to Preserve Users’ Privacy 331

4.3 Optimized Decision Graph - ODG

We propose ODG (Algorithm 2) that is generated off-line and uses decomposi-
tion, chunking and replacement strategy to achieve an optimal solution from AG.
The network B is initialized to an empty network that contains no edges. The
decision graph G(ODG)(i) for each variable Xi is initialized to a single-leaf graph,
containing only probabilities p(Xi). In each iteration, all operators that can be
performed on all decision graphs G(ODG)(i) are examined (steps 9 - 16). The
quality of competing network structures is achieved by use of Bayesian metrics
(Formula 6) as well as calculating Minimum Description Length using BIC (For-
mula 7) for compression. To allow for diversity, a replacement strategy is used
(steps 17 - 33) where a random subset of candidate solutions is first selected
from the original population. The new solution is then compared to each candi-
date solution in the selected subset and the fitness of the most similar candidate
solution determined. The new solution will replace the most similar solution of
the subset, or if otherwise, discarded. We store B and GODG (step 36).

Algorithm 2. Optimized Decision Graph (ODG)

Require: <Abstraction Graph Z(AG)>
Ensure: <Bayesian Network B, Optimized Decision Graph G(ODG)>

1: t := 0;
2: Let P(t) := n be the initial population;

3: let Z(AG) := Abstraction Graph;

4: let G(ODG)(i) := single-node decision graph;

5: let B(t) := empty Bayesian network;

6: let O(t) := Generated Offspring;

7: let mixcost c := Intersection Mixing Cost at any intersection v ;
8: while (t ≤ n) /greedy algorithm for network construction using decision graphs do
9: for each variable i do
10: for each leaf l of G(ODG)(i) do

11: add all applicable splits of l into O(t);

12: for each pair of leaves l1 and l2 of G(ODG)(i) do

13: add merge(l1, l2) into O(t);

14: end for
15: end for
16: end for
17: for each offspring X from O(t) /Restricted Tournament Replacement for diversity mainte-

nance do
18: Y := random individual from P(t);

19: CXY := mixcost(X,Y);
20: for i=2 to n do
21: Y’ := random individual from P(t);

22: CXY’ := mixcost(X,Y’);
23: if (CXY’ < CXY) then
24: Y := Y’;
25: CXY := CXY’;
26: end if
27: end for
28: end for
29: if (fitness(X) > fitness(Y)) then
30: replace Y in P(t) with X (Y is discarded);

31: else
32: discard X;
33: end if
34: t := t+1;
35: end while
36: return and store B, G(ODG);
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5 Security and Privacy Analysis

Our goal is to preserve privacy for users. If security of users is guaranteed,
they end up feeling safe. Assume that a malicious adversary knows; 1) the exact
location of querying user, 2) continuous query content, 3) locations of some POI,
4) AG and ODG Algorithms. The adversary may carry out 3 types of attacks;
1) Timing attack, 2) Transition attack and 3) Continuous Query attacks [10].

In Timing attack [10], the adversary observe the time of entry say t1 and
exit time say t2 for each user entering and exiting the mix zone. For example,
consider a case where the time of entry and exit from a mix zone is represented
by a and b respectively. The adversary can calculate the cumulative distribution
function of the continuous random variable x (x represent a user) as follows:-

P (a ≤ X ≤ b) =

∫ b

a

f(x)dx (8)

Again, an adversary can calculate the skewness (which is a measure of symmetry
or lack of it) of the distribution function of data set as follow:-

Skewness =

∑n
i=1(yi − y)3

(n− 1)s3
(9)

where y is the mean, s is the standard deviation, and n is the number of data
points. The calculated distribution could either be skewed to the right or left. In
such a case, the attacker will use this to eliminate some low probable mappings
and narrow down to only the high probable ones. In our proposed algorithms, we
use non-rectangular mix zone approach proposed in [11] to confuse the adversary.

In Transition attack [10] the adversary will use Markov Chain to estimate
the transition probabilities of either turning left, right or going straight for each
possible turn in the intersection based on previous observations and use these
similarities to infer the target user. For example, letm-step transition probability
be the probability of transitioning from state i to state j in m steps. Using total
probability theorem we get Chapman Kolmogorov equation [12]:

pm+n
ij =

∞∑
k=1

pnkjp
m
ik = P (m+n) = P (m)P (n) (10)

Increased anonymity strength in ODG drastically reduce chances of this attack.
On the other hand, Continuous Query (CQ) attacks [11] are mitigated by in-

creasing the anonymity strengths of the mix-zones [10]. As supported by experi-
ments, the proposedOptimizedDecisionGraphAlgorithmoffer greater anonymity
strength and therefore minimizing chances of all kinds of CQ attacks.

6 Experiments and Evaluations

We adopt the real world mobility trace of human mobility data collected from
five different sites from CRAWDAD [6] to generate our trajectory. We rank the
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sites according to traffic density starting with the highest densities in New York
City, then Disney World - Florida, North Carolina State University (NCSU)
Campus, South Korea University (KAIST) Campus and lastly State Fair streets
with the lowest density. We form hierarchical decision graph with New York City
(mostly with major roads) as our root node and generate ODG.

6.1 Privacy Metrics

1) Conditional Entropy - We utilize Formula (1) to calculate individual en-
tropies. In a decision graph, a leaf node will depend on its parent node. we
capture dependencies by calculating conditional entropies using Formula (3).
2) Conditional Probability (Formula (2)) measures resilience of the proposed
algorithms to withstand attacks like Continuous Query (CQ) attacks.
3) Cost - Let R be the cost (per user) that results from mixing at a particular
vertex with n participants. The average cost (AC) (per user) is given by:-

AC =

∑n
i=1 Ri

n
(11)

4) Quality of Service (QoS) - Let m represent the total number of sampled
mix zones and t1, t2, ..... tm be the time take to mix per mix zone. The minimum
average service availability K that achieves the desired QoS is given by:-

K =

∑m
i=1 ti
m

(12)

6.2 Optimization Effectiveness Strategy

For each graph, we select a sample of 10 mix zones with least cost as per For-
mula (11) and sort them in ascending order to capture hierarchical attribute.
We calculate their entropies as shown in Fig. 4. As such, highest entropy of 7.3
is observed in New York City as compared to lowest entropy of 3.3 in State Fair,
North Carolina. High entropy is attributed to traffic capacity in road segments

Fig. 4. Entropy Evaluation Fig. 5. Conditional Entropy Evaluation
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in New York City. More traffic means higher entropy and better privacy. We use
Formula (3) to calculate conditional entropies as shown in Fig. 5. We observe
that entropy increases to a maximum of 14.6. This is due to dependency factor.

ODG Mix effect is tested in Table 1. The Overall Conditional Entropy (OCE)
is calculated using Formula (4). OCE increases to 11.15, achieving greater
anonymity.

Table 1. Optimized Decision Graph Mixing effectiveness

Mix Zones New York Disney World NCSU USA KAIST S Korea State Fair

1 13.26 12.22 10.57 8.50 6.36

2 13.40 12.36 10.64 8.71 6.64

3 13.60 12.62 10.82 9.05 7.17

4 13.76 12.83 11.01 9.34 7.52

5 13.94 12.97 11.17 9.66 7.81

6 14.09 13.08 11.26 9.91 8.25

7 14.24 13.18 11.37 10.05 8.71

8 14.39 13.26 11.54 10.17 9.05

9 14.51 13.36 11.67 10.34 9.34

10 14.59 13.48 11.74 10.50 9.61

CE 13.98 12.94 11.18 9.62 8.05

OCE 11.15

6.3 Quality of Service (QoS)

We use Formula (12) to test QoS when K = 0.6 and 1.0. In Fig. 6, we observe
that a sample of 8 and 3 mix zones satisfy the minimum set service availability
when K = 0.6 and 1.0 respectively. QoS is less when K = 1.0 as opposed to when
K = 0.6, indicating a trade-off between privacy and utility (cost and QoS).

Fig. 6. Quality of Service Evaluation Fig. 7. Attack Resilience Evaluation

6.4 Attack Resilience

From generated ODG, we use Formula (2) to calculate the corresponding con-
ditional probabilities as the user traverse the decision graph from leaf to root
nodes and observe that the probability of successful attack is almost zero as
shown in Fig. 7. With optimization and proper abstraction, we achieve greater
anonymity strength, making it impossible to launch all kinds of C-Q attacks.
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7 Conclusion and Future Work

We have presented a mix zone solution of preserving user’s privacy using trusted
third party architecture. We have proposed AG algorithm that selects a sample
of mix zones satisfying user’s desired privacy and service availabitity conditions,
and ODG algorithm that finds an optimal solution for the placement of mix
zones. The results of our experiment show that these Algorithms preserve privacy
for users based on their privacy and service availability conditions. We are looking
at how to implement decentralized architectures as opposed to centralized ones
that are prone to single point of vulnerability as our future work.
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Abstract. Countings of protein-ligand contacts are popular geometri-
cal features in scoring functions for structure-based drug design. When
extracting features, cutoff values are used to define the range of distances
within which a protein-ligand atom pair is considered as in contact. But
effects of the number of ranges and the choice of cutoff values on the
predictive ability of scoring functions are unclear. Here, we compare five
cutoff strategies (one-, two-, three-, six-range and soft boundary) with
four machine learning methods. Prediction models are constructed using
the latest PDBbind v2012 data sets and assessed by correlation coef-
ficients. Our results show that the optimal one-range cutoff value lies
between 6 and 8 Å instead of the customary choice of 12 Å. In general,
two-range models have improved predictive performance in correlation
coefficients by 3-5%, but introducing more cutoff ranges do not always
help improving the prediction accuracy.

Keywords: scoring function, protein-ligand binding affinity, geometri-
cal features, machine learning, structure-based drug design.

1 Introduction

With the advances in biophysical experiments in recent years, the amount of
known molecular structures has been increased rapidly. Fast and accurate
structure-based computational methods to identify putative drug molecules from
a large database of small ligand molecules become a crucial step in modern drug
discovery [1]. In structure-based drug design (SBDD), the preferred conforma-
tion of a ligand molecule in the active site of the target protein is predicted
first by a docking algorithm, then the biological activity of the protein-ligand
complex in terms of binding constant or binding free energy is estimated using
a scoring function [2]. While current docking algorithms are able to generate
docked conformations reasonably close to the native complexes, the problem lies
in the difficulty to accurately predict the binding affinities of the docked com-
plexes in order to distinguish the active ligands from decoys. In addition, highly
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accurate scoring functions are essential for lead optimization in the later stage
of the drug discovery process.

Despite years of effort, the performance of scoring functions is still far from
satisfactory. A recent comparative assessment of scoring functions on a bench-
mark data set by Cheng et al. [3] has shown that the “ranking power” of the top
scoring functions have merely 50% success rate and the correlation coefficients
between experimental binding values and predicted scores (the so-called “scoring
power”) ranged from 0.545 to 0.644 only. When applying an updated list of scor-
ing functions to a new validation data set by Huang et al., the same conclusion
was obtained [2]. Both Cheng and Huang’s studies highlight the need for new
scoring functions with improved prediction accuracy and higher reliability.

One promising alternative to the conventional scoring functions is to apply
machine learning (ML) algorithms to construct models for protein-ligand bind-
ing prediction. Since ML algorithms learn the theory directly from data through
the process of fitting and inference without prior assumption of the statistical
distribution in the data, ML is ideally suited for handling biological data that
is noisy, complex, and lack of comprehensive theory. Only in the last two years,
studies applying ML techniques to construct scoring functions have been seen to
emerge. Ballester and Mitchell trained a random forest model (RF-Score) from
simple geometrical features of protein-ligand atom-type pairs [5]. Li et al. ap-
plied support vector regression (SVR) techniques to learn features derived from
knowledge-based pairwise potentials (SVR-KB) and physicochemical properties
(SVR-EP) [6]. Another scoring function (NNScore) combined energetic terms
from the popular AutoDock Vina program and the BINANA binding charac-
teristics [7] to construct a single-hidden-layer neural network [8]. Recently, an
extensive assessment of ML-based scoring functions was carried out by Ashtawy
and Mahapatra in which five ML techniques, a combination of three sets of
features, and in total 42 different prediction models were constructed [4]. By
comparing these ML-based scoring functions to the conventional scoring func-
tions, they showed that the ranking power of the best ML model reaches 62.5%
success rate whereas the best conventional model has only 57.8% [4]. Their study
is a valuable proof-of-concept that ML is the method of choice for the next gen-
eration scoring functions for SBDD. Innovative ML-based scoring functions can
be produced by applying new ML algorithms and feature selection methods, or
by combining a number of independent ML-models to create consensus scoring
functions.

The success of these ML-based scoring functions relies on the correct choice of
structural or physiochemical features which can capture the patterns of binding
interactions between protein and ligand molecules. In particular, geometrical fea-
tures such as occurrence count of element pairs are commonly adopted in scoring
functions [4,5,6,7]. However, a geometrical feature usually requires a predefined
cutoff value to distinguish “interacting” from “non-interacting” atom pairs by
distances of the pairs. Often, this value seems to be chosen quite arbitrarily with-
out clear justification. For example, a cutoff of 2.5 Å was used in the BINANA
algorithm [7], whereas a cutoff of 12 Å was used by RF-Score [5] and Ashtawys
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ML-models adopting the RF-Score features [4]. Kramer and Gedeck defines six
cutoff values (3.0, 3.5, 4.0, 4.5, 6.0, 12.0 Å) to bin contact counts by distances of
atom-type pairs and ignores all pairs falling out of 12 Å distance. Finer binning
strategy is proposed by Hsu et al., where they use 10 cutoff distances (2.5, 3.0,
3.5, 4.0, 4.5, 5.0, 5.5, 6.0, 6.5, 7.0 Å) to count the total number of protein-ligand
interactions of vdW force and another 10 cutoff distances (2.5, 2.6, 2.7, 2.8, 2.9,
3.0, 3.1, 3.2, 3.3, 3.4 Å) for hydrogen-bonding and electrostatic interactions [18].

To investigate the predictive abilities of different cutoff strategies in scor-
ing functions, here we compare prediction models using features generated from
six cutoff strategies used in literatures, we called them one-range, two-range,
three-range, six-range, and soft boundary. Four popular ML techniques – ran-
dom forests, weighted k-nearest neighbors, support vector machine, and multiple
linear regression – are employed to construct in total 24 scoring functions to pre-
dict protein-ligand binding affinity. Finally, the best scoring function obtained
in this study will be compared to existing conventional and ML-based scoring
functions.

2 Materials and Methods

2.1 Data Sets

Data sets used in this study were obtained from the PDBbind database [10]. This
manually curated database provides a collection of PDB structures of protein-
ligand complexes with experimentally measured binding affinities. Each release
of the database contains three data sets: The general set is the collection of all
binding data in the database; the refined set is a selection of high resolution data
of 2.5 Å or higher from the general set; the core set is a collection of complexes
with the highest, medium, and lowest binding affinities from each cluster of pro-
tein structures in the refined set. The latest PDBbind v2012 database contains
2,897 complexes in the refined set and 201 complexes in the core set. In this
study, the refined set with the core set data removed was used as the training
data and the core set was used as the test data.

To compare the ML-based methods to existing scoring functions, we also
trained our models using the PDBbind v2007 database, which was used as bench-
mark data in two recent comparative assessments of scoring functions [3,4].

2.2 Features

Occurrence counts of element pairs were shown to be powerful in predicting
protein-ligand binding affinities [5]. Such features are straightforward to compute
and are commonly used in combination with other energy or physiochemical
features to build prediction models. The determinant to the predictive strength
of these geometrical features is the distance criterion used to generate the feature
data. For example, an one-range strategy with a single cutoff of 12.0 Å was
used in RF-Score [5]; any pair with a distance beyond the cutoff was ignored.
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Similarly, a one-range strategy with cutoff at 4.0 Å was adopted in NNScore [8].
A six-range strategy was chosen in Kramer’s work; they suggested that different
bin sizes should be used for close and distal interactions [17]. It is generally
believed that the more the number of distance ranges to use in a model, the
higher prediction accuracy would be achieved. However, one additional range
introduced in the model will likely to increase the total number of features by
double (if no feature selection is conducted), yet the gain in performance may
be merely nominal. Therefore, it is instructive to compare the different cutoff
strategies and to find out the optimal distance cutoffs which could maximize the
predictive performance but minimize the number of required features.

In this work, we are going to investigate one-range, two-range, and three-range
cutoff strategies systematically, and compare them to two other cutoff strategies
proposed by Kramer [17] and Ouyang [9]. These cutoff strategies are defined as
follows:

The one-range strategy counts the total number of a protein element that
comes within a cutoff distance (d0) of a ligand element. Each element-pair is one
feature. Using a similar formulation to [5], the occurrence count for a protein-
ligand element-pair xPL is:

xPL =

NP∑
i=1

NL∑
j=1

θ(d0 − dij) , (1)

where NP is the number of protein atom which is an element P and NL is the
number of ligand atom which is an element L. dij is the distance between the ith

protein atom and the jth ligand atom of the types in consideration. θ is the unit
step function which returns 1 if the argument is positive, and zero if otherwise.

The two- and three-range cutoff strategies introduce more cutoff thresholds
such that counts of protein-ligand atoms in different distance ranges are tallied
separately. For example, in the two-range cutoff strategy, two cutoffs d0 and d1
are defined and so two features x0

PL and x1
PL are created for each element-pair:

x0
PL =

NP∑
i=1

NL∑
j=1

θ(d0 − dij) (2)

and

x1
PL =

NP∑
i=1

NL∑
j=1

θ(d1 − dij)× θ(dij − d0) . (3)

For each of the cutoff strategies, the optimal cutoff value(s) was determined
by performing a systematic search over the range of possible values during model
construction (see below).

We also tested the six-range cutoff strategy suggested by Kramer [17] and
the cutoff strategy with soft boundary from Ouyang [9]. The former uses six
thresholds of 3.0, 3.5, 4.0, 4.5, 6.0, and 12.0 Å. For the latter, instead of simply
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counting the protein-ligand element pairs, distance-based functions are used to
convert each count into two separate contributions, namely repulsion and at-
traction. Also, instead of a sharp cutoff, a soft threshold for each element pair is
determined from their van der Waals radii and a tailing function is introduced
at the threshold boundary to account for the reduced intermolecular interaction
contribution at large distances.

In this work, nine element types (C, N, O, F, P, S, Cl, Br, and I) are used
for both protein and ligand. Therefore, in total there are 81, 162, 243 features
for the one-, two-, three-range strategies respectively, 486 features for Kramer’s
six-range strategy, and 162 features for Ouyang’s strategy. Nevertheless, because
certain element types (such as F, P, Cl, Br, I) are rare in protein molecules, the
maximum number of features for a complex is reduced to 36, 72, 98 for the one-,
two-, three-range strategies, and 205, 72 for Kramer’s strategy and Ouyang’s
strategy, respectively.

2.3 Scoring Functions

To compare the predictive performance of different cutoff strategies in scoring
functions, we applied four machine learning (ML) techniques popularly used in
bioinformatics applications to create prediction models. These ML techniques
include random forests (RF) [12], support vector machine (SVM), weighted k-
nearest neighbors (wkNN) [13], and multiple linear regression (MLR). All models
were trained to predict the pK value.

To compare fairly all prediction models, each model was tuned to have the
optimal parameters. The tuning procedure is as follows: For RF, the parameters
to be evaluated include the number of trees to grow (ntree) and the number of
features randomly sampled at each nodal split (mtry). Using the training data,
ten RF models were generated for each ntree value between 500 and 8000 in 500-
interval (using the default mtry = p/3 where p is the number of features). The
optimal ntree was determined as the one with the minimum averaged out-of-bag
(OOB) error. After deciding the value of ntree, similar procedure was conducted
to search for the optimal mtry value in the range of 1 to the maximum number
of features. For SVM models, we used the radial basis function (RBF) as the
kernel function. Two parameters – the cost C and the width of the kernel γ – were
optimized using grid search. Values which gave the lowest mean squared error in
ten-fold cross validation were chosen. For weighted kNN, optimal value for the
number of neighbors to consider (k) and the kernel function to convert distances
into weights were determined using ten-fold cross validation. The distance metric
to use was the Manhattan distance which was found to give better results than
Euclidean distance in all cases. Finally, in MLR algorithm, a generalized linear
model was fitted to obtain a vector of weights for the input features. Again,
ten-fold cross validation was used to evaluate the model.

Training and testing of all prediction models were carried out using the sta-
tistical package R [16].
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2.4 Performance Metrics

Commonly used metrics to assess the performance of a scoring function are the
Pearson’s (RP ), Spearman’s (RS) and Kendall’s (RK) correlation coefficients,
and root mean squared error (RMSE ). Rp measures the linear dependence be-
tween the predicted binding affinities and the experimental binding affinities:

Rp =

∑N
i=1(yi − ȳ)(ŷi − ¯̂y)√∑N

i=1(yi − ȳ)2
√∑N

i=1(ŷi − ¯̂y)2
, (4)

where yi and ŷi represent the experimental and the predicted binding affinities
of sample i. The total number of samples is denoted by N.

RS is the widely used metric for ranking correlation, i.e. it carries out on the
ranks of the values rather than the values themselves. In RS, it compares the
position of a sample when ranked by the predicted binding affinity to its position
when ranked by the experimental value:

Rs = 1− 6
∑N

i=1(di)
2

N(N2 − 1)
, (5)

where di is the difference in the two ranks for sample i.
RK is another ranking correlation. It measures the similarity of the two rank-

ings by counting the total number of concordant C (when the order of two sam-
ples in the predicted ranking agrees with the order in the experimental ranking)
and discordant pairs D (when it disagrees):

RK =
2(C −D)

N(N − 1)
. (6)

To measure how well a scoring function predicts the absolute value of the bind-
ing affinity, the mean squared error (MSE) or the square root of MSE (RMSE)
is used:

MSE =
1

N

∑
i

(yi − ŷi)
2 . (7)

3 Results and Discussion

3.1 ML-Models Using Different Cutoff Strategies

One-range cutoff strategy is the simplest strategy where only one cutoff value
is used. We built one-range prediction models with cutoff values ranging from
3 to 30 Å and calculated MSE as a function of different cutoffs. As shown in
Fig. 1, all models show a change of MSE in a consistent manner: The MSEs are
large for models using small cutoff values (typically less than 5 Å). Between 5
and 13 Å, the MSEs reach the minima and vary slightly. Beyond 13 Å, there is a
slow but distinctive trend of increase in MSEs. The optimal cutoff for each ML
algorithm can be identified as the one with the lowest MSE. Comparison of four
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Fig. 1. The mean squared error (MSE) analysis of prediction models using one-range
cutoff strategy

ML models on the test data is reported in Table 1. The best scoring function
using the one-range cutoff strategy is RF with optimal cutoff at 8 Å. It achieves
a correlation coefficient RP of 0.703, ranking correlations RS of 0.692 and RK

of 0.504, and RMSE of 1.803.
In the two-range strategy, element-pair counts for short-range interactions are

separated from long-range interactions, so two cutoff values d0 (for the short-
range) and d1 (for the long-range) are required. To find these, we tested pre-
diction models with d1 between 8 and 14 Å and d0 between 3 and (d1 − 1) Å.
The result from internal validation is shown in Fig. 2. As expected, all two-range
models (color lines) demonstrate improved performances by yielding lower MSEs
(except for two cases in MLR) comparing to one-range models (black lines). The
optimal cutoff values found in all models are in the ranges of 4-7 Å for d0 and
11-14 Å for d1. Again, the RF model achieves the lowest MSE at d0 = 7.0 Å
and d1 = 11.0 Å, which attains the correlation coefficient RP of 0.727, ranking
correlations RS of 0.718 and RK of 0.527. Compared to one-range models, the
predictive performance of two-range models measured by correlation coefficients
is increased by 3-5%.

In the three-range strategy, three distance cutoffs are used to separately bin-
ning the counts of short-range, mid-range, and long-range interactions. To con-
struct a three-range model, we based on the optimal two-range models to evalu-
ate the addition of a third cutoff threshold in the range of 3 to (d1 − 1) Å using
internal validation procedure. As shown in Table 1, the optimal three-range cut-
offs found for the ML-based models are 3-4 Å for d0, 6-7 Å for d1, 11-14 Å for d2.
Interestingly, while there is little or no improvement for prediction models using
RF, wkNN, and SVM algorithms, MLR has an increase of 5-7% in correlation
coefficients compared to its two-range model.

We have also tested a six-range cutoff strategy used by Kramer as part of
the descriptor set in their protein-ligand binding scoring function [17]. In this
strategy, a smaller bin width is used for counting the short-range interaction and
a larger bin width for the long-range interaction. It should be pointed out that
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Fig. 2. The mean squared error (MSE) analysis of prediction models using two-range
cutoff strategy. Cutoff d1 varies from 8 to 14 Å and cutoff d0 from 3 to d1 − 1. Results
of one-range cutoff strategy are also shown in black dashed lines for reference.

Kramer assigned atom types to the protein and ligand atoms using Crippen atom
typing scheme whereas no typing scheme is applied here. Our purpose is to test if
the introduction of more cutoff values would improve the prediction, therefore, all
four ML algorithms were applied on six-range features generated using Kramer’s
cutoff strategy. Except a small improvement of 2% of the wkNNmodel (compared
to its two-range model), in general Kramer’s models give worse performance than
models using one-range, two-range and three-range cutoff strategies.

The final strategy we tested is the soft threshold method introduced by
Ouyang et al. [9]. Unlike the aforementioned strategies where the same cutoff
values are used for binning the counts regardless of atom types of the interact-
ing pair, Ouyang introduces a specified cutoff distance for each protein-ligand
element pair which is calculated as the sum of their van der Waals radii. This
specified cutoff distance defines distance ranges in which the contribution of the
pairwise occurrence will be counted in full (a value of 1) or partially (between 0
and 1) as a function of the measured distance. Two values are computed from
the so-called membership functions representing the pair’s contribution to the
repulsive component and the attractive component of the total protein-ligand
binding energy. Tailing functions are introduced at the cutoff boundaries such
that the repulsive and attractive function at the upper boundary goes smoothly
from 1 to 0, and the attractive function at the lower boundary goes from 0 to 1.
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Table 1. Performance Comparison of Different Scoring Functions Against the PDB-
bind v2012 Test Set

Cutoff strategy ML Optimal cutoff (Å) RP RS RK RMSE

One-range

RF 8.0 0.703 0.692 0.504 1.803
wkNN 6.0 0.691 0.671 0.491 1.778
SVM 6.0 0.674 0.668 0.479 1.831
MLR 7.0 0.577 0.587 0.410 2.002

Two-range

RF 7.0, 11.0 0.727 0.718 0.527 1.759
wkNN 4.0, 11.0 0.682 0.670 0.482 1.796
SVM 6.0, 13.0 0.676 0.674 0.481 1.802
MLR 7.0, 14.0 0.582 0.596 0.416 1.990

Three-range

RF 3.0, 7.0, 11.0 0.728 0.720 0.524 1.760
wkNN 4.0, 7.0, 11.0 0.693 0.681 0.499 1.768
SVM 4.0, 6.0, 13.0 0.655 0.659 0.474 1.831
MLR 3.0, 7.0, 14.0 0.611 0.634 0.446 1.942

Kramer

RF

3.0, 3.5, 4.0, 4.5, 6.0, 12.0

0.706 0.700 0.506 1.798
wkNN 0.690 0.671 0.493 1.769
SVM 0.652 0.657 0.475 1.860
MLR 0.556 0.578 0.413 2.013

Ouyang

RF – 0.717 0.712 0.517 1.771
wkNN – 0.669 0.658 0.476 1.811
SVM – 0.684 0.688 0.494 1.785
MLR – 0.563 0.595 0.419 2.016

Optimal parameters for the ML-based scoring functions are as follows: For RF models, ntree/mtry

values are 3000/8 for one-range, 3000/13 for two-range, 4000/15 for three-range, and 3000/55 for

Kramer. For wkNN models, triangular kernel is the best kernel in all cases when using Manhattan

distance. The optimal k is 11. For SVM models, fine-tuned gamma/cost for radial basis kernel

are 0.25/1.414214 for one-range, 0.08838835/2 for two-range, 0.04419417/2.828427 for three-range,

0.015625/2 for Kramer, 0.0625/2 for Ouyang.

To compare how this strategy performs with other cutoff strategies, all four ML
algorithms were applied on Ouyang’s feature data. The result is also reported
in Table 1. Compared to the two-range models which have the same number
of features, Ouyang models perform 1-3% worse in correlation coefficients using
RF, wkNN, and MLR algorithms, but slightly better using SVM.

Overall, results of the comparative assessment of six different cutoff strategies
in this section indicate that the predictive performance of one-range, two-range,
and three-range models are within 5% of one another. Introducing more cutoffs
with the purpose of attaining finer resolution for contact counts is shown to be
unnecessary since the increased model complexity results in poorer predictions.
Also, the use of soft boundary to avoid the sharp cutoff do not improve per-
formance significantly. Among models using different ML methods, RF models
always outperform other ML models by 1-7%. Therefore, taken into account
both the predictive ability and model complexity, we consider the two-range RF
model to be the best binding affinity prediction model obtained in this study.
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3.2 Comparison with State-of-the-Art Models

To the best of our knowledge, no existing scoring functions have been tested with
the new data sets employed in this work. Nevertheless, it is interesting to know
how our scoring function is compared to existing conventional and ML-based
scoring functions. To this end, two conventional scoring functions, X-Score [14]
and DSX [15], were selected for comparison. They are chosen because of their
outstanding performances reported in [3]. Programs of these functions are freely
available [14] and can be applied directly to predict binding affinities in the test
data. As shown in Table 2, the two-range RF outperforms X-Score by 21-25%,
14-29% and 17-35%, in RP , RS and RK , respectively. In recent years, ML-based
scoring functions have been showed significant improvements over conventional
scoring functions on the previous version of the PDBbind database. Here, we
trained our two-range RF scoring function using the PDBbind v2007 refined
data set and tested on the PDBbind v2007 core data set. With this, the model
can be compared directly to ML-based scoring functions developed with these
data sets. These include RF-Score [5], CScore [9], and the five scoring functions
from [4] (RF::XA, BRT::AR, SVM::XAR, kNN::XR, MLR::XR, MARS::AR).

Table 2. Performance Comparison of Conventional Scoring Functions Against the
PDBbind v2012 Test Set

Scoring function RP RS RK RMSE

X-Score (HPScore) 0.595 0.625 0.448 1.987
X-Score (HMScore) 0.598 0.631 0.451 1.956
X-Score (HSScore) 0.582 0.604 0.431 2.019
X-Score (AvgScore) 0.600 0.627 0.449 1.969
DSX (PDB) – 0.594 0.421 –
DSX (Pharm) – 0.557 0.390 –

Two-range RF (this work) 0.727 0.718 0.527 1.759
Since DSX predicts a score for a protein-ligand complex instead of the binding affinity, RP and

RMSE values of DSX scoring functions were not assessed.

Table 3. Performance Comparison of Existing ML-based Scoring Functions Against
the PDBbind v2007 Test Set

Scoring function RP RS Ref

CScore 0.801 – [9]
BRT::AR 0.793 0.782 [4]
Two-range RF 0.787 0.777 this work
RF::XA 0.777 0.771 [4]
RF-Score 0.776 0.762 [5]
SVM::XAR 0.768 0.792 [5]
kNN::XR 0.727 0.720 [5]
MLR::XR 0.641 0.731 [5]
MARS::AR 0.681 0.665 [5]

Parameters for two-range RF: ntree=3000, mtry=13. Results of other scoring functions are taken

from literatures.
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As shown in Table 3, the performance of the two-range RF model using simple
geometrical features is comparable to the top ranked scoring functions using
combination of different physiochemical features, and it is ranked as the third
best.

4 Conclusion

The development of scoring functions to accurately predict binding affinities of
protein-ligand complexes is a daunting task in structure-based drug design. The
problem lies in the selection of predictive geometrical or physiochemical features
to capture patterns of binding interactions. Among the geometrical features,
counting of protein-ligand atomic contacts is a simple yet effective choice as
shown in the work of Ballester and Mitchell [5] where only a single cutoff of
12 Å is used to extract contact counts. Numerous cutoff strategies have been
employed in other works but used as part of the feature set, so the predictive
performance of these cutoff strategies is unclear. In this study, our aim is to com-
pare the predictive abilities of models using different cutoff strategies, namely
one-range, two-range, three-range, Kramer’s six-range, and the cutoff with soft
boundary from Ouyang, and to find out the optimal cutoff values for binding
affinity prediction. Prediction models were constructed using four state-of-the-
art ML techniques (RF, wkNN, SVM, MLR) with the latest PDBbind v2012
data sets and the models were assessed by three correlation coefficients and
RMSD. Our results show that the optimal one-range cutoff value lies between 6
and 8 Å instead of the customary choice of 12 Å . In general, two-range models
have improved predictive performance of 3-5% as measured by correlation coeffi-
cients, but introducing additional cutoff ranges (three-, six-range) do not always
help improving the prediction accuracy. We also show that the two-range RF
model (the best model in this work) is able to outperform the best conventional
scoring functions and performs comparably to other top-ranked ML-based scor-
ing functions against the PDBbind v2007 benchmark data set. Results of this
work are helpful to the selection of geometrical features and cutoff values in the
development of scoring functions for structure-based drug design.
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Abstract. Capturing potential customers for a given product based on
individual preferences is very important in many personalized applica-
tions. Reverse ranking queries are widely employed in this scenario from
the perspective of product in database community. Currently, most exist-
ing approaches to handle reverse ranking queries generally focus on the
d-dimensional space. However, those approaches are oblivious to special
properties in the 2-dimensional space which is useful for further optimiza-
tion. Moreover, there exist many applications, such as data visualiza-
tion, in the 2-D space. In this work, we propose two general approaches,
namely sorting-based method and tree-based pruning method, in order to
efficiently process reverse ranking query in the 2-D space. Both methods
are able to handle two variants of reverse ranking query (i.e., reverse
top-k query and top-k reverse query). Analysis and experimental reports
on real and synthetic data sets illustrate the efficiency of our proposed
methods.

1 Introduction

Ranking query processing is important in the database systems. Typical ranking
query can be treated as preference top-k query (top-k query for short), which
returns k objects matching user’s preference [1] [2]. Usually, a weight vector w is
used to represent a user’s preference, ∀i, w[i] � 0, and

∑
w[i] = 1. Top-k queries

are popular in many applications. For example, let’s consider a hotel case (as
shown in Figure 1). Assume a tourist only cares about two factors: the distance
to the beach and the price, and her preference weight is described as (0.2,0.8),
i.e., she does not care about the price very much. Then, the booking system
will recommend three hotels to her by adopting the following scoring function:
f(x, y) = 0.2x + 0.8y. Hence, three hotels with minimal scores are returned.
Clearly, ranking query solves the problem from customers’ perspective. How-
ever, it cannot answer the query like “who are potential customers of a given
hotel” directly. Fortunately, the reverse ranking query is proposed to find poten-
tial customers for a given hotel [3]. In the following, we will show a motivated
examples about two kinds of reverse ranking queries.

� Corresponding author.
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Fig. 1. An example of reverse ranking query

Example 1. Figure 1 illustrates a small example about bichromatic reverse
ranking containing eight hotels and four customers. First, we compute the rank
value of all customer to p3. Consequently, if we want to find who treats p3 as
one of her top 3 favorite hotels, then Jim and Joe are returned (reverse top-k
query). However, if we want to find the top 3 customers who like hotel p3 most,
then Jim, Mary and Joe are returned (top-k reverse query).

Currently, most existing approaches to process reverse ranking queries are
aiming at d-D space, without a special optimization for the 2-D space, such as
RTA, the most efficient algorithm [3]. However, it’s worth nothing that the 2-D
space is important in many applications, such as data visualization. Especially
in 2-D space, the weight vectors can be ordered and the hyperplane H(w, q)
will become a straight line L(w, q) [3]. Thus, we can take full advantage of
plane geometry’s properties to speed up the response time of reverse ranking
query on the basis of ordered weights. In the following study, we suppose the
users’ preferences (i.e., bichromatic) are known and ignore the monochromatic
case [4]. Consequently, we propose two general approaches to efficiently process
bichromatic reverse ranking query for 2-D space. The two methods process two
variants of bichromatic reverse ranking query at the same time, which are reverse
top-k query and top-k reverse query.

We made the following contributions in this paper.

– We propose a general reverse ranking query based on a conditional predicate
towards capturing potential customers to a given product. In particular, we
can handle two variants of reverse ranking query efficiently at the same time.

– Our proposed sorting-based approach (SA) explores the ordered weight vec-
tors to avoid redundant computations, whereas the tree-based pruning ap-
proach (TBA) combines a spatial tree on data points and the ordered weight
vectors to reduce unnecessary computations.

– We have conducted extensive experiments over real-life and synthetic data
sets to evaluate the efficiency of the proposed methods.
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The rest of this paper is organized as follows. Section 2 reviews the related
work. Section 3 defines the general reverse ranking query formally. Section 4 and
5 introduce sorting-based approach and tree-based pruning approach. Experi-
mental reports are given in Section 6. Finally, we conclude the paper briefly in
the last section.

2 Related Work

Rank-aware query is principle in database community, which has been applied
to many applications. Top-k query is the most general rank-aware query, which
returns k data points with minimal ranking scores based on a given ranking
function. Recently, some researchers proposed another novel query: reverse top-
k query, which returns a weight vector set which treat a given point as his/her
top-k query result.

Ranking Query. Top-k query retrieves k data points ordered according to a
specific ranking function. It has been extensively studied for decades [1] [2] [5]
[6] [7] [8]. Fagin’s Algorithm (FA) [1] and Threshold Algorithm (TA) [2] are two
of famous algorithms. Meanwhile, TA is more efficient than FA. They quickly
response top-k queries by using each sorted attributed index. The distributive
indexing penalizes query performance because of ignoring attribute correlation.

Another family algorithms of top-k query store pre-processing information
off-line, which can help to accelerate response time of online query. Hristidis et
al. materializes views of top-k result sets [5]. Chang et al. proposed the Onion
indexs [7], and Xin et al. proposed robust index based on Onion index technique
[8]. The two index techniques precompute the minimal possible rank of each
tuple in the database by considering dominance relationships.

Reverse Ranking Query. Reverse ranking query aims to evaluate the rank
of a specified query point in a data points set based on a preference function.
The reverse ranking query has many practical applications to determine the
importance of a query point among its peers. It is first proposed by Li et.al [9].
And then Xiang Lian et.al. [10] studied reverse ranking queries in uncertain
database, Ken C.K.Lee et.al. [11] discussed reverse ranking query over imprecise
spatial data. The above three literatures compute the rank of a given point for
only one ranking function. We try to simultaneously find the rank of a given
point for several ranking functions in most cases.

Our work is most related to reverse top-k query, which is proposed by Akrivi
Vlachou et.al. [3] [4] [12]. It returns a weight set S where a given data point
belongs to its top-k query result set. However, it can not provide the special
optimization for 2-D space. Akrivi Vlachou et.al. proposed to find the most in-
fluential data objects using reverse top-k queries [13]. Shen Ge et.al [14] proposed
methods for batch evaluation of all top-k queries by the block indexed nested
loops and view-based algorithm. It is another approach to answer reverse top-k
query by efficiently computing multiple top-k queries. Sean Chester et.al [15]
proposed an approach to index reverse top-k queries in two Dimensions.
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3 Problem Statement

Let D denote a set containing n points, and each point is described as a 2-
dimensional vector −→p . ∀j ∈ [1, 2], p(i) denotes the value of the i-th attribute
of −→p , and p(i) � 0. Let W denote a set containing weights of preferences for
m customers, and each point is described as a 2-dimensional vector −→w . −→w (i)

denotes the preference weight for the i-th attribute of user−→p , and ∀i
∑2

i=1 w
(i) =

1 ∧ ∧w � 0.
For any customer with a preference weight w, the utility function f(−→w ,−→p )

computes the ranking score of a data point p. The function f(−→w ,−→q ) is defined
as the inner product of w and p, i.e, f(−→w ,−→p ) =

∑2
i=1 w

(i)p(i). Without loss of
generality, we assume that the smaller ranking score values are preferable in this
study.

We use rank value to measure relative preference of a customer with preference
weight −→w for data point −→p compared with other data points in D based on
ranking score f(−→w ,−→p ) in this study. The rank value is the key in reverse ranking
query. Hence, we first define rank value of a customer with preference weight −→w
for a point −→p , and then present the general reverse ranking query.

Definition 1 (rank value, rank(−→w ,−→q )). Given a point set D, a weight vector
−→w , and a query point −→q , the rank of −→q for −→w is rank(w, q) = |S|, where |S| is
the size of S, a subset of D. For each −→p ∈ S, we have f(−→w ,−→p ) < f(−→w,−→q ); and
for each −→s ∈ D − S, we have f(−→w ,−→s ) � f(−→w ,−→q ).

Based on the definition of rank value, we present the formal statement about
general reverse ranking query as follows.

Definition 2 (bichromatic reverse ranking query, R-rank). Given a data
point set D, a weight set W , R-rank query returns a set S, S ⊆ W , such that
∀−→w ∈ S, P(rank(−→w ,−→q )), where P is a conditional predicate.

The conditional predicate P constructs a condition to filter the weight vectors
based on rank(−→w ,−→q ). For example, the rank value rank(−→w ,−→q ) < k, top-k −→w
with min(rank(−→w ,−→q )), and so on.

We give two specific variants of reverse ranking query in terms of the above
definition about Bichromatic reverse ranking query.

Definition 3 (bichromatic reverse top-k query). The bichromatic reverse
ranking query become bichromatic reverse top-k query when the predicate P is
defined by rank(−→w ,−→q ) < k.

Definition 4 (bichromatic top-k reverse query). The bichromatic reverse
ranking query become bichromatic top-k reverse query when the predicate P is
defined by top-k −→w with the smallest rank(−→w ,−→q ).

For example, in Figure 1, the query point is p3, reverse top-k query, k = 3
returns {Jim, Joe}, (top-k reverse query) returns {Jim,Mary, Joe}.
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Fig. 2. Sorting approach and Tree based approach

4 Sorting-Based Approach (SA)

The naive approach(NA) needs to evaluate all customer-product pairs. But we
find parts of computations can be avoided under the help of sorting of weights.
Given a query point −→q , we can divide the 2-D space into four areas, denoted as
I, II, III, and IV. Area I contains all points dominated by −→q . Area III contains
all points dominating −→q . In the rest two areas, a tuple has no dominance re-
lationship to −→q . Figure 2(a) illustrates an example where −→p 3 is treated as the
query point. We only need to consider points in areas II and IV. Let (−→p i,

−→q )
denote a straight line through −→p i and

−→q , and h(−→q ) a horizontal line through
−→q . For any point −→p in II or IV, let θ−→p i

denote the angle between (−→p i,
−→q ) and

h(−→q ).
In 2-dimensional space, given a query point −→q and a weight vector −→w , there

exists one straight line L(−→w ,−→q ) which is perpendicular to −→w and contains −→q .
Let θ−→w i

denote the angle between P (−→w ,−→q ) and h(−→q ). We have the following
corollary.

Corollary 1. Given a query point −→q , a point −→p and a weight −→w . If −→p is located
at area II and θ−→p < θ−→w , we have: f(−→w ,−→p ) < f(−→w ,−→q ). If −→p is located at area
IV and θ−→p < θ−→w , we have: f(−→w ,−→p ) > f(−→w ,−→q ).

The correctness of Corollary 1 comes from the semantics of the ranking function.
Hence, we can sort all angles for weights and points to compute the query result.

Algorithm 1 is a general solution for answering reverse ranking query. It can
not only answer reverse top-k query, but also can answer top-k reverse query.
Algorithm 1 describes the steps of our sorting-based approach (SA). The set S
contains some entries in a format of (θ, o, flag), where θ is the angle of two lines
discussed above, o is an object (either −→p , or −→w ), and flag is a symbol to indicate
the source of the object o. If o is a weight vector, flag=weight. Otherwise, flag
describes the area which −→p comes from. At first, the algorithm generates S by
scanning W and D with a cost of O(m+n). Second, it sorts all items in S by θ
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Algorithm 1. Sorting-based approach (SA) (D, W , q, k)

1 Let r[−→w i] denote the rank of
−→w i ;

2 Empty a set S;
3 foreach −→w i in W do
4 Insert (θ−→w i

,−→w i,weight) into S;

5 foreach −→p i in D do
6 if −→p i is located at area II or IV then
7 Insert (θ−→p i

,−→p i, area) into S; //area is II or IV

8 Sort all items in S by θ in ascending order ;
9 countII ← 0; countIV= the number of items in IV;

10 foreach triple (θ, o, flag) in A do
11 if flag = weight then
12 r[o]← countII + countIV ;
13 else if flag = II then
14 countII ← countII + 1;
15 else if flag = IV then
16 countIV ← countIV − 1;

17 if the query is reverse top-k query then
18 return r[·] whose value is less than k;

19 if the query is top-k reverse query then
20 return r[·] with the k smallest value;

in the ascending order with a cost of O((m + n) · log(m + n)). Finally, it scans
all items in S to compute the query result with a cost of O(m+ n). As a result,
the overall cost is O((m+ n) · log(m+ n)).

5 Tree-Based Pruning Approach (TBA)

In this section, we discuss answer bichromatic top-k reverse query and bichro-
matic reverse top-k query based on a R-tree on data points D. Algorithm 2
focuses on answering bichromatic top-k reverse query.

5.1 Answering Bichromatic Top-k Reverse Query

The sorting based approach (SA) needs to visit each −→p in D. But we find parts of
computations can be avoided under the help of an R-tree. As mentioned before,
a query point q can divide 2-D space into four areas, and the area II and area
IV do not affect the result of reverse ranking query. We only need to consider
points in areas II and IV. We build an R-tree to index all data points, and then
split the R-tree into two sub-R-trees located in area II and area IV respectively.
Let r denote a minimal bounding rectangle (MBR) in R-tree. Let r.L and r.U
denote the bottom left and top right points of r respectively. Let < r.U, q >



354 Z. Zhang et al.

Algorithm 2. Tree-based Pruning Approach (R,W, q, k)

1 Let Q and Q′ denote two queues;
2 minRank ← the number of objects in R;
3 Split the R-tree into Area II and Area IV based on query point q ;

4 Clear Q and Q′; Set R(w)
b , R

(w)
a , Rl and Ru are ∅ ;

5 enqueue(Q, RII .root); enqueue(Q, RIV .root);
6 repeat
7 Copy Q into Q′ ;
8 while (r = dequeue(Q′) �= ∅) do
9 Insert (wr.U , wr.L, θr.U , θr.L) into S;

10 Sort all items S by θ in ascending order, and set θ0 = 0
o, θ|S| = 90

o,
A[i+ 1] = θi+1 − θi ;

11 foreach w in S do
12 foreach r in Q do
13 if (belowL(r,w)) then

14 R
(w)
b ← R

(w)
b ∩ r ;

15 if (acrossL(r, wi)) then

16 R
(w)
a ← R

(w)
a ∪ r ;

17 Rl ← Rl ∩R
(w)
b ;

18 Ru ← Ru ∪R
(w)
l ∪R

(w)
a ;

19 A[i].lb = |Rl|; A[i].ub = |Ru| ;
20 update minrank by using A[i].ub ;
21 Res ← Res ∪ {A[i]|A[i].ub � minrank} ;
22 Remove all A[i] in A such that A[i].ub � minrank or A[i].ub � minrank ;
23 foreach child node r′ of MBR across remaining A[i] do
24 enqueue(Q, r′) ;

25 until isQueueEmpty(Q);
26 Compute the exact rank of each weight in all remaining A ;
27 return weights located in Res, and the top k − |{w|w ∈ Res}| weights with

smallest ranks ;

(< r.L, q >) denote a straight line through r.U (r.L) and −→q , and h(−→q ) denote a
horizontal line through −→q . For any r.U (r.L) in area II or area IV, let θ denote
the angle between < r.U, q > (< r.L, q >) and h(−→q ).

Corollary 2. Given a query point q and a point p in area II or IV, the weight
vector perpendicular to the straight line < p, q > can be represented by w =

( k
k−1 ,−

1
k−1 ), where k = p[2]−q[2]

p[1]−q[1] .

In general, given a query point q and an MBR r of R-tree, the straight line (<
r.L, q >) or (< r.U, q >) is corresponding to a unique weight vector w<r.L,q> or
w<r.U,q> based on corollary 2. We summarize two kinds of relationships between
an MBR r and a straight line li below. For example, belowL(r, li)=TRUE means
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the MBR r is entirely below the straight line li. In Figure 2(b), the r1 is below
line < r1.U, p3 >, while r2 is across line < r1.U, p3 >.

– belowL(r, li). It returns TRUE if and only if f(wli , r.U) < f(wli , q) always
holds.

– acrossL(r, li). It returnsTRUE if only iff(wli , r.U)<f(wli , q) andf(wli , r.L)>
f(wli , q) always hold.

We have the following corollary based on the relationships between query
point q and the straight line (r.U)q or (r.L)q.

Corollary 3. Given a query point q, and an MBR r in R-tree, we have two an-
gles θ(r.L)q and θ(r.U)q. If belowL(r,< r.U, q >), then θ<r.U,q>.lb = θ<r.U,q>.lb+
|r|; If acrossL(r, < r.U, q >), then θ<r.U,q>.ub = θ<r.U,q>.ub + |r|. Similarly,
if belowL(r,< r.L, q >), then θ<r.L,q>.lb = θ<r.L,q>.lb + |r|; If acrossL(r, <
r.L, q >), then θ<r.L,q>.ub = θ<r.L,q>.ub+ |r|.

The correctness of Corollary 3 comes from the semantics of the MBR of R-
tree. Hence, we can compute the lower and upper bounds of each angle θ, and
can further compute the lower and upper bounds of each angle θi+1 − θi based
on Corollary 3.

Algorithm TBA (Algorithm 2) has two phases. In the first phase, Algorithm
2 traverses R-tree in a BFS (breadth first search) manner. It checks each in-
cluded angle A[i] to compute the lower and upper rank bounds (A[i].lb and
A[i].ub)by judging belowL(r, li) and acrossL(r, li) (at lines 13 and 15). If r is
below (or across) A[i], the upper (or lower) rank bound can be updated accord-
ingly. In the second phase, Algorithm 2 prune some angles whose lower bound
is larger than minRank (at line 22), and return some angles whose upper bound
is less than or equal to minRank (at line 21). The minRank is a global thresh-
old value minRank, which ensures at least k weights have a rank value smaller
than minRank. Formally, consider triples like (|A[i]|, A[i].lb, A[i].ub), where |A[i]|
denotes the number of weights in A[i]. The value of minRank is computed as:

minRank = argminx

(
(
∑

A[i].ub�x |A[i]|) � k
)
(at line 20). Based on such infor-

mation, we have chance to avoid computing the exact rank value for each weight
in the angle A[i]. But if the angle cannot be pruned and cannot be returned,
we append their child nodes to the global queue Q (at lines 23 and 24), and
re-execute the first phase of Algorithm 2.

5.2 Answering Bichromatic Reverse Top-k Query

The algorithm for answering reverse top-k query is similar to Algorithm 2. In
the first phase, we compute the lower and upper bounds for each angle A[i] by
using the same method as in Algorithm 2. In the second phase, there are some
differences compared with Algorithm 2. The angles can be pruned whose lower
bound is larger than k. And the angles can be returned whose upper bound is
less than k. Just as Algorithm 2, we need split the left angles and re-execute
operations in the first phase.
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Example 2. Figure 2(b) shows an example of Algorithm 2. Assume query point
is p3. We build the angle θ1 ·θ5 by using min point and max point of the top layer
MBRs in area II and area IV. And set θ0 = 0o and θ6 = 90o. Let A[4]=θ4 − θ3,
then r1 is below A[4], and r2 is across A[4]. Hence, the A[4].lb = 2, A[4].ub =
7. We can get A[1].lb = 5, A[1].ub = 5; A[2].lb = 0, A[2].ub = 5; A[3].lb =
0, A[3].ub = 7; and A[5].lb = 2, A[5].ub = 2 by the same way. If we answer
reverse top-1 query, the A[1], A[4] and A[5] can be safely pruned. However, A[2]
and A[3] need to be further probed.

6 Experiments

In this section, we conduct an extensive experimental evaluation of reverse rank-
ing query. We focus on the evaluation of performance about our novel methods,
including SA and TBA. All codes are written in JAVA, and experiments run on
the stand-alone computer of Intel CPU/2GHZ and 3GB memory. We present
average values over 1000 randomly-chosen queries in all cases.

6.1 Dataset and Setting

We use two kinds of data sets in this study, including a product set D and a
customer set W .

Product data set D: We use synthetic and real-life product data sets.

– Synthetic datasets : We generate three synthetic datasets, which follow uni-
form (UN), correlated (CO) and anti-correlated (AC) distribution respec-
tively. See [16] for detailed generation.

– Real datasets : We use two real datasets from UCI public datasets, including
a bank marketing dataset (45,211 records) 1 and MAGIC gamma telescope
dataset (19,020 records) 2.

Preference weight data set W : We generate two synthetic data sets, including
a uniform set and a clustered set.

– Uniform distribution: We repeatedly select one vector from d-dimensional
space, and then normalize it to a standard form.

– Clustered distribution: This data set is created based on two parameters: g
and σ2. We first randomly select g cluster centroids in d-dimensional space.
Then we generate some weights around the centroids with a variance of σ2

in each dimension. Such method is also adopted by [4].

6.2 Experiment Evaluation

This section studies the performance of our novel algorithms for two kinds of
query types. We use time as the metric.

1 http://archive.ics.uci.edu/ml/datasets/Bank+Marketing.
2 http://archive.ics.uci.edu/ml/datasets/MAGIC+Gamma+Telescope .

http://archive.ics.uci.edu/ml/datasets/Bank+Marketing
http://archive.ics.uci.edu/ml/datasets/MAGIC+Gamma+Telescope
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Fig. 4. Scalability for synthetic and real data set

Performance Evaluation of Reverse Top-k Query. In this section, we
evaluate the performance of SA and TBA in reverse top-k query for increasing
dataset D, weights S and k. We use the RTA as the baseline, which is the
most efficient algorithm for computing the reverse top-k RTA [3]. Firstly, we
provide a comparison of three algorithms based on the UNIFORM weight set,
as shown in Figure 3. Unless mentioned explicitly, We use |D|=20k, |W |=400k,
and k=100. Figure 3(a) shows that when increasing the cardinality of AC data
set D, TBA performs better than other two algorithms and RTA has the worst
performance. That is because TBA prune computations from perspective of both
W and D based on R*-tree and ordered weights. Figure 3(b) shows that with the
increment of weight set |W |, the performance of all three algorithms slow down.
But TBA is still highly efficient. From Figure 3(c), we can obverse that RTA is
affected for the increasing k and TBA didn’t change a lot. The reason is that
the increase of k increases the probability that a query point belongs to top-k
for some weighting vector, and therefore the average computations increases,
leading to low scalability of RTA.

Thereafter, we study the performance of three algorithms based on the CLUS-
TER weight set for synthetic data set (CO) and real data set (MAGIC and
BANK). We set the cardinality of CLUSTER weight set 100k. The performance
of TBA, SA and RTA is in accordance among the cases, and TBA is highly
efficient for real and synthetic data set, just as shown in Figure 4.
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Performance Evaluation of Top-k Reverse Query. In this section, we
explore the performance of SA and TBA in top-k reverse query, using UNIFORM
weight set and CLUSTER weight set respectively, as shown in Figure 5 and
Figure 6. We set |D|=20k, |W |=400k, and top-k=100 by default. Notice that
y-axis is in logarithmic scale. First, we compare the performance of TBA with
SA and NA (naive algorithm) for increasing dataset D (in Figure 5(a)). TBA
performs better than SA and NA, due to the batch pruning strategy. In Figure
5(b), we test the scalability for increasing weight set |W |. The chart shows that
TBA reduces the response time compared to SA by orders of magnitude. That is
because TBA avoids computing each weight in the experiment. In Figure 5(c),
we study how the value of k affects the performance of three algorithms. It’s
clear that TBA is highly efficient for the variation of k. The reason is that it can
prune amounts of useless data.

In the sequel, we evaluate the performance of three algorithms for synthetic
data set (CO) and real data set (MAGIC and BANK) respectively. We use
|D|=20k, |W |=100k. The weight set conforms clustered distribution. Regarding
the real data set, the performance of TBA is in accordance with the case of
synthetic data. From Figure 6(a)-6(c), we can observe that TBA behaves more
efficiently compared to SA and NA and the benefit increases with k.
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7 Conclusion

In this study, we propose two approaches to answer reverse ranking query for 2-D
space, including one sorting-based approach (SA) and one tree-based approach
(TBA). The two approaches can efficiently process several variants of reverse
ranking. Finally, extensive experiment results verify the efficiency of our two
approaches upon real and synthetic datasets.
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Abstract. Passive aggressive algorithms for online portfolio selection are re-
cently shown empirically to achieve state-of-the-art performance in various 
stock markets. PAMR, one of online portfolio selections, is based on passive 
aggressive algorithms with an insensitive loss function. Inspired by the mean 
reversion property and the momentum property of financial markets, we present 
a passive aggressive algorithm by introducing a piecewise loss function and 
achieve a novel online portfolio selection strategy named “Passive Aggressive 
Combined Strategy” (PACS). PACS is able to effectively exploit the power of 
price reversal and price momentum for online portfolio selection. From our em-
pirical results, we find that PACS can overcome the drawbacks of existing 
mean reversion algorithms or momentum algorithms and achieve significantly 
better results. In addition to superior performance, PACS also runs extremely 
fast and thus is very suitable for real-life large-scale applications. 

Keywords: Passive aggressive algorithm, Online learning, Portfolio selection, 
Momentum, Mean reversion. 

1 Introduction 

Online portfolio selection (PS), which sequentially selects a portfolio over a set of 
assets in order to achieve certain targets in the long run, has attracted increasing inter-
ests in the fields of machine learning [1-9] and information theory [10-15]. Online PS 
based on the Capital Growth Theory [16, 17] and information theory focuses on mul-
tiple-period or sequential portfolio selection, aiming to maximize portfolio’s expected 
growth rate, or expected log return, which is fitted to the “online” scenario. 

Recently, basing on the Capital Growth Theory [16, 17], two approaches for online 
PS have been proposed. One popular trading idea in reality is trend following or mo-
mentum strategy, which assumes that historically better-performing stocks would still 
perform better than others in future. Some existing algorithms, such as EG [14] and 
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UP [10], approximate the expected logarithmic daily return and logarithmic cumula-
tive return respectively using historical price relatives. Another widely adopted ap-
proach in the learning community is mean reversion [1-4], which is also termed as 
contrarian approach. 

However, financial economists have report that momentum interacts with mean re-
version and the combined strategy outperforms both pure momentum strategy and 
pure contrarian strategy. That is, all existing pure mean reversion strategies or pure 
momentum strategies by online algorithms cannot fully exploit the potential 
of price fluctuation in stock markets. In this connection, Articles [6-9] proposed the 
approaches combined “price reversal” and “price momentum” to follow Anticor [1]. 
Inspired by the philosophy, we introduce a piecewise loss function and present a nov-
el online portfolio selection strategy named “Passive Aggressive Contrarian Strategy” 
(PACS), which exploits both price momentum and price reversal. By an extensive set 
of numerical experiments on a variety of up-to-date real datasets, we show that the 
proposed PACS algorithm significantly surpass PAMR. 

The remainder of this paper is organized as follows. Section 2 describes formally 
defines the problem of online portfolio selection. Section 3 reviews the related work 
and highlights their limitations. Section 4 presents the methodology employed in this 
paper. Section 5 discusses data sources and presents the results of extensive empirical 
studies on real stock markets. This is followed by a conclusion in Section 6. 

2 Problem Setting 

Let us consider a financial market with m  assets, over which we invest our wealth 
for a sequence of n  trading periods. Let us describe the market price change by a 
sequence of non-negative, non-zero price relative vec-

tors ( (1), (2), , ( )),t t t tx x x x m=  ,m
tx R+∈ 1,2, , ,t n=  where mR+  is the positive or-

thant. The thi  entry ( )x it  of a price relative vector xt  represents the ratio of clos-

ing to opening price for the tht  trading day. 
An investment on the tht  period is specified by a portfolio vector 

( (1), (2), , ( ))t t t tb b b b m=   where ( )b it
represents to the portion of the wealth in-

vested in the stock ( )x jt  at day t . We also assume the portfolio is self-financed and no 

margin/short is allowed, therefore each entry of a portfolio is non-negative and adds 

up to one, that is, t mb ∈Δ , where 
1

{ , ( ) 1}
mm

m t ti
b R b i+ =

Δ = ∈ = . The investment pro-

cedure is represented by a portfolio strategy, that is, b
m

= 1
11

 and following sequence 

of mappings. ( 1): m t
mb R −

+ → Δt , 2,3,..., ,t n=  where 1( )t
t tb b x −=  is the tht portfolio 

given past market sequence 1
1 2 1( , , , )t

tx x x x−
−=  .We denote the portfolio strategy by 

1 2( , , , )n
nb b b b=   for n  trading periods. 
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On the tht  period, a portfolio tb  produces a portfolio period return tS , that is, the 

wealth increases by a factor of
1

( ) ( )
mT

t t t t ti
S b x b i x i

=
= ⋅ = . Since we reinvest and 

adopt price relative, the portfolio wealth would multiplicatively grow. Thus, after n 
periods, a portfolio strategy nb  produces a portfolio cumulative wealth of nS , which 

increases the initial wealth by a factor of
1

n T
t tt

b x
=

⋅∏ , that is 

0 1
( , )

nn n T
n t tt

S b x S b x
=

= ⋅∏  

where 0S  is set to $ 1 for convenience. 

Finally, we formulate the online portfolio selection problem as a sequential deci-

sion problem. The portfolio manager computes the portfolios sequentially and aims to 

design a strategy nb  to maximize the cumulative wealth nS . On each period t , the 

manager has access to all previous sequence of price relative vectors 1tx −  and pre-

vious sequence of portfolio vectors 1
1 2 1( , , , )t

tb b b b−
−=  . On the basis of this histori-

cal information, he computes a new portfolio tb  for next price relative vector xt , 

where the decision criterion varies among different managers. The portfolio tb  is 

scored based on portfolio period return tS . Note that the initial portfolio is set to uni-

form. The resulting portfolio is evaluated by its portfolio daily return. This procedure 

is repeated until the end, and the portfolio strategy is finally scored according to port-

folio cumulative wealth nS . 
The step of on-line portfolio selection algorithm: 

Initialize 0 1S = , 1

1 1 1
( , , , )b
m m m

=  ; 

for each trading day 1,2, ,t n=  do  

(1) Portfolio manager learns the portfolio tb  based on historical information; 

(2) Market reveals the market price relative tx ; 

(3) Portfolio incurs a portfolio daily return T
t ts b x= . 

In the above portfolio selection model, we make assumptions as follows, 

1. Transaction cost: we assume no transaction cost or taxes exists in this portfolio 

selection model; 

2. Market liquidity: we assume that one can buy and sell required quantities at last 

closing price of any given trading period; 

3. Impact cost: we assume that market behavior is not affected by a portfolio selection 

strategy. 
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3 Related Work 

Some common and well-known benchmarks for PS include the Buy-And-Hold 
(BAH) strategy and the CRP [10, 11]. In our study, we refer to the equal-weighted 
BAH strategy as the market strategy. Contrary to the static BAH strategy, CRP active-
ly redistributes the wealth among all stocks based on a given portfolio by keeping a 
fixed fraction at the end of each trading period. The best possible CRP strategy, 
known as Best CRP (BCRP), is a hindsight strategy. Although nicely grounded in 
theory, CRP’s passive scheme is somewhat limited in achieving good performance. 

Some PS strategies assume that historically better-performing stocks would still 
perform better than others in future. These strategies are also called “momentum 
strategies” or “follow-the-winner”, such as UP and EG, and approximate the expected 
logarithmic daily return and logarithmic cumulative return respectively using histori-
cal price relatives. Cover [10] proposed Universal Portfolio (UP) strategy, where the 
portfolio is the historical performance weighted average of all CRP experts. Helmbold 
et al. [14] proposed Exponential Gradient (EG) strategy, which updates the portfolio 
using multiplicative updates. In essence, EG strategy attempts to maximize the ex-
pected logarithmic portfolio period return estimated by last price relative, and mini-
mizes the deviation from last portfolio. 

But empirical evidence [18] indicates that such trends may be often violated, espe-
cially in the short term. This observation leads to the strategy of buying poor perform-
ing stocks and selling those with good performance. This trading principle, known as 
“mean reversion”, is followed by some methods, including Anti-correlation algorithm 
(Anticor) [1], Online Moving Average Reversion (OLMAR) [2], Confidence 
Weighted Mean Reversion (CWMR) [3] and Passive Aggressive Mean Reversion 
(PAMR) [4]. Anticor redistributes the wealth by heuristically exploiting mean rever-
sion via statistical correlations.  CWMR strategy exploits the mean reversion proper-
ty and the variance information of portfolio. OLMAR exploits multi-period mean 
reversion, which explicitly predicts next price relatives using moving averages, and 
then learns the portfolio by online learning techniques. Li et al. [4] proposed PAMR, 
which minimizes the expected return based on last price relatives and only exploits 
the mean reversion property of financial markets by online passive aggressive learn-
ing with a ε -insensitive loss function. 

In a word, those approaches mentioned above exploit only price reversal or only 
price momentum. However, Wu [19] find the combined strategy outperforms both 
pure momentum and mean reversion strategy. Hence, PAMR cannot fully exploit the 
potential of price fluctuation in stock markets. Moreover, Articles [6-9] proposed the 
approaches combined “price reversal” and “price momentum” and achieved better 
results [1].Therefore, it is particularly critical for online portfolio to exploit not only 
“price reversal” but also “price momentum” under various stock markets. In the fol-
lowing, we will construct a piecewise loss function for passive aggressive algorithm 
based on “price reversal” and “price momentum” and then present an online portfolio 
selection strategy named “Passive Aggressive Combined Strategy” (PACS). 
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4 Passive Aggressive Portfolio Strategy with Piecewise Loss 
Function 

This section presents the PACS algorithm to capture the dynamics of the momentum 
and reversals of stock prices in the ultra-short-term or the short-term. 

When all stocks drop synchronously or certain stocks drop significantly in the fi-
nancial crisis, actively rebalancing may not be appropriate since it puts too much 
wealth on “losers” during the recent financial crisis. To avoid the potential risk con-
cerning such “poor” stocks, PAMR stick to the previous portfolio. As we all known, 
identifying these “poor” stocks a priori is almost impossible, which is usually known 
in hindsight. For this reason, PAMR alternates the strategy between “aggressive” CRP 
and “passive” reversion depending on the market conditions and exploits the mean 
reversion property [4]. Given a portfolio vector tb  and a price relative vector tx , Li et 

al. introduce a ε -insensitive loss function for the tht  period as 

 1,

0                             
( ; )

     otherwise
t

t
t

b x
l b x

b xε

ε
ε

⋅ ≤
=  ⋅ −

 (1) 

where 0ε ≥  is the sensitivity parameter which controls the mean reversion threshold. 
The ε -insensitive loss is zero when return is less than the reversion threshold ε , and 
otherwise grows linearly with respect to the daily return. 

PAMR [4] only adopts the mean reversion trading idea. However, financial econ-
omists have report that momentum interacts with mean reversion and the combined 
strategy outperforms both pure momentum strategy and pure contrarian strategy. 
Moreover, Articles [6-9] proposed the approaches combining “price reversal” and 
“price momentum” and achieve better performance in several stock markets. Hence, 
we would exploit the reversal property and the momentum property about price in 
stock markets.  

Besides the financial crisis, all stocks probably rise synchronously or certain stocks 
rise significantly, which are called “bull” markets. A bull market is associated with 
increasing investor confidence, and increased investing in anticipation of future price 
increases. Under the situations, actively rebalancing may also not be appropriate since 
the previous portfolio strategy has achieved encouraging performance during the re-
cent bull markets. Thus, to avoid selling “winners”, it is a good choice to stick to the 
previous portfolio, which adopts the momentum property. It is consistent with the 
idea in the financial crisis. 

Let us now describe the basic idea of the proposed strategy. Firstly, if the portfolio 
daily return is above a certain threshold, we will also try to keep the previous portfo-
lio so that it passively follows the winner to choose the “winner”. It is based on price 
momentum principle that stocks with relatively high returns over the past period 
should return to investors above average returns over the next period. Secondly, if the 
portfolio daily return is below a smaller threshold given than before, we will try to 
keep the previous portfolio such that it passively reverts to the mean to avoid the  
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potential “loser” stocks. Thirdly, if the portfolio daily return is between two different 
thresholds, we will actively rebalance the portfolio to ensure that the expected portfo-
lio daily return is below the threshold in the belief that the stock price will revert in 
the next trading day. According to the phenomenon that the returns exhibit an asym-
metric pattern of return reversals, viz., on average, a negative return reverts more 
quickly, with a greater magnitude, to a positive return than a positive return reverting 
to a negative one, the stock price will reverts in different degrees if the portfolio daily 
return falls in different intervals. Since typically portfolio daily return fluctuates 
around 1, we choose the distance between portfolio daily return and 1 to identify dif-
ferent scenarios. Therefore, we introduce a piecewise loss function to identify the 
stock market by the following function 
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where 0ε ≥  is the sensitivity parameter which controls the mean reversion threshold. 
The loss is zero when the distance between portfolio daily return and 1 is larger than 

the reversion threshold
2

ε
, and otherwise grows linearly with respect to the daily  

return. 
Recalling that tb  denotes the portfolio vector on the tht trading day, the proposed 

method for (PACS) is formulated as the constrained optimization below: 
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where C is a positive parameter to control the influence of the slack variable term on 
the objection function. We refer to this parameter as the aggressiveness parameter 
similar to PA Learning [20]. 

Similarly to the proof in PAMR, we easily derive the approximate solutions for the 
above PACS formulations using standard techniques from convex analysis [21]. We 
get the following proposition: 
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Proposition The solution to the Optimization Problem (PACS) without considering 
the non-negativity constraint ( 0b ≥ ) is expressed as: 

 ( )1t t t tb b x xτ= − −  

where
1t

t

x
x

m

⋅
=  denotes the market return, and tτ  is computed as: 
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The main idea of PACS is to devise a loss function in order to exploit the fluctua-
tion of stock prices, that is, if the expected return based on last price relative fall in the 
interval, the loss will linearly piecewise increase; otherwise, the loss is zero. Based on 
the loss function, PACS passively maintains last portfolio if the loss is zero, otherwise 
it aggressively approaches a new portfolio that can force the loss zero. 

 

 
 

Fig. 1. The PACS algorithm 
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end of tht  trading day, the market reveals a stock price relative vector, which 
represents the stock price movements. Since both the portfolio and the stock price 
relatives are already known, we are able to measure the portfolio daily return T

t tb x⋅  

and the suffering loss 2, ( ; )tl b xε as defined in (2). Then, we calculate an optimal step 

size tτ based on last portfolio and stock price relatives. Given the optimal step size tτ , 

we can update the portfolio for next trading day. Finally, we perform a normalization 
step to obtain the final portfolio by projecting the updated portfolio into the simplex 
domain. 

5 Experimental Results 

We now evaluate the effectiveness of the proposed PACS algorithm by performing an 
extensive set of experiments on publicly available and diverse datasets [1-4], which 
were collected from several diverse financial markets and summarized in Table 1. 

The first one is NYSE dataset, which is pioneered by Cover [10] and followed by 
several other researchers [1-4]. This dataset contains 5651 daily price relatives of 36 
stocks in New York Stock Exchange (NYSE) for a 22-year period from Jul.3rd 1962 
to Dec. 31st 1984. Li et al. [1] denote this dataset by “NYSE (O)” for short. 

The second dataset is the extended version of the above NYSE dataset by Li et al. 
[1]. They collected the latest data in New York Stock Exchange (NYSE) from Jan. 1st 
1985 to Jun.30th 2010, which consists of 6431 trading days. For consistency, Li et al. 
denote this new dataset as “NYSE (N)”.This dataset consists of 23 stocks rather than 
the previous 36 stocks owing to amalgamations and bankruptcies. All self-collected 
price relatives are adjusted for splits and dividends, which is consistent with the pre-
vious “NYSE (O)” dataset. 

Table 1. Summary of4RealDatasets From Stock Markets 

Dataset Market Time frame #Days #Assets 
NYSE (O) Stock(US) Jul. 3rd 1962-

Dec. 31st 1984 
5651(day) 36 

NYSE (N) Stock(US) Jan. 1st 1985-
Jun. 30th 2010 

6431(day) 23 

TSE Stock(CA) Jan. 4th 1994-
Dec. 31st 1998 

1259(day) 88 

DJIA Stock(US) Jan. 4th 2001-
Jan. 4th 2003 

507(day) 30 

 
The third dataset “TSE” is collected by Borodin et al. [4], which consists of 88 

stocks from Toronto Stock Exchange (TSE) containing price relatives of 1259 trading 
days from Jan. 4th 1994 to Dec. 31st 1998. 

The fourth dataset “DJIA” is collected by Borodin et al. [4]. It consists of Dow 
Jones 30composite stocks and contains a total of 507 trading days, ranging from Jan. 
14th 2001 to Jan. 14th 2003. The statistics in paper [4] show the assumption of mean 
reversion may not exist in DJIA dataset. 
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In this work, we follow those above notations. In our experiments, we implement 
the proposed PACS strategy. We compare it with a number of benchmarks and exist-
ing strategies as described in Sect. 3. Below we summarize the list of compared algo-
rithms, whose parameters are set according to the recommendations from their respec-
tive studies: 

• Market: uniform Buy-And-Hold (BAH) strategy; 
• Best-Stock: Best stock in the market in hindsight;  
• BCRP: Best Constant Rebalanced Portfolios strategy in hindsight; 
• EG: Exponential Gradient (EG) algorithm with the best parameter 0.05η = as 

suggested by Helmbold et al. [14]; 
• SP: Switching Portfolios with parameter γ = 14 as suggested by Singer [15]; 
• ANTI:BAH30(Anticor(Anticor))[1]; 
• PAMR: Passive Aggressive Mean Reversion Strategy with 0.5ε = and 

500C = as suggested by Bin et al [4]. 

Table 2reports the main results of this study, that is, the total wealth achieved by 
various approaches without transaction costs for all four datasets. The top two best 
results in each datasets are heighted in bold font. The results clearly show that PACS 
almost achieves the top performance among all competitors except on the DJIA data-
set. On the well-known benchmark NYSE(O) dataset, PACS significantly outper-
forms the state-of-the-art. There is little difference between ANTI and PACS on 
NYSE (N).Besides, most existing algorithms except ANTI perform badly on the 
NYSE (N) and DJIA dataset and PACS achieves the best performance on all datasets 
(except DJIA dataset). Therefore,  these results shows that to achieve better invest-
ment return, it is more powerful and promising to exploit not only the price reversal 
property but also the price momentum property for portfolio selection. 

Table 2. Total Wealth Achieved By Various Strategies on Four Datasets 

Methods 
Total Wealth

NYSE（O） NYSE（N） TSE DJIA 
Market 14.50 18.06 1.61 0.76 
Best-stock 54.14 83.5 6.28 1.19 
BCRP 250.60 120.32 6.78 1.24 
EG 
SP 

27.09 
27.08 

31.00 
31.55 

1.59 
1.60 

0.81 
0.81 

ANTI 2.31E+08 6.21 E +06 39.37 2.29 
PAMR 5.14E+15 1.25E+06 264.86 0.68 
PACS 9.16+15 1.76 E+06 558.47 0.56 

 
In addition to the final total wealth, we are also interested in examining how the to-

tal wealth changes over different trading periods. We plot the wealth curve of total 
wealth and compare the final wealth of total wealth in Fig.2, where PACS represents 
the algorithm described in Sec. 4. The x -axis represents the size of the time windows 
within the coordinate and the y -axis represents the wealth achieved by these algo-

rithms for an initial investment of $ 1. 
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Fig. 2. Trends of total wealth achieved by various strategies during the entire trading periods on 
the stock datasets 

Fig.2 shows the trends of the cumulative wealth by the proposed PACS algorithm 
and four algorithms (two benchmark sand one state-of-the-art algorithm). From the 
results, we can see that the proposed PACS strategy consistently surpasses the 
benchmarks and the competing strategies over the entire trading period on almost 
datasets (except DJIA dataset).PACS algorithm performs bad on the DJIA dataset, 
which may be attributed to the reason that the motivating mean reversion does not 
exist in this dataset. Hence, the results show that the PACS strategy is a promising  
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and reliable portfolio technique to achieve high confidence. Furthermore, the results 
again validate the efficacy of the proposed algorithm by a piecewise loss function if 
appropriately take advantage of price fluctuation in stock markets. 

6 Conclusion 

This paper constructed a piecewise loss function for passive aggressive algorithm and 
then proposed an online portfolio selection strategy named “Passive Aggressive 
Combined Strategy” (PACS) according to the algorithm. Unlike the PAMR algorithm 
using only the price reversal, the PACS algorithm exploits both the price reversal and 
the price momentum. PACS successfully applied machine learning techniques for 
online portfolio selection by capturing the dynamics of the momentum and reversals 
of stock prices in the ultra-short-term or the short-term. Empirically the PACS algo-
rithm surpasses Market, BCRP, EG, ANTI and PAMR from real markets. However, 
we find that PACS sometimes fails when the mean reversion property does not exist 
in the portfolio components. Thus, this proposed strategy can better track the chang-
ing stock market, if appropriately used. It also runs extremely fast and is suitable for 
large-scale real applications. 
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Abstract. Recommender systems can predict individual user’s preference (indi-
vidual rating) on items by examining similar items’ popularity or similar users’
taste. However, these systems cannot tell item’s long-term popularity. In this pa-
per, we propose an algorithm for predicting item’s long-term popularity through
influential users, whose opinions or preferences strongly affect that of the other
users. Consequently, choices made by certain influential users have the tendency
to steer subsequent choices of other users, hence setting the popularity trend of the
product. In our algorithm, specifically, through judicious segmentation of the rat-
ing stream of an item, we are able to determine whether it is popular, and whether
that is the consequence of certain influential users’ ratings. Next, by postulating
that similar items share similar influential users, and that users rate similar items
consistently, we are able to predict the influential users for a new item, and hence
the popularity trend of the new item. Finally, we conduct extensive experiments
on large movie rating datasets to show the effectiveness of our algorithm.

Keywords: Item Popularity, Recommender System, Collaborative Filtering.

1 Introduction

The easy accessibility of recommendations or comments from experts, friends, col-
leagues, and famous websites is exerting an increasingly greater influence on con-
sumers’ purchasing behavior [3] in the era of web 2.0 [7,10,11]. People would pour
through detailed reviews written by professional and casual users on C|net or ZDnet,
before deciding on a certain brand or model of electronic camera or laptop. Others surf
IMDB.com or Amazon.com for user opinions to determine whether a newly released
movie or a new book is worth buying. By studying how certain published opinions are
likely to impact the appeal of a product to particular groups of consumers, a retailer
could gain valuable insights for formulating his sales strategy. The problem of relat-
ing past recommendation to future user preference has been studied extensively in the
context of collaborative filtering (CF for short) recommender system, which is an ap-
pealing research topic in Web Intelligence. CF methods [1,16] have been proposed to
address the problem and some of them have been deployed successfully by commercial
websites such as eBay, eLance and Amazon. Specifically, the CF algorithms are used
to solve this kind of prediction problem: given a user preference database on a set of
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items, one wants to predict a specific user A’s preference (in the form of rating) for an
item x. This task can be tackled using (1) item-based methods, which predict A’s rating
on x by analyzing A’s past preferences on other items similar to x, and (2) user-based
methods, which estimate the rating result based on preferences on x expressed by other
users who have taste similar to that of A. Unfortunately, those methods are designed to
predict individual preference that is in the form of a single rating number, resulting in
the fact that there has been little effort on modeling long term popularity of items. And
the predicting power of influence users, whose opinions or preferences strongly affect
that of the other users, has been neglected by existing CF methods.

The goal of this paper goes beyond individual user ratings, to predicting the pop-
ularity of an item across several users over a period of time through influential users.
We draw inspiration from research on statistical herding, contagion, and information
cascades, which provide evidence that the current demand for a product depends on
public information about its past demand [13]. Consequently, the choices made by cer-
tain influential users have the tendency to steer subsequent choices of other users, hence
setting the popularity trend of the product. For example, by identifying influential users
who are likely to rate a product favorably, a merchant could target them early in his
promotion campaign, and adjust the product pricing according to their reviews.

In this paper, we propose a method for identifying influential users, which are then
utilized for predicting popular items based on past user reviews, in the form of histori-
cal rating data. Specifically, we firstly identify popular items from historical rating data
through judicious segmentation of item rating stream; next statistical test- t test, is per-
formed on changes of item’s rating sequence so that we can determine which user is
an influential user; and then by postulating that similar items share the same influential
users, and that users rate similar items consistently, we are able to predict the influential
users for a new item, the ratings that they are likely to assign, and hence the popularity
trend of the new item.

2 Preliminaries

2.1 Related Work

The common goal of data mining techniques in recommender systems is to improve
the quality of recommendation through text mining or summarization of online review
comments. Hu and Liu’s work in [6] apply text mining schemes to summarize customer
review data on the Web. In a departure from conventional text summarization, their
algorithm generates product features only from review sentences that express the opin-
ions of the writers, and it can identify whether each opinion is positive or negative. The
outputs at the end are useful for customers to decide whether to purchase a product, and
for manufacturers to track and manage customer opinion on their products. A similar
work was conducted by Archak et al [2], in which a hybrid technique combining text
mining and econometrics is proposed to derive the quantitative impact of consumer tex-
tual reviews on products as a linear function with the help of tensor product technique,
so that the pricing power of a product can be computed from the consumer review data.
There are also some examples of exploiting both textual and numeric review data in or-
der to make a better recommendation. Different from the above methods, our algorithm
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takes into account consumer’s numeric comment data (i.e., ratings for product), and it
can efficiently identify those users who may exert potential influence on the others and
predict future popularity of products.

Extensive studies on recommendation systems have focused on collaborative filter-
ing (CF) of user-item rating data in. Existing CF schemes fall into two main categories:
model-based and memory-based approaches. For the model-based approach, a model
learned from a training dataset is used to estimate the ratings for active users from
prior user ratings. Clustering smoothing model [9,14], aspect model [5], and Bayesian
network [15] exemplify this line of work. In contrast, memory-based approaches per-
form calculations on the entire rating dataset in order to find the K most similar users
(or items) to the active user (or item) with respect to some similarity measures, then
combine the corresponding ratings of these similar users (or items) by using simple
weighted sum or regression [12]. Sarwar et al demonstrated that the item-based method
greatly outperforms the user-based method in terms of running time, quality of recom-
mendation, and scalability [12].

As discussed above, traditional CF algorithms have achieved tremendous success in
recommender systems, with many novel extensions appeared. However, they only focus
on how to make a better prediction for an individual rating through the help of various
models that they build using machine learning and statistic techniques. As another new
extension of the standard CF algorithm, our algorithm goes beyond predicting indi-
vidual rating for items, to forecasting long-term popularity of item. We propose the
concepts of influential user and popular item in the context of collaborative filtering,
and devise efficient algorithm to identify influential user and popular item, which are
combined to predict the long-term popularity of new items.

2.2 Problem Definition

While collaborative filtering (CF) has been employed successfully for personalized rec-
ommendation in real-world applications, existing CF methods focus only on predicting
individual ratings for active users, i.e., individual users’ preference for selected items.
However, it would be very valuable to go beyond that, to predicting the long-term pop-
ularity of an item (Note that the definitions of popularity and influential user will be
given in the next section). For example, an online bookstore would like to know whether
a newly launched book will be popular with its existing customers, in order to devise an
appropriate promotion campaign. In real life, products become popular for a variety of
reasons. Obvious ones include high quality and consistent performance. There may also
be factors that extend beyond any inherent characteristics of the product. In particular,
there is evidence that oftentimes the expressed views of a group of customers (or a sin-
gle customer) have enough clout to steer the preference of subsequent customers. Such
customers are called influential users. For example, a new book with highly positive
reviews (or ratings) by famous critics has a high probability of enjoying brisk sales. We
define the problem of predicting an item’s popularity as follows

Given a user-item matrix A with rating time for each individual rating and an item I ,
find a set of popular items x and a group of influential users u from A, and then predict
I’s popularity based on A, x, and u.
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3 The Predicting Model

In this section, we introduce an algorithm for predicting the long-term popularity of an
item. The algorithm is centered on the instrumental role that influential users play in
shaping the popularity trend of the item. As summarized in Algorithm 1, the algorithm
consists of three major stages, including (1) forming clusters of similar terms from the
user-item matrix, then identifying the popular items within each cluster (lines 2-5); (2)
identifying the influential users who are likely to be responsible for the popular items in
each cluster, as well as characterizing the influence of various ratings from those users
(lines 6-8); and (3) combining the popularity trends of similar items with the influence
exerted by the influential users, into a prediction of the active item’s popularity (line
9-16). The following sections elaborate on each stage of the algorithm.

Algorithm 1. Predicting Item Popularity
Input: user-item rating matrix A, an active item X , δ, θ, λ,K
Output: popularity of X

1 Generate rating sequences Q from A; and cluster the items in Q;
2 for each item I in cluster C do
3 Segment item I’s rating sequence;
4 Compute the popularity of I ;
5 Identify candidate influential users of I ;

6 Compute the top-K influential users for each cluster;
7 for each top-K influential user u in cluster C do
8 Compute the influence of u in C under different ratings;

9 for each cluster C do
10 for each item I in C do
11 Compute the similarity between X and I ;

12 Compute X’s prior popularity H̃C(X|r);
13 for each top-K influential user u in C do
14 Predict u’s rating for X;

15 Compute X’s within-cluster popularity ĤC(X) in C;

16 Compute X’s overall popularity Ĥ(X);

17 Return Ĥ(X);

3.1 Identify Popular Items from User Rating Data

The rating sequence Ri of an item i is denoted as Ri = Ri1, Ri2, ..., Rim, where m
is the number of users. Ri1 is the rating given by the first user and Rim is the score
assigned by the latest user. Figure 1 illustrates the transformation of user-item rating
matrix to item rating sequences according to the time that user gave rating to items.
To find popular items, we apply time series analysis to segment the rating sequences,
and look for those that experience sharp spikes in ratings and/or prolonged periods of
above-average ratings relative to other similar items.
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Fig. 1. An example of how to generate item rating sequence

Segment the Rating Sequence of an Item. The first step in analyzing a rating se-
quence is to segment it. We adopt the bottom-up Piecewise Linear Representation (PLR)
method with slight modification. PLR is a common technique for time series segmenta-
tion. PLR variants include sliding windows, top-down, and bottom-up. While the sliding
windows has the lowest time complexity and relatively low representation quality, the
bottom-up method is able to achieve very good segmentation results with only slightly
higher cost [8]. We therefore follow the bottom-up method. In our algorithm, an item’s
rating sequence is first divided into m/2 equal segments, where m is the total number
of users who have rated this item. Consecutive segments are then merged iteratively.
The merging criterion uses the t-statistic to test whether the difference in mean ratings
of two adjacent segments i and j is larger than some threshold δ at some confidence
level α. Then the t statistic is compared with the t distribution to determine whether the
hypothesis, i.e., the difference in mean ratings is larger than δ, should be rejected [4].
If so, the segments cannot be merged; otherwise segments i and j are merged to form a
longer segment. The process is repeated until no adjacent segments can be merged. An
example in Figure 2 illustrates how the rating sequence for an item x is segmented.

Compute Item Popularity. Intuitively, the popularity of an item should be judged
against other items with similar adoption patterns. For example, it is not useful to com-
pare an educational documentary, which experiences slow adoption over a long life
cycle, with the latest mobile phone model that has only a short time span to capture
consumers’ attention. We therefore cluster the items by the similarity of their rating
sequences as advocated in [14].

The similarity measure for the clustering step is the Adjusted Cosine Similarity
(ACS), which is widely used for computing item-item similarity. Depending on the
intended use of the predicted output, a popular item may be one that receives above
average user ratings over prolonged intervals, or substantially higher than average user
ratings even if over only a short period. The former suits a merchant who is looking
for steady returns, whereas the latter is useful if the merchant is ready to capitalize on
demand spikes. The popularity of an item x is thus defined as

Hc(x) = λ

∑
l∈Sx

Exl∑
i∈C

∑
l∈Si

Eil
+ (1− λ)

∑
l∈Sx

Lxl∑
i∈C

∑
l∈Si

Lil
(1)

where Exl and Lxl denote the mean rating and length of segment l of item x, respec-
tively; Sx is the set of x’s segments with mean segment rating greater than the mean of
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Fig. 2. Segmentation result of an item’s rating sequence

the entire rating sequence, i.e., Exl ≥ Ex for all l ∈ Sx. λ(0 ≤ λ ≤ 1) is a parameter
for tuning the relative importance of Exl versus Lxl. If λ = 1, the item popularity relies
completely on how high the mean segment ratings of Sx is; if λ = 0, the item popular-
ity is determined only by the length of the segments in Sx. A higher Hc(x) means that
item X is more popular than the others in a same cluster.

3.2 Identify Influential Users Based on Item Popularity

Based on previous research [13], influential users are those whose ratings on an item
give a significant boost to the preference of subsequent users. Referring to Figure 2,
suppose that D is a high-rating segment. A high-rating segment is one that has a higher
mean rating than the item’s overall average rating. If the mean of the high-rating seg-
ments after D is significantly greater than that of the high-rating segments before D,
then the users who contributed to segment D are candidate influential users who poten-
tially are responsible for the improved ratings. The influence levels extended by various
rating assignments from the K most influential users are then characterized.

Find Candidate Influential Users. To find the Candidate INFluential Users (CINFU),
we perform the following procedure starting with the first segment of each item. Sup-
pose that, in Figure 2, B, D, F , G, and I are the high-rating segments. In processing
D, we use the t-test to check whether the average of F , G, and I is significantly greater
than that of B. If the difference is significant, we claim that the users who contributed
to D are candidate influential users. The test then proceeds to each of the high-rating
segments after D, until H0 is rejected.

Identify Top-K Influential Users. While the above procedure produces the CINFUs,
we cannot use them directly for predicting popular items. The reasons are: 1) Some
CINFUs may have strong influence on many items, especially on many popular items,
whereas other CINFUs may exert only limited influence on a few items. 2) The CINFU
set may contain false positives, i.e., general users who have low influence on future
user preferences. 3) There may be hundreds or even thousands of CINFUs for just one
cluster of items; obviously, this will degrade the efficiency of our prediction algorithm.



378 J. Zhang et al.

To identify the genuine influential users, a CINFU u in cluster C is defined as

Score(u,C) =
∑

x∈C∧Ru,x �=0

|RB(x)−RA(x)|
Rmax

∗HC(x) (2)

where x is an item that has been rated by this CINFU; RB(x) and RA(x) are the mean
ratings of the high-rating segments before and after this CINFU in x’s rating sequence;
Rmax is the maximum possible rating; and HC(x) is the popularity of item x in C as
defined in Equation 1. The scoring function recognizes u to be an influential user if u
has rated many items, and most of those items receive higher mean ratings after u.

Finally, the top-K influential users UC
K for each cluster C, are the K CINFUs in C

who possess the largest scores:

UC
K = {u|Rank(Score(u,C)) ≤ K} (3)

This selection process is intended to weed out the false positives, as well as to improve
computational efficiency.

Derive the Influence of Top-K Influential Users. Among the influential users (de-
noted as INFU) in UC

K , the influence exerted by each may still vary greatly. Even for
a given INFU, the impact of his rating on an item could be conditioned on the actual
rating value. For example, a poor rating from a particular INFU could sink the popu-
larity of an item, but a favorable rating from the same INFU may not have the opposite
effect of raising the item’s popularity. The converse may also be true. Hence, we need
to characterize the influence for each INFU for different ratings.

The following formula quantifies the influence of INFU on the popularity of an item
in cluster C, conditioned on the rating value:

INF (u, r) =

∑
j∈C{HC(j) ∗ I(Ru,j , r)}∑

j∈C HC(j)
(4)

where I(.) is an indicator function such that I(Ru,j , r) = 1 if Ru,j = r, otherwise 0;
INF (u, r) is the influence of INFU u across the items in cluster C when u gives rating
r. INF (u, r) ranges from 0 to 1 by definition.

3.3 Predict the Popularity of a New Item

In collaborative filtering, individual ratings for an active user are usually predicted with
a trained model (in the model-based approach) or other memory-based methods. In
contrast, in this paper the predicted popularity trend of active item is derived from our
proposed framework.

We observe that many products follow certain familiar adoption patterns. For exam-
ple, electronic gadgets like mobile phones tend to command consumers’ attention when
they are launched, but the interest falls quickly over time. In contrast, big ticket items
like medical equipments and enterprise software take time to gain acceptance. The ex-
istence of common adoption patterns imply that the active item’s popularity should bear
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close semblance to those of similar items. This observation can be harnessed to predict
the popularity of the active item.

Given an active item X , we first determine its prior popularity from each cluster,
conditioned upon X receiving rating r. Next, we predict how the influential users of
each cluster are likely to rate X , and arrive at the popularity of X judging from that
cluster. Finally, summing over the most similar clusters gives X’s predicted popularity.

Prior Popularity: The prior popularity of item X in cluster C, conditioned upon X
being rated r, is:

H̃C(X |r) =
∑

j∈Vr
Sim(X, j) ∗ (HC(j)−HC(Vr))∑

j∈Vr
|Sim(X, j)| (5)

Here Sim(X, j) is the ACS similarity between item X and j, Vr is the set of items
each of which is rated r by any of the INFUs in UC

K ; and HC(Vr) is the mean popularity
of all the items in Vr .

Within-cluster Popularity: Next, combining the prior popularities for different r rat-
ings, weighted by the corresponding influence of the INFUs, gives X’s popularity
with respect to each cluster. Specifically, the within-cluster popularity of item X in
C, ĤC(X), is the product of the prior popularity and the predicted ratings from INFU
(as given by Equation 4):

ĤC(X) =
∑
r

⎛⎝ ∑
u∈UC

K

INF ′(u, r) ∗ H̃C(X |r)

⎞⎠ (6)

In the above formula, we need to normalize the influence of INFUs in conditioned upon
X being rated r, so as to ensure that the influence of the INFUs are weights that add
up to 1. Therefore, we have INF ′(uj , r) = INF (uj , r)/

∑
ui∈UC

K
INF (ui, r). An

example of how to compute the within-cluster popularity is given below.

Overall Popularity: With Equation 6, we could sum up ĤC(X) over all possible clus-
ters C to arrive at the predicted popularity of X . In practice, those clusters that are
similar to X are expected to account for most of the influence on X’s popularity. To
reduce computation cost, we compute the final popularity of X only from CN , the N
nearest clusters of X . Specifically, the overall popularity of X over CN is the sum
of each cluster C’s (C ∈ CN ) within-cluster popularities, weighted by the similarity
between X and C’s centroid:

Ĥ(X) =

∑
c∈CN

Sim(X,C) ∗ ĤC(X)∑
c∈CN

|Sim(X,C)| (7)

4 Empirical Evaluation

In this section, we present a set of comprehensive experiments to study the effectiveness
of our proposed framework.

Dataset. We use two MovieLens datasets to carry out our experiments: the first consists
of 100,000 ratings for 1682 movies by 943 users; the second has about one million
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ratings for 3900 movies by 6040 users (http://www.grouplens.org). In the two datasets,
each user has rated at least 20 movies, and each user rating (on a scale of 1 to 5) for an
item is associated with a rating time.

Each of the two datasets is randomly divided into a training item set and a test (ac-
tive) item set, with the split being defined by Ratio = |TestItems|/|TotalItems|. In
testing each active item, we in turn assume knowledge of its first 5, 10, and 20 user rat-
ings (used for identifying similar items), and the corresponding experiment results are
denoted as Given5, Given10, and Given20, respectively. Also, we employ the standard
k-means clustering algorithm. Due to space limitation, only results obtained with the
first dataset are reported below. Results on the other one show a similar trend.

Measure: We use the Mean Absolute Error (MAE) metric to measure the prediction
accuracy of our proposed algorithm. Our MAE metric is defined as

MAE =
1

|S|
∑
X∈S

|Ĥ(X)−H(X)| (8)

where Ĥ(X) and H(X) denote the predicted popularity and actual popularity of active
item X in test set S. A smaller MAE in value means a better prediction accuracy.

4.1 Experimental Results Using MAE Metric

Characteristics of Smoothing Factor λ. For the MovieLens 100,000 dataset, if a
movie has received many ratings and its mean rating is high, then it is deemed to be
popular. For example, some movies have been rated by more than 500 out of 943 users,
and have a mean rating of 4 on a scale of 1 to 5. As explained previously, we measure
the popularity of an item through the mean rating and length of its segments. δ, the
significance level of the difference in mean ratings of successive segments, controls
the segmentation of the rating sequence of each item. λ is a parameter for tuning the
popularity measure between prolonged above-average ratings and sharp rating spikes.

We begin with several experiments to profile the impact of various λ levels on the
popular items identified. We set δ =1, # of clusters=3, and arbitrarily fix the threshold at
0.006 (thus items with a popularity that is larger than or equal to 0.006 are identified as
popular items). The results are presented in Figure 3, in which the dot and circle repre-
sent unpopular item and popular item respectively, while the X and Y axes correspond
to the mean rating and number of ratings. The numbers of popular items identified are
455, 441, and 429 out of the 1682 items in the dataset, when λ is set to 0, 0.5, and 1
respectively. Although the numbers of popular items are close across different λ values,
we observe that those items with longer high rating segments are more likely to be iden-
tified as popular ones with λ=0 in Figure 3(a), whereas items containing segments with
high mean ratings are favored with λ=1 in Figure 3(c). When λ is set to 0.5, Figure 3(b)
shows that the selection of popular items reflects a tradeoff between the mean rating
and the length of the item’s high-rating segments.

Characteristics of Top-K INFU. Our procedure in Section 4.2.1 usually generates a
very large CINFU set, and it is very inefficient to use all the CINFUs for predicting
the item popularity. So we employ a scoring method to find the top-K CINFU in each
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Fig. 3. Comparison between popular and non-popular items under varied λ

cluster. The underlying assumption is that if a CINFU u has rated many items and these
items subsequently become popular, then u is likely to be a real INFU. The next set of
experiments is designed to validate this assumption. The results in Figure 4 are obtained
by measuring how many items each of the 943 users has rated (on the X axis)and the
mean popularity of these items (on the Y axis), then using Equation 2 and 3 to select
the 100 highest-scoring users. The parameter settings are: ratio=0.2, # of clusters=3,
and Given10. The circles in the figure represent the top-K INFUs. We observe that
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many users have rated several dozens of items, while only a few users have rated more
than 100 items. Each of the INFUs has rated relatively more items, and these items
have larger mean popularities. Selection of the top-K INFUs in our algorithm reveals
the characteristics of influential users in real life, who generally have higher impacts on
certain products and are keen to comment on as many products as they can.

Impacts of δ and θ. In segmenting the rating sequences and in generating the candidate
influential users, δ and θ are parameters that set the target difference in mean ratings.
Several experiments are performed here in order to show the impacts of δ and θ on the
prediction accuracy of our algorithm. The other parameters are fixed at ratio=0.2, #
of clusters=3, λ=0.5, and Top-K users=8. The results are presented in Figure 5 which
varies δ with θ=0.4, and Figure 6 which varies θ with δ=0.8.

As illustrated in Figures 5 and 6, Given5 results in a largerMAE, whereasGiven20
gives the smallest MAE for the prediction results. This shows that the algorithm per-
forms better when more user rating information is provided, which is not surprising.
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As δ and θ increase, the MAE rises initially, but stabilizes after a while. This happens
at δ > 0.6 and θ > 0.6 in Figure 5 and 6 respectively. A large δ value causes most
segments with low to moderate mean rating differences to be merged, leaving only ad-
jacent segments that have large gaps between their mean ratings. This adversely affects
the identification of popular items, and translates to a fall in prediction accuracy. A
similar behavior is observed for θ in Figure 6.
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Performance under Varied Number of Top-K INFUs. When using the Top-K IN-
FUs to predict the active item’s popularity, we are confronted with the problem of
how many INFUs is enough. To study this problem, we run several experiments with
ratio=0.2, # of clusters=3, δ=0.8, θ=0.4, and λ=0.5. The results in Figure 4 show that
for the MovieLens 100,000 dataset, the MAE drops rapidly with the initial increase in
the number of Top-K INFUs. However, after K grows beyond 10, the MAE remains
nearly unchanged, meaning that any further increase of INFUs does not enhance our
algorithm’s prediction quality.

5 Conclusions

In this paper, we proposed a novel framework for predicting popular items from his-
torical user-item rating dataset through the help of influential users. We formulate the
concepts of popular item and influential users, and quantified them with a method that
is built upon the piecewise linear representation algorithm and the t-test. We then har-
nessed the popularity trends of similar items and predicted ratings of influential users,
to predict the popularity of the target item. We have conducted extensive experiments to
test the effectiveness of our framework. As an interesting enrichment for recommender
systems, our framework is useful in real applications, such as web-based marketing,
advertising, and personalized recommendation.
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Abstract. The purpose of this study is to use data mining techniques for the ex-
ploratory analysis of a database of ichthyoplankton samples from a freshwater 
reservoir in Legal Amazon. This database has already been analyzed using  
statistical techniques, but these did not find a relationship between biotic and 
abiotic factors. The application of the Apriori algorithm allows us to generate 
association rules that yield an understanding of the process of fish spawning in 
Tocantins River. In this case, we demonstrate the effective use of data mining 
for the discovery of patterns and processes in ecological systems, and suggest 
that statistical methods often used by ecologists can be coupled with data min-
ing techniques to generate hypotheses. 

Keywords: data mining, Apriori, database, ichthyoplankton. 

1 Introduction 

In recent decades, the evolution of hardware technologies has dramatically increased 
the amount of stored data. These data are kept in many structures, such as database 
systems, webpages, conventional files, spreadsheets, tablets, and smartphones. 

Information technology, and specifically data mining, has provided information by 
applying several artificial intelligence techniques. The manipulation of databases has 
uncovered new approaches to the use of this information, broadening the discussion 
of the stored data and raising new study questions. 

The increasing world population and technological advances in production 
processes have given rise to a world “guided by resources”. The environmental im-
pact of human exploitation is a topic that demands significant effort from the scientif-
ic community. Ecological data mining seeks answers to how we understand and use 
our natural resources more efficiently. 

Ecologists have mainly used statistical methods to analyze the relationship between 
an observed response and a set of predictive variables in a dataset. This approach to 
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data analysis is more appropriate for hypothesis testing. When prior knowledge is 
minimal and the assumptions are not clearly developed, exploratory analyses are more 
appropriate than confirmatory analysis [1]. Data mining techniques are often more 
powerful, flexible, and efficient than statistical methods for conducting these explora-
tory studies (e.g., [2-4]). 

In this paper, we describe the application of the Apriori algorithm [5] and associa-
tion rules to search for patterns in an ichthyoplankton ecological database. The devel-
opment of this process has disclosed information from a database domain that could 
not be detected through the use of statistical methods alone [6]. The application of this 
technique allows us to determine rules between certain proprieties, thus producing 
unexpected information that was previously hidden. 

Our main goal is to answer the following question: “Is there any relationship be-
tween abiotic factors and the larval stage?” 

In the first phase of modeling the problem, we pinpointed the topics for which 
ecologists are seeking answers, as well as relevant information for the application of 
each of the properties. At the second, preprocessing stage, we selected the data to be 
processed, integrating, reducing, and transforming them to add quality and ensure 
their feasibility. From this point, at the third stage, we started the experimental phase 
of data mining by applying the Apriori algorithm to the preprocessed data, using spe-
cified parameters for the degree of confidence and support. The fourth stage, known 
as post-processing, concerns the refinement and interpretation of the extracted rules, 
including an expert assessment to analyze the results. 

2 Ichthyoplankton Database 

In the context of conservation and natural resource management, databases are likely 
to become more extensive because of the enlargement of data collection, time series, 
and details of sampling networks. At present, the monitoring of occurrences that are 
taking place in natural systems, anthropogenic or not, is one of the major challenges 
to environmental management in tropical areas. Though desirable, the detection and 
description of these occurrences, identification of variables to indicate environmental 
quality, and construction and verification of models for future predictions in complex 
systems (such as aquatic ecosystems), are in the early stages of development in tropi-
cal areas. The relationship between high species diversity and environmental factors 
allows a wide range of scenarios and interactions that require different techniques to 
be identified. 

In this scenario, information from monitoring fish fauna, both in the early stages of 
development (eggs and larvae) and in adulthood, associated with hydroelectric 
projects constitute a dataset that has not yet been explored. 

In Tocantins River, as well as in other rivers in Brazil and across the world, fish 
fauna has been systematically modified by the construction of hydroelectric plants.  
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Seven projects operating in Tocantins River have dramatically changed the environ-
ment of fish and wildlife, and these may be further threatened by the construction of 
other plants already planned for this watercourse [7]. 

Nevertheless, monitoring the behavior of fish fauna, identifying key spawning 
sites, and studying the early stages of development are protection strategies that help 
to define the limits of conservation areas. These strategies can be incrementally im-
proved and refined using the existing database, but they necessarily require the use of 
information technology. 

Even when data collection is in progress, the application of different analytical 
techniques can help to evaluate sampling networks and spot the gaps that could be 
filled with the correct set of information.  

Monitoring fish fauna in the area of influence of the Lajeado reservoir, on Tocan-
tins River, produced one of the first systematized information bases for a research 
group in Legal Amazon, as data were being collected before, during, and after the 
construction of the reservoir. Changes in the distribution and abundance of fish larvae 
have been reported using traditional methods of analysis [6]. Accordingly, the appli-
cation of data mining may enhance this research and identify new matters, methodol-
ogies, and results. 

3 Data Collection 

The studies were conducted at the Lajeado reservoir area (HPP Luís Eduardo Ma-
galhães), shown in Figure 1. Construction of the dam was halted in 2002. 

Fish larvae data were collected monthly from April 2010 to March 2012 at 12 
points located around the reservoir (downstream and upstream) and the headwater and 
mouth of its major affluents (Santa Tereza, Santo Antônio, São Valério, Crixás, 
Areias, Matança, Água Suja, and Santa Luzia rivers) using the methodology sug-
gested by [8]. At the same time, information concerning the air temperature, water 
conductivity, pH, and water transparency were recorded. 

Water temperature data (°C) were obtained using a digital thermometer; the trans-
parency of the water column (m) was measured using a Secchi disk of 0.30 m in di-
ameter, while the hydrogen potential (pH) and electrical conductivity (μS.cm-1) were 
obtained from portable digital potentiometers, and the concentration of dissolved 
oxygen was measured using a portable digital oximeter (YSI, mg.L-1). 

Samples were taken through horizontal hauls by a conic-cylindrical plankton net, 
with a 500 micron mesh and length of 1.5 m (conical part of 0.9 m and cylindrical 
part of 0.6 m), and a mechanical flowmeter coupled to the mouth of the network to 
obtain the volume of filtered water. Samples were taken at a depth of about 20 cm in 
the middle and near the left and right margins of the sites, which were more than 20 m 
wide. 
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Fig. 1. Location of the sample points in the Lajeado reservoir and its area of influence 

The samples were fixed in formalin and analyzed using a stereoscopic microscope. 
Larvae were separated according to the stage of development (larval yolk, pre-flexion, 
flexion, and post-flexion) considering criteria such as the presence of a yolk sac, 
mouth opening, and development of the tail, fin, and supporting elements, following 
the methodology in [8]. 

Larvae were identified in terms of their order and family level where possible, 
according to [8], which considers morphological characters such as the size and 
position of the eyes, shape and pigmentation of the body, position of the anal 
opening to the body, forming sequence and position of the fins, presence of wat-
tles, and meristic data, such as the number of myomeres and fin rays. The ob-
tained material was deposited in the Fish Collection of the Federal University of 
Tocantins. 

The abundance of eggs and larvae was calculated per 10 cubic meters of filtered 
water, according to the method of [9], as modified by [8]. 

The data were organized according to the dates and locations of sampling, as well 
as the sampling point (margin/medium; surface), and stored in two .xls files. One of 
these files contained abiotic data about the environment, and the other file stored bio-
tic data about the eggs and larvae collected. 
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4 Methodology for Data Mining 

The first stage of the work consisted of examining those data mining algorithms that 
can determine patterns among the properties of the data, thus identifying the unknown 
relationships between them. 

Algorithms that are able to find such relationships are called algorithms of associa-
tion rules, and extract frequent sets of attributes embedded in a larger set. These algo-
rithms vary greatly in terms of their generation of subsets of the universe, and how the 
sets of chosen attributes are supported for the generation of association rules. 

An association rule has the form A → B, where the antecedent A and conse-
quent B are sets of items or transactions. The rule can be read as: the attribute A 
often implies B [10]. To evaluate the generated rules, we used various measures of 
interest. The most often used [10] are the support and confidence. The authors [11] 
performed a survey of other metrics, and suggested strategies for selecting appro-
priate measures for certain areas and requirements. In this paper, we use the  
following measures: 

• Support: P (AB). The support of a rule is defined as the fraction of items I that can 
be placed in sets A and B based on the given rule. If the support is not large 
enough, the rule is not worthy of consideration, or is simply deprecated and may be 
considered later. 

•  Confidence: P (A / B). This is a measure of the strength of a rule’s support, and 
corresponds to statistical significance. It describes the probability of the rule find-
ing B such that the transaction also contains A. 

• Lift: P (B | A) / P (B) or P (AB) / P (A) P (B). Used to find dependencies, the lift 
indicates how much more common B becomes when A occurs. This value can vary 
between 0 and ∞. 

Finding item sets with frequency greater than or equal to the user-specified mini-
mum support is not trivial, as combinatorial explosion occurs when generating subsets 
of items. However, because frequent item sets are obtained, it is straightforward to 
generate association rules with confidence greater than or equal to the user-specified 
minimum value [12]. 

In this context, the Apriori algorithm is a seminal method of finding frequent item 
sets. Introduced in [5], and appointed by the IEEE International Conference on Data 
Mining [12] as the most promising generation algorithm for association rules, Apriori 
is one of the most popular approaches in data mining. 

Using a depth-first search, the algorithm is able to generate sets of candidate items 
(recognized as the standard) with k elements from item sets of k-1 elements. The scan 
ends at the last element of the database, and infrequent patterns are discarded. 
In this paper, we implement the Apriori algorithm using the Waikato Environment for 
Knowledge Analysis (Weka) tool [13]. This version of Apriori iteratively reduces the 
minimum support until it finds the required number of rules with some minimum 
confidence parameter passed by the user. This ease of parameterization, and the fact  
 



Exploring an Ichthyoplankton Database from a Freshwater Reservoir in Legal Amazon 389 

that it includes all evaluation metrics of association rules mentioned above, led to  
the adoption of Weka instead of a new implementation of the algorithm for rule  
extraction. 

4.1 Preprocessing 

The data are only considered to be of sufficient quality if they meet the requirements 
for their intended use. There are many factors that make up the quality of the data, 
including accuracy, completeness, consistency, timeliness, credibility, and interpreta-
bility [14]. 

To ensure these measures of quality, the following steps were applied as data pre-
processing: (a) data integration, (b) data cleanup, (c) data reduction, (d) data trans-
formation. 

Data Integration. Ichthyoplankton samples collected at Lajeado reservoir and its area 
of influence were recorded in two different databases. To reduce redundancy and 
inconsistencies in the final dataset, we performed a secure integration that used the 
sample code as a key link between spreadsheets. The final data set was created in a 
new CSV (comma separated values) file. Redundant data were eliminated or grouped, 
depending on the value for the sample, avoiding inconsistencies in the set as a whole. 

Data Cleaning. At this stage, various routines were performed to ensure data quality: 

• Missing data were replaced by a global constant, indicated by “?” Thus, the algo-
rithm could handle gaps without influencing the results. 

• Some nonstandard values (outliers), such as values of “9999” for the water temper-
ature, were removed. These data were considered missing, and were subsequently 
identified by the symbol “?” 

• Inconsistent data, such as input “i” for the cloudiness attribute, which should re-
ceive only numeric values by default, were also reported as missing. 

Reduction of Data. The final set of attributes from the original set was reduced by 
performing a dimension reduction in which irrelevant, weakly relevant, and redundant 
properties were detected and removed. 

For this task we employed the CfsSubsetEval algorithm, which assesses the value 
of a subset of attributes by considering the predictive ability of each individual fea-
ture, along with the degree of redundancy between them. Subsets of features that are 
highly correlated with the class and have low intercorrelation are preferentially se-
lected [15]. 

For this work, the combination of BestFirst (search method) and CfsSubsetEval 
(attribute evaluator) is as efficient as the best techniques (genetic algorithm, simulated 
annealing) for the selection of variables, but has the advantage of being faster than 
other approaches [16]. 
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To evaluate the attributes, we compared values using the heuristic merit of each re-
lationship, which is formalized as [17]: 

1   (1)

The final formula of merit uses the Pearson correlation between a variable compo-
site (sum or average) and a target variable (the class in question) [18]. 

The Weka CfsSubsetEval algorithm was executed with the initial set of data as in-
put. From the 33 starting attributes, the base was reduced to 14. After being evaluated 
by experts in ichthyology, this number was further reduced to a total of 10 attributes 
considered essential for modeling the problem. The list of attributes and their respec-
tive scores of merit is shown in Table 1. 

Table 1. Attributes selected by the CfsSubsetEval algorithm from Weka. The stage attribute 
refers to the larval stage of the fish. 

Attribute Rated Merit Selected Attributes 
Family 0.692 order, specie 
Order 0.595 Smf, stage, family 

waterConductivity 0.557 local, ph 
Specie 0.543 local, waterTemperature, family 

Ph 0.463 margin,dissolvedOxigen, waterConductivity, order 
dissolvedOxigen 0.445 local, margin, airTemperature, ph 

Depth 0.319 local, transparency 
transparency 0.314 airTemperatura, depth, dissolvedOxigen, ph 

Stage 0.268 order, family 
Local 0.116 margin,dissolvedOxigen,ph, 

waterConductivity,família,specie 
waterTemperature 0.096 local, airTemperature 

airTemperature 0.094 waterTemperature,dissolvedOxigen, transparency 
Margemmargin 0.088 local, dissolvedOxigen, ph, waterConductivity 

Smf 0.01 local, margin, ph, waterConductivity, specie 

Transformation of Data 

• Decimal points input as “,” were replaced by “.” to ensure they were correctly in-
terpreted by Weka. 

• Date formats were standardized to “dd/mm/yyyy”. 
• Some numerical variables were discretized by mapping value ranges to in labels, as 

shown in Table 2. This enabled the Apriori algorithm, which requires nominal 
attributes, to be applied. 

After completing this preprocessing, the data were gathered in a single file cont-
aining 9 attributes and 4913 instances (from the original 33 attributes and 5333  
instances). 
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5 Results 

In the experiments, we used different parameter values for the Apriori algorithm to 
find the best rules involving the attribute stage (stage of fish larvae) and the biotic and 
abiotic data. 

Table 2. Discretized Attributes 

Attribute 
Values Gathered in  

Collection 

Equiva-

lent  

Values 

Attribute 
Values Gathered in  

Collection 

Equiva-

lent 

Values 

Air 

Tem-

perature 

10 < airTemp <= 15  1 

Depth 

depth > 3 and <= 4 4 

15 < airTemp <= 20  2 depth > 4 and <= 5 5 

20 < airTemp <= 25 3 depth > 5 and <= 6 6 

25 < airTemp <= 30  4 depth  > 6 7 

30 < airTemp <= 35  5 

Water 

Conductiv-

ity 

cond <= a 20 1 

35 < airTemp <= 40  6 cond > 20 and <= 40 2 

Water 

Trans-

parency 

transp > 0 and <= 0.5 1 cond > 40 and <= 60 3 

transp > 0.5 and <= 1 2 cond > 60 and <= 80 4 

transp > 1 and <= 1.5 3 cond >80 and <= 100 5 

transp > 1.5 and <= 2 4 cond>100 and<= 120 6 

transp > 2 and <= 2.5 5 cond > 120 7 

transp > 2.5 and <= 3 6 

Dissolved 

Oxigen 

oxig > 0 and <= 1 1 

transp > 3 7 oxig > 1 and <= 2 2 

Water 

Tem-

perature 

waTemp>10and<=15 1 oxig > 2 and <= 3 3 

waTemp>15and<=20 2 oxig > 3 and <= 4 4 

waTemp>20and<=25 3 oxig > 4 and <= 5 5 

waTemp>25and<=30 4 oxig > 5 and <= 6 6 

waTemp>30and<=35 5 oxig > 6 and <= 7 7 

waTemp>35and<=40 6 oxig > 7 and <= 8 8 

PH 

ph <= 4.0 1 oxig > 8 and <= 9 9 

ph > 4.0 and <= 6.0 2 oxig > 9 and <= 10 10 

ph > 6.0 and <= 7.0 3 oxig > 10 and <= 11 11 

ph > 7.0 and <= 9.0 4 oxig > 11 and <= 12 12 

ph > 9.0 5 oxig > 12 13 

Depth 

depth > 0 and <= 1 1    

depth > 1 and <= 2 2    

depth > 2 and <= 3 3    

 
The coverage, or support, of an association rule is taken as the number of instances 

that are correctly predicted by the rule. Its accuracy, or confidence, is the number of 
instances that the rule correctly predicts, expressed as a percentage of all instances to 
which it applies [19]. 

The minimum and maximum support values were set to 0.1 and 1.0, allowing the 
rules to be generated freely. Parameter values for the confidence and interest varied 
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from 0.8 to 1.0 and from 1.5 to 3.5, respectively. In total, 979 association rules were 
generated, as shown in Graph 1. 

A large number of rules were generated with confidence higher than 0.9 and sup-
port between 0.2 and 0.3, as shown in Graph 1. 

For the metric of interest, the number of rules with lift values between 3 and 3.5 is 
concentrated between support values of 0.2 and 0.3. Slightly lower lift values, be-
tween 1.5 and 2.5, have support in the wider range of 0.1 to 0.3, as can be seen in 
Graph 2. 
 

 

Graph 1. Relation between confidence and support for the 979 generated association rules and 
their bounds 

 

Graph 2. Number of rules and the relation between lift and support parameters 

An analysis of the results showed that rules with a higher confidence value have a 
support measure of between 0.2 and 0.3, as shown in Graph 3. 



Exploring an Ichthyoplankton Database from a Freshwater Reservoir in Legal Amazon 393 

 

Graph 3. Number of rules and the relation between lift, confidence, and support 

After analyzing the results, the data mining was refined by considering which of 
the rules found thus far lack semantic significance, according to experts on fish popu-
lations. 

The top 10 rules, shown in Chart 1, can thus be interpreted as follows. The value 
before the symbol “==>” indicates the support of the rule, that is, the number of items 
covered by a premise(s). The value that appears after the consequent attribute is the 
number of items for which the consequent of the rule is valid. The confidence value 
of the rule is given in parentheses. Thus, we can read Rule 1 as follows: “if transpa-
rency=6 and pH=5 then depth=7”. 
 

1. transparency=6 ph=5 1458 ==> depth=7 1458    conf:(1) 
2. dissolvedOxigen=12 transparency=6 1456 ==> depth=7 1456    conf:(1) 
3. dissolvedOxigen=12 ph=5 1456 ==> depth=7 1456    conf:(1) 
4. dissolvedOxigen=12 ph=5 1456 ==> transparency=6 1456    conf:(1) 
5. dissolvedOxigen=12 transparency=6 1456 ==> ph=5 1456    conf:(1) 
6. dissolvedOxigen=12 transparency=6 ph=5 1456 ==> depth=7 1456    conf:(1) 
7. depth=7 dissolvedOxigen=12 ph=5 1456 ==> transparency=6 1456    conf:(1) 
8. depth=7 dissolvedOxigen=12 transparency=6 1456 ==> ph=5 1456    conf:(1) 
9. dissolvedOxigen=12 ph=5 1456 ==> depth=7 transparency=6 1456    conf:(1) 
10. dissolvedOxigen=12 transparency=6 1456 ==> depth=7 ph=5 1456    conf:(1) 

Chart 1. Ten best generated rules. 

We can observe that the attribute stage has not been found among the top 10 rules. 
The attribute stage is included in rules 17 and 22 (Chart 2), which have very high 
confidence values of 0.99 and 0.96, respectively. 
 

17. transparency=6 stage=pre 524 ==> depth=7 518    conf:(0.99) 
22. depth=7 stage=pre 541 ==> transparency=6 518    conf:(0.96)  

Chart 1. Association rules with stage attribute 
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These rules, presented in Chart 2, answer the initial objective of the research, 
which was to determine the existence of any relationship between abiotic and biotic 
factors (in this case, the larval stage). The two rules were validated by experts in fish 
fauna as being important for understanding the process of spawning fish. 

6 Final Considerations 

The association rules found in this work are consistent with the reality of fish fauna 
found at the sampling sites, and were semantically validated by ichthyology experts. 
The data used in this study had previously been analyzed using statistical methods, 
but no relationships between biotic and abiotic factors were determined. The applica-
tion of data mining techniques identified new association rules, providing new in-
sights into Amazon fish fauna. 

During this research, we found many errors in the input data and/or an inability of 
existing software to perform the necessary tasks. For the development of future work, 
and for the application of data mining techniques to other ichthyofauna databases, we 
are developing specific software to collect data from samples, as well as information 
visualization routines and decision support systems. 
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Abstract. Metaheuristics are probabilistic optimization algorithms which are 
applicable to a wide range of optimization problems. Bio-inspired, also called 
nature-inspired, optimization algorithms are the most widely-known 
metaheuristics. The general scheme of bio-inspired algorithms consists in an 
initial stage of randomly generated solutions which evolve through search 
operations, for several generations, towards an optimal value of the fitness 
function of the optimization problem at hand. Such a scenario requires repeated 
evaluation of the fitness function. While in some applications each evaluation 
will not take more than a fraction of a second, in others, mainly those 
encountered in data mining, each evaluation may take up several minutes, 
hours, or even more. This category of optimization problems is called expensive 
optimization. Such cases require a certain modification of the above scheme. In 
this paper we present a new method for handling expensive optimization 
problems. This method can be applied with different population-based bio-
inspired optimization algorithms. Although the proposed method is independent 
of the application to which it is applied, we experiment it on a data mining task.    

Keywords: Bio-inspired Optimization, Differential Evolution, Expensive 
Optimization, Genetic Algorithms, Metaheuristics, Optimization Applications 
in Data Mining.  

1 Introduction 

Optimization is an important problem that has many applications. In an optimization 
problem we try to find a solution that minimizes or maximizes the value of a function 
that we call the fitness function or the objective function. Optimization problems can 
be discrete/ continuous/hybrid, constrained/unconstrained, single objective/ 
multiobjective, unimodal /multimodal. Optimization algorithms can be classified in 
several ways one of which is whether they are single solution –based algorithms or 
population-based algorithms. The term metaheuristics in the optimization literature 
refers to probabilistic optimization algorithms which are applicable to a large variety 
of optimization problems. Many of these metaheuristics are inspired by natural 
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processes hence the term bio-inspired or nature-inspired optimization algorithms. The 
general scheme used in all these algorithms is the following; an initial stage where a 
population of feasible solutions is randomly generated. The fitness function of these 
solutions is evaluated. The solutions with the highest values of the fitness function are 
favored and are given a higher possibility to survive the optimization process. The 
algorithm repeats for a certain number of generations or cycles, or it is terminated by 
a predefined stopping criterion. 

As we can see from the above scheme, fitness function evaluation is a central part 
of bio-inspired optimization. While in some applications each evaluation will not take 
more than a fraction of a second, in others each evaluation may take up to several 
minutes, hours, or even more. This category of optimization is called expensive 
optimization. Such cases require a certain modification of the above scheme. 

Data mining is a branch of computer science that handles several tasks, most of 
which demand extensive computing. As with other fields of research, different papers 
have proposed applying bio-inspired optimization to process data mining tasks [2], 
[3], [4], [5], [6], [7]. However, most of these applications are expensive optimization 
problems that require certain considerations.  

In this paper we present a new method for handling expensive optimization 
problems. This method can be applied to different population-based bio-inspired 
optimization algorithms. Although the proposed method is independent of the 
application to which it is applied, we test it on a data mining task of setting weights 
for different segments of time series data according to their information content. 

This paper is organized as follows: Section 2 is a background section. In Section 3 
we present the new method. The experiments we conducted are reported in Section 4, 
and we conclude with Section 5. 

2 Background 

Although bio-inspired algorithms use different search strategies, they all share a 
common frame that is a based on the following steps: 

Initialization: In this step a collection of individuals (called chromosomes, particles, 
or agents, according to the algorithm) that represent a feasible solution to an 
optimization problem is generated randomly. 

Fitness Function Evaluation: The objective of this step is to rank the different, so-
far examined, solutions of the problem, to determine their quality. 

Update: The term “update” here does not refer to the narrow meaning of it as it used 
in Particle Swarm Optimization (PSO), but it refers to a meta operation that directs 
the metaheuristics at iteration t+1 towards the region in the search space where a 
better solution is likely to be found. This update is based on the fitness evaluation at 
iteration t . This step is the abstract form of the selection step used in the Evolutionary 
Algorithms (EA) family.  
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Mutation: This is a random alteration of a certain percentage of chromosomes. The 
objective of this operation is to allow the optimization algorithm to explore new 
regions in the search space. 

Iteration: This is not a step by itself, it is the repetition of the last three steps for a 
predefined number of times (generations, cycles, iterations, depending on the 
algorithm) which is usually predefined, or until the algorithm is terminated by a 
stopping criterion.  

The performance of bio-inspired optimization highly depends on running the 
algorithm for a number of iterations sufficient to allow the solutions to evolve, 
otherwise the algorithm will, at best, only reach a local extreme point. The number of 
iterations, in turn, is dependent of the computational cost of fitness function 
evaluation. In general the number of fitness function evaluations can (roughly) be 
given by: 

 
sPop.nItrnEval =                     (1) 

 
Where nEval is the number of fitness function evaluations, nItr is the number of 

iterations (generations) and sPop is the population size. We say that relation (1) is an 
approximate one because there are quite a number of variations; for instance, most 
algorithms will add to that relation another term related to the evaluations resulting 
from mutation, others will recycle evaluations from previous generations, etc.  

One of the trivial techniques to handle expensive optimization problems is simply 
to reduce the number of generations nItr. While this may be acceptable to a certain 
degree, it could have serious consequences when nItr is drastically decreased. Bio-
inspired optimization algorithms are supposed to mimic natural phenomena. For 
instance; EA simulate evolution of species as it happens over thousands of 
generations. This is the reason why many applications set nItr to 1000 or 2000 or 
even more. But when in some applications of expensive optimization nItr is set to 10, 
for instance, this changes the whole nature of the bio-inspired algorithm. At best, the 
algorithm in this case can only find a local extreme point, but in other cases the whole 
optimization process becomes meaningless. Besides, it is important to remember that 
the random initialization of the population assumes that the algorithm will be run for a 
certain number of generations enough to “erase” the effect of initialization of the 
population with specific chromosomes. 

3 The Proposed Method  

3.1 The Principle   

One of the techniques that have already been proposed in bio-inspired optimization to 
avoid stagnating in a local extreme point is to run the algorithm several times, with 
different initial populations, and the best result of all these runs is kept. Although this 
approach is completely inappropriate for expensive optimization problems because it 
requires too many fitness function evaluations, our method stems from a similar idea; 
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instead of running the algorithm several times, which is not computationally feasible, 
and instead of running the algorithm once for a limited number of iterations for 
expensive optimization problems, as has previously been discussed in Section 2, we 
propose a new method that runs the algorithm for a limited number of iterations, but 
using an optimally initialized population.  

3.2 Optimization of the Initial Population   

As mentioned earlier, our method is based on running an expensive optimization 
algorithm for a small number of iterations but using an optimally-chosen initial 
population. However, we should keep in mind that this “optimality” of the initial 
population should not be determined by any evaluation of the expensive fitness 
function, otherwise the method would not make sense. The direct result of this 
requirement is that optimization of the initial population will be problem-independent. 
To put it simply; we have two separate and independent optimization problems; one is 
a sub-optimization problem, which is the problem of optimizing the initial population, 
we call this problem the secondary optimization problem and refer to it with 
(SecOptim), and the other is the original optimization problem with the expensive 
fitness function. We call this problem the main optimization problem and we refer to 
it with (MainOptim). MainOptim starts the optimization process with an optimal 
initial population obtained through SecOptim.  

As a fitness function of SecOptim we choose one that gives as much information as 
possible about the search space of MainOptim since this initial population will 
eventually be used to optimize MainOptim. This choice of our fitness function for 
SecOptim originates from one of the rules on which PSO is based, which is the rule of 
separation [8]. According to this rule each particle should avoid getting too close to 
its neighbors. The intuition behind this rule is that when two particles are close it is 
very likely that the value of the fitness function for both of them will not be very 
different. Based on the same intuition, between two different populations we have to 
choose the one whose chromosomes are as scattered as possible because such a 
population will give a better representation of the search space. Thus our choice for 
the fitness function for SecOptim will be the one that maximizes the average distance 
of the chromosomes of the population, i.e.: 

   ( ) ( ) 
−

= +=−
=

1secPopSize

1i
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1ij
jisecOptim ch,chd
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2
f     (2) 

where secPopSize is the population size of SecOptim , ch is the chromosome. d is a 
distance, which we choose to be the Euclidean distance. Notice that 

( ) ( )ijji ch,chdch,chd =  so we only need to take half of the summation in (2).  

The other component of SecOptim is the search space. As indicated earlier, 
SecOptim is a separate optimization problem from MainOptim with its own search 
space. The search space of SecOptim is a discrete one whose points are feasible 
solutions of MainOptim. In other words, the search space of SecOptim is a pool of 
solutions of MainOptim . The cardinality of this pool is denoted by poolSize.   
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Now all the elements of SecOptim are defined. poolSize is a new element that is 
particular to our method. In the experimental section we discuss this element further.   

3.3 The Algorithm    

Briefly, our method as described in Section 3.1 and 3.2, adds to the original 
optimization problem MainOptim another optimization problem SecOptim the 
outcome of which is the initial population of MainOptim . The aim of this process is 
to reduce the number of fitness function evaluations of MainOptim by starting the 
optimization process with an optimal initial population.    

4 Application - Experiments  

In this section we show how our algorithm is applied through an example of an 
optimization problem with an expensive fitness function. First we will present the 
problem and then we will discuss how our method is applied to it, and in the final part 
of this section we will conduct experiments to test our method.   

4.1 The Problem    

A time series is a collection of observations at intervals of time points. One key to 
mining time series data is to reduce their dimensionality so that they can be handled 
efficiently and effectively. Most time series data mining tasks require calculating the 
similarity between the time series. This similarity is quantified using a similarity 
measure or a distance metric. In [7] we presented a new distance of time series data, 
WPAAD, which is defined as: 
 

( ) ( ) [ ]10
1

2
,w;rsw

N

n
R,SWPAAD i

N

i iii ∈−=  =
            (3) 

 
Where n is the length of the time series, N is the number of frames in the reduced 

space, and where the time series are segmented into equal-sized frames, is  ( ir ) is 

the mean of the data points S (R) that lie within that frame. The weights in (3) are set 
using the differential evolution (DE) which we present later in this paper. We called 
the dimensionality reduction technique based on this distance the Differential 
Evolutionary Weighted Piecewise Aggregate Approximation (DEWPAA) 

4.2 Our Proposed Algorithm 

The problem we presented in Section 4.1 is an example of expensive optimization 
problems, so we will use our algorithm, which we call the PreInitialAlgo to show that 
by starting the optimization process of DEWPAA with an optimized population  
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resulting from our method, we can get the same results of DEWPAA but by a much 
smaller number of generations, thus with much fewer fitness function evaluations. In 
the language of our PreInitialAlgo, the optimization process of DEWPAA is 
MainOptim, and SecOptim is the optimization process that yields an optimal initial 
population for DEWPAA. Since MainOptim and SecOptim are independent, we can 
use two different optimization algorithms if we wish to, so for our experiments we 
apply the Genetic Algorithms for SecOptim and the differential evolution for 
MainOptim. Figure 1 illustrates how PreInitialAlgo is applied. But let us first give a 
brief description of the Genetic Algorithms and the Differential Evolution. 

The Genetic Algorithms (GAs): GAs are widely-known bio-inspired optimization 
algorithms. GA starts by randomly generating a number of chromosomes. This step is 
called initialization. The fitness function of each chromosome is evaluated. The next 
step is selection. The purpose of this procedure is to determine which chromosomes 
are fit enough to survive. Crossover is the next step in which offspring of two parents 
are produced to enrich the population with fitter chromosomes. The last element is 
Mutation of a certain percentage of chromosomes.  

 
The Differential Evolution (DE): In 
DE for each individual, which we call 

the target vector iT


, of the population 

we randomly choose three mutually 

distinct individuals; 1rV


, 2rV


, 3rV


which 

combine to form the donor vector 

( )321 rrr VVFVD


−+= . F is called the 

mutation factor . Then a trial vector 

R


is formed from elements of iT


and 

D


. This includes utilizing another 
control parameter rC called the 

crossover constant. In the next step 

R


is compared with iT


to decide which 

one of them will survive in the next 
generation.   

4.3 Experiments  

We conducted our experiments on the datasets available at [1] to compare PreInitialAlgo 
with DEWPAA. For each tested data set we ran PreInitialAlgo for 20 generations to get 
the weights iw  in relation (3) that minimize the classification error of the training 

datasets, and then we used these optimal values iw  to classify the  

corresponding testing datasets to get the classification error. We repeated this process for 
three compression ratios 1:8, 1:12, and 1:16. We then ran DEWPAA for 100 generations 
to get iw , also for the same compression ratios. The experiments were conducted on Intel 
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Fig. 1. A scheme of PreInitialAlgo using GA 
and DE
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Core 2 Duo CPU with 3G memory. We present in Table 1 the results of our experiments. 
As we can see in Table 1 the classification error of PreInitialAlgo is equal to, or even 
better than, that of DEWPAA even though the former is run only for 20 generations while 
the latter is run for 100 generations, which means that DEWPAA requires 5 times more 
fitness function evaluations than PreInitialAlgo, yet its performance is the same, or even 
not as good, as that of PreInitialAlgo. 

Table 1. Comparison of classification accuracy between PreInitialAlgo and DEWPAA on 
different datasets for compression ratios 1:8, 1:12, and 1:16 

  Dataset     Method Compression Ratios 
1:8 1:12 1:16 

Lighting7 PreInitialAlgo 0.397 0.260 0.479 
DEWPAA 0.438 0.384 0.479 

MedicalImages PreInitialAlgo 0.378 0.337 0.387 
DEWPAA 0.379 0.353 0.378 

Lighting2 PreInitialAlgo 0.213 0.180 0.131 
DEWPAA 0.213 0.197 0.197 

MALLAT     PreInitialAlgo 0.095 0.077 0.082 
DEWPAA 0.094 0.094 0.094 

FaceUCR  PreInitialAlgo 0.240 0.302 0.364 
DEWPAA 0.238 0.316 0.366 

FISH PreInitialAlgo 0.194 0.246 0.200 
DEWPAA 0.194 0.240 0.229 

synthetic_control PreInitialAlgo 0.063 0.110 0.147 
DEWPAA 0.053 0.113 0.160 

 
The experiments we conducted also included wall clock time comparison. We 

present in Table 2 the run time of the experiments presented in Table 1. As we can see 
from the results presented in Table 2, PreInitialAlgo is on average 5 times faster than 
DEWPAA, yet the classification errors of both methods are the same in general, which 
proves the effectiveness of PreInitialAlgo.   

The results presented in Table 1 and Table 2 were those for poolSize =1000. We 
conducted other experiments for different values of poolSize higher than that, and the 
results were similar. 

An interesting thing to mention is that we computed the wall clock time of 
SecOptim; it took only between 7-12 seconds, which is very small compared to the 
optimization process of MainOptim, so this additional secondary optimization 
 
Table 2. Run time comparison between PreInitialAlgo and DEWPAA for the experiments 
presented in Table 1 

  Dataset     Method Compression Ratios 
1:8 1:12 1:16 

Lighting7 PreInitialAlgo 00h 19m 59s 00h 13m 20s 00h 09m 34s 
DEWPAA 01h 36m 29s 01h 11m 20s 00h 51m 08s 

MedicalImages PreInitialAlgo 03h 09m 23s 02h 03m 36s 01h 39m 58s 
DEWPAA 16h 35m 59s 11h 25m 40s 08h 48m 33s 

Lighting2 PreInitialAlgo 00h 32m 12s 00h 21m 56s 00h 17m 00s 
DEWPAA 02h 30m 13s 01h 31m 27s 01h 16m 06s 

MALLAT     PreInitialAlgo 00h 43m 19s 00h 29m 30s 00h 18m 42s 
DEWPAA 03h 30m 42s 02h 08m 55s 01h 37m 23s 

FaceUCR  PreInitialAlgo 01h 04m 04s 00h 41m 55s 00h 32m 33s 
DEWPAA 05h 31m 19s 03h 27m 50s 02h 49m 21s 

FISH PreInitialAlgo 02h 57m 03s 02h 47m 01s 01h 53m 45s 
DEWPAA 16h 12m 54s 11h 23m 10s 07h 23m 10s 

synthetic_control PreInitialAlgo 01h 04m 47s 00h 58m 27s 00h 30m 11s 
DEWPAA 05h 56m 10s 04h 01m 09s 03h 12m 27s 
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problem we added did not require but a very small additional computational cost, yet 
the gain was high. (The wall clock time of SecOptim is independent of the dataset, 
since, as we mentioned earlier, SecOptim is independent of MainOptim)  

5 Conclusion  

We presented in this paper a new method, PreInitialAlgo, for handling expensive 
optimization problems such as those encountered in data mining. The new method is 
applied to population-based bio-inspired algorithms. The basis of our method is to start 
the optimization process using an optimal initial population. This optimal population is 
the outcome of another, secondary optimization problem, which is independent of the 
original problem. We showed experimentally how our new method can substantially 
improve the performance of the optimization algorithm in terms of speed. 

In this paper we used DE and GA as optimizers for the main and secondary 
optimization problems, respectively. As future work, we would like to test different 
combinations of bio-inspired algorithms to see which two methods can work best 
together to yield the best results.  

Another direction of future work is to apply the secondary problem using a 
different fitness function, which could give better results yet.  
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Abstract. Semantic Web Service enables automated service discovery, and 
even execution. Discovering proper services which match the given request has 
become an important issue as Internet technology develops and service de-
mands increase. Existing service matching methods in service discovering al-
ways cost too much time for obtaining precision and recall ratio. This paper 
proposes a semantic similarity computing algorithm which considers both in-
formation capacity and ontology concept distance. Based on this similarity 
computing algorithm, we present a hybrid-sorting web service matching me-
thod. Compare with other methods like OWLS-MX by experiments, our me-
thod reduce average query time and we even improve recall ratio and precision 
ratio. In addition, this method supports service composition, another important 
issue in service discovery. 

Keywords: Semantic, similarity computing algorithm, service matching method. 

1 Introduction 

With the developing of Internet, web services become more useful and popular, web 
services are plentiful and fine-grained, discovering proper services from a wide varie-
ty of services is an important issue in web service research. 

Several years ago, services were not well understood and calculated by machines. 
To make the web and service understandable by machines and to increase the level of 
automatic web service discovery, composition and execution, W3C Semantic Web 
working group [12] worked for years and proposed Ontology Web Language for Ser-
vices (OWL-S) [5]. Existing semantic service matching methods are mostly devel-
oped based on OWL-S for OWL supports reasoning on concepts and relations [2]. 

This paper provides a hybrid-sorting matching method that combines logical rea-
soning and non-logical similarity to match the given request, we consider text De-
scription and QoS. Our experiments show the precision ration and recall ration are 
better than other methods, and query time improves obviously.   

The remainder of this paper is organized as follows. We briefly introduces the de-
veloping and related work of semantic service and existing service matching methods 
in section 2, and then we present our hybrid-sorting web service matching method in 
detail in Section 3. In Section 4, we give the experiment results of measuring the per-
formance (include query time, precision ratio and recall ration) comparison with other 
methods, Section 5 is a short discussion of the future work in semantic web service 
and concludes with a conclusion. 
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2 Related Work 

Before OWL-S appears, several semantic-enabled specifications for Web service have 
also been proposed on top of the industrial standard WSDL [9], e.g, WSDL-S [6,7], 
SAWSDL [11], etc. To adapt web service’s development and automation, semantic 
web service [15] appears. After years, researchers proposed RDF, DAML [16], OIL 
and corresponding matching methods and systems [17]. Based on DAML+OIL, W3C 
proposed OWL, which makes a great contribute to semantic web service. 

OWL-S’s prevalence leads to some web service matching methods and machines 
such as OWLS-iMatcher [8,10], OWLS-MX [1], etc. OWLS-MX presents a hybrid 
matching method which combine logical reasoning and IR-based matching criteria to 
ensure correctly matching those concepts which are semantically synonymous or very 
closely related. OWLS-MX particularly relies on performance in information retriev-
al. S Alhazbi, KM Khan, A Erradi considered user preference [4].  

In summary, semantic web service matching is still an unsolved problem which at-
tracts many researchers’ attention. We also focus on this issue and propose our own 
solution, a hybrid-sorting service matching approach. 

3 Hybrid-Sorting Web Service Matching Method 

This service matching method consists of two parts, IO service matching and service 
sorting. IO matching includes two steps, first is the logical reasoning matching, some 
advertisements are annotated with its individual degree of matching and then put into 
the right sets, and some are annotated with “Failed”. Then IO similarity matching may 
find some advertisements’ similarity Sim(I, R)> α (α is a given threshold), which 
means these advertisements match the request in a way. When sorting services in 
individual sets, we present two ways: text Description semantic similarity sorting and 
QoS sorting, these two sorting ways present how well this service can satisfy the re-
quest in different metric. 

3.1 IO Logical Reasoning Service Matching 

Existing logical matching methods define services’ match degree as five degrees, 
which is widely recognized by researchers. In this paper, we continue to use this de-
gree classification [1]. In addition, we define another degree, called Simi, to measure 
IO similarity matching services. Let T be a concept in domain ontology, is the 
set of direct child concepts of T),  is the set of non-direct child nodes of T,  is the set of ancestor nodes of T,  is the set of direct parent con-
cepts of T. 

Exact: For IR ∈ , ∈ 1,2, … ,  , ∈ 1,2, … , IR IS  and for OR ∈ , ∈ 1,2, … ,  , ∈ 1,2, … , OR OS . The service I/O 
signature perfectly matches with the request with respect to logical equivalence of 
their formal semantics. 
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Plug-In: For IR ∈ , ∈ 1,2, … ,  , ∈ 1,2, … , IS ∈ Ancestor IR , (and OR ∈ , ∈ 1,2, … ,  , ∈ 1,2, … , OSLC OR . 
Subsumes: For IR ∈ , ∈ 1,2, … ,  , ∈ 1,2, … , IS ∈Ancestor IR , and for OR ∈ , ∈ 1,2, … ,  , ∈ 1,2, … , OR ∈Ancestor OS . 
Subsumed-by: For IR ∈ , ∈ 1,2, … ,  , ∈ 1,2, … , IS ∈Ancestor IR , and for OR ∈ , ∈ 1,2, … ,  , ∈ 1,2, … , ∪ OS ∈OR OS , OR  (here OR  is the direct parent concepts of ORi 

in domain ontology and α is given threshold value).  
Simi:  OS, OR ,  is a given threshold. 
Failed: Service S fails to match with request R. 
Before we begin the matching, we use OWLS-API [18] to analyze advertisements 

and read their information (hasInputs, hasOutputs, textDescription and QoS) and store 
them in a database.  

For given request R, we will get vector IR={IR1, IR2, …, IRn} from hasInputs and 
OR={OR1, OR2,…, ORm} from hasOutputs.  

Step 1: Read a piece of data from database, analyze Inputs and Outputs and get 
IS={IS1, IS 2,…, IS n} and OS={OS1, OS 2,…, OS m}. 

Step 2: For each IRi in IR ： 

(a) If IRi=Φ, randomly choose ISj, annotate its match-degrees mdIj with “Exact” 
and delete ISj in IS; if ORi≠Φ, turn to (b). 

(b) Check if exists ISj=IRi in IS by ontology reasoner like Jena and Pellet, anno-
tate ISj match-degree mdIj with “Exact” and delete ISj in IS; if not exist, turn to 
(c). 

(c) Check if exists ISj∈Ancestor (IRi), annotate ISj match-degree mdIj with 
“Plug-In” and delete ISj in IS; if not exist, annotate ISj match-degree mdIj with 
“Failed” and exit logical reasoning IO matching. 

By above steps, we have Inputs matching-degree vector ISM={mdI1, mdI2, …, 
mdIn} (mdIi is match-degree of each ISi) for this advertisement, take  

 MDIR min mdI   (1) 

as the Inputs match-degree of this advertisement, mdIi is match-degree of each ISi. 
The match-degrees’ level are defined as: Φ>Exact> Plug-In> Subsumes> Sub-

sumed-by> Fail. 
Step 3: For each ORi in OR： 

(a) If ORi=Φ, randomly choose OSj and annotate its match-degree mdOj with “Ex-
act”, delete OSj in OS; if ORi≠Φ, turn to (b). 

(b) Check if exists OSj=ORi, annotate OSj match-degree mdOj with “Exact” and de-
lete OSj in OS; if not exist, turn to (c). 

(c) Check if exists OSj∈ LC(ORi) annotate OSj match-degree mdOj with “Plug-In” 
and delete OSj in OS; if not exist, turn to (d). 
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(d) Check if exists OSj∈ NLC(ORi), annotate OSj match- degree mdOj with “Sub-
sumes” and delete OSj in OS; if not exist, turn to (e). 

(e) Check if exists OSj∈  Ancestor (ORi), compute pairwise similarity between 
Ancestor(ORi) and ORi (Sim(ORi, OSj)), if Sim(ORi, OSj)> α(α is a given thre-
shold ), annotate OSj match-degrees mdOj with “Subsumed-by” and delete OSj 
in OS; if not exist, annotate OSj match-degree mdOj with “Failed” and exit IO 
matching. 

By above steps, we have Outputs matching-degree vector OSM={mdO1, mdO2, …, 
mdOm} (mdOi is match-degree of each OSi) for this service, take  

 MDOR min mdO   (2) 

as the Outputs match-degree of this advertisement. 
Step 4: We describe the degree by two-tuple (MDIR, MDOR). The terminal result of 

logical reasoning MDR is the general match-degree, which can be got as follows:  

 MDR Subsumed by       , ,  min MDIR, MDOR                                                                         (3) 

According to MDR, we have five service sets: Exact, Plug-In, Subsumes, Sub-
sumed-by and Failed (we will use another matching method to deal with Failed set). 

Step 5: Repeat Step 1, Step 2, Step 3 and Step 4 until we walk through the data-
base. 

After the above processes, all the advertisements in database are annotated with 
their individual match-degrees. 

3.2 IO similarity Service Matching  

Similarity Algorithm 
Logical reasoning based on subsumption relations of ontology concepts, it’s a good 
way to get concepts relations, however, some other relations can describe similar 
concepts in ontology, but logical matching method is not able to deal with the situa-
tions. We use semantic similarity matching to complement the logical reasoning 
matching. We compute similarities between advertisements and request R in logical 
Failed set and put those whose similarity is larger than α (α is a given threshold) into 
another set called Simi. Advertisements in Simi set also match the request in some 
extent. 

Key to semantic IO similarity service matching is a proper similarity computing 
algorithm. The mainstream of existing algorithms can be summarized as two basic 
types: similarity computing based on geometrical distance and similarity computing 
based on information capacity. 

However, both geometrical distance and information capacity based similarity compu-
ting methods consider only one aspect of the ontology, this limits the accuracy of similar-
ity. We propose a method that combines geometrical distance and information capacity 
based similarity computing method, this method considers both distance and information 
capacity, provide a better measurement of concept similarity in ontology. 
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Before we present this algorithm, let’s see some useful definitions. 
Def 1:  

 Freq n freq n ∑ freq w∈C                    (4) 

Freq(n) is the sum of frequency of n and n’s children. freq(w) is a concept’s frequen-
cy of occurrence. Child(n) is the set of all the children of concept n. 
Def 2: Edge Energy: Similarity between two concepts in ontology: 

 e n , n FF       (5) e n , n  is the similarity between father concept and child concept in ontology. 
Def 3: Total Edge Energy: Sum of the edge energy of the shortest path from node to 
node: 

 E n , n ∑ e n , n      , ∈P ,  (6)                        

So the semantic similarity calculating formula:  

 Sim n , n LCA , E ,E ,          (7) Sim n , n  is the similarity between concept n1 and n2, depth LCA ,  
represents the depth of the least common ancestor of n1 and n2 
( LCA , , depth  is the depth of n1, depth  is the depth of n2 (here the 
depth of root is 1), path ,  is the shortest distance between concept n1 and n2. 

IO Similarity Service Matching  
With the proposed similarity computing method, we separately compute Inputs simi-
larity, Sim(IR,IS) and Outputs similarity Sim(OR,OS) between request and advertise-
ment, and then give them weights w1 and w2 by experience, the general similarity 
between request and advertisement can be calculated by: 

 Sim R, S w Sim IR, IS w Sim OR, OS      w w 1   (8) 

For request and advertisement’s Inputs and Outputs are not always consistent in 
order, we need to do something when computing similarity, for example: 

Request R’s Inputs IR IR , IR , … , IR , and advertisement S’s Inputs  ISIS , IS, … , IS , we compute each IRi and ISj’s similarity, get similarity matrix like 
this: 

 Sim IR, IS IR IS IR IS IR ISIR IS IR IS           (9) 

IR IS  is the similarity of IRi and ISj Sim IR IS  . 
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Go through the similarity matrix row-by-row, take max IR IS , ∈ 1,2, … ,  
(the maximum value of the first row) as the first element of Inputs-similarity vector 
and delete all the elements in column a, then take max IR IS , ∈ 1,2, … ,  as 
the second element, delete all the elements in column b in turn. Repeat until the ma-
trix is empty. This way, we will get similarity of each element in IR and its counter-
part in IS max IR IS , max IR IS , . . . , max IR IS . So the Inputs-similarity 
of request and matching service can be calculated by: Similarity , min max IR IS , max IR IS , . . . , max IR IS  (10) 

Outputs similarity Similarity(OR , OS) can be calculated as the Inputs similarity. 
By using Formula (8), we can get IO similarity Similarity(I, R).  

By this similarity matching, we put some services into Simi set. 

3.3 Service Sorting 

IO matching puts advertisements in dataset into six degree sets, services in five of 
them match the request in some extent, the other is “Failed”. Each of the five matched 
sets may contain many services, these services’ matching degrees are the same in 
logic, but their similarities with request are not exactly the same, and their qualities of 
service (QoS) are different, either. When we show all these five service sets, users 
may have troubles in choosing service. To make it user friendly, we provide two me-
thods for service sorting, include description information sorting and QoS sorting to 
be chose, thus, users can easily select which service they want by their own individual 
requirement. 

Description Information Similarity Sorting  
Description information describes what this service can do in detail. Read service’s 
text Description, then identify parts of speech using Wordnet [13], and extract key 
words that can express this sentence clearly and concisely. After ignoring adjectives, 
conjunctions and etc, we get nouns, verbs and adverbs sequence. Calculate pairwise 
words similarity between request and advertisement by JiangAndConrath (a self-
taking similarity computing method in Wordnet), then we can get a similarity matrix. 

For example, request’s T1={x1 , x2 ,…, xn} and matching service noun sequence 
T2={ y1 , y2 ,…, yn }: 

 Sim T , T T T x y x yx y x y               (11) 

x y  is the similarity of xi and yj. 
By the same “taking max and delete” method mentioned in IO similarity service 

matching, we can get max x y , max x y , … , max x y T i j k , to sim-
plify the computation, we call it max , max , … , max T, then the following formula 
can be used to calculate a word sequence’s similarity: 

 Sim ∑ α max       (12) 
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When considering weight αi, we use TF-IDF [14] (Term Frequency & Inverse Do-
cumentation Frequency) to dynamically compute each αi and compute the similarity. 

 w log /   (13) 

tj represents feature (here it’s a word), tfij represents the frequency of occurrence of tj 

in document di. N is the number of total documents and nj is the number of documents 
contain tj and idfj means the reciprocal of tj. 

QoS Sorting  
QoS is the quality of service, include time, cost, reliability, security, access and so on. 
Sometimes when matching services, we may want better quality, then QoS sorting 
can be chose. A service may have many QoS parameters, and they may have different 
units of measure, this will cause problems when compare values, so we need to nor-
malize QoS. 

We take S , , … ,  as a candidate advertisements set whose QoS 
parameters are integer, we assume there are five QoS parameters , , … , , 
accordingly, we have a matrix, row represents QoS, and column represents service： 

Q q qq q  

Using Formula (14) and (15) to normalize Q, Formula (14) for positive indexes and 
Formula (15) for negative indexes: 

 Q               q q      1                               q q           (14) 

 Q               q q      1                               q q         (15) 

Via Formula (14) and (15), we get a new matrix: 

Q Q QQ Q  

Then we can get comprehensive QoS value: 

 QoS S ∑ β Q      (16) β  represents weight of Qij, the values of β can be given by experience or given by 
users. 

So far, we complete service sorting. 
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4 Experiments and Results 

The experiment data set is owls-tc4, for no standard test collection for OWL-S service 
retrieval exists yet. Owls-tc4, as the largest data set recognized by many researchers 
in web service, can be a test data set for web service matching based on owls. Owls-
tc4 provides 1083 semantic Web services written in OWL-S 1.1 (and for backward 
compatibility OWLS 1.0) from nine different domains (education, medical care, food, 
travel, communication, economy, weapons) [3], and the largest domain set include 
359 services. 

Our method combines logical reasoning matching and similarity matching, to pro-
vide more users satisfied services (improve recall ratio). And when using description 
information and QoS sorting these services in each set, we try to show users the most 
satisfied services (improve precision ratio). We do experiments with four hybrid me-
thods OWLS-M1, OWLS-M2, OWLS-M3 and OWLS-M4 in OWLS-MX and our 
hybrid-sorting method on owls-tc4 dataset. OWLS-M1 uses loss of information based 
similarity measure, OWLS-M2 uses extended Jaccard similarity measure, OWLS-M3 
uses cosine similarity measure and OWLS-M4 uses Jemsen-Shanon divergence based 
similarity. By experiments, we find that our hybrid-sorting method performs better in 
Recall- Precision and average query time. 

 

Fig. 1. Retrieval performance 

 

Fig. 2. Average Query Time 
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Fig. 1 presents the retrieval performance of recall ratio and precise ratio. By this 
figure, we can see our hybrid-sorting method performs better than other methods in 
OWLS-MX, even OWLS-M3. 

Fig. 2 shows the comparision of average query time between our method and four 
methods in OWLS-MX. The x axis represents the size of datasets and y axis 
represents query time (ms). This broken line represents as the size of datasets in-
crease, how query time increases accordingly. Obviously, our hybrid-sorting match-
ing method is much better in query time than OWLS-MX when the size of dataset 
increases. For the reasons, OWLS-MX use IR when technology which using all the 
information OWL-S provided, some of them are of little effect, our method abandon 
those information which effect results little. The most important is, in the previous 
implementation of SM algorithm, searching is directly operated on disk, which leads 
highly intensive file access threatening system performance. As an optimized alterna-
tive, our solution attempts to hold majority of data access operated on main memory. 
The SPARQL based searching engine and the well organized data index improve the 
system performance. Additionally, searching service can be extended for more com-
plex condition, with insignificant overhead. 

5 Conclusion 

Our hybrid-sorting matching method uses IO functional information to put services 
into six service sets (by utilizing both logical reasoning and semantic similarity), and 
we also use non-functional description information and QoS to sort services in differ-
ent sets. In this way, services are classified and put into six sets, services in five of 
them match the request, and in each set, services are sorted by users’ demands. In this 
matching method, IO service matching ensures finding all the matching advertise-
ments as far as possible, and by using similarity service sorting, we can give users the 
most satisfied advertisements. This way, we improve recall ratio, precision ratio and 
average query time at the same time. 

Even more important, this method supports service composition-another issue in 
service discovery. Based on this matching method, our future work will focus on ser-
vice composition. 
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Abstract. Distant supervision is a hotspot in relation extraction research. 
Instead of relying on annotated text, distant supervision hires a knowledge base 
as supervision. For each pair of entities that appears in some knowledge base’s 
relation, this approach find all sentences containing those entities in a large 
unlabeled corpus and extract textual features to train a relation classifier. The 
automatic labeling provides a large amount of data, but the data have serious 
problem. Most features appear only few times in training data, and such 
insufficient data make these features very susceptible to noise, which will lead 
to a flawed classifier. In this paper, we propose a method to improve few 
occurrence features’ performance in distant supervision relation extraction. We 
present a novel model to calculating the similarity between a feature and an 
entity pair, and then adjust the entity pair’ features by their similarity. The 
experiment shows our method boosted the performance of relation extraction. 

Keywords: relation extraction, distant supervision, similarity. 

1 Introduction 

Relation extraction aims to extract semantic relationship between two or more entities 
from the text. The traditional supervised approaches are limited in scalability because 
labeled data is expensive to produce. A particularly attractive approach [1], called 
distant supervision (DS), creates labeled data by heuristically aligning entities in text 
with those in a knowledge base, such as Freebase. DS approach does not need any 
manually labeled data; it uses a knowledge base to create labeled data for relation 
extraction by heuristically matching entity pairs. Then this approach extracts features 
from labeled data and combines features of same relation instance and a feature is a 
sequence of lexical and syntactic information. DS thinks of a feature as a whole and 
uses features as dimensions to describe data, which leads to high-precise but low-
recall. 

However, compare to human-labeled data, DS’s heuristically labeled data is from 
large corpus, in which any individual sentence may give an incorrect cue. In training 
data, more than 90% features’ occurrence times are less than 5, if any sentence that 
contain these features make a mistake, the corresponding feature and the classifier 
will be affected by noise. For the few occurrence features, more appearing number 
means more training data, which usually result in more reliable classifier. 
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In the testing step of classification problem, more data usually lead to more reliable 
result, while DS is the same. That’s why DS model combines each entity pair’s entire 
sentence to build a richer feature vector. But in fact there are a lot of possible that this 
gathering is in vain. More than 77% entity pair occurs in only one sentence, which could 
be extracted only one feature. These once occurrence entity pairs’ classification is all 
dependent on the features contained, so these entity pairs’ classification accuracy reflex 
these features’ performance. We find that with the increase in the feature’s number of 
occurrences, the classification accuracy rate is also rising, which means features’ more 
occurrence times lead to more accurate classifier (see section 4).  

Previous works focus on DS assumption: If two entities participate in a relation, 
any sentences that contain those two entities might express that relation, try to remove 
noisy data introduced by assumption failure. 

In this paper, we propose a method to make use of DS features’ internal 
information, while previous works of DS just avoid features’ internal information. 
And we find out that DS’s heuristically labeled data could not offer sufficient training 
data, to solve this problem, we introduce a novel model to calculate the similarity 
between a feature and an entity pair by features’ internal information, and then adjust 
testing entity pair by its similar features. So a testing entity pair’s relation is not only 
decided by its own features, but also be affected by its similar features. In this way, 
we reduce the noise introduced by the few occurrence features. 

This paper is organized as follow. Section 2 describes the related work. In section 
3, we present our model in detail. Section 4 shows experiment result. At last, we 
conclude experience and outlook in Section 5. 

2 Related Work 

Relation extraction can be classified according to the degree of human involvement as 
supervised, semi-supervised, distant supervised and unsupervised methods. 
Supervised relation extraction methods require large corpus of labeled data, which is 
often difficult to obtain. [2, 3] utilize a knowledge base to heuristically label a corpus, 
called distant supervision, or weak supervision. [1] uses Freebase as a knowledge 
base by making the DS assumption and trained relation extractors on Wikipedia. [4] 
has pointed out that the DS assumption generates noisy labeled data, but does not 
directly address the problem. [6] applies a rule-based method to the problem by using 
popular entity types and keywords for each relation. [5][7] use multi-instance 
learning, which deals with uncertainty of labels, to relax the DS assumption. [8] 
models the probabilities of a pattern showing relations, estimated from the 
heuristically labeled dataset. 

3 Few Occurrence Features Improve Model 

Our aim is to improve the few occurrence features’ robustness to noise, which cause 
poor precision. Indeed, in our Wikipedia corpus, more than 90% features’ occurrence 
times are less than 5, which means any noise will strongly affect the performance, 



416 H. Zhang and Y. Zhao 

which will lead to a significant problem for training. These few occurrence features’ 
training data is so insufficient to build a reliable classifier, and only rely on these 
features own is not reliable when meet them in testing phrase. 

In our Few Occurrence Features Improve Model, we improve the few occurrence 
features’ robustness to noise as follow:  

1. Calculate similarity between every feature extracted from training data and every 
feature from the testing entity pair. 

2. Figure out the similarity between every feature extracted from training data and the 
testing entity pair. 

3. Add top n similar features of the testing entity pair and build a richer testing 
feature vector for the classifier. 

3.1 Calculate Similarity between Two Features 

We now describe our features’ similarity calculation model. A feature in DS consists 
of the conjunction of several attributes of a sentence, plus the named entity tags. For 
example, when the named entities ‘Edwin Hubble’ and ‘Marshfield’ from sentence 
‘Astronomer Edwin Hubble was born in Marshfield, Missouri’ are recognized, the 
feature ‘Edwin Hubble was born in Marshfield’ can be extracted. There are some 
syntactic and lexical attributes in the feature, the lexical attributes include named 
entity type ‘PERSON’ and ‘LOCATION’ as well as words with POS tags such as 
‘was/VERB’ and ‘born/VERB’, and the syntactic attributes are shown in Fig. 1. DS 
uses features as dimensions to describe the data, which ignore features’ internal 
information. 

 

Fig. 1. Syntactic dependency tree 

Feature’s internal information includes syntactic and lexical attributes, so we can 
calculate syntactic and lexical similarity between two features. In our model, the 
similarity between features f1 and f2 is calculated as Eq.1 sim f1, f2 α f1, f2 1 α f1, f2                   1  
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Where f1, f2  is the syntactic similarity between f1  and f2 , f1, f2  is the lexical similarity between f1 and f2, α is the parameter that 
control syntactic and lexical similarities’ ratio. 

In order to calculate syntactic similarity, the syntactic attribute of features should 
be obtained. So we parse each sentence with Stanford Parser to extract a dependency 
path of the corresponding feature. Then we use convolution tree kernel [9] to 
calculate similarity between two dependency trees, which is syntactic similarity 
between two features. 

We take a feature as a string, each attribute in the feature as a word. In this way we 
calculate lexical similarity between two features just like calculate two strings’ 
similarity. Therefore, f1, f2  is modeled as f1, f2 lcsq f1, f2 lcss f1, f2length f2                                    2  

Where lcsq f1, f2  is the length of longest common subsequence between f1 and f2 ;  lcss f1, f2  is the length of longest common substring between f1  and f2 ; length f2  is the length of f2. Note that we take every word in f1 and f2 as a 
whole, which means there is no half a word in lcsq f1, f2  or lcss f1, f2 . 

3.2 Calculate Similarity between a Feature and a Testing Entity Pair 

As we could calculate similarity between every two feature, we model the similarity 
between a feature f and a testing entity pair as follows process: 

1. For each feature f  in the testing entity pair e, we can calculate sim f, f  by 
Eq.1; 

2. Then we adjust sim f, f  by  sim f, f sim f, f log times f 2log times f 2                                3  

where times f  is the occurrence times of f in training data. sim f, f  should be 
bigger when f is more reliable, but we could not measure how much f is reliable, so 
we use the occurrence times of f in training data instead of reliable, and f  is the 
same. 

3. Calculate the similarity between f and e by adding up all weights sim f, e sim’ f, f ’∈                                                  4  

Now we have the similarity between every feature and the testing entity pair, we 
just pick the top m similar features and add them to the testing entity pair’s feature 
vector. 
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4 Experiments 

We performed two sets of experiments.  
Experiment 1 aimed to evaluate the performance of our model itself, which reduce 

noise effect from the DS heuristically labeled data and improve few occurrence 
features’ performance. 

Experiment 2 aimed to evaluate how much our few occurrence features improve 
model in Section 3 improved the performance of relation extraction. 

4.1 Dataset 

Following Mintz et al. (2009), we carried out our experiments using Wikipedia as the 
target corpus and Freebase (April, 2013, (Google, 2009)) as the knowledge base. We 
used more than 4.2 million Wikipedia articles in the dump data (April, 2013). And 
follow Mintz et al. (2009), we used the exactly same 23 largest relations in Freebase. 

In order to find entity mentions in text we extracted entity instances from Freebase. 
Using these entity instances, POS tag and NER tag, we can find entities in every 
single sentence from corpus. 

Next, for each pair of entities participating in a relation of our training KB, we 
traverse the text corpus and find sentences in which the two entities co-occur. Each 
pair of entity mentions is considered to be a relation mention candidate. For each 
candidate we extract a set of features. The types of features are essentially 
corresponding to the ones used by DS approach: we used lexical, Part-Of-Speech 
(POS), named entity and syntactic features (i.e. features obtained from the 
dependency parsing tree of a sentence). We applied the Stanford POS tagger for POS 
tags; Stanford named entity recognizer for named entity tags and Stanford Parser for 
dependency parsing. 

The properties of our data are shown in Table 1. 

Table 1. Properties of dataset 

Property Value 
documents 4,200,000 
relation instance in Freebase 5,884,334 
matched relation instance in Wikipedia 183,097 
features 69,467 
relations 24 

4.2 Configuration of Classifiers 

Following Mintz et al. (2009), we used a multiclass logistic classifier optimized using 
L-BFGS with Gaussian regularization to classify entity pairs to the predefined 24 
relations and NONE. In order to train the NONE class, we randomly picked 100,000 
examples that did not match to Freebase as pairs. 
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4.3 Experiment 1: Few Occurrence Features’ Improvement 

We compare our model with baseline method in terms of few occurrence features’ 
classification accuracy. As we could not measure every single feature’s classification 
accuracy, we use these one-feature entity pairs’ accuracy instead. 

Relation instances from Freebase were divided into two parts, half for training and 
another half for testing. This means that 2.9 million Freebase relation instances are 
used in training, and 2.9 million are used in testing. The experiment used 2.8 million 
Wikipedia articles in the training phase and 1.4 million different articles in the testing 
phase. Note that all entity pairs in training are used to build the classifier no matter 
how many features are contained, but in testing phase, the entity pairs that only 
contain one feature were extracted. In this way we can evaluate few occurrence 
features’ classification performance by these entity pairs’ classification accuracy. 

Result and Discussion 
The results of Experiment 1 are shown in Table 2. Our model achieved the best 
precision in the few (<5) occurrence features’ classification. When features’ 
occurrence times in training data is zero, which means these features make no 
contribution to the classification, in such condition the classification is all decided by 
the distribution of relations in training data, ending up terrible precision, while our 
method did a good job. However, with the growth of features’ occurrence times, our 
method’s boost to precision gradually decreases. 

Table 2. Precision of one feature entity pairs 

features’ occurrence times in training data DS Our model 
0 21.34% 54.21% 
1 50.67% 65.17% 
2 51.82% 57.16% 
3 56.24% 57.21% 
4 63.79% 66.32% 
5 67.40% 69.62% 

4.4 Experiment 2: Relation Extraction 

Following Mintz et al. (2009), we evaluate labels in two ways: automatically, by 
holding out part of the Freebase relation data during training, and comparing newly 
discovered relation instances against this held-out data, and manually, having humans 
who look at each positively labeled entity pair and mark whether the relation indeed 
holds between the participants. Both evaluations allow us to calculate the precision of 
the system for the best N instances. 

Held-Out Evaluation 
The dataset used in held-out evaluation is exactly the same as the dataset used in 
experiment 1. Note that in held-out evaluation all entity pairs in testing are extracted 
no matter how many features are contained. 
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We calculate the precision of each method for the best n relation instances. The 
precisions are underestimated because this evaluation suffers from false negatives due 
to the incompleteness of Freebase. We changed the recall from 0.05 to 1 and 
measured precision. Precision-recall curves for the held-out data are shown in Fig. 2. 

 

 
Fig. 2. Precision-recall curves 

Our model achieved comparable or higher precision at most recall levels compared 
with DS approach. Its performance at recall = 0.75 is much higher than that of DS 
approach. 

Manual Evaluation 
For manual evaluation all Freebase relation instances are used in training. As 
candidate relation instances we choose those entity pairs which appear together in 
Wikipedia test set, but not in any Freebase relation. This means that there is no 
overlap between the held-out and manual candidates. Then we apply our models to 
this test set, and manually evaluate the top 50 relation instances for the most frequent 
10 relations. The manually evaluation result are shown in Table 3. 

Table 3. Estimated precision on human-evaluation experiments of the highest-ranked 50 results 
per relation 

relation name DS Our model 
/location/location/contains  0.82 0.86 
/people/person/place_of_birth 0.56 0.6 
/people/person/nationality 0.8 0.8 
/book/author/works_written 0.88 0.84 
/film/director/film  0.52 0.58 
/film/film/genre 0.74 0.74 
/people/deceased_person/place_of_death 0.66 0.64 
/people/person/profession 0.58 0.66 
/film/writer/film 0.58 0.6 
/film/film/country 0.16 0.26 
average 0.63 0.658 
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Our model achieved the best average precision, which means our model actually 
improve DS relation extraction performance. 

5 Conclusions and Future Work 

This paper shows that few occurrence features of DS model are serious affected by 
noise because DS heuristically labeled data is insufficient. Then this paper presents a 
novel approach to improve the robustness of DS to noise by improving few 
occurrence features’ classification performance. In Few Occurrence Features Improve 
Model, entity pair’s relation is determined by its own features as well as its similar 
features. The experimental results show that this method successfully improves few 
occurrence features’ classification performance and boosted the performance of 
relation extraction. 

Our model makes use of features’ internal information and improves DS’s 
performance, which is not used in previous works of DS. If the previous works of DS 
make full use of features’ internal information in their models, their model may 
achieve better results. 
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Abstract. In traditional pseudo feedback, the main reason of the topic drift is 
the low quality of the feedback source. Clustering search results is an effective 
way to improve the quality of feedback set. For XML data, how to effectively 
perform clustering algorithm and then identify good xml fragments from the 
clustering results is a intricate problem. This paper mainly focus on the latter 
problem. Based on k-mediod clustering results, This work firstly proposes an 
cluster label extraction method to select candidate relevant clusters. Secondly, 
multiple ranking features are introduced to assist the related xml fragments 
identification from the candidate clusters. Top N fragments compose the high 
quality pseudo feedback set finally. Experimental results on standard INEX test 
data show that in one hand, the proposed cluster label extraction method could 
obtain proper cluster key terms and lead to appropriate candidate cluster 
selection. On the other hand, the presented ranking features are beneficial to the 
relevant xml fragments identification. The quality of feedback set is ensured. 

Keywords: xml search results clustering, cluster label, ranking features, Pseudo 
Relevance Feedback. 

1 Introduction 

The Extensible Mark-up Language (XML) has rapidly evolved to an emerging 
standard for large-scale data exchange and integration over the Internet. The growing 
number of XML documents lead to the need for retrieval. However, the common 
problem is that the performance of XML information retrieval is often not 
satisfactory. Researchers realize that queries, especially short queries, do not provide 
a complete specification about users' needs. Pseudo relevant feedback(PRF) is an 
important way to enhance retrieval quality by integrating relevance information 
provided by the original top N retrieved documents. However, due to system bias, 
top-ranked documents may contain noise [1], which can ultimately result in the query 
representation drifting "away" from the original query. 

Targeting this limitation and for improving the retrievability of individual 
documents, in this paper, we propose an method for high quality xml pseudo-relevance 



424 M. Zhong et al. 

feedback fragments selection. The main idea is to use document clustering and ranking 
scheme to find dominant fragments for PRF. This paper focus on addressing the latter 
problem.  Based on k-mediod xml fragments clustering results, we firstly propose an 
cluster label extraction method and obtain the cluster key terms to select the candidate 
cluster. Secondly, multiple ranking features are introduced to assist the related xml 
fragments identification from the candidate clusters. Top N fragments compose the high 
quality pseudo feedback set finally. 

In the past few years, there were many researches on selecting relevant feedback 
documents in PRF[2,3]. However, the existing work has been mainly focused on 
traditional PRF and the treatment object is based on general documents. As far as we 
are aware, there is little work done XML pseudo relevance feedback and it is almost 
no research achievements. 

Compared with traditional documents, one of the most outstanding features of 
XML retrieval is that the document components- the so-called XML elements – 
instead of complete documents, could be return in response to a user query. 
Therefore, In this paper, our focus is to identifying good XML feedback fragment and 
forming high quality pseudo feedback set so as to improve the performance of the 
XML retrieval ultimate. This research makes the following main contributions: 

(1)The cluster labeling extraction based on equalization weight is presented. This 
method could take full consideration in XML dual characteristics(content and 
structure)and select those terms with high weight value as key terms to reflecting the 
main idea of one cluster.  

(2) We introduce multiple ranking features to assist the related xml fragments 
selection. The adoption of these features make low quality fragments filter out. 

(3)A comprehensive evaluation has been conducted to evaluate the proposed 
approach. Experiment results show that it is feasible and outperforms strong original 
query results. 

In the remainder of this paper, We first give a brief related works in PRF document 
selection, then we describe how to find the candidate relevant clusters, in which 
cluster labeling extraction method is proposed and the cluster key terms are obtained 
based on k-medoid clustering results, by using them, the candidate clusters is then 
determined; Section 4 provides multiple ranking features to help relevant xml 
fragments selection, and in section 5, we report and discuss experimental results on 
IEEE CS test collections; finally, conclusion are given in the last section. 

2 Related Work 

As we mentioned in the previous section, current studies are mainly focused on tr
aditional PRF and the data object are all general documents. Recently, Ben et al.[
2] propose to detect good feedback documents by classifying all feedback docu
ments using a variety of features such as the distribution of query terms in th
e feedback document, the similarity between a single feedback document and a
ll top-ranked documents, or the proximity between the expansion terms and the
original query terms in the feedback document. Karthik Raman[3] introduce the
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 notion of pseudo-irrelevant documents, i.e. high-scoring documents outside of t
op n that are highly unlikely to be relevant. Query expansion could be perfor
med in the relevant document set through removing the irrelevant documents. 

Search results clustering is an another way to identify relevant documents. 
Sampling and resampling techniques for the initial retrieval results are proposed. A 
selective sampling method by Sakai et al [4] skips some top-retrieved documents 
based on a clustering criterion. Kyung et al.[1] describes a resampling method using 
clusters to select better documents for pseudo-relevance feedback. The main 
limitation of the approach is that, it is not useful for some application domains. 
Therefore, [5] proposed an improved approach for clustering, where it checks intra-
cluster similarity of clusters on the basis of local frequent terms and rank clusters, and 
top-ranked documents in high rank clusters for relevance feedback are selected. A 
resampling method suggested by Collins-Tompson and Callan[6] uses bootstrap 
sampling on the top-retrieved documents for the query and variants of the query 
obtained by leaving a single term out. 

3 Candidate Relevant Clusters Identification 

3.1 Cluster Labeling Extraction Based on Equalization Weight 

Cluster labeling could reflect the central idea of one cluster to a certain extent. Hence, 
we extract the most important terms from the cluster as cluster labeling. Generally, 
weight may express the importance of the tem in the document. The more important 
of the term, the larger of the corresponding the weight value is. So, in this paper, the 
candidate core terms of one document are firstly selected through weight computation 
formula in [7]. 

After that, the cluster key terms are chosen based on the following features: 
(1) DF(document frequent): refers to the number of document, in which the term is 

regarded as the core terms. The underlying assumption is that if one candidate term is 
selected as core terms in many documents of one cluster, then the candidate term is 
representativeness widely and hence as the label of the cluster. 

(2) the average ranking of the candidate key terms . Each candidate key terms have 
their ranking in each document. One term may rank in the top position, while in the 
back of the other document. The larger value of the average ranking, the more front of 
the key term is ranked and the greater contribution to the document is. The specific 
computation is adopted as following formula: 

 1

_ ( , )

_ ( )

count

i j
j

i

Rank Value term p

Aver RankValue term
count

==


 (1) 

Where count is the number of the fragments in one cluster, Rank_Value(termi, pj) 
denotes the ranking of the termi in fragment pj which is defined as following equation. 



426 M. Zhong et al. 

 ( _ 1)_ ( , ) _
i

i
Top N positionRank Value term p Top N

− −=  (2) 

The definition of the equalization weight is the product of the DF and the average 
ranking of the candidate key terms. 

 _ ( ) ( ) _ ( )i i ibalance weight term DF term Aver RankValue term= ∗  (3) 

The detail algorithm of cluster labeling extraction is described as follows: 
 

Input: XML search results clustering, namely fragment_set 

Output: cluster labeling, namely keytermset 

1.for each fragment in fragment_set  

1.1  fragment=filter_stopword(fragment)// filter the fragment, and remove the stopword; 

1.2  set={Top_N terms with high weight value} 

1.3  end for 

2. unique_set={remove the repetition terms of set} 

2.1  for each term in unique_set 

2.2    initial_frequent(unique_set)  // initial each different term weight as zero； 

2.3    count_df(term, set)  // count DF value of term in set； 

2.4 computer_averagerank(term) //compute the average ranking of term; 

2.5  endfor 

3. Rank(unique_set) // rank term according to the equalization weight and the top_N 
terms are selected, which save in the keytermset. 

Therefore, the weight of key term ti in the jth cluster is defined as follows: 
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( , ) _ ( ) ln( )
i

i j i
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N
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n
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where N refers to the total number of clusters and nti is the number of clusters in 
which tk is contained as the cluster key terms. 

3.2 Candidate Relevant Clusters Ranking Model Based on Cluster 
Labeling(CRCRM) 

The candidate relevant clusters should show much more relevant to the user's query. 
Therefore, identification of candidate clusters should solve one key problems, that is 
how to measure the similarity between the cluster and the query. 

Through analyzing, it is shown that if one cluster is considered as a good 
candidate, the relevance degree between the documents in it and user's query intention 
should be high. Therefore, a naturally idea is to investigate relevance degree between 
each document of each cluster and the query. However, low efficiency makes it 
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unrealistic, especially to the large number of clustering documents. So, the similarity 
computation is firstly performed between each cluster center and user’s query, and 
then rank them in descent according to the similarity values; finally, the top N clusters 
are regarded as the relevant candidate clusters. 

As mentioned in the previous section, cluster labeling as key terms could reflect 
the main idea of one cluster. Therefore, the cluster center is replaced by the key terms 
and the similarity is computed between the key term set and queries terms. The 
formula are shown as follows: 
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Where tf(tk,ci) is the frequency of the tk in the ith cluster, tf(tk,Q) refers to the 
frequency of the tk in query Q. Icf(tk) is the inverse cluster frequency. 

4 Ranking Features Selection 

After the candidate clusters are determined, we need choose the feedback fragments 
of high quality from them. Therefore, some features are introduced into the paper to 
assist the related fragments selection and meanwhile, the low quality fragments are 
filter out. 

(1)Relevance Score(R_Score): In the information Retrieval, the use of the 
relevance score feature implies that the higher a document is ranked in the first-pass 
retrieval, the more chance it can be a good feedback document. In this paper, 
following equation is used to measure it. 
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(2)Co-occurrence of the query terms(Co_Weight): we think that if queries is often 
co-occcurrence in the same windows unit of one document, then the document is 
relevant to the query. The higher frequency of term co-occurrence , the more relevant 
between the document and query intention is. 
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Where P_TNum is the number of query terms, c_tf(ti,tj,sk) refers to the frequency of 
word pair(ti,tj) co-occurrence in the windows unit sk. In this paper, sk. is defined as the 
leaf node or mixture node in XML document, m denotes the number of leaf node or 
mixture node in pi. tf(ti,pi) and tf(tj,pi) are the frequency of the term ti and tj in 
fragment pi respectively. 

(3) Entropy: The Entropy feature measures how the query terms are spread over a 
given feedback document. The PRF process extracts the most informative terms from 
the feedback documents. In many cases, there might be only a small part of the 
feedback document that contains relevant information. Thus, off-topic terms are 
possibly added to the query, resulting in a decrease in the retrieval performance. 
Therefore, it is necessary to examine the distribution of query terms in the feedback 
documents to see to which degree the feedback documents are related to the topic. In 
our work, Entropy is defined as follows: 

 2
1

( , ) ( ( ( , )* log ( , )))
m

i k k
t Q k

Entropy Q p p t s p t s
∈ =

= −   (8) 

where p(t,sk)is the probability of observing the query term t in the kth subset of the 
fragment in tokens. In this paper, we empirically set leaf node or mixture node as one 
subset in a fragment. In order to avoid assigning zero probability to subsets where the 
query term does not appear, we apply Laplace smoothing as follows: 
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where tf(t,sk) is the term frequency in the kth subset of the fragment, and tf(t,pi) is 
the term frequency in the whole fragment. m is the number of subsets that the 
fragment is divided into. 

(4) Cluster_Sim(p,C): The similarity between a given feedback fragemnt p and the 
candidate cluster C. In this paper, Sim(p,C) is measured indirectly through the 
similarity between the candidate fragments and the cluster center. 

(5) Cluster_RValue: The Rank Value of the candidate clusters. The candidate 
fragments lies in the candidate clusters. If the rank value of the cluster is front, it 
shows that the relevance is very high and hence the probability that the candidate 
fragment becomes good feedback fragment is much larger. 

 In summary, we define the evaluation formula of feedback fragments as follows: 
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Where ClusterNum refers to the total number of the clusters, Ri is the rank value of 
the cluster which the fragment pi belongs to. 
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5 Experiment Analysis and Evaluation 

In the following, we perform the experiments for good pseudo relevance feedback 
fragments selection. We use indri[8] for both indexing and retrieval. The data 
collection adopts IEEE CS, a text-centric dataset provided by INEX 2005, which 
provides the evaluation results according to 29 different queries. and reach to totally 
170001.  

An initial step of our experiments is to perform search results clustering. Details of 
results could be seen in [7]. In this section, our work focus on the good xml fragments 
selection based on k-mediod clustering results. 

5.1 Clusters Ranking Model Based on Cluster Labeling Evaluation 

Users usually think that the more relevant fragments, the more top position be ranked. 
So, our ultimate target not only find good feedback fragments but rank in the front 
position as soon as possible. To reach this goal, the first premise is that the candidate 
relevant clusters should be identified correctly. So, our baseline is cluster center 
fragment's ranking model, in which the similarity computation is performed between 
the real cluster center fragment and query. Table I provides the comparison results, in 
which the candidate clusters are selected through either cluster labeling based or 
cluster center fragment based. In this table, according to the INEX 2005 relevance 
evaluation results, the relevant fragment distribution is expressed as the form 
Ci(R_PNi/PNi). Ci is the ith cluster, R_PNi is the number of relevant fragments in the 
ith cluster, and  the PNi refers to the total number of fragments in the ith cluster. The 
symbol of #RNum stands for the number of relevant fragments and the value is equal 
to the sum of the number of relevant fragments in the candidate clusters. It is 
obviously that if one method gets the bigger value of #RNum than others, it proves to 
be better than others. 

Table 1 shows encouraging results. Compared to the clusters ranking model based 
on cluster center fragment, our proposed method displays better performance and 
obtains the much righter candidate clusters. It illustrate fully from the side that the 
cluster labeling extraction based on equalization weight get proper cluster labeling 
and lead to follow-up right selection of candidate clusters. On the contrary, in the 
ranking model based on cluster center fragment, the candidate clusters are chosen 
completely by the similarity between the real cluster center fragment and query. As 
matter of fact, the real cluster center fragment sometimes does not necessarily reflect 
the main idea of the whole cluster although the similarity is high. Therefore, the 
method based on cluster center fragment is easy to bring to the noise and cause to 
poor results. 
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Table 1. The candidate relevant clusters results 

Query 
No. 

Relevant clusters 
Cluster Labeling 

Cluster Center 
Fragment 

Candidate
Clusters 

#RNum
Candidate 

clusters 
#RNum 

202 1(1/68),10(2/55) 1,11 1 14,9 0 
203 1(1/12),3(14/79),5(1/54),8(2/11) 3,5 15 3,1 15 
205 1(3/34),2(13/120) 2,4 13 1,3 3 
206 1(13/159),7(1/3),13(1/2) 3,1 14 3,1 14 

207 
2(32/96),5(1/3),6(1/4),8(1/4),12(12/33), 
13(1/12) 

2,12 44 2,12 44 

208 1(28/136),3(1/30) 1,3 29 1,3 29 
209 2(79/143),3(12/29),4(3/25) 2,3 91 2,4 82 
210 1(16/123),2(1/18),5(4/18),13(3/12) 1,2 17 2,13 4 
212 1(1/20),2(18/71),4(15/70),6(4/19) 2,5 18 5,6 4 
213 4(3/85),11(9/52),13(2/13) 4,7 3 4,14 3 
216 1(4/67),4(3/32),5(1/8),9(11/72) 1,9 15 4,1 7 

217 1(1/119) 1,8 1 1,10 1 

218 
1(8/78),4(17/46),6(1/9),9(1/10),10(2/4), 
11(3/11),12(1/15) 

4,12 18 3,7 0 

219 2(7/135) 2,6 7 10,2 7 
221 1(18/132),4(2/11) 1,4 20 2,5 0 

222 
1(6/22),2/19),3(2/12),4(10/36),5(2/8), 
7(1/6),8(1/16),9(18/48),10(1/7),12(1/15), 
13(1/5) 

4,9 28 7,4 11 

223 1(14/59),3(32/96),5(2/12),6(1/13) 3,1 46 1,3 46 

227 2(19/115) 2,4 19 4,3 0 

228 
1(27/110),6(3/11),9(9/40),10(4/10), 
13(1/4),14(1/4) 

1,9 36 10,1 31 

229 1(11/121),2(3/22),3(1/7),4(1/6) 1,2 14 10,9 0 
230 1(7/124),5(1/5),8(2/11) 1,14 7 4,13 0 

232 
2(15/131),7(1/2),8(1/5),9(1/5),11(1/23), 
12(2/7) 

2,11 16 7,5 1 

233 1(5/148),6(1/2),8(2/4) 1,5 5 1,2 5 

234 
1(3/45),2(4/16),4(6/28),5(8/18),6(4/12), 
7(1/9),8(4/10),9(8/11),11(23/37),12(1/3) 

1,4 9 7,1 4 

235 
1(9/54),2(6/38),3(11/42),5(1/10),7(1/28), 
9(10/12) 

3,9 21 5,2 7 

236 1(27/54),2(8/10),5(8/24),6(3/88) 1,6 30 4,5 8 
237 1(30/151),2(1/2),3(1/8),7(3/4),8(1/27) 1,8 31 8,1 31 

239 
3(2/7),4(7/30),7(14/18),9(7/87),12(1/6), 
13(1/6),14(2/9) 

4,9 14 13,12 2 

241 7(6/117) 7,13 6 4,5 0 
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5.2 Fragments Ranking Model Evaluation 

After the candidate clusters are selected, the fragments in them are ranked in descent. 
In the equation(10), three different parameters values may result in different 
performance. So, We firstly optimize the value and the value of 0.2, 0.7, 0.1α β γ= = = ,  
leads to best performance.   

In order to verify the effectiveness of the proposed ranking features, based on 
above the optimal parameters value, we compared the performance on precision 
between original query results and our approach. Table 2 provide the experimental 
results on top 5,10,15 and 20 fragments respectively. In the tables, each cell in the last 
four columns contains the obtained AP value, and a star indicates a significant 
improvement. 

Table 2. Precision Comparison of Feedback Fragments 

Method AP@5 AP@10 AP@15 AP@20 
Original retrieval results 0.32 0.34 0.33 0.31 

Clustering and Ranking Model Results 
0.48 

(*0.5) 
0.42 

(*0.24) 
0.39 

(*0.15) 
0.34 

(*0.10) 
 
From the data of the results, we can draw the following conclusion. On the one 

hand, compared to the original results, the proposed fragment ranking model could 
return much more number of good feedback fragments and meanwhile most of them 
are top position. The performance has been improved by 50%, 24%,15% and 10% on 
the top 5,10,15 and 20 fragments respectively, which further validate from the side 
that the candidate cluster selection is rationality and validity. On the other hand, the 
proposed ranking features could express user's query intention and make the related 
fragments return in the top position as soon as possible. 

6 Conclusion 

Ensuring high quality of pseudo relevance feedback document set is the first problem 
of avoiding query drift in PRF. In this paper, we have studies how to identify and 
select good feedback fragments and presents a complete approach. Based on search 
results clustering, cluster labeling extraction is firstly performed, and the candidate 
relevant clusters are identified by using cluster key terms. Subsequently, several 
ranking features are introduced to help relevant fragments identification from the 
candidate relevant clusters. The experimental results show that the proposed method 
is reasonable and could obtain high quality XML pseudo relevance feedback 
fragments set. 
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Abstract. Dimensionality reduction is a frequent pre-processing step in
classification tasks. It helps to improve the accuracy of classification by
better representing the dataset and also alleviates the curse of dimen-
sionality by reducing the number of dimensions. Traditional dimension-
ality reduction techniques such as PCA or Kernel PCA are well known
techniques that find a lower dimensional subspace which best represents
the higher dimensional dataset. On the other hand, random projection
can also be considered as a dimension reduction technique that tries to
approximate the same topology of higher dimensional data in a lower
dimensional space. Both approaches reduce dimensions but because of
their different objectives they have not been successfully integrated. Here
we show that in practice and more specifically in a supervised setting like
classification, we can link the two methods to make random projection
more informed in making the low dimensional representation competitive
with the original data set with respect to classification accuracy. In this
paper we propose a novel dimensionality reduction technique, namely
informed weighted random projection, that combines Kernel PCA and
random projection in an efficient way. The kernel PCA algorithm is ap-
plied initially to obtain a sub-space of reduced dimensions then the new
lower dimensional bases derived by the kernel PCA are weighted in pro-
portion to the measured robustness coefficient of each base. The proposed
dimensionality reduction scheme has been applied on several benchmark
datasets from the UCI repository and experimental results show that
informed weighted random projection attains higher accuracy than the
usual unweighted combination for all the datasets used in our experi-
ments.

Keywords: Dimension Reduction, Kernel PCA, Random Projection,
Classification.

1 Introduction

The time and space complexity of classification algorithms often grow exponen-
tially with the size of the input vector [1]. Moreover, the number of samples re-
quired to train a classifier grows exponentially with the dimension of the feature
space and is commonly known as the curse of dimensionality [1] [2] problem.
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Thus, inevitably, dimensionality reduction becomes important. The goal is to
generate a reduced set of features that is still sufficient to represent the data and
preserve those properties that help in tasks like classification. Dimension reduc-
tion has basically two aims: first to shrink the original dimension of the feature
vector to a reasonable size and second to improve the classification accuracy by
retaining the most discriminatory information and removing the irrelevant and
redundant information.

We propose a new approach to reduce the dimension in two steps. In the first
step, we use principal component analysis (PCA) [3] [4] to obtain a linear com-
bination of high dimensional features that generate the lower dimensional data
with uncorrelated dimensions [3] having maximum variance [3]. So PCA acts as
a filter to represent the original dataset by a linear subspace of the most signif-
icant dimensions while removing correlated, redundant ones. In the second step
we further reduce the dimension through random projection [5] by treating the
PCA output as the target topology to be preserved. Random projection derives
its benefit from the Johnson-Lindenstrauss lemma [6] which shows that we can
construct a lower dimensional representation of a higher dimensional dataset,
where with high probability, the expected distance between any pair of points in
the lower dimensional representation is approximately the same as in the higher
dimensional space [6]. It is in this step that we use the label information to make
the random projection better informed. Instead of just using PCA output as the
target topology, we create a more robust representation of the PCA output by
weighing PCA bases with different weights so as to maximise the robustness
of the representation (explained in the following section) and use it in the ran-
dom projection to generate a better lower dimensional representation. We show
through experiments that this information actually helps to retain the original
accuracy with even fewer dimensions in most cases while the simple integration
of PCA and Random Projection fails. Thus efffectively the integration process
is optimized by preserving a weighted version of PCA output. Because each new
feature in the PCA reduced lower dimensional space is weighted in proportion
to the robustness coefficient of that feature it makes the resultant distance met-
ric between the two data points more robust and hence particularly useful for
classification.

The rest of the paper is organized as follows. Section 2 discusses PCA and
Random Projection as dimensionality reduction schemes. Section 3 describes the
integration of the two processes to yield a more effective and possibly optimum
reduction method. Section 4 describes the mathematical formulation and the
algorithm. Section 5 gives the results on standard UCI datasets and section 6
concludes the paper with possible pointers for future work.

2 Background

Usually, the input data often inherently contains some patterns or dependency
structures. These are often hidden within the irrelevant features and adversely
affect performance. The aim of a good dimension reduction scheme is to unveil
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the hidden correlations and construct a new subset of features that can best
represent the properties of the data and help in building an accurate classifier.
For classification it is important to realize that some of these features may have
different discriminative power and removing them results in loss of information.
Hence, dimensionality reduction is implemented as an optimization procedure
to search for an optimal subset of features that satisfies a desired measure [7]. In
the next section we first present the kernel PCA method and using it as a base
develop the informed weighted random projection scheme.

2.1 Principal Component Analysis

Principal Component Analysis (PCA) is a standard technique in statistical data
analysis widely used in feature extraction and data compression. The goal of
PCA is to reduce dimensionality of data while retaining the maximum variation
present in the original dataset. In PCA, the redundancy is measured by cor-
relations between data elements and so the uncorrelated features represent the
lower dimensional subspace. PCA [3] [4] [8] performs dimensionality reduction
by embedding the data into a linear subspace with fewer dimensions.

PCA produces a linear subspace of the original higher dimensional feature
space where each pair of dimensions in the PCA output is uncorrelated and so
not redundant. Given the original feature space X (say), we obtain the PCA
output Y (say) as the reduced dataset such that

Y = XM, (1)

where M is constructed using eigenvectors of cov(X). cov(X) is defined as the
covariance matrix [8] obtained using the input data set X . Kernel PCA is an
extension of traditional PCA to handle non linearity. Kernel PCA works in the
same way as PCA but with the input dataset transformed using a suitable kernel
function which can be Gaussian or polynomial or linear.

2.2 Random Projection

In random projection dimension reduction features are not retained or discarded
by measuring their importance unlike traditional feature reduction algorithms.
Instead the method tries to preserve approximately the same high dimensional
topology but in a lower dimensional representation with a probabilistic measure
that guarantees the approximate preservation of distance. It is actually a ran-
domised computational process to construct a lower dimensional representation
from a higher dimensional one. The dimensionality reduction obtained by ran-
dom projection is oblivious of the higher dimensional patterns or details. It is a
purely mathematical step that does not depend on the orientation of higher di-
mensional points at all. Suppose we have input data in a matrix An×d of n data
points in d dimensional space, then by the Johnson and Lindenstrauss lemma
(1984) [6] there exists a randomized construction Rd×k such that if we define
the projection of A to be

E = AR (2)
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then the pairwise distance between any two points of A in the higher dimen-
sional space is approximately preserved in the projected space E. The exact
construction of matrix R can be found in the paper by Arriaga and Vempala [9].
Arriaga and Vempala showed that we can construct the random matrix Rd×k

such that each element of Rij is a random value taken from N(0, 1), a normal
distribution with mean 0 and variance 1. The detailed proof is more general and
shows that this actually holds for any distribution D which is symmetric with
respect to the origin and

E(r2) = 1

and even moments are bounded by a positive number [9]. With this construction
of R, the precise mapping f from the d dimensional space A to the k dimensional
space E can be written as follows

f(u) =
1√
k
(uR). (3)

Furthermore, the accuracy measure of the mapping f is shown to be as follows,
for a given ε, k > 12 ∗ logn

ε2 and if u, v ∈ A, the following inequality holds.

(1− ε) ‖ u− v ‖2<‖ f(u)− f(v) ‖2< (1 + ε) ‖ u− v ‖2 (4)

3 Integrating Kernel PCA and Random Projection

Kernel PCA and random projection methods are integrated using the lemma
proved by Arriaga and Vempala [9], stated below.

Lemma 1. An l robust half space (ε, δ) is learnt by projecting a set of m points
to Rk where, k = 100

l2 ln 100
εlδ and m = O( 1

l2
1
ε ln

1
ε ln

1
εlδ )

The robustness value l is defined as the minimum separation distance between
two examples belonging to different classes [9]. The key observation in the above
lemma is that k andm are inversely proportional to the robustness value l. Hence
for a fixed number of examples say, m, in the higher dimensional space the value
of l is the only critical handle that we have to control and reduce the value of k.
Once we fix k then for a fixed value of m and k the accuracy ε is inversely related
with l2. In the integration part we specifically exploit this relation by increasing
the value of l which in turn improves accuracy for a fixed value of m and k.
We do this by weighting different dimensions of the kernel PCA reduced dataset
with different weights so chosen that for each dimension the weight assigned is
a measure of how robust that dimension is in the kernel PCA reduced dataset
reflecting the contributions of that dimension in the total robustness value l in
the reduced dataset. We call the weights the robustness factor of the dimension.
Initially we define it as follows:

For two classes C1 and C2 having | C1 | and | C2 | number of examples, the
robustness factor for dimension i is computed using equation (5)

(r.f)i =
|
∑

a∈C1 a
(i) −
∑

b∈C2 b
(i) |

sdv(i)
(5)
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a, b are sample points in the training data set and ai, bi denote the value of the ith

dimension of these sample points respectively. sdv(i) is the standard deviation of
the ith dimensional value for the whole datatset i.e C = C1

⋃
C2. The intuition

is if we have information like class labels we can rank significant dimensions
according to their discriminative power which we measure as the mean difference
across the classes. If the mean difference between points from different classes has
a high value for a particular dimension then it will have a high numerator value
in equation (5) and hence a high robustness factor indicating it is a significant
contributor in the total robustness value in the set C. But the mean difference
alone cannot be a measure to compare different dimensions because of differences
in the variance among the dimensions. A dimension which has high variance is
likely to have high mean difference too because of its greater span of values. So,
to make the robustness factor comparable among different dimensions, the mean
difference is scaled by the standard deviation of that dimension. Although the
computation of the robustness factor in equation (5) is measured over the whole
dataset C one must note that robustness is originally defined only on the two
nearest points from separate classes. Hence, instead of considering the whole
dataset to compute the robustness factor, in practice we need only consider
points within a certain min-length strip. We fix this min-length to be double the
distance between the nearest two points of different classes. So, we first find the
nearest points of opposite classes and fix the min-length to be double of that
value and use different class examples within that min-length to compute the
robustness factor as follows

(r.f)i =

∑
(a,b)∈S | a(i) − b(i) |

| S | sdvi (6)

where, S = {(a, b) | a, b ∈ C, label(a) �= label(b), ‖ a− b ‖< min− length} i.e. S
is the set of pairs of points (a, b) where a and b are from different classes and the
distance between a and b is less than min-length. We calculate the robustness
factor of each dimension over this set S.

The measure of robustness factors reflects the fact that the higher is the mean
difference for a dimension the more is its weight. The corresponding weight
factors are chosen in proportion to their robustness factors and normalized to
sum up to 1. We construct a matrix W consisting of weight factors of different
dimensions and use it to get the weighted Kernel PCA reduced data set

Z = YW. (7)

Since the dimensions are uncorrelated [7] and chosen according to the highest
variance [7], the weight factors rank the dimensions according to their contri-
butions to the robustness values. If we consider data set Z, intuitively it is
plausible that Z will have higher robustness value than Y and so the random
projection performed on Z will yield better results than on Y . This is the core
idea of the proposed weighted random projection approach which we support by
experimental verification.
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Algorithm: Weighted Random Projection. The higher dimensional data
set is preprocessed before applying the proposed algorithm. The preprocessing
step scales the data to ensure all the dimensions span the range [−1, 1]. Fixing the
range through scaling ensures the weights assigned to different dimensions are as
per their importance in the classification task and do not depend on the range
they cover. Without scaling, a dimension that spans a larger range may have
higher weight than one spanning a lower range but more effective in contributing
to the robustness value and hence classification. So, in effect scaling homogenizes
all the features before computing weights. Since the lemma connecting robustness
to accuracy in section 3 is primarily established considering examples in a unit
ball, so we pre-process the data so that they lie in a unit ball, and thus exactly
satisfy the condition of the lemma. This pre-processed data set is used in the
weighted random projection algorithm.

Algorithm: Weighted Random Projection
Input: High dimensional data set: X(m×n)

Output: Lower dimensional representation: WeightedRandomReduced(m×k)

1. Apply KernelPCA to X(m×n) to obtain Y(m×d).
2. Compute (r.f)i using equation (6).

3. Normalize (r.f)i to obtain (w.f)i by (w.f)i = (r.f)i∑
i(r.f)

i .

4. Scale Y(m×d) with weight matrix W(d×1) to obtain Z(m×d), where W =

(w.f)i
T
.

5. Perform Random Projection on Zm×d.
Repeat 1000 times
5.1 Construct R(d×k), each element chosen randomly from N(0, 1).
5.2 M = M + Z.R.
5.3 M = M/100 to have unit length.
5.4 M = M/

√
k.

6. Output: WeightedRandomReduced(m×k) = M .

4 Experiments and Results

We tested our weighted informed random projection algorithm on benchmark
datatsets from the UCI repository. The datasets chosen for the experiment were
(1) spambase: [10], (2) Ionosphere: [11], (3) WDBC: Wisconsin Data for Diag-
nosis of Breast cancer [12], (4) Heart: Data for Heart disease diagnosis [13], (5)
Diabetes: Data for Diabetes disease diagnosis[14], (6) WPBC: Wisconsin Data
for Breast Cancer prognosis [15], (7) Wine: [16], (8) ILPD: data for Indian Liver
Patient Diagnosis[17], (9) Australlian Credit approval data [18], (10) Liver Dis-
order Dataset[19], (11) Glass dataset for classification[20]. We emphasize that
the informed weighted random projection is not about designing a new classifier,
so the effectiveness of the approach should not be measured only by comparing
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it with the original dataset accuracy. We must contrast the utility of weighted
random projection against simple reduced projection and show that it gives
better accuracy than other representations in a space of the same dimension
for any classifier. So our results compare the weighted reduced representation
against same dimensional different representations and not just with the original
dataset which has a different dimension. In the paper by Vempala et. al. that
established the lemma connecting robustness with accuracy the algorithm was
a half space algorithm so we choose the Perceptron classifier (close to half space
algorithm) and the SVM classifier which is very widely used in practice to test
our scheme.

We have experimented with both variants of the weighting scheme by consid-
ering mean difference alone and by considering mean difference scaled by stan-
dard deviation. Robustness factors are calculated considering both the whole
dataset and across only a min-length strip. The reduced dataset dimensions are
three fourths of the original dimension in KPCA reduction and then half the
original dimension after random projection. The naming convention for different
weighting schemes are as follows:

W1: uses mean difference as weight and robustness factor is computed across
the whole dataset.

W2: uses mean difference scaled by standard deviation as weight and robust-
ness factor is computed across the whole dataset.

WL1: uses mean difference as weight and robustness factor is computed across
only the min-length strip.

WL2: uses mean difference scaled by standard deviation as weight and ro-
bustness factor is computed across only the min-length.

The datasets we generate through different weighted schemes and reductions
are named as follows:

The columns in the tables are named as: Org is for the original dataset; kpca
is for kernel PCA reduced dataset; kpcaW1, kpcaW2, kpcaWL1, kpcaWL2 are
for weighted representations of Kernel PCA reduced dataset using weights W1,
W2, WL1, WL2 respectively;. rkpca means twice reduced dataset using ran-
dom projection after kernel PCA reduction while rkpcaW1, rkpcaW2, rkpcaWL1,
rkpcaWL2 are reduced by random projection from datasets kpcaW1, kpcacW2,
kpcaWL1, kpcaWL2 respectively. Table 1 below shows robustness measures for
different datasets with different weighted representations.

Table 1. Robustness value for each dataset with different weighting schemes

Dataset org kpca kpcaW1 kpcaW2 kpcaWL1 kpcaWL2 rkpca rkpcaW1 rkpcaW2 rkpcaWL1 rkpcaWL2

spam 0.025 0.030 0.035 0.030 0.035 0.039 0.006 0.007 0.009 0.008 0.010
Ionosphere 0.651 0.407 0.480 0.480 0.464 0.516 0.032 0.044 0.038 0.044 0.038
WDBC 0.074 0.842 1.079 1.079 1.132 1.227 0.156 0.181 0.198 0.183 0.200
Heart 0.039 0.253 0.128 0.128 0.316 0.321 0.020 0.015 0.023 0.015 0.042
Diabetes 0.034 0.084 0.089 0.092 0.137 0.137 0.043 0.067 0.067 0.070 0.070
WPBC 0.052 0.523 0.551 0.551 0.680 0.714 0.024 0.024 0.024 0.028 0.024
Wine 0.171 1.103 1.742 1.752 1.809 1.800 0.160 0.269 0.260 0.272 0.262
ILPD 0.292 0.003 0.005 0.005 0.003 0.017 0.001 0.002 0.004 0.004 0.004
Liver 0.108 0.050 0.031 0.051 0.066 0.153 0.003 0.002 0.004 0.003 0.004
Credit 0.507 0.197 0.148 0.148 0.212 0.318 0.005 0.005 0.005 0.007 0.009
Glass 0.123 0.024 0.023 0.025 0.025 0.024 0.004 0.005 0.005 0.006 0.005
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A careful analysis reveals that for the same dimension weighted representa-
tions actually have higher robustness values. This specifically helps the classifi-
cation task because a higher robustness value ensures higher accuracy for a half
space algorithm as was shown by Vempala. So next we report accuracy results
obtained using classifiers. Table 2 below gives the results obtained using SVM
as a classifier with original and different weighted combinations of their reduced
representations.

Table 2. Classification accuracy for each dataset with a SVM classifier

Dataset org kpca kpcaW1 kpcaW2 kpcaWL1 kpcaWL2 rkpca rkpcaW1 rkpcaW2 rkpcaWL1 rkpcaWL2

spam 60.54 60.68 62.55 60.74 61.61 64.46 60.59 60.61 68.81 60.63 80.74
Ionosphere 93.16 96.01 96.86 96.86 96.01 97.15 94.87 95.72 95.44 95.72 95.44
WDBC 98.94 97.71 97.06 97.06 97.71 98.24 93.84 97.18 97.83 97.36 98.01
Heart 84.81 82.96 80.37 80.37 83.33 82.22 81.85 79.02 82.96 80.00 83.33
Diabetes 76.95 71.87 72.39 73.69 73.82 73.82 66.92 72.00 71.87 72.52 72.39
WPBC 81.31 80.31 80.30 80.30 80.80 80.80 69.69 74.74 74.74 77.77 72.72
Wine 99.43 97.19 97.75 97.75 98.31 98.31 91.57 97.19 96.06 97.19 96.62
ILPD 61.40 34.64 69.98 68.43 36.36 69.12 30.70 68.29 69.12 68.61 69.12
Liver 42.89 66.66 62.02 67.24 67.53 68.11 66.37 60.66 67.82 68.11 68.21
Credit 85.65 76.27 73.56 73.71 79.27 80.00 74.20 73.55 74.56 78.84 79.69
Glass 42.52 49.53 48.59 50.93 52.33 50.93 39.25 46.26 46.26 47.19 46.72

Next in Table 3 we also list accuracy results obtained with the voted percep-
tron algorithm which is much like the half space algorithm used by Vempala to
prove the lemma.

Table 3. Classification accuracy for each dataset with a voted perceptron classifier

Dataset org kpca kpcaW1 kpcaW2 kpcaWL1 kpcaWL2 rkpca rkpcaW1 rkpcaW2 rkpcaWL1 rkpcaWL2

spam 49.47 80.33 81.84 80.94 82.10 84.64 78.35 78.42 79.72 79.77 81.79
Ionosphere 85.50 90.50 92.91 93.02 92.42 93.08 86.93 87.98 86.99 87.93 87.15
WDBC 89.67 94.71 96.19 96.22 94.85 96.77 82.16 93.24 93.45 93.41 93.66
Heart 63.93 80.07 79.63 79.63 80.74 81.93 77.26 76.37 77.89 77.56 78.44
Diabetes 66.03 71.38 71.60 71.60 71.96 71.92 69.56 70.97 71.30 71.88 71.61
WPBC 76.29 76.24 76.29 76.29 76.29 76.29 74.20 74.38 74.20 74.71 74.20
ILPD 71.25 70.31 70.03 70.29 70.56 71.32 70.72 70.98 71.08 71.15 71.15
Liver 63.53 58.65 58.68 59.23 58.68 59.29 59.72 58.85 59.60 60.06 61.20
Credit 64.22 66.03 64.93 65.77 66.19 67.17 63.93 63.88 64.68 64.71 65.72

In both Table 2 and Table 3 the important observation is that we have very
high correlation with table 1 i.e. a higher robustness value in table 1 helps attain
higher accuracy with SVM and Perceptron classifiers in Table 2 and 3 respec-
tively. This is particularly important because in the same dimensional space
it demonstrates the utility of weighting representations over simple reductions
given two benchmark classifiers. We further extract the best results that in effect
summarize the effectiveness of the weighted scheme. Table 4 lists best accuracy
values for the weighted representations along with the robustness measure which
clearly reveals high correlation between the obtained accuracy and the robust-
ness value in the weighted representation.
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Table 4. Classification accuracy with SVM classifier along with robustness value for
each dataset

Dataset org kpca Best
Weighted
kpca

rkpca Best
Weighted

Reduced kpca

spambase 60.54 0.025 60.68 0.030 64.46 0.039 60.59 0.006 80.74 0.010
Ionosphere 93.16 0.651 96.01 0.407 97.15 0.516 94.87 0.032 95.72 0.044
WDBC 98.94 0.074 97.71 0.842 98.24 1.227 93.84 0.156 98.01 0.200
Heart 84.81 0.039 82.96 0.253 83.33 0.316 81.85 0.020 83.33 0.042
Diabetes 76.95 0.034 71.87 0.084 73.82 0.137 66.92 0.043 72.52 0.070
WPBC 81.31 0.052 80.31 0.523 80.80 0.714 69.69 0.024 77.77 0.028
Wine 99.43 0.171 97.19 1.103 98.31 1.809 91.57 0.160 97.19 0.270
ILPD 61.40 0.292 34.64 0.003 69.12 0.017 30.70 0.001 69.12 0.004
Liver 42.89 0.108 66.66 0.050 68.11 0.153 66.37 0.003 68.21 0.004
Credit 85.65 0.507 76.27 0.197 80.00 0.318 74.20 0.005 79.69 0.009
Glass 42.52 0.123 49.53 0.024 52.33 0.025 39.25 0.004 47.19 0.006

5 Conclusion

Both kernel PCA and random projection are separately established methods for
dimensionality reduction. We show that in a supervised environment, specifically
if we have class labels available, we can exploit a link between accuracy and
robustness to efficiently integrate these two techniques to design a new dimension
reduction scheme, namely informed weighted random projection. The method
is a two step dimension reduction process. We have tested eleven UCI datasets
with our dimension reduction scheme and show that it performs at the same
level or better than the original dataset for classification accuracy but with far
fewer dimensions. Experimental results support our claim that our approach is
better than a simple two step reduction when measured in the same dimension
space (with two classifiers). Informed weighted random projection can be used
to develop more robust representations with reduced dimensions and can help
to improve classifier accuracy and performance.
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Abstract. Protocol reverse engineering is becoming important in an-
alyzing unknown protocols. Unfortunately, many techniques often have
some limitations for few priori information or the time-consuming prob-
lem. To address these issues, we propose a framework based on protocol
finite state machine (FSM) construction, which can infer the protocol
specifications without any priori information of protocols. To improve our
framework’s efficiency, we identify the keywords before the finite state
construction. Our framework constructs two FSMs, one is L − FSM
(language FSM) and the other is S − FSM (state FSM). L− FSM is
to illustrate the protocol languages. S − FSM shows protocol sessions’
state transitions. We evaluate our framework with both binary and text
protocol. The ARP and the SMTP are the target protocols as inputs.
The precision rate and the recall rate are used for evaluation criterias in
our experiments. The ARP’s precision and recall rate are both reached
100%. The SMTP’s precision rate is 100% and recall rate is almost 98%.

Keywords: keywords Identification, protocol languages, finite state ma-
chine.

1 Introduction

Network protocols are sets of standards and rules for certain network communi-
cations. Each protocol has its own function to regulate users’ behaviors on the
Internet. As many protocols are closed and have no public specifications about
them, they may be utilized to transfer unsafe data secretly. So the details of these
unknown protocols are helpful in Internet traffic monitoring and management.
Generally, the details of the unknown protocols analysis not only contains the
protocol languages, but also the protocol state machine.

The technologies of analyzing the protocol specifications are multitudinous to
list. For instance, Ployglot [1] uses dynamic analysis and bases on the way that
analyze the transferring with the source codes of the program. These techniques
are limited with the source codes of the programs. The ReverX [2] is another
system which analyzes the unknown protocols with two finite state machines
(FSM). If the protocol is complicated or the input messages are rather long,
the construction of the FSM becomes difficult and time-consuming.
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In this paper, we propose a framework which can infer an unknown protocol
specification without any priori knowledge. Two FSMs are constructed. The
L−FSM can accept all the target protocol messages. The S−FSM generalizes
all the possible messages transitions within one session. For the efficiency, the
keywords identification which uses Jaccard index as threshold is adopted to
compress messages before constructing the L − FSM . We output the protocol
languages and its state machine as the protocol specification.

Our main contributions are:

– A new framework is proposed which has a good scalability, inferring the un-
known protocol language and protocol state without any priori information.
The input traces could contain both text-based and binary-based protocols.

– A new keyword-based method is proposed to improve our framework more ef-
ficient, for it can filter out non-associated information and reduce the frame-
work overhead in constructing the protocol language FSM .

– A new FSM-based method is adopted in our framework, which could analyze
the unknown protocol language and show their state transitions.

The rest of the paper is organized as follows. Section II is dedicated to the
related work. Section III shows the system architecture. Our algorithms and
framework details are introduced in section IV. In section V, we carry out ex-
periments to evaluate our framework. We draw brief conclusions in Section VI.

2 Related Work

We divide our discussion of related work into three areas, namely keyword iden-
tification, protocol language extraction, and protocol state inferring.

Keyword Identification. Keyword identification indicates messages bound-
aries and infers protocol languages for unknown network protocols. Marshall
A.Beddoe presents Protocol Informatics(PI) [3] in 2004, which employs bioin-
formatics sequence alignment algorithm to reveal similarities between messages.
RolePlayer [4] analyzes protocol structure focusing on status flag and field based
on messages sequences, whose basic idea comes form ScripGen [5]. That system
becomes ineffective or even powerless when the protocol has variable fields. Dis-
coverer [6] achieves keyword identification by tokenization and initial clustering
network traces. By putting sequences of n-gram in to Latent Dirichlet Alloca-
tion [7], their framework can identify the n-gram distribution in each word.

Protocol Language Extraction. A protocol can been seen as a formal lan-
guage whose syntax rules are specified through a grammar. Wondracek et al. [8]
propose an approach that works by dynamically monitoring the execution of the
application, analyzing how the program processes the protocol messages that it
receives. Autoformat [9] extracts the protocol language by building a protocol
field tree and using the it to store the identified fields. ProDecoder [10] generates
the protocol language by exploiting the semantics of protocol messages. It uses
the Information Bottleneck [11] algorithm to infer the final protocol language.
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Protocol State Inferring. Protocol state plays an important role in protocol
specification. Trifilo et al. [12] build state machines by obtaining from the order
of messages in the traces and the values of this relevant field. P. M. Comparetti
et al. [8] generate the state machine by building an augmented prefix tree. Xiao
et al. [13] get protocol state using Grammatical Inference (GI) [14]. Veritas [15]
employs Probabilistic Protocol State Machine (P-PSM) [16] to describe protocol
state transitions. Antunes et al. [2] build FSM from clustered sequences.

3 Preliminaries

3.1 Design Goals

The basic goal of our framework is inferring the protocol specification of an
unknown protocol without any priori knowledge.

– The framework can infer unknown protocol languages precisely without any
priori information, which can accept both text and binary messages as inputs.

– The framework should be efficient that we utilize the keywords identification
to filter out the non-association information.

– Two FSMs should be constructed, one obtain unknown protocol languages
which is named as L−FSM and the other simulate protocol state transitions
which is named as S − FSM . Both two FSMs should be generalized.

3.2 System Architecture

Our framework consists three components. Fig.1 is the architecture of our frame-
work. The overviews of our framework are described as follow.

Keywords Identification. In this component, network traces of a specific pro-
tocol is collected carefully. Packets in these traces are assembled into the training
messages. These messages are tokenized and the threshold TH is adopted to fil-
ter out tokens. Varying the value of TH , we can get the optimal tokens set
Tokens = {T1, ...Ti}. These optimal tokens are the keywords for text protocols.
But for binary protocols, we splice the tokens to get keywords as long as possible.

ProtocolLanguageInferring. Afterweget thekeywords setK = {K1, ...,Kn},
the frameworkwill construct aFSM T .Themethodology is constructing theFSM
using the keywords. We utilize the Moore reduction procedure for deterministic
finite automata minimization [17] to generalize this FSM into a concise one. The
generalized FSM will be treated as the protocol L− FSM .

State Machine Building. The purpose of this component is constructing a
S − FSM to simulate the state transition within one session. We utilize each
format of the protocol languages as one transition to construct this S − FSM .
Through the generalizing the S, we will get the S − FSM .
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4 Our Framework

Our framework’s input is the network traces of a specific protocol in the real
world. Note that these messages of one protocol typically have multiple types,
the keywords are identified before constructing the L − FSM . The L − FSM
is constructed using these messages’ regular expressions.The S − FSM is con-
structed in State Machine Building.

Fig. 1. The System Architecture

4.1 Keyword Identification

The messages of a specific protocol are input to this component. We propose a
new method which is based on the keywords identification to infer the protocol
language. The process is described in algorithm 1.

We firstly reassemble the input packets into messages. The next process that
we called tokenization is breaking messages into tokens. The tokenization meth-
ods are different between text and binary protocols. In the text protocols, we
identify test bytes by comparing them with the ASCII values. Then, we use
the ” < SP > ” and ” < TAB > ” to represent token separators, and the
” < CRLF > ” to represent message delimiter respectively. For binary proto-
cols, we assume a single binary byte to be a binary token.

The Jaccard Index is used to filter these unfrequent tokens. We randomly
divide messages set into two groups A, B and each group contains all the types
of the messages. After which, we store each token’s frequency as A = {T 11 :
F11, ..., T 1n : F1n} and B = {T 21 : F21, ..., T 2n : F2n}. Where T 1i is the
i-th token and its frequency is F1i in group A, T 2i is the i-th token and its
frequency is F2i in group B. We calculate the similarity of A and B to filter the
non-association tokens. We change a little about the Jaccard index’s definition
to adapt our apply. The new definition is as followed:

J(A,B) =

n∑
i=1

T 1i ∗ T 2i
n∑

i=1

T 12i +
n∑

i=1

T 22i −
n∑

i=1

T 1i ∗ T 2i

In this expression, A and B are the two given groups that are transformed to
vectors of frequent tokens. T 1i represents the ith token in the group A , and
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T 2i represents the ith token in the group B. J(A,B) gains its maximum value 1
when all the tokens and their distributions in one group are the same with the
other. It will achieve its minimum value 0 when all the items are distinct.

Algorithm 1. The Keywords Identification algorithm

Input: Messages Set Messages = {M1,M2, ...,Mn} and the threshold set
Thresholds = {TH1, TH2, ...THk}

Output: The keywords set Keywords = {K1,K2, ...,Km}
1: Fre(T ) ← 0, Tokens = {T1, T2, ...Th}, Token ← φ, Messages ← φ, Threshold ← φ
2: for each Mi ∈ Messages and Mi is text protocol do
3: for each byte B ∈ Mi do
4: for B �=′ \0′ do
5: for (B �= TAB) ∩ (B �= SPACE) do
6: Token+ = B
7: end for
8: if Token ← UNDEFINED then
9: t ← NewToken(), t ← Token, Fre(t) ← 1
10: else
11: t ← Token, Fre(t) + +
12: end if
13: end for
14: end for
15: end for
16: for each Mi ∈ Messages and Mi is binary protocol do
17: for each byte B ∈ Mi do
18: Token = B
19: end for
20: if Token ← UNDEFINED then
21: t ← NewToken(), t ← Token, Fre(t) ← 1
22: else
23: t ← Token, Fre(t) + +
24: end if
25: end for
26: for each threshold THi in Thresholds do
27: for each token Tj in Tokens do
28: Filter the non-frequency Ti with the Threasholdi

29: end for
30: Scan the Jaccard set and find out the first maximum with THi

31: end for
32: if The token Ti is the text protocol then
33: Keywords ← Tokens filtered by THi

34: else
35: the Tokens Splicer with Tokens filtered by Threshold
36: end if

When we vary the value of Threshold change, the groups’ members Ti will
change and so do the Jaccard index J . The first maximum Jj is what we need
and the filter will filter the unfrequent tokens whose frequency is bellow the
Thresholdj. After this phase, the keywords of text protocols messages are iden-
tified. But for binary protocols, we replay a group of messages and splice tokens
as long as possible to identify keywords. The procedures of this splicer are de-
scribed in Tokens Splicer.

4.2 Protocol Languages Extracting

The protocol language FSM L−FSM = (Q,
∑

, δ, q0, F ) is defined as followed.
Q is a finite, non-empty set of states.

∑
is the input alphabet which is composed
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The Tokens Splicer

Step1: One message m1 in φm are chose and replayed. We adopt the sequence
alignment algorithm to location the tokens in this message.
Step2: If one token is followed by another, we splice them to get a candidate keyword.
And the tokens are spliced as long as possible.
Step3: Another message m2 in φm is chose. We operate on it just like step 2. If
keywords obtained in step 3 is different with the corresponding one in m2, we divide
them into several ones.
Step4: Messages in φm are replayed and chose one by one. We align them from left
to right by byte following step 4.
Step5: All the keywords identified above are collected, we get the keywords set φk.

of all the keywords. δ is the state-transition function while a new keyword is
input: δ : Q×

∑
→ N . q0 is the initial state. F is the set of final states.

Construction of the Initial FSM. The input to this component is a set
of keywords that from the alphabet of the protocol language. We construct an
initial FSM to accept all types of the input messages. The details of L− FSM
construction are described in Algorithm 2.

Algorithm 2. The protocol Language Inferring

Input: messages regular expressions set Messages = {M1,M2, ...,Mn},
the threshold Thresholdf , the alphabet Alphabet = {K1,K2, ...Km},

Output: The protocol language FSM L = (Q,
∑

, δ, q0, F )
1: q0 ← NewState(),

∑ ← Alphabet = {K1,K2, ...Km},
Q ← φ, F ← φ, δ(q, k) ← UNDEFINED

2: for Mi ∈ Messages{M1 ,M2, ...,Mn} do
3: q ← m
4: for each Kj ∈ Mi do
5: if δ(q, Kj) ← UNDEFINE then
6: p ← NewState(), Q ← Q ∪ {p}, δ(q, Kj) ← p, q ← p
7: end if
8: F ← F ∪ {q}
9: end for
10: end for
11: Set ω is the pointer, ω ← q0, Statistics all the qω’s frequencies
12: for ω = q0, ω < F , ω + + do
13: if δ(ω,Kj)’s frequency < Thresholdf then
14: Delete the δ(ω,Kj)
15: end if
16: end for
17: for δ(q, Kj) < F do
18: if δ(q, Kj) is special state then
19: Delete the δ(q, Kj), Update the state transference δ(q + 1,Kj)
20: else
21: if δ(q, Ki) = δ(q, Kj) then
22: Delete the δ(q, Kj), Update the state transference δ(q + 1,Kj)
23: end if
24: end if
25: end for

Firstly the initial state q0 is built. Then one of these messages are inputs to
build one branch of this FSM . Every keywords is constructed as a transition
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from the current state to a new state. New branch will be created when the first
transition is undefined and a new path is created as well. When constructing the
T , the probability of each transition is calculated.

FSM Generalization. The generalization concludes merging and reducing.
We employ the Moore reduction procedure for deterministic finite automata
minimization that generalize the FSM with the minimum number of states
and transitions. The parameter Thresholdf determines that keywords with low
frequencies are useless. This condition will help us to filter the keywords again.
Our framework will reduce or merge the node according to the principles.

Principle I: The node’s frequency that lower than Thresholdf will be deleted.
Principle II: The nodes which have same message type or the equivalent states

will merge to one node. Create a new node to replace the other same nodes. If
they are the equivalent ones, merge the circulate nodes into one. Then update
the associative transition path and merge their probability at the same time.

After the minimization, the FSM becomes a concise one, but not generaliza-
tion. To generalize the FSM , we should ensure that there is no special keyword
like ”time”,”date” in FSM . If it has special keywords, our framework will delete
these nodes and update transfer paths. At last, we will update all the changed
paths’ probabilities and the generalized FSM will be treated as the L− FSM .

4.3 State Machine Building

In this component, the framework will build the S−FSM . State Machine Build-
ing Algorithm is described in Algorithm 3.

Construction of the Initial FSM. The protocol S − FSM is constructed
from the network sessions. The extracted sessions are based on the same timing
semantics and the IP addresses etc. According to the languages we extracted,
we can utilize these matched languages to stand for input messages.

The framework build a initial FSM S to cluster the keywords in the network
sessions. We build the new state node when there is a distinct state appeared.
Each transfer path is a whole complete session. Each node transition is a protocol
language. The initial FSM will store all kinds of input sessions.

FSM Generalization. Our framework propose the principles to generalize the
state FSM S into the concise one. After that we will the protocol S − FSM .

Principle I: The state nodes which have same language type will merge to one
state node. Create a new state node to replace the other same state nodes, and
update the associative transition path.

Principle II: The state nodes which have the equivalent states will be merged.
Merge the circulate states nodes into one, update the associative transition paths.
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(a) ARP (b) SMTP

Fig. 2. The Jaccard Index for ARP and SMTP

Algorithm 3. The State Machine Building algorithm

Input: The testing data set T = {T1, T2, ..., Tn}, the formats set
F = {F1, F2, ..., Fn}

Output: The State Machine M
1: Create a dyadic array S(m, 1)
2: Let each Ti in testing data set → S(i, 1), Label each S(i, 1) with the format set F =

{F1, F2, ..., Fn}
3: Delete the non-label parts in S(i, 1) → L(i, 1) and each L(i, 1) = {..., Fi, ..., Fj , ..}
4: Create a root Root for initial machine, Create a pointer p and p ← Root ,the scan each L(i, 1)
5: for L(i, 1) �= NULL do
6: Create a pointer L and L ← the first element L(0) in L(i, 1)
7: for L �= NULL do
8: if p.Itemi = L then
9: p ← p.linki

10: else
11: Create a new state node N
12: N.Item ← L, p.linki ← N.link, p ← N.link
13: end if
14: L ← L+ 1
15: end for
16: i ← i+ 1
17: end for

5 Experiments and Evaluations

5.1 Data Set

In our experiments, the raw data comes from the DARPA (Defense Advanced
Research Projects Agency) to insure the unbiased results. Our data set contains
4070 SMTP messages, 2386 ARP messages and 6000 other protocols messages.
For binary protocol experiment, the raw data is the ARP messages. Each byte
is considered as one token in this experiment. For text protocol experiment, the
raw data is reprocessed to extract SMTP messages only. The TCP header and
the IP header of the SMTP packets are already cut off.

5.2 Evaluation Metrics

In the evaluation experiments, we define the following three sets: True Positives:
the set of protocol X messages(or sessions) where each one matches can be
accepted by our framework. False Positives: the set of not protocol X messages



Protocol Specification Inference Based on Keywords Identification 451

(or sessions) where each one can be accepted by our framework. False Negatives:
the set of protocol X messages(or sessions) where each one can not be accepted
by our framework. Next, the following two metrics are defined to quantitatively
evaluate the effectiveness of our framework.

precision =
|TruePositives|

|TruePositives|+ |FalsePositives|

recall =
|TruePositives|

|TruePositives|+ |FalseNegatives|

5.3 Experimental Results

Binary Protocol. In binary protocol experiment, we only need to infer the
protocol language for the methodology of binary protocol state which is same
as text one. So we evaluate protocol state inferring in text protocol experiment.
The ARP is adopted in our binary protocol experiment. Fig.2(a) presents the
Jaccard index for ARP protocol. In this experiment we set the threshold λ =
1500. These frequent tokens are spliced into 5 keywords ”0xffffffffffff”,
”0x08060001080006”, ”0x00”, ”0x01” and ”0x000000000000”.

Table 1. The inferred SMTP protocol messages format

No. Format No. Format No. Format

1 EHLO 2 250 pleased to 3 250 Sender

4 250 OK 5 250 Mail accepted 6 MAIL From:

7 RCPT To: 8 DATA 9 354 Enter mail .

10 220 Sendmail -0400 11 Received: -0400 Date: -0400 12 QUIT

13 221 connection 14 HELO 15 500

We construct the initial FSM T which is shown in Fig.3(a). The next step is
the generalization. Like state S1 to S2, state S0 to S7, state S9 to S10, state S0

to S13 and state S0 to S16 share the same transition ”0x08060001080006” offset
13, they are merged into state S0 to S1. The L− FSM is shown in Fig.3(b).

(a) The Initial FSM T (b) Generalization

Fig. 3. The L-FSM for ARP
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(a) The Precision Rate (b) The Recall Rate

Fig. 4. The Precision Rate and Recall Rate for Binary Experiment

The precision rate varying the number of input messages is shown in Fig.4(a).
The value of precision rate is near 100% means few not ARP messages are
accepted by our L − FSM . This rate measures the accuracy of the inference
protocol language. The recall rate is shown in Fig.4(b). The value of recall rate
is near 100%means that most of ARPmessages are identified correctly. Therefore
the L− FSM is able to capture most of the ARP protocol language.

Text Protocol. 4070 SMTP messages are tokenized using ” < SP > ” or ” <
TAB > ”. We set the keywords threshold λ = 130. The Jaccard index of SMTP
is shown in Fig.2(b). Words like ”Sender”, ”accepted” and date information are
identified as keywords inaccurately because of their high frequencies. Fig.5(a) is
the SMTP protocol language initial FSM T . During the generalization process,
the keyword ”−0400” appears from state S5 to state S6 , from state S29 to state
S30, from state S34 to S35 in Fig.5(b), has been merged into one transition from
state S41 to state S42. The keywords ”Sat,”, ”Aug” and ”1999” are deleted for
they are inaccurate apparently. During minimization process, the keyword ”250”
appear from state S10 to state S11 is also filtered because of its low frequency.
Fig.5(b) is the L− FSM we inferred.

(a) The Initial FSM T (b) Generalization

Fig. 5. The L− FSM for SMTP
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(a) The Initial FSM S
(b) Generalization

Fig. 6. The S-FSM for SMTP

(a) The Precision Rate (b) The Recall Rate

Fig. 7. The Precision Rate and Recall Rate for Text Experiment

After the sessions are extracted, each messages are replaced by their format
number listed in Table 1 within one session. The initial FSM S is shown in
Fig.6(a). Like transitions from q5 to q9 , from q20 to q25 and from q35 to q39
present exactly the same state transfer. States with the same transition are
merged, such as the transitions from state q2 to state q14 and from state q15 to
state q3 in Fig.6(a). The S − FSM is presented in Fig.6(b).

We evaluate the precision and recall of our framework. Fig.7(b) is the recall
rate. The value of recall rate is near 100% means that most of SMTP sessions are
identified correctly. The precision rate is shown in Fig.7(a). The value of precision
rate is near 97% means few not SMTP sessions are accepted by our S − FSM .
This rate measures the accuracy of the inference protocol sate transition model.

6 Conclusion

In this paper, we propose a framework which can infer unknown protocols specifi-
cations and the state transferring machines based on the keywords identification
and finite state machine construction. Our framework uses two different meth-
ods for binary protocols and text protocols without any priori information of the
target protocols. We infer the protocol specification by constructing two FSMs.
By keywords identification, we solve the time-consuming problem of the con-
structing FSM for some complex or long protocols. Our experimental results
show that our framework is able to infer the language and the state machine of
both binary and text protocols. The precision rate reaches 100% and the recall
rate is 100% for ARP. The precision rate reaches 100% and the recall rate is
98% for SMTP. We are working towards extending our method to identify the
fields mentioned above to improve the accuracy in the future.
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Abstract. Due to the rapid development of E-commerce, personalized 
recommendations have been indispensable. The conventional user-based 
collaborative filtering (CF) cannot well satisfy users’ requirements, besides the 
recommendation results are not accurate enough. To improve the conventional 
user-based CF, this paper proposes an adaptive CF method based on multiple 
features. We take four considerations into account: 1) redefining item-
item/user-user similarity by utilizing item/user vector; 2) making predictions 
based on the relation between the predicted item and the rated similar items; 3) 
modifying the rating according to the interest in the type of item; 4) improving 
the diversity of recommendation. The proposed method is easy to implement, 
and experimental results based on two well-known datasets have demonstrated 
the superiority in accuracy and diversity. 

Keywords: CF, item recommendation, user-user similarity, item-item similarity. 

1 Introduction 

Due to the rapid development of E-commerce, personalized recommendations have 
been indispensable. Recommendations include three classes: content-based 
recommendations, collaborative recommendations and hybrid approaches 
(Adomavicius et al. 2005), besides collaborative recommendation outperforms the 
others. CF means users collaborate to help one another perform filtering by recording 
their reactions to documents they read (Goldberg et al. 1999). CF-based 
recommendations are divided into two types: Memory-based (user-based) and Model-
based (item-based) recommendations (Sarwar et al. 2001). User-based 
recommendations make recommendations based on a user’s k-nearest neighbors. 
While item-based recommendations take root in item-item similarity. Item-item 
similarity is almost static and can be pre-computed offline, which can reduce the 
computational cost considerably.  
                                                           
∗ Corresponding author. 



456 Y.-Q. Zhang, H.-T. Zheng, and L.-S. Zhang 

However, a single recommendation method has drawbacks inevitably. A single 
method only depends on single information, such as user-user/item-item similarity, 
which is poor for the prediction in recommendation accuracy. User-user similarity or 
item-item similarity is closely related to the users’ attributes (e.g., age, gender, 
hobbies and the rated items) and the items’ attributes (e.g., type and the rated number 
of users). In addition, the interests of a user may change with time, and the rating 
should vary with the user’s interests. Furthermore, the relation between the predicted 
item and the similar rated items could make essential influence on the predicted item, 
which is often overlooked. 

Based on user-based CF, this paper proposes an adaptive CF algorithm. The 
algorithm is executed by four steps: first, we build user vector and item vector; 
second, we modify the rating based on the principle of locality of time and user-item 
relation; third,  we utilize user vector, item vector and the initial similarity to re-
calculate user-user similarity and item-item similarity; finally, based on the above 
steps, and the relation between the predicted item and the similar rated items, we 
modify the prediction formula. And finally, we implement diverse recommendations 
by considering the most interesting item and the Top-N similar items. 

The contributions of the paper include five aspects: 1) we redefine item-item 
similarity by utilizing item vector; 2) we utilize user vector including age, gender and 
interests to optimize user-user similarity; 3) we calculate the weight between the 
predicted item and the similar rated items to predict; 4) we modify the rating based on 
the rank of the item type in preference of users; 5) we implement diverse 
recommendation including the most popular item and the Top-N recommendations. 

The remainder of the paper is organized as follows: section 2 introduces the related 
work concerning CF methods; the proposed method is explained in section 3; 
experimental results are discussed in Section 4; finally we conclude our work in 
section 5. 

2 Related Work 

Goldberg et al. 1999 design Tapestry to achieve the management of electronic mail 
documents. Tapestry supports CF framework and then many recommendation 
systems arise. At first, user-based CF recommendation systems achieve widespread 
success. However, two challenges restrain the usage: data sparsity and scalability. 
Many explorations are made to solve the problems. Ma et al. 2007 propose a novel 
method for missing data prediction. Ren et al. 2012 and Yin et al. 2013 present 
methods to solve data sparsity. Unlike user-based CF methods, we consider user-user 
similarity, item-item similarity and other factors to make recommendations. 

Sarwar et al. 2001 propose item-based CF algorithms to eliminate the drawbacks of 
user-based CF algorithms. There are many explorations. Deshpande et al. 2004 
combine item-based CF with the conditional probability-based similarity model to 
achieve better recommendations. Hidasi et al. 2013 propose context-awareness for 
item-item similarity in factorization framework. He et al. 2010 build a context-aware 
citation recommendation system to help users effectively cite related papers. Gedikli 
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et al. 2013 and Sen et al. 2009 combine tags to achieve recommendations. Park et al. 
2006 improve the scalability and performance of a previous approach to implement 
robust cold-start recommendations using naïve filterbots. Unlike item-based CF 
methods, they mostly consider item-item similarity and use several factors (e.g., tag 
and context), we combine user-user similarity, item-item similarity, the attention of 
item, and the correlation between the predicted item and the similar rated items to 
recommend. These factors make the prediction more accurate and diverse. 

There are other outstanding works. Xu et al. 2012 separate the user-item matrix 
into many sub-groups inspired by that one user may belong to multi-groups. Bellogin 
et al. 2013 present the method that selects neighbors according to the overlap of their 
preferences with those of the target user. Bartolini et al. 2011 propose CF Skyline to 
handle with the case that one item has several ratings. Park et al. 2007 propose a new 
ranking method which combines recommender systems with information search tools 
for better searching and browsing. CF methods are also used in network 
recommendation (Noel et al 2012, Niu et al. 2011 and Sandholm et al. 2011).  

Based on the above user-based and item-based CF recommendation techniques, we 
propose our CF method to improve the recommendation accuracy and diversity.  

3 The Adaptive Collaborative Filtering Algorithm 

The algorithm is executed by six steps: 1) construct user and item vector; 2) modify 
the rating based on the interest in the item type; 3) compute user-user similarity; 4) 
compute item-item similarity; 5) modify the prediction formula; 6) implement diverse 
recommendation (Fig. 1).  

 

Fig. 1. The framework of the proposed method 
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3.1 User Vector and Item Vector 

The conventional user-based/ item-based CF only considers ratings and overlooks the 
users’/items’ attributes, therefore we construct the user /item vector integrated with 
the user-item matrix and user’s/ item’s attributes. 

User Vector. The item type that a user likes affects the user-user similarity, and it’s 
the same to the individuals that a user likes. The attributes of gender, age and hobbies 
can highly influence the user-user similarity. Besides, the rated number and the 
average rating also make effects. So we add the above features into user vector. 

 , , , ,  (1) 

 
1,  ;0,                                (2) 

Variable   is the user vector;  is the types that the user likes, by 
calculating the number of each type of items that the user has rated, then rank them to 
get the sequence of each type;  is the rated number of items;  
denotes the individuals that the user likes, by calculating the number of individuals 
related to the items that the user has rated, then rank them to get the sequence of each 
individual. 

Item Vector. For item vector, except for the features (e.g., type and individuals), 
there are some other factors influencing item-item similarity (e.g., the rated number, 
the average rating, and the main age layer rating the item).  

 , , ,  (3) 

Variable I denotes the item vector; type is the type that the item belongs to, and 
one item can belong to several types, besides the sequence is useless;  
denotes the rated number;  denotes the related individuals to the item 
(e.g., for the movie, it’s the actor), and the sequence doesn’t matter;  is the main 
age layer of individuals rating the item. 

3.2 Rating Modification 

The rating may vary with user’s hobbies. User’s hobbies may be static or vary with 
time. The recent behavior has vital effects for the later behavior, which means that if a 
user often watches one kind of movies recently, then in the next several days/months, 
he/she will possibly watch the same type of movies. The rating is based on the 
principle of locality to be modified. The modified rating is closely related to the rank 
of item type. This modification reasonably modifies the rating which can inflect the 
change of interests. 

 , ,  (4) 
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  (5) 

 1  (6) 

Variable ,  denotes the new rating; ,  denotes the initial rating;  is the 
item weight in accord with the weight of item type;  is the term to balance the 
modified rating and the initial rating;  denotes the total rated items; 

 is the item number of the type;  is a constant value between 0,1 . 

3.3 User-User Similarity Computation 

There are three methods to compute user-user similarity: correlation-based similarity, 
cosine-based similarity, and adjusted cosine-based similarity. Sarwar et al. 2001 
demonstrate the superiority of adjusted cosine similarity for MovieLens data. Our 
experiments are based on two well-known MovieLens datasets, so we use the adjusted 
cosine similarity to compute the user-user similarity: 

 , ∑ , ,∑ , ∑ ,  (7) 

,  is the conventional user-user similarity; ,  is the new rating;  
is the average user’s rating;  is the items that have been rated by both users. 

Due to the reasons that the attributes such as age, gender and user-item related data 
make influence on user-user similarity, we combine conventional user-user similarity 
with user vector similarity: 

 , , 1 ,  (8) 

Variable ,  denotes the new user-user similarity; ,  is 
the user-user similarity computed by user vector according to cosine similarity;  is 
the weight between 0,1 . 

3.4 Item-Item Similarity Computation 

Sarwar et al. 2001 demonstrate the superiority of adjusted cosine similarity for 
MovieLens data, so we use the adjusted cosine-based similarity to compute item-item 
similarity: 

 , ∑ , ,∑ , ∑ ,  (9) 

Variable ,  is the conventional item-item similarity;  denotes the 
users who have rated both items. 

The conventional item-item similarity only relies on ratings, while some attributes 
like type and the number of individuals rating the item make effects. So we integrate 
conventional item-item similarity with item vector similarity: 
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 , , 1 ,  (10) 

Variable ,  is the new item-item similarity; ,  is the 
item-item similarity computed by item vector utilizing cosine similarity;  is the 
weight between 0,1 . 

3.5 Prediction Formula Modification 

There are two methods to compute the predication score including weighted sum and 
regression; here we use the weighted sum to compute prediction score. The 
conventional user-based prediction formula is as follows: 

 , ∑ , ,∑ ,  (11) 

Variable ,  denotes the prediction score that the user evaluates the item. 
The prediction links to the attention of item, for instance, if the item is popular 

now, then it should be recommended. And the predicted item is related to the 
correlation between the item and the similar rated items. 

, ∑ , , ,∑ , , 1                     (12) 

Variable ,  denotes the new prediction score;  is the attention 
of item; ,  denotes the similarity between the item and the similar rated 
items;  is the weight. 

 , ∑ ,
 (13) 

Variable  denotes the Top-N similar items. 

 
5, , 1, ∈1,                                                               (14) 

 
0,  51,                             (15) 

Variable  denotes the popular items at present, if the item is in the several 
first sets when ranking the average ratings or if the individual/type related to the item 
is the individual/type that the user likes, and then it’s popular, besides it’s easy to 
acquire the popular item sets. The recommendation can be diverse in several aspects: 
1) gender; 2) age; 3) hobbies; 4) the Top-N recommendations according to Equation 
(12). 
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4 Evaluation 

4.1 Experiment Data 

We conduct experiments on two well-known datasets to evaluate our method: 
MovieLens 100K and MovieLens 1M. MovieLens 100K contains 943 users, 1682 
movies and 100000 anonymous ratings, and yet each user has at least rated 20 
movies. MovieLens 1M contains 6040 users and approximately 3952 items, and we 
extract a dataset including 2000 movies, 1414 users and 175813 anonymous ratings, 
and each user has at least rated 26 movies. The rating ranges from one to five. The 
higher the score is, the more the user likes the item. The datasets are basically adapted 
to our method, except that the datasets don’t contain the individuals that the user 
likes. 

We perform experiments on the effects of the number of user’s/item’s neighbors 
and  to MAE (mean absolute error), and diversity results are also illustrated. In 
order to better demonstrate the superiority of our method, we compare our method 
with conventional user-based CF method and Weighted Slope One. During the 
process, we set all datasets as testing set and training set except that when comparing 
the differences between our method and Weighted Slope One. Variable α  and β 
control the influence of user vector and item vector. User/Item vector is a small factor 
compared to the conventional user-user/item-item similarity, so we set α, β to 0.95. 

4.2 Evaluation Metric 

Accuracy Metric. There are several accuracy metrics including MAE and NMAE 
(normalized mean absolute error). MAE can well evaluate the prediction accuracy 
between the predicted rating and the real rating, thus we utilize MAE to evaluate the 
prediction accuracy. The smaller MAE is, the better the accuracy is. 

 
∑ | |

 (16) 

Variable  denotes the total number of recommendation items,  denotes the 
predicted rating, and   denotes the real rating.  

Diversity Metric. By observing the Top-N list results, we can evaluate the diversity. 
When making predictions, the most popular items and the most interesting items 
should be recommended. To achieve the goal, we make specific modifications. 

4.3 Experiment Results  

The Number of Neighbors. The number of user’s/item’s neighbors affects MAE. In 
order to better examine the effects of the number of neighbors, we set the number of 
user’s neighbors to 5, 10, 20, 30, and 40, and yet set the number of item’s neighbors 
from 5 to 30. 
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When the number of user’s neighbors is 5 and the number of item’s neighbors is 
20, the result is the best. For different values of item’s neighbors, when the number is 
20, the result is the best. For different values of user’s neighbors, the smaller the 
number is, the better the result is (Fig. 2 left graph).  

We conduct experiments on MovieLens 100K and MovieLens 1M, to better 
display the results when the number of item’s neighbors is 20. The bigger the number 
of user’s neighbors is, the bigger MAE is (Fig. 2 right graph). The results illustrate 
that the number of similar users is small, so we set the number of user’s neighbors 
small to achieve better results in the other experiments. 

 

Fig. 2. MAE comparisons: the left is between different numbers of neighbors from MovieLens 
100K; the right is for different numbers of user’s neighbors when the number of item’s 
neighbors is 20. 

 

Fig. 3. MAE with different  for MovieLens 100K 

Variable  Setting. Variable  controls the speed of decay on rating. We perform 
experiments to evaluate the influence of  (0 -- 1). During the experiments, we set 
the configuration to best: the number of user’s neighbors is 5 and the number of 
item’s neighbors is 20, and these settings make the results better than most of the 
other results in the experiments. 

When  is 0.6, the result is the best; when  is too close to 0, the rating decays 
too fast; when  is too close to 1, the rating decays too slowly (Fig. 3). Decaying too 
fast/slowly will make tiny improvements on MAE, so  should be close to 0.5 to 
achieve better results. 

Diversity Examination. For recommendations, diversity is equally important to 
accuracy. In most cases, we hope the recommendations are filled with diverse items. 
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When the score is 5.0, it means that the item is the most popular item at present or 
the user’s favorite type, and then it should be recommended (Table 1).  

Method Comparison. When comparing between the conventional user-based CF and 
our method, the number of user’s neighbors is set from 5 to 40 or 10 to 40 and the 
number of item’s neighbors is 20. In order to better demonstrate the effects of our 
method, we compare our method with Weighted Slope One for different numbers of 
test. 

Table 1. The diverse results for some user 

Rank Score Title 
1 5.0 Independence Day(ID4) (1996) 

2 5.0 Return of the Jedi(1983) 

3 4.066219 Clockwork Orange, A(1971) 

4 4.027505 
Dr. Strangelove or: How I Learned to 

Stop Worrying and Love the Bomb (1963) 

5 4.026662 Blade Runner (1982) 

6 3.987419 Casablanca (1942) 

7 3.972160 Shawshank Redemption, The (1994) 

8 3.961542 Apollo 13 (1995) 

9 3.946497 Die Hard (1988) 

10 3.942902 Twelve Monkeys (1995) 

 

Fig. 4. MAE comparison between traditional user-based CF and our CF method for MovieLens 
100K (the left graph) and MovieLens 1M (the right graph) 

 

Fig. 5. MAE comparison between Weight Slope One and our method for MovieLens 100K (the 
left graph) and 1M (the right graph) 
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For different numbers of user’s neighbors, our method outperforms the 
conventional user-based CF method in accuracy (Fig. 4). And for different numbers 
of test, our method is superior in accuracy compared to Weighted Slope One (Fig. 5). 
The results in Fig.5 are better than the results in Fig. 4 for MAE. In Fig. 4, we take all 
data as the dataset; however in Fig. 5, we only extract a subset of the dataset, which 
makes MAE smaller than the results in Fig. 4. Unlike the conventional user-based 
CF/Weighted Slope One which only considers user-user /item-item similarity, our 
method combines item-item similarity with user-user similarity, and modifies the 
ratings based on the change of user’s interest and yet redefines user-user/item-item 
similarity by using user/item vector. Those improvements make our method better 
than the two methods in accuracy. 

The overall results demonstrate that the proposed method outperforms in accuracy 
and diversity: 1) the preference of users to items may vary with time, thus we modify 
the ratings according to the degree of preference; 2) for user-user/item-item similarity, 
we consider ratings and attributes of users/items; 3) when making recommendations, 
the similarity between the item and the similar rated items is considered; 4) for 
diverse recommendation, we utilize the attention of an item. 

5 Conclusion 

In the paper, we aim to improve the recommendation accuracy and diversity. Based 
on the conventional user-based CF, we redefine user-user/item-item similarity 
utilizing user/item vector and calculate the predicted score. We consider the influence 
of substantial features, historical data of user and item, the correlation between the 
predicted item and the rated similar items, and the attention of the predicted item, and 
finally make diverse recommendations. Experiments are performed on two well-
known datasets based on MAE metric and diversity results. The results demonstrate 
that our method is superior in accuracy and diversity. 

Our method assumes that each user belongs to a single group, but in most cases, 
one user may belong to multiple groups. In the future, we will integrate multiple 
grouping with prediction. 
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Abstract. Ensemble approaches of multiple supervised and unsuper-
vised models have been exhibited to be effective in predicting labels of
new instances. Those approaches, however, require the label spaces of
all supervised models to be identical to the target testing instances. In
many real world applications, it is often difficult to collect such super-
vised models for the ensemble. In contrast, it is much easier to get large
amounts of supervised models with different label spaces at a stroke.
In this paper, we aim to build a novel ensemble approach that allows
supervised models with different label spaces. Each supervised model is
associated with an anomaly detection model. We view each supervised
model as a partial voter and we manage to maximize the consensus be-
tween partial voting from supervised models and unsupervised models.
In the experiments, we demonstrate the effectiveness of our approach in
different data sets.

1 Introduction

Ensemble learning exploits multiple models to obtain better predictive perfor-
mance than could be obtained from any of the constituent models [1]. Ensemble
approaches such as bagging [2], boosting [3], and Bayesian model averaging [4],
have exhibited their effectiveness in many applications. Based on previous en-
semble learning technologies, approaches have been proposed to take advantage
of unsupervised models, assuming testing instances are well clustered with un-
supervised models in hand. Those approaches, such as Bipartite Graph-based
Consensus Maximization (BGCM) algorithm [5], Locally Weighted Ensemble
(LWE) [6], and C3E algorithm (Consensus between Classification and Cluster-
ing Ensembles [7]), have been shown to be effective in predicting labels of new
instances.

Despite the success of previous ensemble approaches, they all assume label
spaces of different supervised models are all identical to testing data. In real-
world applications, it is often difficult to collect large amount of supervised mod-
els with identical label spaces to combine. For example, the ubiquity of mobile
phones and the increasing wealth of data generated from sensors and applications
are giving rise to a new research domain across computing and social science.
Issues in behavioral and social science from the Big Data perspective – by using

H. Motoda et al. (Eds.): ADMA 2013, Part II, LNAI 8347, pp. 466–477, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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large-scale mobile data collected by users of mobile phones as input to character-
ize and understand real-life phenomena, including users’ demographics – have
drawn intense research interest [8]. To predict users’ demographics, different su-
pervised models will be trained with respect to different label spaces. For example,
if the mobile data is collected from children’s mobile phone, the supervised model
in predicting children’s age may have the label space from age 5 to 15; if the
mobile data is collected from middle school students, the supervised model in
predicting students’ age may have the label space from age 10 to 20. These su-
pervised models are probably trained by different research centers from different
large mobile data collected from different groups of people. Our question is: given
these supervised model in hand, can we predict the label of a new user whose age
is probably from 5 to 20?

Combining supervised models with different label spaces is a difficult problem.
For example, in Figure 1(a) model ma can successfully separate instances with
“Label 1” (indicating ages from 10 to 15) and “Label 2” (indicating ages from 5 to
10); and model mb can successfully separate instances with “Label 1” and “Label
3” (indicating ages from 15 to 20) in Figure 1(b). When combining models ma

and mb, instances with “Label 2” and “Label 3” will not be correctly separated,
as shown in Figure 1(c), since ma has a negative effect in predicting “Label 3”
and mb has a negative effect in predicting “Label 2”, and it is difficult to decide
which model should be used when a new instance coming.

(a) Supervised model ma (b) Supervised model mb 

(c) Ensemble of ma and mb 

mb 

ma 

Label 
1 

Label 
1 

Label 
2 

Label 
3 

Label 
1 

Label 
2 Label 

3 

ma 

mb 

Fig. 1. An example of combining different supervised models, where Figure (c) is the
result of combining Figures (a) and (b), “Label 1” suggests ages from 10 to 15, “Label
2” suggests ages from 5 to 10, “Label 3” suggests ages from 15 to 20
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In this paper, we propose a novel approach, called ENUS, standing forENsemble
of Unsupervised and Supervised models with different label spaces. We assume
each supervised model is associated with an anomaly detection model [9] which
views as anomalies the instances with labels that are not in the label space of the
supervised model. As a result, we can exploit anomaly detection models to help
decide which model can be used to predict labels of new incoming instances. We
also assume there are unsupervised models (i.e., cluster models) available to help
improve the prediction result. Although unsupervised models, such as clustering,
do not directly generate label predictions, they provide useful constraints for the
classification task. The rationale is that objects that are in the same cluster should
be more likely to receive the same class label than the ones in different clusters.
In summary, our ENUS approach functions by the following two phases. We first
exploit anomaly detections to decide or choose which supervised models are to
be used to classify new instances. After that we combine the chosen supervised
models and unsupervised models to predict the labels of new instances.

We organize the rest of the paper as follows. We first review previous work
related to our work in Section 2. After that we present our approach in detail
in Section 3, and evaluate our approach in Section 4. Finally, we conclude the
paper with future work in Section 5.

2 Related Work

Recent studies exhibit that unsupervised information can be leveraged to help
improve the accuracy of supervised learning, such as semi-supervised [10] and
transductive learning [11]. Semi-supervised learning (SSL) algorithms only take
one supervised source (i.e., the labeled objects) and one unsupervised source (i.e.,
the similarity graph), and thus cannot be applied to combining multiple models.
Some SSL methods [12] can incorporate results from a supervised model into a
graph, but obviously they cannot handle multiple classifiers and unsupervised
sources.

The ensemble of multiple supervised models has been proven to be more ef-
fective compared to the use of individual classifiers (or supervised models) [13].
Several research efforts have shown that cluster ensembles can improve the qual-
ity of results as compared to a single cluster (or unsupervised model) e.g., see
[14] and references therein. Most of the motivations for combining ensembles
of supervised and unsupervised models are similar to those that hold for the
stand-alone use of either classifier or cluster ensembles. Additionally, unsuper-
vised models can provide supplementary constraints for classifying new data and
thereby improve the generalization capability of the resulting classifier. These
successes motivate the design of effective ways of leveraging both classifier and
cluster ensembles to solve challenging prediction problems.

However, approaches of combining classification and clustering models have
been introduced only recently in the Bipartite Graph-based Consensus Max-
imization (BGCM) algorithm [5], the Locally Weighted Ensemble (LWE) al-
gorithm [6] and, in the C3E algorithm (Consensus between Classification and
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Clustering Ensembles [7]). Both BGCM and C3E have parameters that control
the relative importance of classifiers and clusters. In traditional semi-supervised
settings, such parameters can be optimized via cross-validation, which assume
the distributions of training and testing data are identical. To remove this as-
sumption, Acharya et al. [15] described a Bayesian framework, called BC3E, that
takes as input class labels from existing classifiers (designed based on labeled
data from the source domain), as well as cluster labels from a cluster ensem-
ble operating solely on the target data to be classified, and yields a consensus
labeling of the target data.

3 Our ENUS Algorithm

The framework of ENUS is shown in Algorithm 1. In step 2 of algorithm 1, we
detect the anomaly instances for each classifier, then provide X dec as input for
the according classifier in step 3. In step 3, we produce the labels for X dec. After
the Matrix B is obtained, we maximize the consensus in Algorithm 2.

Algorithm 1. An overview of our ensemble approach ENUS

input: A list of supervised models Msup, a list of unsupervised models Mun, a list of
anomaly detection models D, a list of training sets X train, a test set X test.
output: Labels matrix U of the test set X test.

1: for each supervised model s ∈ Msup and the corresponding detection model d∈D
do

2: use d to detect the test set X to get X dec = d( X )
3: predict the label for test set X dec

4: end for
5: for each unsupervised models s ∈ Mun do
6: predict the group ID for test set X
7: end for
8: associate the output obtained from supervised models and unsupervised model as
matrix B

9: maximize the consensus between all supervised and unsupervised models by Algo-
rithm 2;

10: return U;

Suppose we have a set of data points X = {x1, x2, . . . , xn} from c classes.
There are m models that provide information about the classification of X, where
the first r of them are (supervised) classifiers, and the remaining are (unsuper-
vised) clustering algorithms. But the label space of each classifier is different,
which is smaller than or the same as the number of classes. Consider an example
where X = {x1, x2, . . . , x7}, c=3 and m=4. The label space of M3 is 1,2, while
theM4 is 1,3. The detection models give the anomaly instances label ’z’. The out-
put of the four models are:M1 = {1, 1, 1, 2, z, z, 2},M2 = {1, 1, z, z, z, 3, 1},M3 =
{2, 2, 1, 3, 3, 1, 3},M4 = {1, 2, 3, 1, 2, 1, 1}, where M1 and M2 assign each object
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Algorithm 2. Maximize the consensus

input: the number of supervised models Msup, the number of unsupervised models
Mun, group-object affinity matrix A, output matrix B of all models for a test set X ,
parameter α and ξ.
output: labels matrix U of the test set X .
algorithm:

1: initialize label matrix U (0) and U (1) randomly
2: compute V (1) according to Equ. 3
3: t = 1
4: while ||U (t) − U (t−1)|| > ξ do

−→qj.(t+1) =

∑n
i=1 aij

−→uj.
(t) + α−→vj.(t)∑n

i=1 aij + α

−→ui.
(t+1) =

∑k
j=1 aij

−→qj.(t+1)∑k
i=1 aij

t = t+ 1

5: return U (t)

a class label, whereas M3 and M4 simply partition the objects into three clusters
and assign each object a cluster ID. Cluster(supervised) model partitions X into
groups, and objects in the same group share the same cluster ID. We summarize
the framework of this example in Figure 2(a),where ”X” indicates a set of input
test data, ”Matrix B” indicates the output labels of the test data, ”Matrix U” is
the final label matrix, d1-d2 are two detection models, c1-c2 are two supervised
models, c3-c4 are two unsupervised models.We summarize the data, and the cor-
responding output in Figure 2(b). In Figure 2(b), nodes at the left denote the
groups output by the (m-r) models with unlabeled ones from the unsupervised
models, nodes at the right denote the n objects, and a group and an object are
connected if the object is assigned to the group by one of the models.

The objective is to predict the class label of xi ∈ X , which agrees with the
base classifiers’ prediction, and meanwhile, satisfies the constraints enforced by
the clustering models,as much as possible. To reach maximum consensus among
all the models based on diverse label space,we define an optimization problem
over the bipartite graph whose objective function penalizes deviations from the
base classifiers’ predictions, and discrepancies of predicted class labels among
nearby nodes.

Suppose we have the output of r classification algorithms and s clustering
algorithms on a data set X, and r + s = m. For the sake of simplicity, we
assume that each point is assigned to only one class or cluster in each of the
m algorithms, and the number of clusters in each clustering algorithm is c, the
same as the number of classes. Label spaces of classifiers, however, are different
from each other, which is often smaller than the output label space. Note that
cluster ID z may not be related to class z. So each clustering algorithm partitions
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Fig. 2. An toy example of our ENUS algorithm, where Figure(a) is the process of
Algorithm 1, Figure(b) is the bipartite graph for the groups and objects

X into c groups and there are a total of k = sc groups, and all of them are from
clustering algorithms. Before proceeding further, we introduce some notations
that will be used in the following discussion: Bn×m matrix with bij representing

the (ij)-th entry, and
−→
bi. and

−→
b.j denote vectors of row i and column j, respectively.

We represent the objects and groups in a bipartite graph as shown in Fig-
ure 2(b), where the object nodes x1, x2, . . . , xn are on the right, the group nodes
g1, . . . , xv are on the left. The affinity matrix An×k of this graph summarizes
the output of s algorithms on X

aij =

{
1, if xi ∈ gj

0, otherwise
(1)

We aim at estimating the conditional probability of each object node xi be-
longing to c classes. As a nuisance parameter, the conditional probabilities at
each group node gj are also estimated. These conditional probabilities are de-
noted by Un×c for object nodes and Qk×c for group nodes, i.e.,

uiz = P̂ (y = z|xi),

and
qjz = P̂ (y = z|gj).

Since the label space of every classifier is not the same. The label space of the
classifiers is either part of the whole label space or the same as the whole label
space. T (z) denotes the set of classifiers, the label space of which includes class
z. Consider an example, there are three classifiers M1,M2,M3 and one cluster
M4. The label space for M1,M2,M3 are (1,2) ,(2,3),(1,3). So T (1) = {M1,M3},
and|T (1)| = 2. Vk×c matrix represents the ensemble conditional probabilities
obtained from classifiers for group nodes:
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s(j, z) =
∑
xi∈gj

∑
t∈T (z)

1(t(xi) = z) (2)

The function 1(t(xi) = z) is interpreted as below:

1(t(xi) = z) =

{
1, if classifier t assigns xi to class z

0, otherwise

After s(j, z) is computed, vjz is computed with a normalization term:

vjz =
s(j, z)∑c
z=1 s(j, z)

(3)

We formulate the consensus agreement as the following optimization problem on
the graph:

min
U,Q

F (U,Q) = min
U,Q

{
n∑

i=1

k∑
j=1

aij ||−→ui. −−→qj.||2 + α

k∑
j=1

||−→vj. −−→qj.||2} (4)

s.t. −→ui. ≥ 0, |−→ui.| = 1, i = 1 : n; −→qj. ≥ 0, |−→qj.| = 1, j = 1 : k; −→vj. ≥ 0, |−→vj.| =
1, j = 1 : k

where ||.|| and |.| denote a vector’s L2 and L1 norm respectively. The first
term ensures that if an object xi is assigned to group gj by one of the clustering
algorithm, their conditional probability estimates must be close. The second
puts the constraint that a group gj’s consensus class label estimate should not
deviate much from initial class label prediction. α is the shadow price payment
for violating the constraints. Finally, −→ui. and −→vj. are probability vectors, and
therefore each component must be greater than or equal to 0.

We propose to solve this problem using block coordinate descent methods
as shown in Algorithm 2. At the t-th iteration, if we fix the value of U, the
objective function is a summation of v quadratic components with respect to
−→qj.. Therefore it is strictly convex and λ.

4 Experiment

In this section, we demonstrate the effectiveness of the ENUS on three real-world
applications. We construct seven different tasks and apply six classifiers and two
clustering algorithms to every task. The classifiers can be randomly selected and
so can the clustering algorithms. Note that, in the following experiments, the
label spaces of all the classifiers is just part of the targets label space. That is to
say, the training set’s label space is part of the test set’s label space. But the size
of union set of all the classifiers’ label space should be equal to the size of the
target sets’ label space. We assume that the accuracy of the anomaly detection
model is nearly 100 percent in the following experiments. Below, we show you
the details of the experiments.
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4.1 Data sets and Experiment Setup

We evaluate our approach on three benchmark datasets, Pendigits, Letter, and
Iris, by constructing seven tasks on these datasets.

Pendigits1: The size of Pendigits label space is ten. The objective is to classify
instances under different label spaces. We randomly construct three tasks. For
each task, the size of targets’ label space is ten, but the size of classifiers’ label
space differs from each other among the tasks. And the label space of the classifier
is part of the target’s label space. We randomly separate the data set into training
set and test set. The label space of the training set is modified by us manually.
We learn Bayesian, J48 and IBK from the training sets, and apply these models
as well as MakeDensityBaseCluster and SimpleKmeans on the targets.

Letter2: Aiming at classifying the image of letters, we extract three target
sets to construct three tasks, each of which includes four kinds of letters. The
size of targets’label space is four. The models we apply are shown in Tabel 3. The
training sets’ label spaces are different from the target sets, which are manually
labeled according to Table 2. Both the training set and test set are extracted
from the images of the letters.

Iris3: Our goal is to predict the label for the target sets. The data set is
randomly separated into target set and training set. And the label space of the
training set is just part of the target’s label space. One task is constructed on
this application. For the task, we set the whole six classifiers to be IBK and the
clustering algorithm to be MakeDensityBaseCluster and SimpleKmeans.

The details of each task are summarized in Table 1, Table 2 and Table 3.
Table 1 is data set description. The ID represents the number of the task for
every application. There are seven tasks in all, three of which belong to the
first application, while another three belong to the second application and the
remaining one belongs to the third one. Table 2 is the label space description
of classification models. There are 6 classifiers in all for each task. We denote
the label space of the target set as A and denote the label space of classification
model as B, which is part of A. It means that the classification model can only
predict the instance where its label belongs to B. If the label of the instance
belongs to A-B, the anomaly detection model can predict an anomaly label to
it, which is labeled as z. For example,to the data set Pendigits, the the label
space for the first task of six classifiers is {M1:01234, M2:56789, M3:56, M4:789,
M5:012, M6:3456}. So M1 has the ability to predict the instance where the label
belongs to ”01234” and the anomaly label z. For the three tasks of Pendigits, the
target set is the same. What is different is the label space of the six classifiers
for each task.For example, the label space for the first task of six classifiers is
{M1:01234, M2:56789, M3:56, M4:789, M5:012, M6:3456} while the label space
of the second task is {M1:23456,M2:01789, M3:0123, M4:4567, M5:079, M6:068}.
The label space is randomly selected but we should make sure that the union
set of the six classifiers’ label space covers the whole label of the target set.

1 http://archive.ics.uci.edu/ml/machine-learning-databases/pendigits/
2 http://archive.ics.uci.edu/ml/datasets/Letter+Recognition
3 http://archive.ics.uci.edu/ml/datasets/Iris

http://archive.ics.uci.edu/ml/machine-learning-databases/pendigits/
http://archive.ics.uci.edu/ml/datasets/Letter+Recognition
http://archive.ics.uci.edu/ml/datasets/Iris
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For the three tasks of the Letter data set, the training sets and target sets are
different. The same is true for the selection of the label space of the last four
tasks. Table 3 is the classification and cluster models of the tasks. M1-M6 are
classification models and M7-M8 are cluster models. In principle, we can choose
the classification models and cluster models randomly. The tasks of Pendigits
and Letter have different classification models while the classification models of
the last task are the same.

Table 1. Data Sets Description

Data set ID CATEGORY Labels Training-set Target

Pendigits 1 { 0,1,2,3,4,5,6,7,8,9} 6,000 2,000
2 { 0,1,2,3,4,5,6,7,8,9} 6,000 2,000
3 { 0,1,2,3,4,5,6,7,8,9} 6,000 2,000

Letter 1 { A,C,F,W} 1,548 1,504
2 { A,L,V,Z} 1,847 1,200
3 { A,J,RU} 1,906 1,200

Iris 1 {Iris-setosa,Iris-versicolor, 60 90
Iris-virginica}

Table 2. Label Space of Classifiers

Data set ID M1 M2 M3 M4 M5 M6

Pendigits 1 {0,1,2,3,4} {5,6,7,8,9} {5,6} {7,8,9} {0,1,2} {3,4,5,6}
2 {2,3,4,5,6} {0,1,7,8,9} {0,1,2,3} {4,5,6,7} {0,7,9} {0,6,8}
3 {3,4,5,6,7} {0,1,2,8,9} {0,2,4,6} {1,3,5,7} {2,8} {1,6,7}

Letter 1 {A,C} {F,W} {A,C,F} {C} {A,F,W} {A,W}
2 {A,V,Z} {A,L,V} {V,Z} {A,Z} {A,L} {L}
3 {A,R,U} {A,J,R} {R,U} {A,U} {A,J} {J}

Iris 1 {(I)} {(I), (II)} {(I), (III)} {(II)} {(II)} {(II), (III)}
Note:(I) Iris-setosa, (II) Iris-versicolor, (III) Iris-virginica

In every task, we apply eight models from M1 to M8. The first six models
are classifiers and the remaining are clustering models. The proposed ENUS
combines the output of the six anomaly detection models,six classifiers and two
clustering models to produce a reasonably better ensemble result. On each task,
we repeat the experiments 3 times, each of which has a randomly chosen target
set, and report the average accuracy.

4.2 Experimental Results

In this part, we report the experimental results regarding the effectiveness of
the ENUS algorithm. The results clearly demonstrate that on the different clas-
sifiers label space problem , the proposed ENUS method can achieve a better
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Table 3. Classifier and Cluster Models of Each task

Data set ID M1 M2 M3 M4 M5 M6 M7 M8

Pendigits 1 Bayesian Bayesian J48 J48 IBK IBK (I) (II)
2 IBK Kstar Bagging RandomForest J48 FT (II) (I)
3 IBK Kstar Bagging RandomForest J48 FT (II) (I)

Letter 1 IBK Kstar Bagging AdaBoosting RF J48 (II) (I)
2 Bayesian Bayesian J48 J48 IBK IBK (I) (II)
3 Bayesian Bayesian J48 J48 IBK IBK (I) (II)

Iris 1 IBK IBK IBK IBK IBK IBK Kmeans Kmeans

Note:(I)MakeDensityBaseCluster, (II) SimpleKmeans

Table 4. Classification and Cluster Accuracy Comparison on Seven Tasks

Model Pendigit-1 Pendigit-2 Pendigit-3 Letter-1 Letter-2 Letter-3 Iris-1

M1 0.4237 0.4940 0.4917 0.5026 0.7025 0.7481 0.3333
M2 0.3998 0.4713 0.4750 0.4946 0.6783 0.7469 0.6519
M3 0.1755 0.3815 0.3808 0.73997 0.4922 0.4658 0.6333
M4 0.2908 0.3657 0.3632 0.2395 0.4881 0.4500 0.3111
M5 0.3015 0.2678 0.1852 0.7432 0.4997 0.48007 0.3111
M6 0.3927 0.2743 0.2767 0.4894 0.2497 0.2392 0.6222
M7 0.7483 0.7585 0.7585 0.8265 0.7911 0.7486 0.8667
M8 0.7585 0.7623 0.7630 0.8358 0.8019 0.7497 0.8963
4-ENUS 0.7385 0.7618 0.7587 0.8291 0.8014 0.7533 0.8704
6-ENUS 0.6902 0.7540 0.7508 0.8291 0.8014 0.7533 0.8889
8-ENUS 0.7515 0.7645 0.7485 0.8291 0.8014 0.7533 0.8704

Table 5. Sensitivity of Parameter α

Task α=2 α=3 α=4 α=5 α=10 α=15 α=20

Pendigits-1 0.7515 0.7515 0.7515 0.7515 0.7520 0.7520 0.7660
Letter-1 0.8291 0.8291 0.8291 0.8291 0.8291 0.8291 0.8291
Iris-1 0.8704 0.8704 0.8704 0.8704 0.8704 0.8704 0.8704

accuracy.To compare the performance of the proposed ENUS framework, we
evaluate the proposed framework in three different aspects.

Accuracy. In Table 4, the first six classifiers usually have low accuracy while
the proposed ENUS algorithm always outperforms the six classification models
and reaches a better performance. As to the relation of the cluster accuracy and
the proposed ENUS algorithm, the higher the accuracy of the cluster model is,
the better the result of ENUS method is. The result demonstrates the power
of the ENUS method in accuracy improvement. In Table 4, the first six single
classifier usually has low accuracy while the proposed ENUS algorithm always
outperforms the six classification models and reaches a better performance. As to
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the relation of the cluster accuracy and the proposed ENUS algorithm, the higher
the accuracy of the cluster model, the better the result of ENUS method. The
result demonstrates the power of the ENUS method in accuracy improvement.

Number of the Models. We vary the number of classifiers and cluster al-
gorithms incorporated into the ensemble framework in our experiments. The
ENUS method on two classifiers and cluster algorithms is denoted as 4-ENUS,
where we average the performance of the combined model obtained by randomly
selecting two classifiers and two cluster algorithm. One point needed to confirm
is that the union set of the classifiers label spaces are the same as the target set.
Similarly, ENUS method of four classifiers and two cluster algorithms is denoted
as 6-ENUS. And ENUS method on six classifiers and two clusters is denoted as
8-ENUS. From Table 4, we can see that in most cases, 6-ENUS and 8-ENUS
outperform 4-ENUS.When the base classification models are independent and
each of them obtains reasonable accuracy, combing more models would bene-
fit more because the chances of reducing independent errors increase. However,
when the base classification model cannot obtain reasonable accuracy, combining
the model would decrease the accuracy of ENUS accuracy. What is more, when
the new classification model cannot provide additional information to the cur-
rent set of models, incorporating it may not improve the performance anymore.
Similarly, clusters contribute to the ensemble method in the same way. If the
cluster can obtained reasonable accuracy, it can increase the ensemble accuracy
by reducing independent errors.

Sensitivity. There is one important parameter in the proposed algorithm α. As
shown in Table 5, the proposed method ENUS is not sensitive to the parameters
α. α is the shadow price paid for deviating from the estimated labels of groups
so α should be greater than 0. α represents the confidence of the of our belief
in the labels of the groups compared with 1. The label of groups are obtained
from classification models and may not be correct. So need to set a shadow price
paid to achieve better performance. In order to make the experiments results
more clear, we just report the average performance of the first task of three data
set. In our experiments, we let α = 2 to get the experiments results shown in
Table 5. We could also note that in spite of the changes caused by parameter
variation, the proposed ENUS improves over almost all of the base classification
model greatly.

5 Conclusion

In this paper, we propose to combine the complementary predictive powers of
multiple supervised and unsupervised models to derive a consolidated label as-
signment for a set of instances. Our approach allows the label spaces of super-
vised models to be different, which makes the ensemble problem more difficult.
In this paper, we assume each supervised model is associated with an anomaly
detection model. In this paper, we assume each supervised model is associated
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with an anomaly detection model of high-quality. In the future we would like to
test the influence of anomaly detection model with various accuracies. We also
would like to explore the possibility of removing anomaly detection models.

Acknowledgement. Yueyun Jin and Hankz Hankui Zhuo thank the National
Natural Science Foundation of China (No. 61309011) for supporting this re-
search.
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Abstract. ELM is an effective machine learning technique, which works for the 
“generalized” single-hidden-layer feed-forward networks. However, like 
original SVM, ELM and majority of its variants have been extensively used in 
classification applications. Compared to SVM , ELM achieve optimal solutions 
and require lower computational complexity. More and more researchers have 
been attracted by ELM due to its fast learning speed and excellent 
generalization performance. Traditional ELM presumes higher accuracy based 
on the assumption that all classes have same cost, and the sample size of each 
class is approximate equal. However, the assumption is not valid in some real 
cases such as medical diagnosis, fault diagnosis, fraud detection and intrusion 
detection.  

To deal with classification applications where the cost of errors is class-
dependent. we propose a cost-sensitive ELM Experimental results using 
classification data show that CS-ELM is effective. 

Keywords: Extreme learning machine, Cost-sensitive, Classification. 

1 Introduction 

Extreme Learning Machine (ELM), recently proposed by Huang et al. [1-5], is a kind 
of effective and efficient learning algorithm for single-hidden-layer feed-forward 
networks (SLFNs), which has attracted the attentions from more and more 
researchers[6-15]. Different from the error back propagation (EBP) algorithm that 
adopts time-consuming iterative method, ELM first randomly generates and fixes the 
parameters of its hidden layer (input weights and bias), then the output weights are 
analytically determined by the least-squares method. Due to its similar or better 
generalization performance and much faster learning speed than Support Vector 
Machines (SVMs) and EBP, many works [8] have been devoted to ELM, and 
tremendous improved versions of ELM are presented to further enhance its 
performance [7]. 

                                                           
* Corresponding author. 
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However, ELM and majority of its improved versions first implicitly assume that the 
errors of all training samples have the same cost, and then attempt to yield the 
maximal classification accuracy, which could be invalid when the misclassification 
cost are unequal. Actually, the above assumption is far from the case in so many real-
world data mining fields as medical diagnosis, intrusion detection, fault diagnosis, 
and so on, where the misclassification of each positive sample is usually more 
expensive than that of each negative one [16]. Weighted regularized ELM was 
presented by [6], [9], and [10]. However, none of them was targeting the cost-
sensitive learning problem, although [6] stated that classification applications where 
the cost of errors is class-dependent. Could be generalized to cost-sensitive learning. 
Further, previous work is based on multiply the error 

,j me  of the row of the matrices , 

while in this paper, multiply the error 
,j me  of the columns of the matrices . In fact, 

cost-sensitive learning has already attracted much attention from the machine learning 
and data mining communities[16]. In this paper, we focus on the classification 
problem, and the class-dependent cost is considered. To minimize total cost rather 
than total error rate, many cost-sensitive learning methods have been developed [17]. 
In those methods, generally, the performance of the resultant classifier is evaluated in 
test phase according to the class-dependent cost that is extracted and is fixed by the 
domain experts.  

In this paper, inspired by the cost-sensitive learning, we propose the cost-sensitive 
version of ELM called cost-sensitive ELM (C-ELM) to tackle binary/multiclass 
classification tasks with class-dependent cost. C-ELM maintains some important 
features from ELM, such as ELM provides a unified learning platform with a 
widespread type of feature mappings and can be applied in regression and multiclass 
classification applications directly; ELM can approximate any target continuous 
function and classify any disjoint regions; ELM tends to have better scalability and 
achieve similar (for regression and binary class cases) or much better (for multiclass 
cases) generalization performance at much faster learning speed (up to thousands 
times) than SVM.     

This paper is organized as follows. Section II briefly reviews the ELM. In Section 
III, the cost-sensitive versions of ELM are proposed from both algorithmic view and 
optimization view. In section IV, we discuss some issues related to C-ELM. The 
experiments are conducted in section V, and section VI concludes this paper. 

2 ELM 

2.1 Least-Square Based ELM 

ELM is a kind of learning algorithm for SLFNs [3]. The conventional EBP algorithm 
can also be employed to train the SLFNs. the key advantage of ELM is its much faster 
learning speed than SVMs or EBP with similar or better generalization performance. 
A review of ELM can be found in [5]. 

In this section, we investigate the classification problems based on ELM. A set of 

training samples
1{( , )}N

j j jX x y == , where { }1 2, ,...,j j j jd
dx x x x R= ∈ , where 
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[1, ]jy M∈  each class label is expanded into a label vector of length m , For an M-

labels classification application, the output label iy  of a sample jx  is usually 

encoded to an M-dimensional vector 1 2( , ,... )T
j j jMy y y  with 

(1,0)( 1, 2,... )jmy m M∈ = .                     (1) 

the output of the SLFN with L hidden nodes and an activation function ( )g x  

(infinitely differentiable demanded) can be calculated by 

,1 ,2 , ,
1 1

, , ,..., = ( ) ( , , ),   1, ,
L L

j j j m j M i i j i i i j
i i

o o o o g x G a b x j Nβ β
= =

  = = ⋅⋅⋅    .       (2) 

If the SLFN in (2) can approximate those N  samples with zero error, there exits 
iβ , 

ia  and ib  such that 

,1 ,2 , ,
1 1

, , ,..., = ( ) ( , , ),   1, ,
L L

j j j m j M i i j i i i j
i i

y y y y g x G a b x j Nβ β
= =

  = = ⋅⋅⋅         (3) 

where d
ia R∈  (the input weights connecting the input neurons and the hidden 

neurons) and ib R∈  (hidden bias), 1, ,i L=  , are the hidden nodes’ parameters 

that are randomly generated, and 
iβ , 1, ,i L=  , denote the output weights 

connecting the -i th  hidden node to the output layer. Those N equations in (3) can be 
compactly written as 

Y H β= ,                          (4a) 

where 

      

1

M

T

T
N N

y
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y
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 =  
  

 , 
1 1 1 1 1
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L L
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 =  
  

 .                            (4b) 

In the equation (4), H  is the hidden layer output matrix, and ( )h x  denotes the 

hidden layer feature mapping of SLFNs. If L N= , there exists a SLFN that can fit 
the training samples with zero error [17]. Therefore, given H  and Y .  

2.2 Least-Square Based ELM 

An alternative approach for multiclass applications is to let ELM have multioutput 
nodes instead of a single-output node. m-class of classifiers have m output nodes.  
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If the original class label is p, the output label it  of a sample jx  is usually encoded 

to an M-dimensional vector 1 2( , ,... )T
j j jMt t t  with (1, 0)( 1, 2, ... )jmt m M∈ = .The 

classification problem for ELM with multioutput nodes can be formulated as  

Minimize : 
22

1

1 1

2 2

N

j
j

L C eβ
=

= +                  (5) 

                       Subject to : ( ) , 1,..., ,  0.T T
j j j jh x t e j N eβ = − = ≥  

According to KKT theorem, the equivalent dual optimization problem with respect to 
(7) is ： 

 
22

1 1

1 1
( ( ) )

2 2

N N

j j j j j
j j

L C e h x t eβ α β
= =

= + − − +             (6) 

where the Lagrange multiplier jα ，is the constant factor of sample Xi in the linear 

combination to form the final decision function.  
 
The decision function is  

†( ) ( ) ( )( )f x h x h x H Yβ
∧

= = .                     (7) 

 
The ELM algorithm can be summarized as Table 1.  

Table 1. The Step of ELM Algorithm [5] 

Algorithm: ELM  
Input: A training set{( , )}j jx y , 1, 2,...,j N= , where d

jx R∈   and 2
jy R∈ , hidden 

node output function ( )g x , and the number of the hidden nodes L 

Output: Decision function ( )f x  

Step: (1) Randomly generate hidden node parameters, { },i ia b , 1, 2,...,i L=   

(2) Calculate the hidden layer output matrix H  
(3) Calculate the output weight †H Yβ =  

(4) Obtain decision function †( ) ( ) ( )( )f x h x h x H Yβ
∧

= =  

3 Cost-Sensitive Extreme Learning Machine 

For an M-labels classification application, the goal is also to minimize the cumulative 
error 

,j ie .In C-ELM algorithm we multiply the column of error matrix 
je  of the 

sample 
jx  by the  

, ( 1, 2,... )j mw m M=  like weighted ELM: 
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Minimize : 
22

1

1 1

2 2ELM

N

p j j
j

mL C weβ
=

= +                 (8) 

Subject to : ( ) , 1,...,T T
j j jh x y e j Nβ = − =                    

According to KKT theorem, the equivalent dual optimization problem with respect to 
(14) is ： 
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j
j
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where the Lagrange multiplier jα ，is the constant factor of sample Xi in the linear 

combination to form the final decision function. Further, by making the partial 

derivatives with respect to variables ( , , , )j eβ α  all equal to zero, the KKT 

optimality conditions are obtained 
 

                       
1

0 ( )
N

T T
j j

j

L
  h x Hβ α α

β =

∂ = → = =
∂                      

 

                 0 ,    1,...,j j j

L
Ce w j N

e
α∂ = → = =

∂
                (10) 

 

                     0 ( ) 0,    1,...,j j j
j

L
h x t e j Nβ

α
∂ = → − + = =

∂
                 

Therefore，the corresponding decision function is depicted as 

                   † †( ) ( ) ( )( ( )) ( )( )CC C Cf x h x h x H YW h x H Y Wβ
∧

= = =         (11) 

 
The CC-ELM-AC algorithm can be summarized as Table 2.  

Table 2. The step of C-ELM Algorithm 

Algorithm: C-ELM  
Input: as done in section ELM. 
Output: Decision function ( )Cf x  

Step: (1) Randomly generate hidden node parameters, { },i ia b 1, 2,...,i L=   

(2) Calculate the hidden layer output matrix H  
(3) Calculate 

FY YW=  . 

(4) Calculate the output weight †
C FH Yβ

∧
=  

(5) Obtain decision function ( )ih x yβ = . 
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4 Performance Evaluation 

Assume a set of training samples
1{( , , )}j

N
j j jX x y C == , where Actual Cost 

{ }1 2, , ,...,jm j j jm jMC C C C C= , [1, ]jy M∈  each class label is expanded into a 

label vector of length m , For an M-labels classification application, 

1, [ ,... ]m m MC C C C∈  are the misclassification cost of sample jx . Given a 

parameter C  (Actual Cost) and the training set trX , we can learn the decision 

model ( , , )trf x C X H∈ , The total cost is calculated by 

                  
1

1
( , ( )) ( )

M

m C m C
m

L C P m C P m
M =

=                 (12)  

where ( ), ( 1,2,... )CP m m M=  is called the classification accuracy of every 

classes with Actual Cost’s decision model. 
The goal is to find a classifier ( )f x  minimizing the total cost. .Different CP lead 

to different decision models, and different decision models result in different total 
cost in test datasets. Therefore, the optimal value of the CP (or the optimal decision 
model) is obtained by minimizing the total cost in test datasets. 

5 Discussions 

Firstly, a comparison is conducted between ELM and the proposed method and a 
comparison is conducted between other weight ELM and the proposed method. 
Secondly, the consistence of C-ELM and cost-sensitive version of ELM by threshold 
moving can be proved. Finally, Issues about how to interpret the effect of the cost 
parameter and determine the value are discussed as well. The effect of adding the cost 
matrix to classification performance improvement is illustrated by classification 
problem. 

5.1 The Difference between C-ELM and ELM 

In this subsection, we use the C-ELM algorithms, to classify the two-class samples 
that are random generated and are depicted in Fig 1. In ELM, we set ( , )C C+ −  as 

(1,1) , while in the C-ELM algorithms, we set ( , )C C+ −  as (2,1)  and (5,1) , 

respectively. The trained decision hyper-planes of the ELM and the three algorithms 
are compared, and the results is illustrated in Figure 1 respectively. It can be seen that 
given the 1C − = , with the increase of C+  from 1 to 2, and to 5, generally, the 
decision hyper-planes of the proposed algorithms respectively move away from the 
positive samples that is more expensive than the negative ones.  



484 E. Zheng et al.  

C-ELM algorithms with cost matrix are presented, in which the cost matrix not 
only is directly integrated into the training process or decision model of the ELM, but 
also is used to evaluate the performance of the resultant classifier in test phase. As 
discussed in [30], it cannot be guaranteed that the minimal total cost is obtained by 
directly embedding the cost matrix into the training process or decision model of the 
ELM. 

In this section, we incorporate the parameterized cost matrix , termed as cost 
parameter (CP), rather than the AC itself into the ELM algorithm or its decision 
model, but evaluate the performance of the resultant classifier according to the cost 
matrix. Different CP lead to different decision models, and different decision models 
result in different total cost in test datasets. Therefore, the optimal value of the CP (or 
the optimal decision model) is obtained by minimizing the total cost in test datasets. 
This paper uses the grid-search method to search Cost Parameter that minimizes total 
cost. 

-1 -0.5 0 0.5 1
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0
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class one
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ELM
C-ELM C=2
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Fig. 1. The effect of the Cost value on decision hyperplane of the C-ELM algorithm 

Grid search is the simplest way to find optimal model parameters. A grid structure 
lends itself naturally t search for discrete parameters while continuous parameters 
must be discredited, typically by setting a parameter range. Concretely, For an M-
labels classification application, we parameterize the cost matrix  

1, [ ,... ]j j j jMC C C C∈  as the CP 1, [ ,... ]j j j jMc c c c∈ , if M=2, the cost matrix  

( , )C C+ −  as the CP ( , )c c+ − , 0c c+ −≥ > . A grid search of CP 

1, [ ,... ]j j j jMc c c c∈ is conducted in seek of the optimal result. In binary classifier, 

the positive samples c+  is searched in a wide range while the negative ones c−  is 

1. Nevertheless, in multiclass classifier, jc  constitutes an M dimension grid. An 

M M×  grid is searched in the cycle. After all the parameters in grid training is 

completed, we search the best CP 1, [ ,... ]j j j jMc c c c∈ . 
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Given a parameter *c  (Cost Parameter) and the training set trX , we can learn the 

decision model *( , , )trf x c X H∈  ( H  is the space of all candidate decision 

models) according to each of the two algorithms proposed in section 4.1. The 

corresponding total cost in test set teX  is depicted as  

* *
1

1
( , ( )) ( )

M

m c m c
m

L C P m C P m
M =

=  ,                               (13) 

where *( ), ( 1,2,... )cP m m M=  is called the classification accuracy of every 

classes with Cost Parameter’s decision model. 

The *( )f x  and *c  can be determined by 

max

* *
*

, [0, ]
[ ( ), , ] argmin ( , ( ))m m c

f F c c

f x c C L C P m
∈ ∈

= ,                            (14) 

Therefore, by introducing the CP into the ELM-based  cost-sensitive methods with 
the cost matrix proposed, i.e., C-ELM we can obtain the corresponding the ELM-
based two cost-sensitive methods with the CP by the grid-search method . 

5.2 The Difference between C-ELM and Other Weighted ELM 

In the literature, weighted ELM were proposed by Huang et al. it multiply the error 

,j me  of the row of sample 
jx  by the its  

, ( 1, 2,... )j mw m M= , 1, ,j N= ⋅⋅⋅ .least-

square equations can be compactly rewritten as 

( )R R R RW E W H Y W H W Yβ β= − = − ,                (15) 

where 
, ( 1,2,..= . )R j mW mw M= , 1,2j N=  , the H , β  and Y  is calculated 

according to (4b). Therefore, by the least-square method, the output weights of 
weighted ELM can be analytically determined as 

†= arg minR R RRRW H HW Y W Y
β

ββ − =


,             (16) 

where †
RH  is called the Moore-Penrose generalized inverse of matrix

RH . 

Moreover, If T
R RH H  is non-singular, then † 1( )T T

R R R RH H H H−= . While if T
R RH H  is 

non-singular, then † 1( )T T
R R R RH H H H −= . Therefore, the decision function is  

†( ) ( )( )R R Rf x h x H W Y= .                      (17) 

From decision function, our method is to multiplythe W by Y in the previous , 
weighted ELM method is to multiplythe W by Y in the back. So, different effect we 
will achieve.  

To verify the theoretical analysis in cost-sensitive ELM ,weighted ELM and ELM , 
10 binary datasets are tested in the experiments. Most of the datasets are downloaded 
online from the UCI repository. In 10 binary datasets, we put some multiclass datasets 
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into imbalance binary datasets (positive-class examples and negative-class examples) 
as displayed in Table IV. Datasets contains the number of positive-class examples 
(Pos.), the number of negative-class examples (Neg.), and the total number of 
examples (Total), total number of classes, and the class selected as the positive class 
for each dataset. These datasets represent a whole variety of domains, complexities, 

and. we set Actual Cost ( , )C C+ −  as (5,1) . 

In training process, different CP lead to different decision models, and different 
decision models result in different total cost in test datasets. A grid search of CP 

1, [ ,... ]j j j jMc c c c∈  on {1, 2, 3, 4,…, 9 , 10} is conducted in seek of the optimal 

result. In binary classifier, the positive samples c+  is searched in a wide range {1, 2, 

3, 4, … , 9 , 10}while the negative ones c−  is 1. The two corresponding algorithms 

with CP increase c+  from 1 to max 10c =  according to step length of 1. The C-

ELM algorithm involves a grid search in which the CP 1, [ ,... ]j j j jMc c c c∈ can 

change within the overall search space. 
After all the parameters in grid training is completed, we search the best CP 

1, [ ,... ]j j j jMc c c c∈ . In the two corresponding algorithms, the 5-fold cross 

validation is used to determine the parameters in the proposed two ELM-based cost-
sensitive algorithms and the ELM. The grid-search method can search Cost Parameter 
that minimizes total cost. 

It can be seen that the C-ELM has better performance than ELM does in term of 
total cost, and that another algorithms have the nearly equivalent total cost, even  
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Fig. 2. The performance comparison of the proposed algorithms and ELM in term of total cost
on the binary ten benchmark real world datasets  
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though the C-ELM plays the best. We can conclude that, at least from our  
experimental results, all the proposed methods are effective in cost-sensitive 
classification with the unequal error cost. Because the misclassification costs of all of 
them are apparently less than that of the ELM. Furthermore, the weighted ELM-CP, 
C-ELM-CP algorithms with the CP have better performance than the corresponding 
two algorithms with the AC. The results are presented in Fig 2. 

6 Conclusion 

This paper proposes cost-sensitive ELM based on original ELM for binary and 
multiclass classification tasks. Comparable or better generalization performance is 
achievable compared to the conventional machine learning techniques. We focus on 
the classification, and the class-dependent cost is considered. We first propose cost-
sensitive versions of ELM to deal with the classification problems with unequal 
misclassification cost, in which the cost matrix of misclassifying each class samples is 
integrated into the ELM algorithm or its decision model. This paper uses the grid-
search method to search Cost Parameter. Furthermore, by integrating the CP instead 
of the cost matrix into the ELM, the C-ELM algorithms are proposed to further 
improve the performance of the ELM in terms of total cost. We use one artificial 
datasets and ten real-world binary/multi benchmark datasets to validate the proposed 
method. In general, the proposed methods have better performance than the ELM and 
other weighted ELM in terms of total cost. 

It would be interesting to extend the work in this paper to other cost-sensitive 
classification. In addition, the sample-dependent cost can be considered in future 
work. 
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Abstract. Recently, community detection in complex networks has at-
tracted more and more attentions. However, real networks usually have
number of overlapping communities. Many overlapping community de-
tection algorithms have been developed. These methods usually consider
the overlapping community detection as a single-objective optimization
problem. This paper regards it as a multi-objective optimization prob-
lem and proposes a Multi-Objective evolutionary algorithm for Overlap-
ping Community Detection (MOOCD). This algorithm simultaneously
optimize two objective functions to get proper community partitions.
Experiments on artificial and real networks illustrate the effectiveness of
MOOCD.

Keywords: Complex network, overlapping community detection, multi-
objective optimization, evolutionary algorithm.

1 Introduction

In recent years, there is a surge on community detection in complex networks.
The main reason lies in that communities play special roles in the structure-
function relationship, and thus detecting communities (or modules) can be a
way to identify substructures which could correspond to important functions.
Generally, communities are groups of nodes that are densely interconnected but
only sparely connected with the rest of the network [1][2]. For example, on an
online shopping site, users in the same community usually have the same taste in
choosing similar goods. However, recent study shows that real networks usually
have number of overlapping communities [21]. That is, some nodes in networks
exist in multiple communities. It is reasonable in real world, since objects often
have multiple roles. For example, a professor collaborates with researchers in
different fields; a person has his family group as well as friends group at the
same time, etc. So, in overlapping community detection, these objects should be
divided into multiple groups.

Up till now, many overlapping community detection algorithms have been de-
veloped [11][13][14][20], which can be roughly classified as“node-based” or“link-
based” methods. The node-based methods classify nodes of the network directly
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[20]. The link-based methods cluster the edges of network, and then map the final
link communities to node communities by simply gathering nodes incident to all
edges within each link communities [11]. The contemporary methods all consider
the overlapping community detection as a single-objective optimization problem.
That is, the overlapping community detection corresponds to discover a commu-
nity structure that is optimal on one single-objective function. However, these
single-objective algorithms may confine the solution to a particular community
structure property because of only considering one objective function. When the
optimization objective is inappropriate, these algorithms may fail. Moreover, the
overlapping community structure can be evaluated from multiple criteria, which
can comprehensively measure the quality of overlapping communities. Although
multi-objective optimization has been applied for community detection [17][19],
it has not been exploited for overlapping community detection.

In this paper, we first study the multi-objective optimization for overlapping
community detection and propose a Multi-Objective evolutionary algorithm for
Overlapping Community Detection (MOOCD). The algorithm employs a well-
known multi-objective optimization framework for numerical optimization
(PESA-II) [22], and uses two conflict objective functions. In addition, the effective
genetic representation, operators and model selection strategies are designed. Ex-
periments on typical artificial networks showMOOCDnot only accurately detects
overlapping communities but also comprehensively reveals community structures.
Moreover, experiments on three real networks illustrate that MOOCD discovers
more balanceable overlapping communities compared to other well-established
algorithms.

2 Related Work

In this section, we will introduce the most related work, including community
detection, overlapping community detection , and multi-objective optimization
for community detection.

Community detection is crucial for analyzing structures of social networks.
There are lots of algorithms aiming at finding proper community partition.One
of the most known algorithms proposed so far is the Girvan-Newman (GN) al-
gorithm that introduces a divisive method by iteratively cutting the edge with
the greatest betweennes value [3]. Some improved algorithms have been pro-
posed [23][24]. These algorithm are based on a foundational measure criterion of
community, modularity, proposed by Newman [3].

Recently,some studies show that real networks usually have number of over-
lapping communities [21]. Many algorithms have been proposed to detect over-
lapping communities in complex networks, such as CPM [11], GA-NET+ [13],
GaoCD [14], etc. CPM is the most widely used, but its coverage largely depends
on the feature of network. GA-NET+, developed by Pizzuti, is the first algorithm
that adopts genetic algorithm to detect overlapping communities. However, GA-
NET+ costs so much computation in transformation between line graph and
node. GaoCD is also a genetic algorithm. But the difference is that GaoCD is
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a link-based algorithm. Besides these algorithms, some people extend conven-
tional disjointed community detection criterions to overlapping ones. For exam-
ple, Shen[15] introduced a practical extended modularity for finding overlapping
communities. And Wang[16] also extended modularity Q and proposed an ef-
ficient method for adjusting classical algorithms to match the requirement for
discovering overlapping communities.

However, because the definition of community is multi-objective, the commu-
nity detection problem is multi-objective. And the conventional single-objective
community detection methods have several crucial disadvantages. Therefore,
there are some researchers who have been aware of the multi-objective commu-
nity detection. For instance, Gong [17] solves the community detection by max-
imizing the density of internal degrees, and minimizing the density of external
degrees simultaneously. Besides, Gong [18] provides a novel multi-objective im-
mune algorithm to solve the community detection problem in dynamic networks.
And Shi[19] formulated a multi-objective framework for community detection
and proposes a multi-objective evolutionary algorithm for finding efficient solu-
tions under the framework. However, there is few work applies multi-objective
community detection methods to find overlapping community partitions.

3 Multi-Objective Evolutionary Algorithm for
Overlapping Community Detection

In this section, we will describe the Multi-Objective algorithm for Overlapping
Community Detection (MOOCD) in detail, which includes the algorithm frame-
work, objective function, genetic representation, genetic operators and multi-
objective model selection method.

3.1 Framework of the Algorithm

This paper applies the evolutionary algorithm (EA) to solve the multi-objective
optimization problem. It can simultaneously generate a set of candidate solu-
tions. The framework of MOOCD is described in Algorithm 1.

The framework of MOOCD is based on an existing multi-objective evolution-
ary algorithm: PESA-II [22]. Different from standard evolutionary algorithms,
PESA-II follows standard principles of an EA with the difference that it main-
tains two populations of solutions: internal population and external population.
External population contains non-dominated set, or Pareto front for each up-
dating. A solution dominates other solutions if all objective functions of this
solution are superior to other solutions. A solution is said to be Pareto optimal
if and only if there is no other solution dominating it. Selection occurs at the
interface between the two.

Algorithm 1 randomly generates genes and updates external population at
first. At every iteration, internal population is filled with genes selected from ex-
ternal population. New genes are generated based on internal population through
genetic operators. And external population is updated by the new genes. After
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several iterations, model selection method is used to select a single solution from
external population.

3.2 Objective Functions

As we said in Section 2, it is a good choice to use multiple objective functions
to solve the drawbacks of the single-objective community detection algorithms.
However, it is also a challenge to choose the objective functions. Different ob-
jective functions can reflect different characters of partitions. So ideal objective
functions had better contain intrinsic conflicts and thus the optimal community
partitions can be obtained through the trade-off of multiple objectives. There-
fore, the following two objective functions are selected in this paper.

One of the two objective functions is partition density D, which is raised by
Ahn [20]. The partition density D is a kind of link community evaluate function
whose mathematical definition is as following.

D =
2

M

∑
c

mc
mc − (nc − 1)

(nc − 2)(nc − 1)
(1)

Define P = {P1, . . . , Pc} as a partition of the network’s links into C subsets.
mc = |Pc| is the number of links in subset c. nc = |Ueij ∈ Pc{i, j}| represents
the number of nodes incident to links in subset c. Dc refers to the link density of
subset c. The intuitive meaning ofD is the link density within the community. As
we said above, partition density is a link based function and it is also appropriate
when it is applied to evaluation overlapping community partition.

The other objective function is extended modularity which is proposed by
Shen [15]. This objective function is extended from modularity which is used by
many community detection methods. Traditional modularity measures the num-
ber of within-community edges, relative to a null model of a random graph with
the same degree distribution. But we can say that traditional modularity defi-
nition cannot be applied to overlapping community detection directly. To adopt
Q to overlapping community detection problem, Shen modified the traditional
modularity we mentioned above as follow.

QOL =
1

2m

c∑
k=1

∑
i,j∈Ck

1

OiOj
(Aij −

kikj
2m

) (2)

where m is the total number of links in the network, ki and kj are the degrees
of nodes i and j respectively, Aij are the terms of the adjacency matrix of the
network. Oi and Oj are the numbers of communities to which nodes i and j
belong respectively.

The two objective functions chosen in this paper are described above. Besides,
we can find out through our experiments that partition density tends to find
small communities. On the other hand, the modularity optimization may come
across the resolution limit problem[25]. From this problem, we can find that
modularity can lead the optimization algorithms to large community partitions.
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Algorithm 1. Framework of MOOCD

Require:
The set of the internal population, ipsize;
The set of the external population, epsize;
The probability of mutation, pm;
The probability of crossover, pc;
The running generation, gens;

Ensure:
The final population, P ;

1: Pin = φ, Pex = φ
2: for each i in 1 to epsize do do
3: gi = generate gene()
4: calculate functions(gi)
5: Pex = Pex ∪ {gi}
6: end for
7: for each t in 1 to gens do
8: Pin = φ, i = 0, i = ipsize

2

9: in select(Pex, Pin, i)
10: while i < ipsize do
11: randomly select two individuals (gj and gk) from Pin

12: generate random value r ∈ [0, 1]
13: if r < pc then
14: g′j , g

′
k =crossover(gj , gk)

15: else
16: g′j = mutate(gj)
17: g′k = mutate(gk)
18: end if
19: i = i+ 2
20: calculate functions(g′j);Pin = Pin ∪ {g′j}
21: calculate functions(g′k);Pin = Pin ∪ {g′k}
22: end while
23: ex select(Pex, Pin, ipsize, epsize)
24: end for
25: P = model selection(Pex)
26: return P

generate() //initialize individual i according to the genetic representation.
calculate function(gi) //evaluate the objective functions of gi.
ex select(Pex, Pin, ipsize, epsize) //update EP( maximum size is epsize).
crossover(gi, gj),mutate(gi) //crossover and mutation genetic operator
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These findings reflect the intrinsic conflict between the two. And the experiments
in section 4 shows that the algorithm using these functions can find community
partitions with different characters.

3.3 Genetic Representation and Operators

In this section, we describe two parts of the algorithm which are encoding and
decoding as well as mutation and crossover in detail.

Genetic Encoding and Decoding. To apply genetic algorithm to our prob-
lem, we need to transfer the community partitions into some forms which can
execute genetic operations. To satisfy the requirement of overlapping community
detection, we choose link-based genotype to represent solutions. In this repre-
sentation method, links are clustered into different partitions. It is possible for
nodes that belong to two or more communities. As for the implement of this
method, we use the strategy provided by Cai [14].

In this link-based representation, an individual g of the population consists of
m genes {g0, g1, . . . , gi, . . . , gm−1}, where i ∈ {0, . . . ,m − 1} is the identifier of
edges, m is the number of edges, and each gi can take one of the adjacent edges
of edge i. As Fig. 1 shows

Fig. 1. Genetic Encoding and Decoding

The decoding phase transfers genotype to partition, which consists of link
communities. Gene gi of the genotype and it’s value j is interpreted that edge
i and edge j have one node in common, and should be classified to same com-
ponent. In the decoding phase, all components of edges are found, and all edges
with in the component constitute a link community.

Genetic Mutation and Crossover. To implement genetic algorithm, we need
to confirm some necessary operators such as mutation and crossover. To describe
our mutation and crossover strategies, we suppose there are two solutions which
are represented through the method above as g1 and g2. In the crossover oper-
ation, we randomly generate a value i. And then, the two genotypes exchange
their genes whose positions are i. As for the mutation operation, one random
value j is generated. And the jth gene of a certain genotype g is replaced by
another value we generate randomly. Fig. 2 show these operations in detail.
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(a) parents (b) mutation (c) crossover

Fig. 2. Genetic Mutation and Crossover

3.4 Model Selection

When the genetic iterations finish, MOOCD returns its external population
which is a set of Pareto optimal solutions. And it’s time for the decision makers
to choose one solution from them. However, we provide an automated strategy
to select a more reasonable result. There are many methods that can identify
one promising solution in the candidate set. And the principle of some of these
model selection methods is to make use of new objective functions to find out a
proper solution. In this paper, we use another strategy called Max-Min Distance
strategy. The principle of this method is to find a solution which deviates from
the random solutions most. And the concrete procedure of it is as follows.

Before the procedure, the method executes MOOCD on some random net-
works with the same scale. The Pareto front of their solutions are called random
Pareto front compared with the real Pareto front.

Firstly, the distance between a solution in the real Pareto front and one in
the random Pareto front is defined in

dis(C,C′) =
√
((intra(C) − intra(C′))2 + ((intra(C) − intra(C′))2)

where C and C′ represent the solutions in the real and random Pareto fronts,
respectively. Then the deviation of a solution in the real Pareto front from the
whole random Pareto front is quantified by the minimum distance between this
solution and any solutions in the random Pareto front. the deviation is defined
in

dev(C,CF ) = min{dis(C,C ′)|C′ ∈ CF}
where CF represents the random Pareto front. Finally we select the solution in
the real Pareto front with the maximum deviation. The model selection process
is formulated in

Smax−min = arg max
C∈SF

{dev(C,CF )}

where SF represents the real Pareto front.
In this section, we provided the framework of MOOCD and described some

crucial aspects of our algorithms. And we will evaluate the effectiveness of this
method based on artificial networks as well as real networks in the next section.
Besides, some other overlapping community detection algorithms are chosen to
compare with MOOCD in the experiments.
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4 Experiments

This section will validate the effectiveness of MOOCD through experiments on
artificial and real networks. The artificial netwrk experiments will illustrate the
advantages of multiple solutions returned by MOOCD, and the real network
experiments will validate the quality of the solution provided by the model se-
lection method. The experiments are carried out on a 2.2GHz and 2G RAM
computer running Windows 7.

4.1 Experiments on Artificial Networks

To explore the character and ability of MOOCD, we create 5 small typical arti-
ficial networks. In the artificial network experiment, we won’t use the model se-
lection methods like max-min distance method to choose a single result. Rather,
we will represent all the candidate results in Pareto set provided by MOOCD.
And these results are shown in Fig. 3 and Fig.4.

(a) N1 (b) N2 (c) N3

Fig. 3. The Community Partition Results of the Artificial Network N1, N2 and N3

(a) N4-1 (b) N4-2 (c) N5-1 (d) N5-2

Fig. 4. The Community Partition Results of the Artificial Network N4 and N5

As we can see in the results, for the networks with single correct community
partition (N1,N2,N3), MOOCD can find the correct ovelapping community par-
titions. More importantly, all the candidate results of MOOCD are meaningful
for the networks with multiple community partitions(N4,N5). At the meantime,
MOOCD can simultaneously find community partitions in different sizes. This
matches our purpose to choose the two objective functions. And we can say that
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MOOCD has the ability to find different types of communities like overlapping
communities and disjoint communities. This conclusion matches our analysis and
assumption in Section 3.

4.2 Experiment on Real Network

In this section, we compare MOOCD with ABL and GA NET on real networks.
We execute these 3 algorithm on 3 real networks and calculateD as well as extend
QOL of the partition results. After that, we calculate the number of communities,
the size distribution of communities and the average size of communities of the
partition results. At last, an intuitive view of partitions on Dolphin found by
MOOCD will be posted. Here we choose 3 networks as described in the Table 1
to execute the algorithms. The density and extended modularity are shown in
Fig.5.

Table 1. Real Networks Attributes

dolphins football lemis

Nodes 62 115 77

Edges 159 613 254

(a) Partition density D (b) Extend modularity QOL

Fig. 5. The Experiment Result of 3 Methods in Real Networks

The modularityQOL of our method is much better than that of other methods.
Though the partition density of our method is lower than the partition density of
other methods in some network, we find a more appropriate community partition
through the trade-off between partition density D and extend modularity QOL.
However, these results are not enough to demonstrate the ability and superiority
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of MOOCD. Additionally, to evaluate the rationality of the result of MOOCD,
in the results of the three methods, we calculate the number of communities,
the size distribution of communities and the average size of communities. The
results of dolphin network are shown if Fig. 6.

(a) Community Number and Average
Size

(b) Community Size Distribution

Fig. 6. Statistic Information for the Partition Results of Dolphin Network

As we can see in this figure, ABL and GA NET both tend to find small
communities and they find too many communities. Noticing that the objective
function of GA NET is community density, we can find community density D
can lead the algorithms to find tiny communities. This conclusion demonstrates
what we described in Section 3. This doesn’t match the real situation. On the
other hand, MOOCD can find bigger communities and the size distribution of
communities is more balanced.

And then, we show an intuitive view of partition on Dolphin found by MOOCD
in Fig.7 and analyze this partition. This figure shows the partitions found by
MOOCD in dolphin network. Dolphin network is a social network of frequent
associations between 62 dolphins in a community living off Doubtful Sound,

Fig. 7. The Partition of Dolphin Network
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New Zealand. The network fell into two parts because of SN100(node 36). In
the partition result of MOOCD, node 36 is belonging to many communities. In
other word, many communities overlap with each other on the node 36. Remov-
ing it makes many communities disjoint with each other, which then splits the
networks.

5 Conclusion and Future Work

In this paper, we propose an evolutionary algorithm for multi-objective overlap-
ping community detection. This algorithm uses two classical community parti-
tion evaluation functions as objective functions. These objective functions reflect
different characters of community structures and make our algorithms have some
interesting abilities. The experiments show that our method works well on find-
ing overlapping communities. Besides, MOOCD can simultaneously find different
types of community partitions.

In the future, we will try some other interesting objective functions to extend
MOOCD. At the meantime, we will apply more than two objective functions to
this algorithm. Furthermore, we are going to use the ideas and strategies of this
method to solve other problems like dynamic community detection.
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Abstract. We propose a novel method called exemplar finder (EF) for spectral
data endmember extraction problem, which is also known as blind unmixing in
remote sensing community. Exemplar finder is based on data self reconstruc-
tion assuming that the bases (endmembers) generating the data exist in the given
data set. The bases selection is fulfilled by minimising a l2/l1 norm on the re-
construction coefficients, which eliminates or suppresses irrelevant weights from
non-exemplar samples. As a result, it is able to identify endmembers automati-
cally. This algorithm can be further extended, for example, using different error
structures and including rank operator. We test this method on semi-simulated
hyperspectral data where ground truth is available. Exemplar finder successfully
identifies endmembers, which is far better than some existing methods, especially
when signal to noise ratio is high.

1 Introduction

The method proposed in this paper arises from a particular application in remote sens-
ing called blind unmixing [1]. The data acquired by the sensors mounted on unmanned
aerial vehicles or satellites are spectra in which different materials usually have distinct
signatures. One of the central tasks of analysing these spectra is to recover the con-
stituents of the scene that a device observes for earth observation purpose. Denote a
spectral sample by xi ∈ RD where D is the number of spectral bands (wavelengths),
say 321 bands from 6um to 14um for a typical thermal infrared spectrum. It is possible
that xi is a spectrum of a pure material, for example, a pure Chlorite sample. However, it
is also likely that xi is composed by several things mixed together. We normally work
on a simplified model where we can approximate the mixing process by a so-called
linear mixing model [2] as follows

xi =
M∑
j=1

αijpj + εi, s.t. αij ≥ 0, j = 1, . . . ,M and
M∑
j=1

αij = 1, (1)
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where pj is the spectrum of the jth known material, αij is the corresponding coefficient
or proportion of pj and εi is the error. We assume that xi consists of M materials and
M needs to be determined. The nonnegative and sum to one conditions in (1) reflects
the intuitive interpretation of αij’s being proportions. Apparently, we need to know the
spectra of pure materials beforehand, so that we can then “unmix” a given spectrum
xi to M materials that are most likely to be present. This process is often called linear
unmixing [3].

A spectral library of pure spectra is essential in linear unmixing. A lot of efforts have
been dedicated to building a reliable library in the last decades for a variety of devices.
However, there is no such a universal library that is suitable for every spectrometer in
the world simply because different sensors have different characteristics. So it is still
often the case that the library is missing. Blind unmixing [4] then becomes useful when
little information is available about the materials in the scene. It deals with the case
where pj’s are unknown.

Clearly this is an ill-posed problem because all variables in (1) but xi need to be in-
ferred from the data. Let X = [x1, . . . ,xN ] ∈ RD×N be the matrix of the given spectral
data set of a scene, and P = [p1, . . . ,pP ] ∈ R

D×P the matrix of all P endmembers
and P � N in general. Based on the linear mixing model (1), we have

X = PA, s.t. A ≥ 0 and 1�
PA = 1N , (2)

where A ∈ RP×N is the proportion matrix stacking all αij ’s and 1P is the vector of all
1 of size P . In the setting of blind unmixing, both P and A need to be estimated. In-
terestingly, it can be seen as a matrix decomposition problem. This immediately brings
many matrix decomposition methods into consideration, for example PCA [5] and non-
negative matrix factorization [6,7]. Indeed these methods play important roles in blind
unmixing. It can also be regarded as a dimensionality reduction problem [8], which
tries to find a low dimensional representation of the data, i.e. A and the bases P. This
interpretation is yet to be pursued. Nevertheless, the most challenging part is the lack
of information about P so that we have to make some reasonable assumptions.

Quite a few methods have been proposed for blind unmixing, for example, N-FINDR
[9], endmember bundles [10], Iterative Constrained Endmembering (ICE) [4], Mini-
mum Volume Constrained Nonnegative Matrix Factorization [11] just to name a few.
As we mentioned earlier, assumptions are essential for blind unmixing. One of the most
important one is that the pure materials exist in the scene, i.e. some xi’s are spectra of
pure materials, and others are mixtures of them. An opposite view is that every sample
must be mixture of several things. However, as spectral sensors technology advancing
so fast, now this is a reasonable assumption and it makes practical sense since the spa-
tial resolution of spectrometers is getting much finer so that it is possible that some
samples are indeed pure. Furthermore, if all samples are mixtures, it can be shown that
the solution is plagued by indeterminacy, i.e. infinitely many viable solutions, if there is
no prior knowledge at all for the endmembers. For these reasons, we consider the case
that the assumption of existence of pure materials holds in this paper.

The method proposed in this paper is called Exemplar Finder (EF). Unlike N-FINDR,
a typical method exploiting the assumption of presence of pure materials, which is sim-
plex finding based algorithm and therefore computational intensive, EF is based on
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data self-reconstruction with data selection embedded. It has a simple convex objective
function with a unique solution and therefore easy to solve. The next two sections will
introduce this new algorithm and its implementation in detail. We demonstrate its ef-
fectiveness in the experimental results section and conclude this paper by a discussion.

2 Exemplar Finder Model

Our proposed Exemplar Finder model has the following form

min
Z

1

2
||E||2F + λ||Z||2/1, s.t. X = XZ+E, Z ≥ 0 and 1�

NZ = 1N , (3)

where Z ∈ RN×N is the self-reconstruction coefficient matrix, ||M||F is the Frobenius
norm of matrix M and ||M||2/1 is the row dominant l2/l1 norm of a matrix defined as
||M||2/1 =

∑
i ||mi||2, where mi is the ith row of matrix M and ||m||2 is the l2 norm

of vector m.
The data self-reconstruction with l2/l1 minimization carries out the exemplar find-

ing task. Due to the presence of pure materials spectra assumption, we know that the
data must be able to be reconstructed by those pure materials with minimum error ac-
cording to the linear mixing model (1). Therefore, examining the patterns of Z, i.e.
different reconstruction solutions, one can find that only the solution using those true
pure spectra has minimum number of nonzero or dominant rows and minimum recon-
struction error. Based on this observation, we minimize the scale of the reconstruction
error and the l2/l1 norm of Z. Here we use the group elimination property of l2/l1
norm minimisation [12]. In our case, it sets rows to be zero when their influence is
minor. This justifies the EF model in (3). The dominant rows with largest l2 norms in-
dicate the pure materials in the data set, which we call exemplars in this model. Due
to its exemplar identification capability, we call this method Exemplar Finder. This is
similar to the idea of subspace learning [13,14] where the data self-reconstruction is
exploited to recover subspaces. However, unlike subspace learning, we do not restrict
the diagonal elements of Z to be zero since l2/l1 norm minimisation can rule out the
trivial solution of Z being an identity matrix.

The error is measured by least squares, i.e. ||E||2F . This is equivalent to assuming
that the error is from a standard Gaussian distribution. Interestingly, this can be possibly
extended further to other measurements, for example, l1 norm, l2/l1 norm and so on. In
those cases, the error structures are different. We use least squares here for its simplicity
and reasonably good performance.

Nonnegativity and sum to one constraints are in place complying with the require-
ment of linear mixing model (1). So matrix Z should give us the proportions of the pure
materials directly when (3) is optimised. However, these constraints bias the l2/l1 norm
minimisation a little in the sense that it can never eliminate a row entirely. This can be
easily solved by refitting after pure materials identification. This will be discussed later.

Other blind unmixing methods have very different models. For example, ICE opti-
mises the following cost function

min
P,A

||E||2F + λ
∑
i�=j

||pi − pj ||22, s.t. X = PA+E, A ≥ 0, and 1�
PA = 1N . (4)
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The idea is to find P endmembers that circumscribe most of the data. The optimisa-
tion is carried out iteratively alternating optimisation of P or A while fixing the other.
Apparently the objective function in (4) is not convex meaning that there are many ini-
tialisation dependent sub-optima. Nevertheless, ICE is a landmark algorithm for blind
unmixing due to its flexibility of accommodating other constraints. Its optimisation
scheme is also adopted widely by many variants. For example, the sparse promoted it-
erated constrained endmember detection (SPICE) [15] introduces a sparse encouraging
norm on A as follows

min
P,A

||E||2F + λ1

∑
i�=j

||pi − pj ||22 + λ2||A||1, s.t. X = PA+E, A ≥ 0, 1�
PA = 1N .

(5)
The argument of SPICE is that most of samples are mixture of several endmembers.
This is reflected by the l1 norm minimisation on A.

Other structures are imposed on the ICE type of model such as nonnegativity con-
straint on P, different sparsity encouraging norms on A and so on. One drawback of
these variants inherited from ICE is the non-convexity of the objective function. The
initialisation scheme they adopted normally is choosing P samples randomly from data
set. However, there is no grantee that the global optimum can be obtained.

3 Implementation

We proceed to implementation of Exemplar Finder model in this section. It is clear that
the problem in (3) is convex. Therefore, there will be a unique solution. Here is the
summary of the optimisation algorithm for EF. We adopt Nesterov’s method [16,17] as
the skeleton structure, within which the main update for Z is carried out by the l2/l1
minimisation procedure discussed in [18].

We first eliminate the equality constraint in (3) and write the objective function as

L(Z) = 1

2
||X−XZ||2F + λ||Z||2/1.

We take the first order approximation of the quadratic part at a given S with an addi-
tional proximal term as

Lγ,S(Z) =
1

2
||X−XS||2F + 〈G,Z− S〉+ γ

2
||Z− S||2F + λ||Z||2/1 (6)

where G ∈ R
D×N is the gradient of ||X − XZ||2F at S and 〈A,B〉 = tr(A�B) is

the inner product of two matrices. The purpose of including the proximal term in the
linearisation is to ensure the estimation is not too far away from the given point S. γ
controls the step size in the estimation. We maximize the step size in the algorithm to
be discussed later for fast speed while maintaining the necessary accuracy.

Nesterov’s method uses two sequences to approach the optimum, Zk and Sk, where
Sk = Zk + βk(Zk − Zk−1). Zk is obtained by solving minZLγ,Sk

(Z). The program
begins with an initialization of Z, Z0, and set Z0 = Z1. In cold start case, it is simply a
zero matrix. An appropriate value of γ is chosen using the Armijo-Goldstein rule [17].
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It works with a special update rule for βk to achieve an O( 1
k2 ) convergence rate, which

is optimal for first order algorithms. See [17, chapter 2] for details. We sketch the main
algorithm in Table 1. The stopping criterion could be specified as the maximum number
of iterations and/or a continuous update threshold.

In Step 5, argminZLγ,Sk
(Z) can be simplified as

Z̃ = argmin
Z

1

2
||Z−V||22 + λ||Z||2/1 (7)

where V = S − G/γ. This has a closed form solution [18]. PC(X) in step 6 is the
Euclidean projection of X to convex set C, meaning that PC(X) = argminY,Y ∈C ||Y −
X ||2F . Precisely, we solve the following problem

min
Z

||Z− Z̃||2F , s.t. Z ≥ 0, and 1�
NZ = 1N , (8)

where Z̃ is the solution to (7). This is a quadratic programming (QP) problem which
can be solved by standard QP solvers.

After we obtain the optimal Z, we calculate l2 norm of each row of Z, i.e. ||zi||2, and
the identified endmembers are the ones with P largest l2 norms. The final algorithm of
EF is summarised in Table 2.

Table 1. Main algorithm for EF. PC(X) in step 6 is
the Euclidean projection of X to the convex set C
corresponding to constraints

Optimize (3) via Nesterov’s method
Input: X, λ, Z0

Output: optimal Z
1. Initialization: Z1 = Z0, γ = 1, l−1 = l0 = 1.
2. for k = 1 to ...
3. βk =

lk−2−1

lk−1
, Sk = Zk + βk(Zk − Zk−1)

4. for j = 1 to ...
5. Z̃k+1 = argminZ Lγ,Sk (Z)

6. Zk+1 = PC(Z̃k+1)
7. if L(Z) ≤ Lγ,Sk (Z)

then γ = max(2γ,
||X(Zk+1−Sk)||2F

||Zk+1−Sk||2
F
)

8. else break
9. end if
10. end for

11. lk = (1 +
√
1 + 4l2k−1)/2

12. if convergence, then stop and output Zk+1 as
the solution.
13. end for

Table 2. Complete exemplar finder al-
gorithm. XS is the submatrix of X
stacking the columns indexed by S

Exemplar Finder Algorithm
Input: X, λ, Z0, P (number of end-
members)
Output: P endmembers identified in
X
1. Obtain optimal solution to (3) using
algorithm in Table 1;
2. Calculate l2 norm of each row of
Z, d = [||z1||2, . . . , ||zN ||2];
3. P = XS where S = {indices of
the P largest elements in d}.

Remark 1 (Exemplar identification). Normally when minimising the row dominant
l2/l1 norm of a matrix, one would expect that many rows of the matrix have been set
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to zero when the optimisation completes. However, under the nonnegative and sum to
one constraints, the minimisation of l2/l1 cannot really annihilate rows completely. It
can be observed that if we choose a large value of λ, we end up with a matrix with all
elements equal to 1/N . For this reason we use step 2 and 3 in Table 2 to identify the
exemplars instead of detecting zeros rows in Z. This strategy is actually more robust.
We will show this in the experimental results section.

Remark 2 (Regularisation paramter). There is a regularisation parameter λ in EF
algorithm. The choice of this parameter usually connects to model selection. However,
since we do not detect zero rows in Z but identify only the P most significant rows in
terms of l2 norm, this eases the importance of the choice of λ. Throughout the exper-
iments, we simply set it to 0.01N and it worked very well. This suggests that we can
actually fix it and henceforth no tuning parameter at all in EF algorithm.

Remark 3 (The number of exemplars). In most blind unmixing methods, the number
of endmembers must be specified. It can be detected by some methods such as virtual
dimensionality [19] or dimensionality estimation procedures [20,21]. In EF algorithm,
we assume that P is given. However, it is very likely this number can be detected auto-
matically from the pattern of l2 norms of the rows of Z. We will show this as well in the
experiment section.

4 Experimental Results

We will show some experimental results to demonstrate the effectiveness of EF algo-
rithm with a comparison with two popular methods, ICE and SPICE, in this section.
Note that we have to restrict our experiments on the so-called semi-simulated data set
[22] where we know exactly the ground truth, i.e. the true endmembers, so that we can
evaluate the effectiveness of the methods quantitatively.

4.1 Experiment Settings

The semi-simulation is based on thermal infrared (TIR) spectral data. We have a li-
brary of 120 typical thermal infrared spectra of pure materials with 321 thermal in-
frared wavelengths (6um - 14um). Background removal was carried out for the library
data. Background corresponds to temperature, lighting condition and other aspects of
acquisition environment which effect the shape of the spectra. The background removal
reduced most variation irrelevant to spectral features. We randomly picked P spectra
from the library as our endmembers, and sampled the weights from a uniform distri-
bution between [0,1] and re-scaled to proportions (sum to one) to get 100 simulated
noise free spectral data for tests. We obtained noise mean and covariance as in [22] to
simulate additive noise so that the simulated spectra are close to reality. We also mixed
the true endmember into the data to satisfy the presence of pure materials assumption.

In regard to the EF optimization algorithm, we chose the maximum number of
iterations to be 500 and a continuous objective function difference threshold 10−6.
Whichever criterion is achieved first stops the optimization. As mentioned earlier, we
set λ = 0.01N for EF in all experiments. For other methods, we set the recommended
values to parameters or searched the optimal values if the default ones were not satisfy-
ing.
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4.2 Noise Free Cases

Fixed Number of Endmembers. To our best experience in thermal infrared spectra,
most of the real spectra from proximal sensing (spectra are taken on ground not from
the air) are composed by up to 6 materials. Based on this, we first fix P = 6 to test
algorithms on noise free data.

Figure 1 (a) and (b) shows the 6 endmembers randomly chosen from the TIR library
and 100 simulated spectra including the endmembers. It should be a fairly straightfor-
ward case for endmembers extraction. The endmembers found by different methods are
plotted in Figure 1 (c) - (e). All these methods worked reasonably well to identify 5 out
of 6 endmembers. However, ICE and SPICE missed one with substitutes mixing other
features, while EF obtained all true endmembers exactly.

We used the following matching costs to quantify an endmember extraction solution:

ci = min ||pi − p̂j ||22, j = 1, . . . , P, (9)

and

C =
1

min{P, P̂}

P∑
i

ci, (10)

where ci is the matching cost for the ith true endmember pi, C is the overall matching
cost and p̂j is the jth estimated endmember by an algorithm (j = 1, . . . , P̂ ). Since true
endmembers and estimated endmember are two sets of data, finding a perfect match
between them is a bipartite matching problem. We simply use (9) to find the best match
for pi in terms of l2 distance and the minimum l2 distance is the matching cost for
pi. The overall matching cost is the average of individual matching cost. Note that
some solutions may not produce specified number of endmembers, for example, SPICE
generates less than specified number of endmembers sometimes. This is punished by a
smaller denominator in (10). As the name suggests, the smaller the cost, the better the
solution.

The detailed matching cost of three methods on this data set is listed in Table 3. It
shows clearly that ICE and SPICE have trouble with the first endmember and not so well
with the second one. The matching cost evaluation confirms our visual interpretation
and reveals a lot more details. Again, Table 3 shows the perfect identification results by
EF.

Figure 1 (f) shows the l2 norm pattern of the rows of the optimal Z obtained by EF.
The l2 norms of the rows of Z associated with pure materials are much larger than those
of the others, which are not exactly zero. So if we threshold the l2 norms of the row
vectors of Z, we should be able to detect the number of exemplars automatically. As
the eigenvalue analysis in PCA, sometimes it may be difficult to choose a clear cutoff
line. Human intervention could help in this scenario.

Varying Number of Endmembers. Based on the quantitative measurement presented
in last section, we proceed to investigate the effectiveness of EF on the data sets with
different number of endmembers. We varied P from 1 to 16 and generated the test
data in the way as we mentioned in Section 4.1. For every value of P , we repeated the
experiment 10 times to examine how well these methods performed by evaluating the
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Fig. 1. (a)-(b):6 true endmembers randomly chosen from the TIR library and 100 simulated spec-
tra. (c) - (e): 6 endmembers found by three different methods. (f): l2 norm pattern of row vectors
of Z obtained by EF.
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Table 3. Matching cost of different methods. The head of the table is the indices of true endmem-
bers.

Algorithms 1 2 3 4 5 6 Overall
EF 0 0 0 0 0 0 0
ICE 0.3590 0.1133 0.0311 0.0259 0.0391 0.0130 0.0969
SPICE 0.3623 0.1133 0.0304 0.0285 0.0383 0.0123 0.1170

means and variances of their matching costs. The results are shown as the mean and
variance plot in Figure 2. EF is able to identify all the endmembers successfully across
all cases. However, the performance of ICE and SPICE deteriorates as the number of
endmembers to be detected increases.
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Fig. 2. The means and variances of the matching costs of three methods

4.3 Noisy Spectra

As shown in the previous sections, EF has clear advantage in identifying pure materi-
als when the spectra are clean. However, the acquired spectra from spectrometers have
more or less noise in reality. The noise level is often measured by SNR (signal to noise
ratio). In this section, we test the methods on controlled noisy data so that the perfor-
mance can be evaluated precisely.

After generated the test data using given number of endmembers, we added Gaus-
sian noise from N (m, δΣ) where m and Σ are the noise mean and covariance matrix
mentioned in Section 4.1, and δ is the scale factor controlling the noise level. We use
the overall SNR across all bands of a spectra data set defined as

SNR = −10 log 10(
||S−T||2F
||S||2F

),

assuming S is the noise free signal and T is the noise contaminated signal. This boils
down to SNR= −10 log 10δtr(Σ) since the noise is additive. The simulated noise level
δ varied from 1 to 5001 corresponding to SNR from 44db to 7db. The SNR of a prac-
tical spectrometer varies between 30db and 60db. So the noise level of this experiment
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covers one third of the range of real devices with the focus on really noisy spectra with
SNR down to 7db. We varied the number of endmembers from 1 to 16. To evaluate the
stability of different methods, we repeated the experiment 10 times so we can assess the
means and variances of different solutions.

Figure 3 (a) plots the overall matching cost of three methods for the cases with 1
to 16 endmembers against different SNR values. It summarises the performance of a
method across 10 repeated random experiments. The SNR axis in Figure 3 (a) is not
in log scale in order to get equal interval plot. Note that we matched the endmembers
extracted by any algorithm to the true clean endmembers and we did not apply any
smoothers to extracted endmembers or test spectra. This is very challenging to EF as
it only extracts exemplars from given data and therefore the solution endmembers con-
tained the same amount of noise as the data set. These extracted endmembers were
matched to clean ground truth so that the matching cost involved noise. Whereas ICE
and SPICE have some smoothing effect since the endmembers are calculated instead
of selected. Nevertheless, several facts can be observed from the variance plot. First,
the performance of all methods drops when SNR is very low. Second, EF has lower
matching costs than others constantly across all SNR scenarios, although the detected
endmembers were not smoothed. Third, ICE and SPICE are almost the same because
their results are smoothed by mean operation and also they are indeed similar in model
structure.
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(b) SNR=27

Fig. 3. (a) The overall matching cost of different methods across solutions for number of end-
members from 1 to 16. (b) The matching cost of different methods when SNR=27.

We close this section by presenting the results of three methods with SNR equals
27 which is the typical signal quality of a spectrometer. The number of endmembers is
from 1 to 16 with 10 repeats for every test. Figure 3 (b) shows the results. Once again,
EF has very clear advantage when the spectra quality is good. However, we need to
point out that when the number of endmembers P equals 2, the variance of EF results
is remarkably large compared with that of EF with other values of P . This phenomenon
eludes us and it needs further investigation.

5 Discussion

We proposed exemplar finder algorithm (EF) in this paper for endmember extraction
problem. EF model is based on the assumption of existence of pure materials,
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i.e. exemplars, in the data set. It takes the form of data self-reconstruction with a row
dominant l2/l1 minimisation for bases selection. The objective function of EF is con-
vex and therefore has a unique solution. The optimisation is carried out by Nestorove’s
method to achieve O( 1

k2 ) convergence. The final exemplar extraction is fulfilled by se-
lecting row vectors of reconstruction matrix Z with P largest l2 norms. We tested EF
against other two popular blind unmixing methods called ICE and SPICE using con-
trolled semi-simulated data with and without noise. The experimental results demon-
strated that EF is better than those two methods. Although our focus in this paper is
endmember extraction, EF is not limited to this application. It can also be applied to
problems in image processing, computer vision and other fields where exemplar detec-
tion is essential.

Acknowledgements. The work of second author is supported by Australian Research
Council (ARC) under grant DP130100364. The work of the fourth author is supported
by National Nature Science Foundation of China (NFSC) under grant No. 61370119.

References

1. Bioucas-Dias, J.M., Plaza, A., Dobigeon, N., Parente, M., Du, Q., Gader, P., Chanussot,
J.: Hyperspectral unmixing overview: Geometrical, statistical, and sparse regression-based
approaches. IEEE Transactions on Geoscience and Remote Sensing 5(2), 354–379 (2012)

2. Guo, Y., Berman, M.: A comparison between subset selection and L1 regularisation with an
application in spectroscopy. Chemometrics and Intelligent Laboratory Systems 118, 127–138
(2012)

3. Berman, M., Bischof, L., Lagerstrom, R., Guo, Y., Huntington, J., Mason, P.: An unmixing
algorithm based on a large library of shortwave infrared spectra. Technical Report EP117468,
CSIRO Mathematics, Informatics and Statistics (2011)

4. Berman, M., Kiiveri, H., Lagerstrom, R., Ernst, A., Dunne, R., Huntington, J.F.: ICE: A
statistical approach to identifying endmembers in hyperspectral images. IEEE Transaction
on Geoscience and Remote Sensing 42(10), 2085–2095 (2004)

5. Jolliffe, M.: Principal Component Analysis. Springer, New York (1986)
6. Lee, D.D., Seung, H.S.: Learning the parts of objects by nonnegative matrix factorization.

Nature 401(6755), 788–791 (1999)
7. Lee, D.D., Seung, H.S.: Algorithms for non-negative matrix factorization. In: Int. Conf. Adv.

Neural Inf. Process. Syst., vol. 13, pp. 556–562 (2001)
8. Guo, Y., Gao, J., Kwan, P.W.: Twin kernel embedding. IEEE Transaction of Pattern Analysis

and Machine Intelligence 30(8), 1490–1495 (2008)
9. Winter, M.: Fast autonomous spectral endmember determination in hyperspectral data. In:

13th Int. Conf. Applied Geologic Remote Sensing, pp. 337–344 (1999)
10. Bateson, C.A., Asner, G.P., Wessman, C.A.: Endmember bundles: A new approach to incor-

porating endmember variability into spectral mixture analysis. IEEE Transactions on Geo-
science and Remote Sensing 38(2), 1083–1094 (2000)

11. Miao, L., Qi, H.: Endmember extraction from highly mixed data using minimum volume
constrained nonnegative matrix factorization. IEEE Transaction on Geoscience and Remote
Sensing 45(3), 765–777 (2007)

12. Guo, Y., Gao, J., Li, F.: Dimensionality reduction with dimension selection. In: Pei, J., Tseng,
V.S., Cao, L., Motoda, H., Xu, G. (eds.) PAKDD 2013, Part I. LNCS, vol. 7818, pp. 508–519.
Springer, Heidelberg (2013)



512 Y. Guo, J. Gao, and Y. Sun

13. Vidal, R.: A tutorial on subspace clustering. In: CVPR (2010)
14. Liu, G., Lin, Z., Yu, Y.: Robust subspace segmentation by low-rank representation. In: Inter-

national Conference on Machine Learning (2010)
15. Zare, A., Gader, P.: Sparsity promoting iterated constrained endmember detection in hy-

perspectral imagery. IEEE Transactions on Geoscience and Remote Sensing Letters 4(3),
446–450 (2007)

16. Nemirovski, A.: Efficient Methods in Convex Programming. Lecture Notes (1995)
17. Nesterov, Y.: Introductory Lectures on Convex Optimization: A Basic Course. Applied Op-

timization, vol. 87. Kluwer Academic Publishers (2004)
18. Liu, J., Moreau-Yosida, J.Y.: Regularization for grouped tree structure learning. In: Int. Conf.

Adv. Neural Inf. Process. Syst. (2010)
19. Chang, C.I., Du, Q.: Estimation of number of spectrally distinct signal sources in hyperspec-

tral imagery. IEEE Transaction on Geoscience and Remote Sensing 42(3), 608–619 (2004)
20. Raginsky, M., Lazebnik, S.: Estimation of intrinsic dimensionality using high-rate vector

quantization. In: Weiss, Y., Schölkopf, B., Platt, J. (eds.) Advances in Neural Information
Processing Systems 18, pp. 1105–1112. MIT Press, Cambridge (2006)

21. Carter, K.M., Raich, R., Iii, A.O.H.: On local intrinsic dimension estimation and its applica-
tions. IEEE Transactions on Signal Processing 58(2), 650–663 (2010)

22. Guo, Y., Gao, J., Li, F.: Spatial subspace clustering for hyperspectral data segmentation. In:
ICDIPC 2013, pp. 181–191 (2013)



H. Motoda et al. (Eds.): ADMA 2013, Part II, LNAI 8347, pp. 513–523, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

EEG-Based User Authentication  
in Multilevel Security Systems 

Tien Pham1, Wanli Ma1,2, Dat Tran1, Phuoc Nguyen1, and Dinh Phung1 

1 Faculty of Education, Science, Technology and Mathematics, 
University of Canberra, Australia 

2 Department of Computer Science, University of Houston Downtown, USA 
{tien.pham,wanli.ma,dat.tran,phuoc.nguyen, 

dinh.phung}@canberra.edu.au 

Abstract. User authentication plays an important role in security systems. In 
general, there are three types of authentications: password based, token based, 
and biometrics based. Each of them has its own merits and drawbacks. Recent-
ly, the research communities successfully explore the possibility that electroen-
cephalography (EEG) being as a new type of biometrics in person recognition, 
and hence the prospect of using EEG in user authentication is promising. An 
EEG-based user authentication system has the combined advantages of both 
password based and biometric based authentication systems, yet without their 
drawbacks. In this paper we propose to use EEG to authenticate users in  
multilevel security systems where users are asked to provide EEG signal for au-
thentication by performing motor imagery tasks. These tasks can be single or 
combined, depending on the level of security required. The analysis and 
processing of EEG signals of motor imagery will be presented through our ex-
perimental results. 

Keywords: EEG, data mining, pattern recognition, authentication, security, 
biometrics. 

1 Introduction 

Authentication is the foundation of all security systems in which a user is verified if 
who he or she claims. There are 3 means of authentication: (i) password based also 
known as something a user knows, for example, password and PIN (personal identity 
number), (ii) token based as known as something a user has, for example, physical 
keys, smart cards etc., and (iii) biometrics based as called as something a user is and 
does such as voice recognition, fingerprints matching, and iris scanning etc. [10].  

Authentication by something a user knows is the most popular authentic mechan-
ism, where a user has to provide not only ID but also a password [3]. The system is 
simple, accurate, and effective. However, password based authentication is not im-
mune from malicious attacks. The popular ones are offline dictionary attack, popular 
password attack, exploiting user mistakes, and exploiting multiple password use [3]. 
Therefore, a feasible alternative is extremely desirable.  
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Authentication by something a user has is an authentic mechanism that is based on 
objects a user possesses, such as a bank card, a smart card, and a USB Dongle etc.[3]. 
This kind of authentication requires users always bringing and providing the physical 
authentication object when accessing the system. Presenting the foreign object causes 
inconvenience. In additional, tokens can be physically stolen, be duplicated, as well as 
be hacked by engineering techniques [3].  Securing the tokens is itself a challenge. 

Authentication by something a user is and does, also known as biometrics based 
authentication, tries to authenticate users based on their biometric characteristics. 
Although biometrics authentication can avoid some disadvantages of password based 
and token based authentication, the conventional biometrics modalities have some 
security disadvantages. Face, fingerprint, and iris information can be faked by photo-
graphy, voice could be recorded, and hand writing may be mimicked [6]. Moreover, 
individuals can be damaged their biometric characteristics such as finger or face. 
These disadvantages require a better biometrics for security systems. 

In recent years, researchers start to establish the fact that brain-wave patterns are 
unique to every individual, and thus EEG signals can be used as biometrics measures 
[9]. Some modeling methods have been used for EEG-based person recognition. Li-
near support vector machines were employed in [2]. Neural networks with spectral 
features were used in [16].  In [9], Gaussian mixture models with maximum a post-
eriori adaptation were applied for person verification. In [15] the author used Auto 
Regression (AR) coefficients with Principle Component Analysis (PCA) while [20] 
deployed Fisher’s Linear Discriminant (FLD) to reduce the dimensions of AR and 
power spectrum density (PSD) feature vectors, and then a k-nearest neighbors (kNN) 
classifiers were applied. 

More studies in applying machine learning algorithms to EEG-based person recog-
nition can be found in [6], [11-14]. Multi-sphere Support vector data description 
(MSSVDD) was used in [11,12] while in [7] the author tried to analyse EEG signals 
based on an ARMA (Auto-Regressive and Moving Average) model. 

Most of the current works only analyzed different single mental tasks, and the im-
pact of combined mental tasks has not been investigated. Moreover, those works fo-
cused on person recognition rather than person authentication. Although these 2 areas 
are related to each other, the focus is different. An authentication system requires 
accuracy and stability, a minimum risk of being faked or information disclosure, non-
intrusive, easy to implement and operate, and having different credentials for different 
levels of security. In addition, the same person may want to set different levels of 
“EEG passwords” to different levels of security. Therefore, in this paper, we propose 
to use EEG for authentication in multilevel security systems where users are asked to 
provide EEG signal for authentication by performing motor imagery tasks. These 
tasks can be single or combined, depending on the level of security required. 

The rest of the paper is organised as follows. In Section 2, we study using EEG for 
authentication in multilevel security systems. Section 3 describes EEG features. Sec-
tion 4 describes SVM modeling technique and hypothesis testing. Experiments and 
results are presented in Section 5. We conclude the paper with a discussion and our 
future work in Section 6. 
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2 Using EEG for Authentication in Multilevel Security Systems 

While the conventional types of authentication have their own shortcomings as dis-
cussed above, EEG emerges as a potential modality for authentication because of the 
following advantages, yet without shortcomings of the conventional types:  

1. EEG is confidential because it corresponds to a secret mental task which 
cannot be observed; 

2. EEG signals are very difficult to mimic because similar mental tasks are per-
son dependent;  

3. It is almost impossible to steal because the brain activity is sensitive to the 
stress and the mood of the person. An aggressor cannot force the person to repro-
duce the same signals while the subject is under stress [9]; and 

4. EEG signals, by nature, require alive person recording [1]. 

Therefore, we propose an authentication system using EEG signals as illustrated in 
Figure 1.  

 

 

Fig. 1. EEG-based user authentication diagram 

We regard the system as authentication by something a user thinks. An EEG based 
authentication system has two phases: enrolment and verification. In the enrolment 
phase, a user is asked to do some tasks, for example imagining moving a hand, a foot, 
a finger or the tongue, and EEG signals are recorded. For authentication purposes, the 
imagery tasks themselves are also a part of the credentials and could not be seen by 
any third party. The number of tasks can be flexible and depends on the security level 
of the system. After collecting the data, the EEG signals of each task corresponding to 
the user are pre-processed, extracted features, and then the features are used to train 
the model for this person, which is kept securely in a database. 
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In the verification phase, when a user wants to access the system, he or she has to 
provide EEG signals by repeating the tasks which he/she did in the enrolment phase. 
These input EEG data are processed in the same way as in the enrolment phase. The 
obtained features are then fed into the classifier as testing data to match the model of 
the individual who he or she claims to be. 

The security systems can have a multiple security levels, depending on zones and 
resources with EEG based authentication because it can be adjusted by the number of 
matched tasks. If a system is of a lower security level, an individual may perform a 
few tasks, and the system only requires that at least one task is matched. If a system is 
of a high security level, all tasks in the sequence must be matched, so it helps to 
strength the security system. 

In the next sections, we analyse EEG features, choose modelling, and run experi-
ments to illustrate the flexibility of using EEG based authentication in multilevel se-
curity systems.  

3 EEG Features 

3.1 Autoregressive (AR) Features 

Autoregressive model can be used for a single-channel EEG signal. It is a simple lin-
ear prediction formula that best describes the signal generation system. Each sample 
s(n) in an AR model is considered to be linearly related, with respect to a number of 
its previous samples [19]: ∑                        (1) 

where ak, k = 1, 2, …., p are the linear parameters, n denotes the discrete sample 
time, and x(n) is the noise input. The linear parameters of different EEG channel were 
taken as the features. 

3.2 Power Spectral Density (PSD) Features 

Power spectral density (PSD) of a signal is a positive real function of a frequency 
variable associated with a stationary stochastic process. The PSD is defined as the 
discrete time Fourier transform (DTFT) of the covariance sequence ∑                        (2) 

where the auto covariance sequence r(k) is defined as 

      (3) 

and s(t) is the discrete time signal ; 0, 1, 2, …  assumed to be a se-
quence of random variables with zero mean. 
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In this paper, the Welch's method [21] using periodogram is used for estimating the 
power of a signal at different frequencies. Twelve frequency components in the  
band 8-30 Hz of different channels was estimated as features. Welch's method can 
reduce noise but also reduce the frequency resolution as compared to the standard 
Bartlett's method, which is desirable for this experiment. 

4 Modelling Technique 

4.1 Support Vector Machine (SVM) 

The training data set obtained during the enrollment phase, is labeled as

{ , }, 1,...,i ix y i l= , { 1,1}iy ∈ − , 
d

ix R∈ . Support vector machine (SVM) using C-

Support Vector Classification (C-SVC) algorithm will find the optimal hyperplane 
 [4]: 

( ) ( )Tf x w x b= Φ +     (4) 

to separate the training data by solving the following optimization problem:                                     ∑                              (5) 

subject to 

( ) 1 and 0 , 1,...,T
i i i iy w x b i lξ ξ Φ + ≥ − ≥ =        (6) 

The optimization problem (5) will guarantee to maximize the hyperplane margin 

while minimizes the cost of error. , 1,...,i i lξ =  are non-negative, and are being intro-

duced to relax the constraints of separable data problem to the constraint (6) of  

non-separable data problem. For an error to occur the corresponding iξ must exceed 

unity, so i iξ  is an upper bound on the number of training errors. Hence an extra 

cost i iC ξ for errors is added to the objective function where C is a parameter 

chosen by the user. 
In test phase an SVM is used by computing the sign of 

( ) ( ) ( ) ( , )
S SN N

T
i i i i i i

i i

f x y s x b y K s x bα α= Φ Φ + = +     (7) 

where the Si are the support vectors, NS is the number of support vectors, K is kernel 

with ( , ) ( ) ( )T
i j i jK x x x x= Φ Φ , Φ  is a mapping to map the data to some other (possi-

bly infinite dimensional) Euclidean space. One example is Radial Basis Function 

(RBF) kernel 
2

( , ) i j

i jK x x e
γ− −= x x

. 
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4.2 Hypothesis Testing 

The verification task can be stated as a hypothesis testing between the two hypotheses: 
the input is from the hypothesis person (H0), or not from the hypothesis person (H1). 

Let λ0 is the model of the claimed person and λ1 is a model representing all other 
possible people, i.e. impostors. For a given input x and a claimed identity, the choice 
is between the hypothesis H0: x is from the claimed person λ0, and the alternative  
hypothesis H1: x is from the impostor λ1. A claimed person's score L(x) is computed to 
reject or accept the person claim satisfying the following rules 

                             
     accept     reject       (8) 

where  is the decision threshold. 
Let x be an EEG feature vector, the probability of x belonging to the class y is de-

fined as  where c is normalization factor and f(x) is from (7).  
If , . . ,  is a sequence of independent identical density feature vectors of class 

y, the probability of , . . , belonging to the class y in the AND case is: 

1

( )
( )

1
1

( ,..., | ) '

k

i
i i

k y f x
yf x

k y
i

P x x c e c eθ =

=


= =∏

  (9) 

and its probability belonging to the class y in the OR case is  
max ( )( )

1( ,..., | ) max
i

i i
yf xyf x

k y
i

P x x c e ceθ = =
  (10) 

Then the score L(x) in (8) for SVM will become 
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5 Experiments and Results 

5.1 Data Set 

The Graz datasets 2008 A and 2008 B come from the Department of Medical Infor-
matics, Institute of Biomedical Engineering, Graz University of Technology, for  
motor imagery classification problem in BCI Competition 2008 [7]. Both of  
datasets consist of EEG data from 9 subjects. The subjects were right-handed, had 
normal or corrected-to-normal vision. In dataset Graz 2008B, the subjects participated 
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in 5 sessions which consisted of two classes: the motor imagery (MI) of left hand and 
right hand. Three bipolar recordings (C3, Cz, and C4) were recorded at sampling 
frequency of 250 Hz. In dataset Graz 2008A, there are four classes motor imagery 
(MI) of left hand, right hand, foot, and tongue. The subjects participated in two ses-
sions on different days. Each session included 6 runs which were separated by short 
breaks. Five electrodes (C3, Cz, C4, Fz, and Pz) were recorded at sampling frequency 
of 250 Hz. 

Table 1. Dataset description 

Dataset #subjects #tasks #trials #sessions Length(secs) 
Graz 2008 B 9 2 120 5 7.5 
Graz 2008 A 9 4 48 2 6.0 

5.2 Feature Extraction 

The signals from electrodes C3, C4, Cz were selected for feature extraction. The auto-
regressive (AR) linear parameters and power spectral density (PSD) components from 
these signals are extracted as features. In details, the power spectral density (PSD) in 
the band 8-30 Hz was estimated. The Welch's averaged modified periodogram me-
thod was used for spectral estimation. Hamming window was 1 second 50% overlap. 
There were 12 power components in the frequency band 8-30 Hz extracted.  

In addition to PSD features, autoregressive (AR) model parameters were also ex-
tracted. In AR model, each sample is considered linearly related with a number of its 
previous samples. The AR model has the advantage of low complexity and has been 
used for person identification and authentication [17].  Burg's lattice-based method 
was used with the AR model order 21, as a previous study [15] suggested when there 
were many subjects and epochs. The resulting feature set consists of 3*(12+21) = 99 
features. 

5.3 Results 

The SVM method was used to train person EEG models. Experiments were conducted 
using 5-fold cross validation training and the best parameters found were used to train 
models on the whole training set and test on a separate test set. The RBF kernel func-

tion , was used. The parameters for SVM training are γ and . 
The parameter γ was searched in 2 : 4, 3, … , 1 .  The parameter  was 
searched in 2 : 1, 2, … , 3 . The best parameters found are 8, 0.5.  

Due to the levels of security, the task sequence matched is a combination of tasks , , , and  and cases  and  . For example , 
or all of them in the right order, e.g. .  

Table 2, Figure 2, Table 3 and Figure 3 present the authentication results when us-
ers doing different single motor imagery tasks as well as combined tasks. 
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Table 2. Equal Error Rate (EER) in authentication of 9 persons B01-B09 in Graz 2008B 
dataset  using the Left hand and Right hand motor imagery tasks 

     Task 
Subject 

Left  Right  Left ∪ Right Left  Right 

B01 0.003 0.000 0.001 0.000 
B02 0.014 0.002 0.003 0.001 
B03 0.000 0.000 0.000 0.000 
B04 0.010 0.013 0.001 0.002 
B05 0.011 0.010 0.006 0.009 
B06 0.005 0.006 0.000 0.003 
B07 0.000 0.000 0.000 0.000 
B08 0.020 0.013 0.010 0.008 
B09 0.000 0.000 0.000 0.000 

Average 0.007 0.005 0.002 0.003 

 

 

Fig. 2. DET curves of user authentication using EEG signal of Left hand (Task 1), Right hand 
(Task 2) motor imagery task in Graz 2008B dataset 
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Table 3. Equal Error Rate (EER) in authentication of 9 persons A01-A09 in Graz 2008A 
dataset  using the Foot and Tongue motor imagery tasks 

   Task 
Subject 

Foot Tongue Foot ∪ Tongue Foot  Tongue 

A01 0.025 0.000 0.000 0.000 
A02 0.033 0.001 0.026 0.012 
A03 0.010 0.010 0.000 0.012 
A04 0.003 0.000 0.000 0.000 
A05 0.003 0.007 0.000 0.010 
A06 0.000 0.003 0.000 0.000 
A07 0.001 0.001 0.000 0.000 
A08 0.000 0.000 0.000 0.000 
A09 0.000 0.003 0.000 0.000 
Average 0.007 0.004 0.003 0.004 

 

Fig. 3. DET curves of user authentication using EEG signal of Foot (Task 1), Tongue (Task 2) 
motor imagery task in Graz 2008A dataset  

A DET curve is considered as a means of representing performance on detection 
tasks that involve a trade-off of error types. Therefore, we can see different single 
mental tasks have different authentication accuracy from Fig 3 and Fig 4. Moreover, 
the results in Table 2, Table 3 and above DET curves of both datasets confirm that 
errors are significantly reduced when tasks are combined together in single matched 
policy (  tasks combination) and multiple matched policy (  tasks 
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combination). Moreover, with multiple matched policy (  tasks combination), 
it is more difficult to access system that means the security is considerably strength-
ened. To sum up, EEG-based authentication is flexible and suitable for multilevel 
security systems. 

6 Discussion and Future Work 

Using EEG signals for authentication has the advantages of both password based and 
biometric based authentications, yet without their drawbacks. EEG signals are biome-
tric information of individuals and have the advantages of biometric based authentica-
tion, yet EEG based authentication can overcome the disadvantages of conventional 
biometrics based authentication. 

On the other hand, brain patterns correspond to particular mental tasks, and they be 
regarded as individualized passwords. As the result, EEG based authentication has all 
the benefits of password based authentication, yet without it’s vulnerabilities. Moreo-
ver, EEG based authentication provides multilevel security systems and users a flexi-
ble authentication mechanism with different single mental tasks as well as different 
combined tasks policies. 

In the near future, we will experiment EEG based authentication on a large dataset. 
The using EEG signals for remote authentication and potential vulnerabilities of the 
system will also be studied.  
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Abstract. Extreme Learning Machine (ELM), recently proposed by Huang et al., 
has attracted much attention from more and more researchers in the machine 
learning and data mining community, and has shown similar or better 
generalization performance with dramatically reduced training time than Support 
Vector Machines (SVM). In ELM, it is implicitly assumed that all samples in 
training datasets share the same importance. Therefore, when it comes to datasets 
with outliers or noises, like SVM, ELM may produce suboptimal regression 
models due to overfitting. In this paper, by equipping ELM with the fuzzy 
concept, we propose a novelty approach called New Fuzzy ELM (NF-ELM) to 
deal with the above problem. In NF-ELM, firstly, different training samples are 
assigned with different fuzzy-membership values based on their degree of being 
outliers or noises. Secondly, these membership values are incorporated into the 
ELM algorithm to make it less sensitive to outliers or noises. The performance of 
the proposed NF-ELM algorithm is evaluated on three artificial datasets and 
thirteen real-world benchmark function approximation problems. The results 
indicate that the proposed NF-ELM algorithm achieves better predictive 
accuracy in most cases than ELM and SVM does. 

Keywords: Extreme learning machine, Fuzzy membership, Regression, Outliers 
or noises. 

1 Introduction 

Extreme learning machine (ELM), recently developed by Huang et al. [1, 2], is a 
non-iterative learning algorithm for single-hidden-layer feed-forward networks 
(SLFNs). In ELM, the parameters (input weights and hidden bias) of hidden nodes are 
randomly generated and, the output weights connecting the hidden to the output are 
analytically determined by computing a simple least-squares solution rather than a 
time-consuming optimization [1-5]. ELM is originally developed for the SLFNs and 
then extended to the “generalized” SLFNs which may not be neuron alike [3, 4]. The 
related work of ELM is overviewed in [5]. 

                                                           
* Corresponding author. 
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Because of its similar or better generalization performance and much faster learning 
speed than conventional learning machines such as Support Vector Machines (SVM), 
ELM has been attracting more and more attentions in the machine learning and data 
mining community. Although many improved versions [6-17] of ELM have been 
presented, such as Prune ELM [6], Optimal Prune ELM [12, 13], Regularized ELM 
[11], Evolutionary ELM [14], Kernel based ELM [7], Two-stage ELM [8], Ensemble 
based ELM [15], Incremental ELM [10], Error Minimized ELM [9], Evolutionary 
Fuzzy ELM [16], Online Sequential Fuzzy ELM [17], and so on, to enhance the 
performance of ELM, ELM and its improved versions still suffer from the problems of 
outliers or noises due to overfitting. 

It should be noted that all samples in training datasets are regarded as the same 
importance in ELM and its improved versions mentioned above. However, in many 
real regression applications, some samples in the training datasets may inevitably be 
corrupted in various degrees by outliers or noises. In general, like most of the 
regression algorithms, ELM establishes the predictive model by minimizing the global 
error in the training phase, which means that the model needs to fit all samples in 
training datasets well, including the outliers or noises. Therefore, the overfitting occurs, 
and the generalization performance of the trained model is degraded. 

In this paper, inspired by the ideas of Fuzzy SVM [18-24], we propose a novelty 
approach termed as New Fuzzy ELM (NF-ELM), in which ELM is equipped with 
fuzzy concepts to cope with the problems of outliers or noises. In NF-ELM, according 
to the degree of samples being contaminated, we first assign different training samples 
with different fuzzy-membership values, where more important samples are assigned 
with higher membership values while less important ones are assigned with lower 
membership values. Then NF-ELM is presented by integrating those 
fuzzy-membership values into ELM to reduce the effect of outliers or noises in the 
learning of a regression model.  

We evaluate the proposed NF-ELM method on three artificial and thirteen 
real-world benchmark datasets and, compare its performance with the ELM, SVM and 
BP algorithms. It is demonstrated that the proposed NF-ELM algorithm obtains better 
generalization performance for regression problems in the presence of outliers or 
noises. 

This paper is organized as follows. Section 2 briefly reviews the ELM algorithm. A 
new algorithm, called NF-ELM is proposed and deduced in section 3. In section 4, the 
experiments are conducted and the results are compared with other methods. Finally, 
section 5 concludes this paper. 

2 Fuzzy ELM 

In this section, we propose a new approach, termed as NF-ELM, in which ELM is 
equipped with fuzzy concepts to cope with the regression problems on datasets present 
of outliers or noises. The formulation and deduction are presented in detail as follows. 
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2.1 Formulation of NF-ELM 

Suppose that we have N  arbitrary distinct samples 

1{( , , )}N
j j j jwx y = , d

jx R∈ , m
jy R∈ , 

jw R∈ ,                   (7) 

where 
jw , are the fuzzy-membership value of sample jx  toward the regression 

model, 1, ,j N= ⋅⋅⋅ . In the following, we reformulate a new method of training a SLFN, 

called NF-ELM, based on the given number of hidden nodes L  and an activation 
function ( )g x . 

1 1 1 1 1( )

( )

( )

j j j j j

N N N N N

e o y h x y

e o y h x y

e o y h x y

β

β

β

− ⋅ −     
     
     

= − = ⋅ −     
     
     
     − ⋅ −     

  

  

                    (8) 

To show the effect of fuzzy-membership values on the learning of regression model 
clearly, the system (2) of ELM is rewritten as (7). It can be seen, from (8), that each 
error 

je , 1, ,j N= ⋅⋅⋅ , is treated as equally important in ELM. 

However, the importance of different samples may be different in real-world 
applications. For example, the samples contaminated by outliers and noises could be 
made less important to avoid overfitting. For 1, ,j N= ⋅⋅⋅ , the degree of importance of 

the sample 
jx  can be defined by its fuzzy-membership value 

jw  that is the attitude of 

jx  toward the regression model. 

By multiplying the error 
je  of the sample 

jx  by the corresponding 

fuzzy-membership value 
jw , 1, ,j N= ⋅⋅⋅ , the system (9) can be constructed as 

1 1 1 1 1 1 1 1( ) ( ( ) )

( ) ( ( ) )

( ) ( ( ) )

j j j j j j j j

N N N N N N N N

w e w o y w h x y

w e w o y w h x y

w e w o y w h x y

β

β

β

− ⋅ −     
     
     
     = − = ⋅ −
     
     
     − ⋅ −     

  

  

.              (9) 

In this formulation, as done in FSVM [18-24], the fuzzy-membership value 
jw  of 

the sample jx  is integrated into the system (9). If the sample jx  is a noisy sample that 

should be treated as the less important, we assign it with a smaller 
jw  to reduce the 

effect of the error 
je  on the learning of the regression model, and therefore, the 

contribution of the corresponding 
jx  to the trained regression model is decreased.  
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In another view, the proposed NF-ELM could achieve the better generation performance 
by letting the larger training error of less important examples, such as outliers or noise. 

Those equations in (10) can be compactly rewritten as 

( )WE W H Y WH WYβ β= − = − ,                         (10) 

where 1 2(= ag ,di )Nw w wW ⋅⋅⋅， ， ,  

1 1 1 1 1

1 1

( ) ( , , ) ( , , )
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×
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T
N N m

y

Y

y
×

 
 =  
  

     (11) 

Further, the equations in (11) can be transformed into 

F FE H YW β= − ,                              (12) 

where FH WH=  and FY WY= . 

It can be seen that both the characteristic and the frame of the presented NF-ELM 
stay the same with ELM, except for the fuzzy-membership added. Therefore, the output 
weights of NF-ELM for SLFNs can be analytically determined, by the least-squares 
method, as 

†= arg minF F F F FH Y H Y
β

ββ − =


,                     (13) 

where †
FH is called the Moore-Penrose generalized inverse of matrix FH . 

Moreover, if T
F FH H  is non-singular, † 1( )T T

F F F FH H H H−= , while if T
F FH H  is 

non-singular, † 1( )T T
F F F FH H H H −= . 

According to the ridge regression theory [1, 5], one can add a positive value λ  to 

the diagonal of T
F FH H  or T

F FH H  to make the resultant solution more stable, and 

thus, the generalization performance of trained regression model can be enhanced. 
Therefore, If T

F FH H  is non-singular, the regression model is  

  1( ) ( ) )T T
F F F Ff x h x H H H Yλ −= （I / + ,                       (14)  

while if T
F FH H  is non-singular, the regression model is  

1( ) ( ) )T T
F F F Ff x h x H H H Yλ −= （I / + .                        (15) 

Thus, The NF-ELM algorithm proposed in this paper can be summarized as follows. 

NF-ELM Algorithm: Given training set 
1{( , , )}N

j j j jx y w = , where d
jx R∈ , m

jy R∈  

and 
jw R∈ , the hidden node output function ( )g x , and the hidden node number L . 

Step1: Randomly generate hidden node parameters{ } 1
( , )

L

i i i
a b

=
. 

Step2: Calculate the hidden layer output matrix H . 
Step3: Construct the matrix 

1 2(= ag ,di )Nw w wW ⋅⋅⋅， ， . 
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Step4: Calculate 
FH WH=  and 

FY WY= . 

Step5: Calculate the output weights  

1)T T
F F F FH H H Yβ

∧
−= （  or 1)T T

F F F FH H H Yβ
∧

−=（ . 

3 Generating Fuzzy-Membership Values 

It is an important step to generate fuzzy-membership values for each training sample 
before analytically determining the output weight according to (13) by the least-squares 
method. Before training the proposed NF-ELM model, we must appropriately choose 
or define the membership generation method to reflect the importance of each training 
sample. The proper definition or application of membership function is depended on 
the characteristic of the certain field or task. The undesirable membership settings will 
send wrong messages to the training process and degrade the generalization 
performance of trained regression model. 

In order to define the fuzzy-membership function, which gives the particular 
importance of each example, we consider three methods in the following section. 

3.1 Defining Fuzzy-Membership Function Based on Time Characteristic  

Consider that the sequential learning problem needs to be conducted in some real-world 
applications, where the arriving time of the sample x  plays an decisive role in 
determining its importance, one can define the fuzzy-membership value 

jw  of the 

sample 
jx  with respect to its arriving time 

jt . In general, the sample from recent past 

is more important than the one far back in the past in some applications involving 
real-time signal processing [18]. Therefore, when training the regression model, the 
sample Nx  that is the last to reach the system will be made the most important, and its 

fuzzy-membership values is determined as =1Nw , while the first arriving sample 1x  

will be made the least important, and its fuzzy-membership values is chosen as 1=w σ , 

in which the positive value σ  is the user-defined lower bond of fuzzy-membership 
values. Further, suppose the fuzzy-membership values are a linear function of time, as 
defined in [18], the fuzzy-membership function can be defined as 

1
1

1 1

1
= ( ) N

j j j
N N

t t
w f t t

t t t t

σσ −−= +
− −

,                         (16) 

where 
1 j Nt t t< <   is the sequence of training samples obtained in the system. 

3.2 Defining Fuzzy-Membership Function Based on the Distribution Density  

In this method, we assume that the fuzzy-membership values could depend mainly on 
the space distribution of training samples. Further, we consider that the samples closer 
to the position around which the density of samples is low are treated as outliers or  
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noises with more possibility. The lower density position around which the sample lies, 
the less important the sample is regarded as. Therefore, the fuzzy-membership function 
values 

jw  of sample 
jx  can be defined with respect to the average Euclidean 

distance 
jd  of jx  to its k  nearest neighbors, 1, ,j N= ⋅⋅⋅ , where the parameter k  

is user-specified in advance. In the cases that the fuzzy-membership value 
jw  is a 

linear function of the distance 
jd , the fuzzy-membership function can be constructed 

in this paper as 

2= ( ) 1 j
j j

ma

d
w f d

d
= −

+ Δ
,                         (17) 

where { }1max , , , ,ma j Nd d d d=   , and the parameter Δ  is a small positive 

value user-defined in advance. 

3.3 Defining Fuzzy-Membership Function Based on the Training Error  

In this method, to avoid overfitting, we consider that the training error of each sample 
could play a decisive role in determining its importance, and that the samples with larger 
errors are treated as outliers or noises with more possibility. For each training sample, the 
smaller the training error is, the more important the sample is regarded as, while the larger 
the training error is, the less important the sample is regarded as. Therefore, we can define 
the fuzzy-membership function values 

jw  of sample 
jx  by a linear function 

3= ( ) 1 j
j j

ma

e
w f e

e
= −

+ Δ
,                          (18) 

where { }1max , , , ,ma j Ne e e e=   , Δ  is a small positive value user-defined in 

advance, and the parameter 
je  can be calculated based on a trained normal ELM 

model according to 

( )j j je h x yβ= ⋅ −


.                               (19) 

4 Experimental Results 

To evaluate the performance of the presented NF-ELM algorithm for regression 
problems in presence of outliers or noises, the experiments on three artificial and 
thirteen real-world benchmark datasets are conducted in following sections. All of the 
simulations are carried out in a Matlab environment on an intel core 2 Duo, 2.53 GHZ 
PC with 2 GB memory. In all experiments, we set 0.001Δ =  and 0.0001λ = . 

The index used for evaluating the performance is the Root Mean Square Error 
(RMSE). In this paper, the NF-ELM is implemented by embedding the 
fuzzy-membership values into the ELM software that can be downloaded from 
http://www.ntu.edu.sg/home/egbhuang/. 
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4.1 Experiments on Three Artificial Datasets 

In this section, we adopt three examples to evaluate the performance of the proposed 
NF-ELM in terms of the predictive error of each sample.  

In the first example, we construct a symmetrical function defined as 

                  
6 , 10.05 0.15,

0,  0.15 0.15,

6 ,   0.15 10.05,

x x

y x

x x

− − ≤ ≤ −
= − < <
 ≤ ≤

                          (21) 

In this example, thirty two training samples are uniformly generated with 
[ 10.05, 0.15] [0.15,10.05]x ∈ − − ∪ . By the same way, the sixty two test samples are 

generated. Consider that the samples from recent past is more important than the 
samples far back in the past in some applications, fuzzy-membership is defined as 

0.5,   10.05 0.15,
=

1,      0.15 10.05.t

x
w

x

− ≤ ≤ −
 ≤ ≤

                        (22) 

It can be noted that the definition in (22) is the reduced version of (16). It can be 
easily checked that the errors in ELM are almost symmetrical with respect to 0x = , 
while in NF-ELM, average value of errors when 0.15 10.05x≤ ≤  are much smaller 
than that of errors when 10.05 0.15x− ≤ ≤ − . Therefore, we can achieve the goal of 
making the samples from recent past be more important than the samples far back in the 
past when establishing a predictive model, which is usually necessary in some domains 
such as the time series prediction. 
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In the second example, we consider a simple function defined as 

sin / 0
   

1 0

x x x
y

x

≠
=  =

.                             (23) 

In this example, sixty eight training samples 68
1{ , }i i ix y =  are uniformly generated 

with  [ 10,10]x ∈ − . Before training the decision model, for 30,32,35i = , we 
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execute 0.3i iy y= +  to construct three outliers or noises , as shown in Figure 3. 

Ninety six test samples are uniformly extracted from (23) with the same interval. 
Different from the training samples, No outliers or noises exist in test samples. In 

NF-ELM and ELM, the number of hidden nodes is chosen as 5. The results are 
described in Figure 3, Figure 4, respectively. It is demonstrated that the NF-ELM yields 
more accurate predictive performance than ELM does when the training samples are 
corrupted by outliers or noises.  
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In the third example, we consider a two-variable function as 

2
2

2 2
1 2

(5 )
+Noise

3(5 ) (5 )

x
y

x x

−=
− + −

, 
1 20 , 10x x≤ ≤ .             (24) 
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Fig. 5. Test errors of ELM and F-ELM in function (24) 

In this example, a training dataset containing 100 samples is uniformly generated 
from the input domain with a Gaussian noise [0, 0.25], and, by the same way, we obtain 
the test dataset consisting of 200 samples, in which no outliers or noises exist. In ELM 
and NF-ELM, the number of hidden nodes L  is set as 6. The results are depicted in 
Figure 5. It is illustrated that the NF-ELM achieves much smaller test errors than ELM 
does.  
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4.2 Experiments on Real Benchmark Datasets 

In this section, we consider thirteen real-world benchmark datasets used in literature [1] 
to evaluate the proposed NF-ELM method. The performance of NF-ELM is compared 
with ELM. It should be noted that the computational time of the proposed NF-ELM 
includes the process of calculating the fuzzy membership values of training samples 
and the process of learning the decision model based on least square method. 
Therefore, the computational time of the NF-ELM is little longer than that of the 
normal ELM algorithm. Note that, proportion of noisy samples in training dataset is 
determined by specific problems. Therefore, when the problem is determined, the 
proportion of noisy samples in training dataset is determined too. In order to explain the 
conclusion above, a illustrate about the connection between proportion of noisy 
samples and test accuracy is given.  

Table 1. Training and test RMSE of  ELM, FELM2 and FELM3 

Data sets 
 ELM [1] 0.90NF-ELM2 0.90NF-ELM3 0.95NF-ELM2 0.95NF-ELM3 

train test train test train test train test train  test 

Auto price 0.075 0.099  0.084 0.099 0.075 0.097 0.075 0.096 0.075 0.096 

Servo 0.071 0.120  0.070 0.115 0.069 0.118 0.072 0.118 0.067 0.116 

Triazines 0.190 0.220  0.190 0.213 0.135 0.208 0.126 0.201 0.229 0.209 

Breast cancer 0.247 0.268  0.208 0.267 0.215 0.266 0.218 0.267 0.173 0.204 

Machine cpu 0.033 0.054  0.031 0.052 0.033 0.055 0.033 0.041 0.032 0.046 

Stocks 0.025 0.035  0.034 0.035 0.022 0.033 0.035 0.034 0.014 0.034 

Abalone 0.080 0.082  0.079 0.082 0.070 0.080 0.080 0.082 0.070 0.080 

ailerons 0.042 0.043  0.045 0.042 0.043 0.039 0.042 0.042 0.043 0.039 

Computer  0.032 0.038  0.033 0.038 0.039 0.038 0.031 0.038 0.039 0.036 

elevators 0.055 0.057  0.054 0.055 0.055 0.057 0.053 0.057 0.055 0.057 

Bank 0.041 0.036  0.042 0.035 0.040 0.036 0.041 0.034 0.040 0.036 

housing 0.122 0.127  0.121 0.122 0.110 0.123 0.113 0.122 0.109 0.124 

Census(8L) 0.062 0.066  0.064 0.066 0.064 0.066 0.063 0.066 0.064 0.065 

5 Conclusion 

In this paper, a novel ELM approach, named as NF-ELM, is proposed to overcome the 
problems of outliers or noises encountered by ELM. In NF-ELM, we assign low 
fuzzy-membership values for training samples contaminated by outliers or noises, and 
thus their contributions to the learning of regression model are decreased. The 
performance of NF-ELM is evaluated on three artificial datasets and thirteen real-world 
datasets, and is compared with ELM of the RSME. In general, we can conclude that 
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NF-ELM (NF-ELM2 or NF-ELM3) achieves higher predictive accuracy compared to 
the above three algorithms when learning a regression model from the datasets in 
presence of outliers or noises in this paper. However, it should be noted that the 
fuzzy-membership function adopted in NF-ELM plays an important role in obtaining 
the model with better generalization. Moreover, the optimal membership function is 
dataset-dependent. 
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