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Abstract. This paper shows the current status of an implementation with a 
composed device of depth and color camera. From the color image, a set of 
points associated with the face is obtained; later the main features of a human 
face are identified. The 3D model is constructed based on a previous 2D analy-
sis using the haar-like features for detecting the human face. This application 
will be a part of a more complex system designed to assist the driver by  
monitoring both inside and outside the vehicle, i.e. intelligent systems of  
transportation. 
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1 Introduction 

Facial recognition is a popular method used in these days for many different applica-
tions. Normally, a red-green-blue (RGB) image and a specific library is all what is 
needed to perform this method. Unfortunately, when dealing with object recognition 
and pattern matching, some adversities must be overcome in order to obtain a robust 
detection-recognition application. One of the main problems is the dependence on 
illumination conditions that will affect the perception of colors and shape detection. It 
is described in this paper, the usage of the XBOX 360 Kinect from Microsoft to show 
a first approach on how to obtain additional information for facial recognition besides 
the color image. This is possible thanks to the depth perception feature in the Kinect. 
From the depth perception, a 3D model of the face will be obtained. 

2 State of the Art 

Although there are some facial recognition experiments and the tools are easily ac-
cessible, not so many of this experiments take the depth information into account, this 
because of hardware restrictions or because it was not but until now, with the release 
of the Kinect, that an affordable hardware setup was available to obtain color images 
and 3D information at the same time. 
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2.1 Facial Recognition 

Today the study of the facial features is a branch that has a lot of work behind and 
many approaches and experiments have been published in different scientific journals 
and magazines. Although the final goal may differ, many of the basic points are 
shared, also the difficulties involved that can vary from one experiment to another for 
example, a rapid 3D face modeling is achieved in [1] using two images. The use of 
the second image is justified on the fact that more accurate depth information can be 
obtained from it. By merging the data obtained from both images, a 3D shape is ob-
tained. To finish, the intensity of the frontal image is mapped on the reconstructed 3D 
shape for a realistic solution. Another project proposes an algorithm for facial feature 
extraction and recognition based on a Curvelet transform and singular value decom-
position [2]. It does a Curvelet transformation first, extracts the Curvelet energy of 
low frequency and high frequency later. It follows by doing a singular value compres-
sion and fusions the facial features to this component. It ends using the nearest neigh-
bor classifier in the ORL person face database to confirm the validity of the algo-
rithm. Finally, the detection of drowsiness in real time is achieved in [3] where a  
system based on visual information and artificial intelligence is proposed to assist the 
driver. The algorithm also locates and tracks the face and eyes to compute a drowsi-
ness index. The main goal is to help to reduce a possible car accident due to drowsi-
ness or distraction from the driver.  

2.2 Kinect Projects 

Some projects have been developed with the Kinect after the release of the first driv-
ers available through the result of a competition partially sponsored by Adafruit In-
dustries [4] by the end of 2010. A month later PrimeSense[5], who designed the depth 
sensing in the Kinect, released their own drivers. Now, a large set of experiments 
have been developed in different branches. Many others are available in web pages 
such as Hackaday[6]. Projects with Kinect involve a wide variety of applications: As 
demonstrated in [7], the tracking of a hand is useful for applications oriented to virtual 
reality. Some others like [8] provide a solution that uses gestures as a way to interact 
with virtual objects in an augmented reality application. In [9] the detection of a  
human presence is achieved with a Kinect by using the depth information and 2D 
information associated to the head’s contour. The Kinect can also be used as a com-
plementary sensor in a more complex system such as in [10] where a mobile robot 
uses, as part of its localization system in an indoor environment, a Kinect for the loca-
tion of landmarks to correct the robot’s position. 

2.3 Time of Fly and Data Fusion Cameras 

The Kinect is not the only time of fly sensor available for research, there are others 
and different applications have been developed such as a[11] where a touch less user 
interface is developed for certain medical applications that require a physical contact 
but should be touch less due to the sterility requirement in the operation’s room. 
Another application is found in [12] that explains the development of a simulation of 
camera-like time-of-flight sensors. In [13], the time of fly and data fusion features are 
used in order to improve the road safety by detecting pedestrians. 



 Obtaining a 3D Model from a Facial Recognition in 2D 35 

 

3 System Description 

The system is composed of one XBOX 360 Kinect from Microsoft. The Kinect is a 
sensor bar composed by a set of different sensors that can be separated into 3 catego-
ries: video, audio and motion. For the video part there is a time-of-fly camera, an 
RGB camera and one IR receiver. For the audio part, there are 4 microphones confi-
gured as an array across the Kinect sensor bar. And for the motion part there is one 
servo motor and a 3 axis accelerometer. Different open source libraries were used 
with this hardware. A deeper description follows. 

4 System Functionality 

Overall, the application will obtain a single structure through the Point Cloud Library 
(PCL). It contains information about the video and depth perceived. From this struc-
ture (1), the RGB information will be extracted to build a 640x480 picture. The cloud, 
obtained from the sensor (Fig. 1), is a point structure representing Euclidean xyz 
coordinates according to a reference system where the center of the cloud corresponds 
to “0” in each of the 3 axis, and the RGB color (1). P is the point cloud, x,y and z 
define the Euclidian coordinates and c is the color channel. Each point corresponds to 
one projection of the time of fly camera. For this project, a cloud with points Point-
XYZRGB is used i.e. a cloud with the Euclidean coordinates and color information 
for each point.  

 ∑ ∑ ∑ ∑  (1) 

Once the cloud is obtained, the color image is built from the cloud by unpacking 
the RGB values from the cloud to a matrix with the same dimensions as the cloud and 
3 channels, one for each color as seen in (2) where M is the resulting matrix; p is one 
point in M; w and h are the height and width of the image respectively; c is the color 
channel. This matrix is then converted to an image where the vision algorithms can be 
applied. A direct association between a detected object in the color image and its cor-
responding set of points in the cloud can be done with no additional conversions. 

 ∑ ∑ ∑  (2) 

 

Fig. 1. XYZRGB cloud with the coordinates system 
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The image is now constructed and the next step is to search for the facial features 
in it. To address this problem, a series of search procedures will be done with differ-
ent ROIs. This means that the overall image will be subject to a search of a larger 
object and once detected, another search, more specific, will be done but only in the 
area corresponding to the previous large object detected. 

Notice that if this embedded search was not performed and instead a direct search 
for eyes and mouth was done, it would take more as the searching algorithm will take 
more time searching for a small object in a large image compared to searching for a 
larger object in the same image. Therefore, the application will not go straight for the 
facial features but instead will go for a constant reduction of the searching space fol-
lowed by more specific searches. Inside the image, the first object to be searched is 
the upper body, then the face and finally the eyes and mouth. A haar-like features 
method was used to perform the detection. This method allows the search of a part of 
the human body in the whole picture. The algorithm starts with a window of deter-
mined size that is moved over the input image, and for each subsection of the image 
the object specified in the configuration file is searched. If the whole image is ana-
lyzed and no object was found, the area of the window is increased by a percentage 
specified in the parameters of configuration and the search is repeated. So, to find an 
object of an unknown size in the image the scan procedure should be done several 
times at different scales. Only the upper body, face, eyes and mouth were used for this 
project. The ROI (3) of the resulting object has different properties that will be used 
later such as width (w’), height (h’), and the coordinates of the upper left corner. This 
ROI will be a sub-image and therefore will also have the 3 color channels (c’) with it. 

 ∑ ∑ ∑  (3) 

After the facial features are obtained, a new cloud is constructed (4) only by those points 
that belong to the face. This is, all the  that are contained inside (3). Notice that the 
depth parameter z is not filtered. P’ is the point cloud associated to the face. As a result, 
a point cloud containing information about the depth and color of the face is available. 
This model can be stored in a particular file format for a future analysis. The resulting 
model has the same components as the original cloud from where it was extracted. 

 ∑ ∑ ∑ ∑  (4) 

Although it’s possible to obtain more than one face and its respective point cloud, 
only one is obtained at this stage of the project due to its orientation which aims at 
supervising the driver’s gestures and gaze direction. 

5 Results 

The system was tested with different lighting conditions and positions of the face. In 
all cases, where the face was present and detected in the RGB image, a PCL from the 
face was obtained. The speed of the algorithm will depend on the parameters of con-
figuration of the face detection library. 

Although this device was designed for analyzing objects the size of a human body, 
it delivered good results as the facial 3D model has some distinguishable features 
such as the nose and the ocular cavities as seen in Fig.2. Another advantage obtained 
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